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Resumo
O Método dos Elementos Finitos representou nos últimos anos uma ferramenta fundamentalno estudo de problemas de contorno. A evolução desde sua formulação fundamental a partirdo Método de Galerkin clássico até sua versão com refinamento hp, se tornou na base dosmétodos numéricos mais avançados como é o Método de Galerkin Descontinuo. O Método dosElementos Finitos de Alta Ordem juntamente com os Métodos Espectrais usados na obtenção desoluções numéricas para problemas de contorno com fronteira descontinua, serão nosso objetode estudo nesta Dissertação. Desde sua formulação matemática fundamental, por intermédio daescolha apropriada das funções hierárquicas que compõem os espaços de aproximação, assimcomo o montagem dos sistemas lineares locais e sua respectiva utilização no sistema linear globalesparso, cuja solução é obtida pelo método iterativo de Gradiente Conjugado usando diversosPrecondicionadores, será o caminho a seguir.
Palavras-chave: Método dos Elementos Finitos de Alta Ordem, Métodos Espectrais, Refinamento
hp, Bases Hierárquicas, Malhas Adaptativas, Método de Gradiente Conjugado Precondicionado,
ASSOR, SSOR, ILU, Camada Limite.
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Abstract
The Finite Element Method developed in the last decades have been the most important tool inthe study of Boundary Value Problems. Your evolution from its fundamental formulation usingthe Galerkin Method to the hp-adaptive finite element methods (hp-FEM), provided the necessaryfoundation for more advanced Numerical Methods like the Galerkin Discontinuous Method. TheFinite Element Method of Higher Order, together with the Spectral formulation as a numericalmethod to solve Boundary Problems with Discontinuous Boundary, is the objetive of study to thisdissertation. The fundamental mathematical formulation of the finite element methods, passingthrough of to choose of hierarchical basis functions, also the assembly of local linear systems andit posteriorly use to construct a Sparse Linear System, whose solution is obtained for a iterativePreconditioner Gradient Method.
Keywords: Finite Element Method of Higher Order, Spectral Methods, hp-FEM,HirarchicalBasis Functions, Adaptative Grid, Preconditioned Gradient Method, ASSOR, SSOR, ILU,Boundary Layer Problem.
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Capítulo 1
Introducción
La idea de construir una solución de una ecuación diferencial a partir de una secuencia de apro-ximaciones locales, surgío cerca de 1943 en el trabajo publicado por Courant [21] en el usaba elmétodo de Rayleigh-Ritz en la solución de un problema de torsión, usando multiples domíniosinterconectados. Éste primer paso fue complementado en 1953 cuando Levy hizo uso de la formu-lación variacional presentada por Agry del método de Courant, para construir un procedimientoautomático conocido como Ensamble Global, el cual permito hacer un estudio estructural de va-rios componentes de una aeronave dando las bases de lo que despues seria llamado el Métodode Elementos Finitos (FEM).
La mayoria de los trabajos iniciales, usaban como funciones de aproximación, funciones linealespor partes definidas en un domínio muy cercano al domínio original en el cual se encontrabadefinido ya fuera un problema variacional o un problema de valor de contorno. En principio, laidea de hallar una solución aproximada usando funciones lineales, otorgaba un gran avance enla solución de problemas que en principio no permitian obtener una solución análitica, especial-mente aquellos que se encuentran definidos en dos o tres dimensiones. La metodología propuestapor Courant, la cual usaba multiples domínios al cual se le hacia corresponder un conjunto de
1
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funciones linealmente independientes no fue la única idea que surgio en la busqueda de solucio-nes de problemas de contorno. En una forma independiente al trabajo de Courant, [45] en su tesisdoctoral uso las series de Fourier como funciones de aproximación definidos en un ensamble desubdominios rectangulares para dar solución a un problema estructural. En éste sentido, Odenfundo lo que hoy en dias son llamados Métodos Espectrales/hp.
Los Métodos Espectrales al igual que el Método de los Elementos Finitos, hacen parte de unconjunto de métodos numéricos que dan solución a problemas de contorno/inicial, al usar unadiscretización espacial del domínio en la cual se encuentra definida la ecuación diferencial ycuyo componente característico se encuentra en la elección de un espacio de funciones en donderesidirá la solución final. Éstas funciones de aproximación, son las que garantizan que las condi-ciones de contorno sean satisfechas al igual que las condiciones de continuidad o conformidada las cuales el problema se encuentra restringido. La elección de las funciones, al igual que ladimensión del espacio que compone, se basa en la minimización de un residuo producto de ladiferencia entre una serie finita definida apartir de dichas funciones y la solución exacta delproblema: métodos de pesos residuales.
La elección de las funciones de aproximación es uno de los factores mas relevantes al distin-guir las versiones iniciales de los elementos finitos asi como de los métodos espectrales, de lasversiones contemporaneas. Las funciones base que generan las funciones de aproximación en elasi llamado método espectral clásico, son funciones definidas en un único domínio que en el casounidimensional, producto de la solución de un problema de autofunciones de Sturm-Lioville; enel caso bidimensional y tridimensional se usan estas mismas funciones pero se hace uso de unproducto tensorial entre dos o tres espacios unidimensionales, segun corresponda.
Gottlieb y Orszag en su monografía publicada en 1977 [27], formalizaron la teoría y proveyeron
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un conjunto de primeras aplicaciones de los métodos espectrales, especialmente en problemasde advección-difusión y en modelos de flujos incompresibles. En ella, los métodos espectralesson estudiados al elegir por funciones de aproximación senosoidales, como hiciera [45] y en suformulación mas moderna al usar polinómios de Legendre y Chebyshev.
En un trabajo desarrollado a finales de 1981, Ivo Babuška y Barna Szabó [6], establecieron ydesarrollaron la versión p del FEM. Su principal objetivo era la justificación matemática de unaidea en la cual, el comportamiento asimptótico que presenta la solución aproximada al aumentarel grado 𝑝 de un conjunto de funciones polinomiales definidas por partes (p-versión), se com-porta con un orden de aproximación ℎ𝑝+1 , donde ℎ representa el diámetro de los elementosgeométricos que componen la discretización del dominio; diferiendo de la versión original delMEF, donde el comportamiento asiptótico se obtenia al disminuir ℎ que caracterizan la malla (h-version). Las propiedades de la p-versión asi como su estudio de convergencia, son presentadascon gran detalle en éste trabajo y toma cuenta del gran andamiaje matemático detras del MEF,asi como de su consistencia en diversos problemas, especialmente su aplicación en problemasque presenta discontinuidades en su domínio o en sus condiciones de frontera, las cuales debenser reflejadas en la solución aproximada final.
Como funciones polinomiales, Babuška y Szabó, plantearon el uso de las funciones integradas deLegendre, como una familia ortogonal de funciones con respecto al producto interno de la ener-gía, que al igual a los métodos espectrales, generaban una matriz diagonal, la cual se caracterizapor su buena condicionalidad. Asi mismo, una de las propriedades que ésta familia de funcionestiene y que representa un gran ventaja en la p-versión del MEF, es su jerarquía: las funcionesbase correspondientes a una aproximación polinomial de grado 𝑝 constituye un subconjunto de lacorrespondiente aproximación polinomial de grado 𝑝+1. De este modo, la matriz de rigidez/masagenerada apartir de las funciones de grado menores o iguales a 𝑝, se encuentran integradas a la
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matriz de rigidez/masa construida usando las funciones asociadas al grado 𝑝 + 1.
Como trabajos posteriores, Ivo Babuška propuso ciertas condiciones necesarias en al elecciónde las funciones de aproximación asociadas a cada elemento geométrico, de tal forma que elnúmero de condición de la matriz de rigidez local, fuera de menor grado posible, para garantizarque al momento de ser ensamblada una matriz global, de tal forma que el número de iteracionesnecesarias para obtener una solución al sistema de ecuaciones lineales por medio del método degradientes conjugados, sea mínimo.
La elección de las funciones de aproximación, tanto en los métodos espectrales, asi como enla versión 𝑝 del MEF, constituye un factor fundamental en la reducción tanto de los erroresaleatorios presentes en la solución del sistema lineal final, asi como de la minimización del errorde la solución aproximada del problema original.
1.1. Método de Elementos Finitos
El Método de Elementos Finitos (MEF) es una versión especial del Método de Galerkin, quienproporciona una solución aproximada a problemas diferenciales, especificamente a aquellos pro-blemas de valor de contorno con o sin una dependencia temporal. Así, dado un problema dife-rencial caracterizado por un operador diferencial ℒ, definido en un domínio Ω̄ ∈ ℜ𝑑 ( 𝑑 = 1,2,3)y 𝒢 un conjunto de funciones que definen las condiciones de contorno que debe satisfacer lasolución de dicho problema, el MEF esta caracterizádo por tres aspectos:
El primer aspecto y a decir verdad el mas representativo, es la aproximación del domínio Ω̄ pormedio de una triangularización (𝜏ℎ) o cuadrilaterización1 (𝑞ℎ), i.e., el conjunto Ω̄ es subdivididoen un conjunto finito de elementos 𝜅 los cuales deben satisfacer las siguientes condiciones:
1ℎ representa un parámetro característico de la discretizació, puede tomarse la longitud mínima de un intervalo,cuando la dimension 𝑑 = 1, una área o volumen mínimo si 𝑑 = 2 o 3, respectivamente.
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1. ⋃︀𝜅∈𝒯ℎ 𝜅 u Ω̄ con 𝒯ℎ = {︀𝜏ℎ,𝑞ℎ}︀.
2. Para cada elemento 𝜅 ∈ 𝒯ℎ , el interior de 𝜅 definido por ?̊? es no vacio.
3. Sean 𝜅1 y 𝜅2 dos elementos pertenecientes a 𝒯ℎ, ?̊?1 ∩ ?̊?2 = ∅.
4. Para cada 𝜅 ∈ 𝒯ℎ, la frontera 𝜕𝜅 es Lipschitz-continua.
Una vez definidas las características de los elementos 𝜅 que componen la discretización 𝒯ℎ deldominio Ω̄, se da lugar al segundo aspecto fundamental del MEF y es la definición de un espaciode funciones polinomiales 𝒱ℎ finito dimensionalmente, cuyo dominio es 𝒯ℎ y definido como:
𝒱ℎ := ⋃︁
𝜅∈𝒯ℎ
𝒱𝜅 , 𝒱𝜅 = {︀?̂?𝜅 ; ?̂?𝜅 ∈ 𝒫𝑝𝜅 (?̄?)}︀, (1.1)
donde dim(𝒱𝜅) = 𝒩𝜅. Sin especificar condiciones necesarias o suficientes sobre el espacio 𝒱ℎy los subespacios 𝒱𝜅, no existe una razón para dar por subespacio 𝒱ℎ de un espacio de Hilbert
ℋ1(Ω̄). Sin embargo, podemos dar paso a uno de los teoremas fundamentales en la teoría delmétodo de elementos finitos, que nos proporciona las condiciones suficientes para estas inclusio-nes.
Teorema 1.1.1 Suponiendo que 𝒱𝜅 ⊂ ℋ1(𝜅) es valida para todo 𝜅 ∈ 𝒯ℎ y si 𝒱ℎ ⊂ 𝒞0(Ω̄),
entonces las siguientes inclusiones son válidas
𝒱ℎ ⊂ ℋ1(Ω̄), (1.2)
𝒱𝑜ℎ = {︀?̂? ∈ 𝒱ℎ , ?̂? = 0 sobre Γ = 𝜕Ω}︀ ⊂ ℋ10(Ω̄). (1.3)
En el teorema 1.1.1, ℋ1 e ℋ10 representa los espacios de Hilbert usuales. Asumiendo que el Teo-rema 1.1.1 es aplicado, baja una construcción adecuada del espacio 𝒱ℎ, encontraremos que lasolución a un problema de valor de contorno con condiciones de Dirichlet homogéneas puede
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ser construido a partir de un espacio de funciones polinomiales 𝒱ℎ. Así mismo, un problemadiferencial con condiciones de frontera de Neumann homogéneas o no, posee una solución apro-ximada generada a partir del espacio 𝒱𝑜ℎ ⊂ ℋ10(Ω̄), de la misma forma, un problema diferencialcon condiciones de frontera de Neumann homogéneas o no homogéneas tiene una solución ge-nerada a partir del subespacio 𝒱ℎ ⊂ ℋ1(Ω̄), [20].
Según el teorema 1.1.1, es posible construir una solución aproximada de un problema diferencial apartir de los espacios𝒱ℎ y𝒱0ℎ, sin restricciones sobre las funciones ?̂?𝜅 ∈ 𝒱𝜅, exceptuando las res-tricciones en las fronteras impuestas sobre las funciones definidas en la frontera, que componenel espacio 𝒱0ℎ. Por ésto, podemos considerar que el subespacio 𝒱𝜅 quien es finito dimensional-mente, puede ser generado a partir de una base canónica de funciones 𝛽𝜅 = {︀ 𝜃1,𝜃2, . . . , 𝜃𝒩𝜅}︀.De éste modo, una función 𝑓 : 𝜅 Ï ℜ tiene una representación según la base 𝛽𝜅 descrita como:
Π𝜅(𝑓 ) = 𝒩𝜅∑︁
𝑖=1 𝑓
𝜅
𝑖 𝜃𝑖 , (1.4)
donde 𝑓 𝜅𝑖 ∈ ℜ, 𝑖 = 1, . . . ,𝒩𝜅. La unicidad de los coeficientes 𝑓 𝜅𝑖 , puede ser garantizada al definitrun conjunto de operadores Σ𝜅 = {︀𝐿𝑖}︀𝒩𝜅1 con 𝐿𝑖 : 𝒫𝑝𝜅 Ï ℜ que satisfacen la siguiente propiedad :
Definición 1.1.1 (Propiedad-𝛿). Sea Σ𝜅 un conjunto de operadores lineales y 𝒱𝜅 un conjunto
de funciones de dimensión𝒩𝜅. Decimos que una base 𝛽𝜅 = {𝜃1,𝜃2, . . . ,𝜃𝒩𝜅} de un espacio 𝒱𝜅
cumple la propiedad-𝛿, si
𝐿𝑖(𝜃𝑗) = 𝛿𝑖𝑗 para todos 1 ≤ 𝑖,𝑗 ≤ 𝒩𝜅,
donde 𝛿𝑖𝑗 es la delta de Kronecker usual.
De esta forma decimos que una proyección lineal es única (tercera propiedad) si,
Definición 1.1.2 (Unisolvencia). Dada un subespacio de funciones polinomiales 𝒱𝜅 y una
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función 𝑓 ∈ 𝒱𝜅, la proyección
Π𝜅(𝑓 ) = [︀𝐿1(𝑓 ),𝐿2(𝑓 ), . . . ,𝐿𝒩𝜅 (𝑓 )]︀𝑇 ∈ ℜ𝒩𝜅 (1.5)
es única, para un conjunto Σ𝜅 de operadores linealmente independientes 𝐿𝑖 quienes cumplan
la propiedad-𝛿, sobre la base 𝛽𝜅.
Por tanto, volviendo a la ecuación (1.4), tenemos la correspondencia 𝐿𝑖(𝑓 ) = 𝑓 𝜅𝑖 , 𝑖 = 1, . . . ,𝒩𝜅.Con estas características en la mano podemos construir una definición global de Elemento Finito[57],
Definición 1.1.3 (Elemento Finito). Un elemento finito es una triada 𝐾 = (𝜅,𝒱𝜅,Σ𝜅), donde
1. 𝜅 ∈ ℜ𝑑, 𝑑 = 1,2,3, representa un elemento geométrico perteneciente a un discretización
𝒯ℎ quien cumple las condiciones (1).
2. 𝒱𝜅, es un espacio de funciones polinomiales de orden 𝑃𝜅, definido sobre el elemento
geométrico 𝜅.
3. Σ𝜅 = {𝐿1,𝐿2, . . . , 𝐿𝒩𝜅} es un conjunto de funcionales lineales quienes cumplen la propiedad-
𝛿
𝐿𝑖 : 𝒱𝜅 Ï ℜ, 𝑖 = 1,2, . . . ,𝒩𝜅 (1.6)
donde 𝒩𝜅 son llamados los grados de libertad asociados al elemento 𝜅.
Un estudio a profundidad de las definiciones, propiedades y especialmente la formulación mate-mática que se encuentra detras del método de elementos finitos, es desarrollada en gran medidaen [15; 20; 52].Hasta el momento hemos concentrado nuestro estudio en la definición de lo que se conocecomo elemento finito, algunas de sus características fundamentales y la forma en la cual esobtenido a través de la discretización espacial 𝒯ℎ de un domínio Ω̄, la definición de un espacio
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de funciones 𝒱𝜅 y conjunto de operadores lineales Σ𝜅. El uso de los elementos finitos como basepara construir una solución aproximada de una Problema de Valor de Contorno (PVC) es loque concentrara nuestros esfuerzos en los parrafos siguientes, especialmente la estratégia que sesigue para transformar un PVC en un Problema Valor Discreto (PVD), usando los diferentesteoremas vectoriales, asi como la solución de éste por medio de la construcción adecuada de unespacio de funciones 𝒱ℎ asi como es posible garantizar la unicidad de la solución obtenida enproblemas elípticos al hacer uso del Lemma de Lax-Milgram.
1.2. Problema Modelo y Formulación Variacional
Para dar una muestra de cuales son los pasos que el Método de Elementos Finitos da inicio desdeun problema diferencial, vamos a considerar el siguiente problema modelo:
(PVC). Sea un problema de valor de contorno definido en un domínio Ω̄, dado por
ℒ(𝑢) := −𝛼Δ𝑢(𝑥,𝑦) + 𝜆𝑢(𝑥,𝑦) = 𝑓 (𝑥,𝑦) , (𝑥,𝑦) ∈ Ω, (1.7)
𝑢(𝑥,𝑦) = 𝑔(𝑥,𝑦) , (𝑥,𝑦) ∈ Γ = 𝜕Ω̄, (1.8)
donde 𝑢 : Ω̄Ï ℜ, 𝛼,𝜆 ∈ ℜ+, 𝑓 (𝑥,𝑦),𝑔(𝑥,𝑦) ∈ 𝒞0(Ω̄) y Γ Lipschitz-continua.
Sea una funcion 𝑣 ∈ 𝒱, donde 𝒱 = {︀𝑣 ; 𝑣 : Ω̄Ï ℜ}︀ representa un espacio de funciones. Alhacer el producto entre la ecuación (1.7) e integrando sobre el domínio Ω̄, obtenemos
∫︁
Ω̄ 𝑣 (−𝛼Δ𝑢 + 𝜆𝑢) 𝜕Ω̄ =
∫︁
Ω̄ 𝑣𝑓𝜕Ω̄ . (1.9)
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Aplicando el Teorema de Gauss y las condiciones de frontera (1.8), definimos los operadores
𝑎(𝑣,𝑢) := 𝛼 ∫︁Ω̄(∇𝑣 · ∇𝑢)𝜕Ω̄ + 𝜆
∫︁
Ω̄ 𝑣𝑢𝜕Ω̄ , (1.10)
𝑏𝑓 (𝑣) := ∫︁Ω̄ 𝑣𝑓𝜕Ω̄ + 𝛼
∫︁
Γ 𝑣𝜕𝑛𝑔𝜕Γ . (1.11)
Si definimos formalmente 𝒱 como :
𝒱 = {︀𝑣 ∈ 𝐿2(Ω̄) ; 𝑎(𝑣,𝑣) <∞ y 𝑣 = 0 en Γ}︀ , (1.12)
Podemos definir un Problema Variacional Equivalente (PVE) al PVC :
(PVE). La solución equivalente al problema (1.7)-(1.8) puede ser expresado como
𝑢𝑒 = ?̃?𝐻 + ?̃?𝐷 (1.13)
siendo ?̃?𝐻 ∈ 𝒱 tal que 𝑎(?̃?𝐻 ,𝑣) = 𝑏𝑓 (𝑣) ∀𝑣 ∈ 𝒱 y ?̃?𝐷, una función elegída detal forma que las condiciones de frontera de Dirichlet no homogeneas (1.8) sonsatisfechas.
El PVE es llamada la formulación débil de un problema de contorno porque la función 𝑣 puedevariar arbitrariamente y las restriciones de continuidad de la posible solución del problemaoriginal, han sido disminuidas. Sin embargo, no tenemos herramientas suficientes para garantizarque la solución equivalente 𝑢𝑒 existe y es única, mas sin embargo, bajo ciertas propiedades de losoperadores 𝑎(·,·), 𝑏𝑓 (·) así como del espacio 𝒱, es posible garantizar existencia y unicidad de 𝑢𝑒al hacer uso del siguiente teorema:
Teorema 1.2.1 Existencia y Unicidad - Solución PVE. Supongamos que las siguientes con-
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diciones son satisfechas :
1. Si (ℋ,(·,·)) es un espacio de Hilbert.
2. 𝒱 un subespacio cerrado de ℋ.
3. Siendo 𝑎(·,·) un operador acotado, simétrico y coercivo2 en 𝒱,
entonces el problema equivalente 1.13 tiene una única solución [15].
Aunque el teorema 1.2.1 nos proporciona la existencia y unicidad de la solución a nuestro proble-ma equivalente 1.13, en terminos generales la existencia y unicidad de la solución al problemaequivalente construido a partir de un problema de contorno, ya sea simétrico o no, estará dadapor el Teorema de Lax-Milgram.
Teorema 1.2.2 Lax-Milgram. Dado un espacio de Hilbert (𝒱,(·,·)), un operador continuo,
coercivo y bilineal 𝑎(·,·) asi como un funcional lineal continuo 𝑏(·), existe un único 𝑢 ∈ 𝒱 tal
que
𝑎(𝑢,𝑣) = 𝑏(𝑣) ∀𝑣 ∈ 𝒱 .
La obtención, análisis y aplicación del Teorema de Lax-Milgram así como las propiedades decoercividad, continuidad y bilinealidad del operador 𝑎(·,·) y características del espacio 𝒱 ⊂ 𝐿2(Ω)quien es de por si un espacio de Hilbert, son estudiadas a profundidad en [15].
1.3. Aproximación de la Forma Débil y Discretización
Una vez se ha planteado un problema equivalente al problema de valor de contorno inicial, elcual se ha denotado por PVE, se formula una solución aproximada de éste problema usando unespacio de elementos finitos. Para ésto, se sigue un conjunto de pasos que es estandart en la teoríade MEF, la cual es resumida como:
2La coercividad del operador 𝑎(·,·) depende de los valores de 𝜆 presentes en el operador diferencial 1.7, en nuestrocaso los valores de 𝜆 seran tomados positivos para cumplir la condición de positividad.
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Paso 1. Es necesário la descretización del domínio Ω̄ usando un conjunto de N elementosgeométricos 𝜅 ∈ 𝒯ℎ quienes cumplen las condiciones (1) . En éste punto se defini unelemento geométrico de referencia 𝜅𝑟 al cual se encuentra asociado un mapeo biyectivo
𝜉𝜅 : 𝜅 Ï 𝜅𝑟 para cada elemento 𝜅 ∈ 𝒯ℎ.
Paso 2. Al definir el mapeo bijectivo 𝜉𝜅 para cada 𝜅 ∈ 𝒯ℎ, el espacio de funciones 𝒱 esaproximado por un subespacio
𝒱ℎ,𝑝 = N⋃︁
𝑘=1𝒱
𝑘 con 𝒱𝑘 = 𝒱𝑟 ∘ 𝜉𝜅 , (1.14)
siendo 𝒱𝑟 = {︀𝜑 ∈ 𝒫𝑝𝜅 (𝜅𝑟)}︀.
Paso 3. Una vez definido el espacio de funciones 𝒱ℎ,𝑝 se plantea un Problema VariacionalDiscreto (PVD),
(PVD). Dado un problema variacional en la forma (1.13), una solución aproximada
𝑢𝑎 de 𝑢𝑒 puede ser definida como:
𝑢𝑎 = 𝑢𝐻 + 𝑢𝐷 (1.15)
donde 𝑢𝐻 pertenece al espacio 𝒱ℎ,𝑝 cumpliendo
𝑎(𝑢𝐻 ,𝑣ℎ,𝑝) = 𝑏𝑓 (𝑣ℎ,𝑝) (1.16)
para todo 𝑣ℎ,𝑝 ∈ 𝒱ℎ,𝑝 ⊂ 𝒱. La función 𝑢𝐷 es una función polinomial por partes lacual corresponde a una aproximación de la función ?̃?𝐷 en (1.13).
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La solución de éste problema discreto es la mejor aproximación al problema equivalente1.13 en el espacio 𝒱ℎ,𝑝, y está representado por el lemma de Céa quien esta contempladoen el libro de [34].
Paso 4. Usando los pasos 1 y 2, expresamos la función 𝑢𝐻 como una combinación de lasfunciones base ?̂?𝑖 ∈ 𝒱ℎ,𝑝 con 𝑖 = 1, . . . ,𝑀 , siendo 𝑀 = dim(𝒱ℎ,𝑝), en la forma
𝑢𝑎 = 𝑢𝐷 + 𝑀∑︁
𝑖=1 𝑥𝑖?̂?𝑖 (1.17)
quien al ser reemplazada en (1.16) y teniendo en cuenta que 𝑣ℎ,𝑝 ∈ 𝒱ℎ,𝑝, es transformadaen un problema algebraico
𝑀∑︁
𝑖=1 𝑎(?̂?𝑖,?̂?𝑗)𝑥𝑖 = 𝑏𝑓 (?̂?𝑗)− 𝑎(𝑢𝐷,?̂?𝑗) , 𝑗 = 1, . . . ,𝑀 , (1.18)quien puede ser expresado en forma matricial 𝒜x = b, con 𝒜 = {︀𝑎(?̂?𝑖,?̂?𝑗)}︀ ∈ ℜ𝑀×𝑀 ,x = {︀𝑥𝑖}︀ ∈ ℜ𝑀 y b = {︀𝑏𝑓 (?̂?𝑖)− 𝑎(𝑢𝐷,?̂?𝑖)}︀ ∈ ℜ𝑀 .
Paso 5. Resolver el sistema (1.18) para las variables desconocidas x de ?̃?ℎ,𝑝 usando un esquemanumérico adecuado, dependiendo de las propiedades de la matriz 𝒜.
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2.1. Introducción
La convergencia y precisión de un Método de Elementos Finitos depende de las propiedades dela aproximación del conjunto de funciones base 𝑣 que se encuentran definidas sobre un elementode referencia 𝜅𝑟 . El subespacio 𝒱𝑟 al igual que el operador bijectivo 𝜉𝜅 son los responsables dela construcción de un espacio de 𝒱ℎ,𝑝, bajo el cual se construye la aproximación de la solucióndel problema de contorno. La convergencia y la precisión del MEF, depende entonces de laspropiedades de aproximación del subespacio 𝒱𝑟 , [15]. Por otra parte, la efectividad computacio-nal del método, depende de la efectividad del algoritmo dispuesto para la resolución del sistemaalgebráico final, asi como de la reducción de los errores aleatorios presentes en éste proceso, locual esta directamente relacionado con la eleccion de las funciones base.
De esta forma, el balance entre precisión, convergencia y efectividad computacional, se encuen-tran ligadas a una adecuada elección de las funciones base del subespacio 𝒱𝑟 . El análisis compu-tacional asi como varios aspectos internos relacionadas con la elección de las funciones base dela versión-p del MEF, fue presentada por [8]: en éste artículo, se considera como parámetro de
13
Capítulo 2. Bases Jerárquicas 14
elección el número de condición 𝒩(𝒜) de la matriz de masa/rigidez 𝒜. Babuška construye di-versas espacios de funciones basado en: funciones base clásicas de elementos jerárquicos usandopolinómios de Lobatto [57], funciones polinomiales jerárquicas construidas apartir de monómios[5], al igual que el uso de funciones trigonométricas e hiperbólicas, entre otras.
En la versión-p del MEF, las funciones base puden ser agrupadas en dos grandes grupos: fun-
ciones nodales y funciones jerárquicas o tambien llamadas modales. Las funciones nodales, seencuentran definidas en función de un número (𝑃+1)1 de puntos 𝜒𝑃 distribuidos en el interior delelemento maestro, los cuales pueden estar equidistantes o en puntos especificados de antemano,llamados nodos. Un ejemplo de éste tipo de funciones, es un conjunto de polinómios de grado
𝑃, L𝑃 = {︀h1,h2, . . . ,h𝑃+1}︀ donde h𝑗(𝑥) son denominados polinomios de Lagrange , quienes po-seen la propiedad notable de estar correlacionados con un conjunto de puntos 𝜒𝑃 ∈ ℜ𝑑 tal que,
h𝑖(𝑥𝑗) = 𝛿𝑖,𝑗 si 𝑥𝑖 ∈ 𝜒𝑃 y donde 𝛿𝑖,𝑗 representa la delta de Kronecker [16].
Ésta propiedad de los polinómios de Lagrange toma una mayor importancia, cuando los puntosnodales 𝜒𝑃 son elegidos de tal forma que coincidan que los puntos provistos por un método deintegración numérica, es ahí donde los polinómios de Lagrange toman su mayor potencial en elMEF, dado que implica el no cálculo del valor exacto del polinómio en dicho punto, reduciendoconsiderablemente el costo computacional de su implementación. Sin embargo esta reduccióndel costo, es contrarrestada por el no cumplimiento de continuidad entre elementos de gradopolinomial 𝑃 distinto, lo cual impide su uso en versiones adaptativas del método de ElementosFinitos. Los elementos finitos lineales son un buen ejemplo de expansión nodal donde los puntosnodales corresponde a los vertices del elemento maestro.
Las funciones modales no se encuentran ligadas a un conjunto de puntos nodales 𝜒𝑝 como lohace su contraparte nodal, y presenta algunas ventajes que van a ser estudiadas a profundidad a
1P: Grado polinomial asociado
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continuación.
2.2. Funciones Jerárquicas
La idea de manipular de forma independiente el grado polinomial asociado a cada uno de loselementos geométricos pertenecientes a la malla 𝒯ℎ en el MEF, así como las condiciones nece-sárias para obtener una solución adecuada a los estamentos de conformidad [57], fue presentaday desarrollada en gran medida en el artículo publicado [46]. En él, se postulaba las condicionesnecesárias para mantener el estamento matemático del MEF en una nueva versión.
1. La continuidad entre dos elementos que comparten un lado, debe ser mantenida exactamentesin importar el orden polinomial de los elementos.
2. Las funciones base correspondientes a una aproximación polinomial de orden 𝑃, constituyenun subconjunto de las funciones correspondientes a la aproximación polinomial de orden(𝑃+1). Como consecuencia de ésto, la matriz de rigidez/masa de un elemento de orden 𝑃 esuna submatriz de la matriz de rigidez/masa del mismo elemento pero con orden polinomial
> 𝑃.
La segunda característica definida por Peano [46], es la definición formal correspondiente a unespacio de funciones jerárquicas. El hecho que un espacio polinomial 𝑃 sea un subespacio deuno cuyo orden polinomial > 𝑃, permite una reducción considerable en el número de calculosnecesarios al aumentar el grado polinomial en una unidad.Para dar un estudio mas profundo de la construcción y propriedades de las bases jerárquicas,definimos el elemento maestro como:
𝜅𝑟 = {︀(𝜖,𝜂)| − 1 ≤ 𝜖 ≤ 1,−1 ≤ 𝜂 ≤ 1}︀ (2.1)
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quien se encuentra esquematizado en la figura 2.1.
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Figura 2.1: Elemento Maestro Cuadrilatero 𝜅𝑟
Una vez definido el elemento maestro 𝜅𝑟 y sus convenciones, las funciones jerárquicas se dividenen: Funciones Vértice, Funciones Arista y Funciones Internas.
Definición 2.2.1 (Espacio de Funciones Vértice Φv) Las Funciones Vértice estan asociadas
a cada un de los vértices v𝑖 del elemento 𝜅𝑟 , las cuales son usualmente bilineales:
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𝜑𝑣1 (𝜖,𝜂) = 14(1− 𝜖)(1− 𝜂) , (2.2)
𝜑𝑣2 (𝜖,𝜂) = 14(1 + 𝜖)(1− 𝜂) , (2.3)
𝜑𝑣3 (𝜖,𝜂) = 14(1 + 𝜖)(1 + 𝜂) , (2.4)
𝜑𝑣4 (𝜖,𝜂) = 14(1− 𝜖)(1 + 𝜂) . (2.5)
De ésta manera el espacio de funciones vértice esta dado por
Φv(𝜅𝑟) = {︀𝜑𝑣1 ,𝜑𝑣2 ,𝜑𝑣3 ,𝜑𝑣4}︀ . (2.6)
Con esta construcción, el espacio de funciones vértice tiene una dimensión 𝒩v = 4.
Definición 2.2.2 (Espacio Funciones Arista Φ𝑃Γ) Las Funciones Aristas son definidas sobre
cada uno de los lados Γ𝑖 con 𝑖 = 1,2,3 y 4 que componen el elemento 𝜅𝑟 .
𝜑Γ1𝑖 (𝜖,𝜂) = 12(1− 𝜖)𝜓𝑖(𝜂) , 𝑖 = 1, . . . ,𝑃1 , (2.7)
𝜑Γ2𝑗 (𝜖,𝜂) = 12(1 + 𝜖)𝜓𝑗(𝜂) , 𝑗 = 1, . . . ,𝑃2 , (2.8)
𝜑Γ3𝑘 (𝜖,𝜂) = 12(1− 𝜂)𝜓𝑘(𝜖) , 𝑘 = 1, . . . ,𝑃3 , (2.9)
𝜑Γ4𝑙 (𝜖,𝜂) = 12(1 + 𝜂)𝜓𝑙(𝜖) , 𝑙 = 1, . . . ,𝑃4 , (2.10)
donde 𝜓𝑖(𝜉), con 𝑖 = 1, . . . ,𝑃𝑙 representa una función continua definida en el intervalo [−1,1],
quien sera estudiada en profundidad en secciones próximas. Los valores 𝑃𝑙 ≤ 𝑃 − 1, con
𝑙 = 1,2,3,4 son determinados por la Regla Mínima, quien garantiza la continuidad de las
funciones base entre elementos que poseen una arista en común. Asi, el espacio de funciones
arista toma la forma
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Φ𝑃Γ(𝜅𝑟) = {︀𝜑Γ1𝑖 , 𝜑Γ2𝑗 , 𝜑Γ3𝑘 , 𝜑Γ4𝑙 }︀ , (2.11)
cuya dimensión es
𝒩𝑃Γ = 4∑︁
𝑖=1 𝑃𝑖 . (2.12)
Definición 2.2.3 (Espacio de Funciones Internas Φ𝑃I ) Las Funciones Internas, se caracteri-
zan por ser nulas tanto en las aristas Γ𝑖 como en los vertices v𝑖, 𝑖 = 1,2,3,4, justamente
descritas por la forma
𝜑I𝑘(𝜖,𝜂) = 14(1− 𝜖2)(1− 𝜂2)𝜓𝑖(𝜖)𝜓𝑗(𝜂) , con 0 ≤ 𝑖 + 𝑗 ≤ 𝑃 − 2 y 𝑘 = 1, . . . ,𝒩𝑃I . (2.13)
De esta forma, el número de funciones internas posibles en un elemento con grado polinomial
asociado 𝑃 es:
𝒩𝑃𝐼 = (𝑃 − 1)2 . (2.14)
Por lo tanto, el espacio de funciones que agrupa a las funciones internas es denotado por Φ𝑃I .
Usando la construcción de los espacios de funciones vértice, arista e internas, definimos el espaciode funciones base asociados al elemento maestro 𝜅𝑟 de grado polinomial P , como :
Definición 2.2.4 (Espacio de Funciones Base 𝒱𝑟) Dado un elemento geométrico de referen-
cia definido en la forma (2.1), un subespacio de funciones base de grado polinomial 𝑃 se define
como :
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𝒱𝑟 := Φv ∪ Φ𝑃Γ ∪ Φ𝑃I , (2.15)
desarrolladas en las secciones 2.2.1, 2.2.2 y 2.2.3. Así, el número de Grados de Libertad 𝒩𝑃
asociado al elemento maestro 𝜅𝑟 con grado polinomial 𝑃, es:
𝒩𝑃 = 4 + (𝑃 − 1)2 + 4∑︁
𝑖=1 𝑃𝑖 , (2.16)
por lo tanto el espacio de funciones 𝒱𝑟 esta compuesto por un conjunto de funciones {︀𝜑𝑘}︀ talque 𝜑𝑘 ∈ {︀Φv,Φ𝑃Γ,Φ𝑃I }︀ con 𝑘 = 1, . . . ,𝒩𝑃 .En algunos textos como [37], la construcción de las funciones base de aproximación, se haceapartir de la definición de un espacio de funciones 𝑆 el cual es definido por
𝑆𝑃(𝜖) = {︂12(1− 𝜖), 12(1 + 𝜖), (1− 𝜖2)𝜓1(𝜖), . . . , (1− 𝜖2)𝜓𝑃−1
}︂ con 𝜖 ∈ [−1,1] .
De éste modo el espacio de funciones 𝒱𝑟 es generado como un producto tensorial ⊗, de formaque
𝒱𝑟 = 𝑆𝑝(𝜖)⊗ 𝑆𝑞(𝜂) , 1 ≤ 𝑝 + 𝑞 ≤ 𝑃 − 1 .
2.3. Polinómios Ortogonales 𝜓
La elección de las funciones 𝜓𝑘, corresponde un punto fundamental de nuestro trabajo, espe-cialmente su comportamiento en estudio de problemas de contorno, con descontinuidades en lafrontera. Las funciones 𝜓𝑘 hacen parte de una familia de polinómios que se caracterizan porser ortogonales en un espacio de Hilbert ℋ𝜔(𝐼), donde 𝐼 es el intervalo [−1,1] y 𝜔 es denomi-nada función de peso o de ponderamiento. En la versión ℎ𝑝 del Método de Elementos Finitospresentada por [57], se usa los polinómios de Legendre y Lobatto (tambien conocidos como Int-
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Legendre), como elección de las funciones 𝜓𝑘, principalmente por su buen comportamiento enorden polinomial 10 o superior, asi como su precisión númerica en la evaluación numérica delas integrales.
Es carácteristico de los Métodos Espectrales hacer uso de familias de polinómios ortogonales. Lafamilia de polinómios de Chevyshev de primer grado ha sido usada en la solución de problemasde contorno con condiciones de frontera periódicas, donde la selección adecuada de los nodosque componen la malla, permite hacer uso de las propiedades de ortogonalidad y su respectivaevaluación en la construcción de la matriz de rigidez/masa [61]. Sin embargo, en este trabajovamos hacer uso de los polinómios de Chevyshev de segundo grado, especialmente por estardefinidos en el intervalo [−1,1] y por tener una función de peso 𝜔, definida como se muestra enla tabla 2.1: las polinómios de Chevyshev de primer orden, presenta una función de peso quepresenta discontinuidades en los extremos del intervalo [−1,1], lo cual da lugar a problemas dearredondamiento durante los cálculos efectuados en la construcción de la matriz de rigidez/masa.
Nombre Parámetro 𝜓𝑛(𝜖) 𝜔(𝜖)Legendre - P𝑛(𝜖) 1.0Lobatto - L𝑛(𝜖) 1.0Chebyshev 2∘ - U𝑛(𝜖) (1− 𝜖2) 12Ultraesféricos 𝜆 C(𝜆)𝑛 (𝜖) (1− 𝜖2)𝜆− 12
Jacobi 𝛼 , 𝛽 J(𝛼,𝛽)𝑛 (𝜖) (1− 𝜖)𝛼(1 + 𝜖)𝛽
Cuadro 2.1: Polinómios Ortogonales [1],[16]
Aunque los polinómios Jacobi abarcan los polinómios de Legendre como un caso particular, suuso en la construcción de bases jerárquicas no ha sido del todo puesta en práctica en el Métodode Galerkin clásico. Sin embargo a tomado un lugar importante en una nueva metodologianúmerica denominada Método de Galerkin Discontinuo [30], dado que estos remueven pequeñas
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oscilaciones presentes en la solución, cerca a las discontinuidades que son característicos en losproblemas en los cuales ésta nueva metodología esta siendo usada [37]. Por esta razón y comoposible uso en trabajos posteriores, los polinómios de Jacobi han sido tenidos en cuenta en ésteestudio.Como una alternativa a las anteriores familias y como principal carácteristica el estar definida enel intervalo [−1,1], los polinómios de Gegenbauer o asi llamados polinómios Ultraesféricos van aser tenidos en cuenta en éste estudio de comportamiento de funciones jerárquicas en problemasde contorno con discontiuidades.Un estudio de las propriedades de ortogonalidad, relaciones de recurrencia asi como su rela-cions de diferenciación, de las anteriores familias de polinómios ortogonales, estan presentes enel libro [1], pero para dar lugar a un buen uso de la notación, la tabla 2.1 presenta algunas de éstas.
Para dar una muestra de las características que presentan tanto las funciones vertices, de aristae internas que componen el espacio 𝒱𝑟 , en los figuras 2.2, 2.3 y 2.4 se presentan las funcionesbase 𝜑 de grado menor de 4 siguiendo la convención acordada en el esquema 2.1, construidas apartir de las funciones polinomiales de Jacobi (ver tabla 2.1) con 𝛼 = 1,0 y 𝛽 = 1,0.
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𝜑v1 𝜑v2
𝜑v3 𝜑v4Figura 2.2: Funciones Vértices Modales de Jacobi
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𝜑Γ11 𝜑Γ12 𝜑Γ13
𝜑Γ21 𝜑Γ22 𝜑Γ23
𝜑Γ31 𝜑Γ32 𝜑Γ33
𝜑Γ41 𝜑Γ42 𝜑Γ43Figura 2.3: Funciones Aristas Modales de Jacobi
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Figura 2.4: Funciones Internas Modales de Jacobi
Capítulo 3
Método de Elementos Finitos de OrdenSuperior
3.1. Introducción
En el capítulo 1, se formuló la base matemática y las propiedades de las funciones base quecomponen el Método de Elementos Finitos desde un punto de vista general. En éste capítulo vamosa dar lugar a una característica que hasta el momento no ha sido profundizada y corresponde a sulocalidad. Los operadores 𝑎(·,·) y 𝑏𝑓 (·) construyen un sistema lineal a partir de las funciones basedefinidas en el espacio𝒱ℎ,𝑝. Sin embargo, su evaluación no es efectuada en todas las funciones quepertenecen a éste espacio, simultaneamente, debido al costo computacional que ésto representa.La definición de las funciones base asociadas a cada elemento geométrico, permite atacar en unaforma localizada el accionar de los operadores 𝑎(·,·) y 𝑏𝑓 (·), de forma que nos permite construirsubmatrices de rigidez/masa asi como vectores de carga enlazados a cada uno de los elementosgeométricos.
Pero no solamente la localidad de estas matrices nos permite construir de forma eficiente unalgorítmo que de una solución aproximada a un problema de contorno, es por eso que se recurre
25
Capítulo 3. Método de Elementos Finitos de Orden Superior 26
a una proyección de las funciones base 𝜑 en el domínio de referencia 𝜅𝑟 por medio de unconjunto de polinomios de Lagrange h𝑖 a los cuales se les asócia un conjunto de puntos nodalespertenecientes al dominio de referencia. La elección de dichos puntos nodales, asi como el usode los polinómios de Lagrange para representar las funciones base 𝜑 es carácteristica de losmétodos espectrales, de ahí que en la literatura, ésta metodología toma el nombre de Spectral∖HPElement Finite Method [37]. Una vez se ha definido la nueva forma de las funciones base, elcálculo numérico de las integrales pasa a ser nuestro objetivo: la evaluación numérica de integralesdefinidas o indefinidas, clásicamente se realiza por medio de la Cuadratura de Gauss, en la cualse selecciona un conjunto adecuado de puntos sobre el domínio de integración junto con unnúmero real 𝜔 asignado a cada punto, permite obtener de una forma aproximada el valor dedichas integrales [22].
Al hacer coincidir los puntos nodales de los polinómios de Lagrange con los puntos de cuadratura[16], gracias a las propiedades de los polínomios 𝐿𝑙, es posible reducir considerablemente elnúmero de operaciones necesárias en la evaluación de las componentes de las matrices localesde masa ℳ𝜅, rigidiz ℛ𝜅 asi como del vector de carga ?̃?𝜅𝑓 , permitiendonos obtener un algoritmoeficiente que es uno de las mayores obstáculos en solución de problemas de contorno por médiodel análisis numérico.
Una vez se han obtenido de una forma eficiente las matrices y vector locales, el ensamble enmatrices y vector globales deben hacerse teniendo en cuenta la continuidad que debe poseerla solución aproximada del problema de contorno tanto en las arístas como en los vértices delos elementos. De ahí, que se hace indispensable la formulación de un conjunto de Reglas deConformidad que garanticen ésto.
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3.2. Matrices de Rigidez y Masa Locales
La solución al problema discreto formulado en la ecuación (1.15), plantea el uso de los operadores
𝑎(·,·) : 𝒱ℎ,𝑝 ×𝒱ℎ,𝑝 Ï ℜ y 𝑏𝑓 (·) : 𝒱ℎ,𝑝 Ï ℜ en la solución del problema variacional discreto. Alestar trabajando en el entorno matemático del Método de Elementos Finitos, el operador 𝑎(·,·)aplicado en el espacio 𝒱ℎ,𝑝 y al éste estar definido como la unión de un conjunto de subespacios
𝒱𝜅 = 𝒱𝑟 ∘ 𝜉𝜅 con 𝑘 = 1, . . . ,N (ver ecuación (1.14)), el operador 𝑎(·,·) aplicado a una par defunciones ?̃?𝜅𝑖 ,?̃?𝜅𝑗 ∈ 𝒱ℎ,𝑝 asociadas a un mismo elemento 𝜅, es:
𝑎(?̃?𝜅𝑖 ,?̃?𝜅𝑗 ) = 𝛼 ∫︁Ω(∇?̃?𝜅𝑖 )𝑇 (∇?̃?𝜅𝑗 )𝜕Ω̄ + 𝜆
∫︁
Ω ?̃?𝜅𝑖 ?̃?𝜅𝑗 𝜕Ω̄ . (3.1)
Recordando que las funciones ?̃?𝜅𝑙 ∈ 𝒱𝜅 toman valores diferentes de cero, en el elemento geomé-trico 𝜅, la integral en todo el domínio Ω̄ es reducida a dicho elemento, de tal forma que
𝑎(?̃?𝜅𝑖 ,?̃?𝜅𝑗 ) = 𝛼 ∫︁
𝜅
(∇?̃?𝜅𝑖 )𝑇 (∇?̃?𝜅𝑗 )𝜕𝜅 + 𝜆 ∫︁
𝜅
?̃?𝜅𝑖 ?̃?𝜅𝑗 𝜕𝜅 . (3.2)
Usando la regla de la cadena y teniendo en cuenta el operador biyectivo 𝜉𝜅, la ecuación (3.2) esreducida a:
𝑎(?̃?𝜅𝑖 ,?̃?𝜅𝑗 ) = 𝛼 ∫︁
𝜅𝑟
𝒥𝜅 [ D ∇𝜑𝑖]𝑇 [︀ D ∇𝜑𝑗]︀ 𝜕𝜅𝑟 + 𝜆 ∫︁
𝜅𝑟
𝒥𝜅 𝜑𝑖 𝜑𝑗 𝜕𝜅𝑟 (3.3)
donde
D =
⎡⎢⎣ 𝜕𝜖𝜕𝑥 𝜕𝜂𝜕𝑥
𝜕𝜖
𝜕𝑦
𝜕𝜂
𝜕𝑦
⎤⎥⎦ (3.4)
y 𝒥𝜅(𝜖,𝜂) = ⃒⃒⃒𝜕(𝑥,𝑦)𝜕(𝜖,𝜂) ⃒⃒⃒ representa el Jacobiano de operador 𝜉𝜅.El caso en donde las funciones ?̃?𝜅𝑖 y ?̃?𝛽𝑗 pertenecen a subespacios𝒱𝜅 y𝒱𝛽 diferentes con 𝜕𝜅∩𝜕𝛽 =
∅, el valor del operador 𝑎(?̃?𝜅𝑖 , ?̃?𝛽𝑗 ) = 0, para 𝑖 = 1, . . . ,𝒩𝜅 y 𝑗 = 1, . . . ,𝒩𝛽.Si es evaluado el operador 𝑎(·,·) en funciones ?̃?𝜅𝑖 y ?̃?𝛽𝑗 , el valor asignado al operador sera calculado
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usando la ecuación (3.3), si 𝜕𝜅 ∩ 𝜕𝛽 ̸= ∅, para aquellas funciones 𝑖,𝑗 pertenecientes 𝒱𝜅 ∩𝒱𝛽 .
Bajo el anterior análisis, para cada elemento 𝜅 ∈ 𝒯ℎ y sus primeros ocho vecinos mas cercanosque comparten tanto los vértices como sus aristas, el cálculo del operador 𝑎 aplicado sobre elsubespacio 𝒱𝜅 se encuentra descrito en la ecuación (3.3). Para hacer un análisis de ésta nuevarepresentación local del operador bilineal 𝑎(·,·), hacemos un estudio de cada uno de los terminosque lo componen: el primer termino en la ecuación (3.3) al ser evaluado en las𝒩𝜅 funciones quecomponen el subespacio 𝒱𝜅, da lugar a la matriz local de rigidez, llamada asi principalmente porsu presencia en el análisis numérico de estructuras usando el Método de Elementos Finitos[68]. La matriz de rigidez local, se caracteríza por usar las derivadas de las funciones de la baselocal, en el caso unidimensional, y del grandiente de las funciones base, cuando el sistema seencuentra en dos dimensiones, el cual surge a partir del análisis matemático de las integrales desuperfície sobre el domínio Ω̄, el cual se expuso en el Capítulo 1.
3.2.1. Matriz de Rigidez Local ℛ𝜅
La Matriz de Rigidez en función de las funciones base pertenecientes a 𝒱𝜅 se define como:
ℛ𝜅 = [𝑟𝑖,𝑗 ]𝒩𝜅1 , 𝑟𝑖,𝑗 = ∫︁
𝜅𝑟
𝒥𝜅 (∇𝜑𝑖)𝑇 (D𝑇D)(∇𝜑𝑗)𝜕𝜅𝑟 . (3.5)
La evaluación numérica de la Matriz de Rigidez representa un reto desde el punto de vista denumérico, principalmente por la evaluación del operador diferencial ∇. Por ésto, es necesariorecurrir a una representación matricial de éste operador de forma tal, que al ser evaluada en lospuntos de integración los cuales son dispuestos por un método de cuadratura, el costo computacio-nal sea mínimo. Si asumimos que la función polinomial 𝜑𝑖(𝜖,𝜂) de orden 𝑃𝜅, tiene una expresiónexacta in terminos de los polinomios de Lagrange h𝑖(𝜖,𝜂) a través de un conjunto de 𝑄2 puntosnodales 𝜒𝑃𝜅 = {︀(𝜖𝑖,𝜂𝑖)}︀ ∈ 𝜅𝑟 (1 ≤ 𝑖 ≤ 𝑄2) tal que:
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𝜑𝑗(𝜖,𝜂) = 𝑄2∑︁
𝑖=1 𝜑𝑗(𝜖𝑖,𝜂𝑖)h𝑖(𝜖,𝜂) , (3.6)
donde 𝑄 ≥ 𝑃𝜅 + 1 1. Usando la representación tensorial de las funciones de Lagrange
h𝑖(𝜖,𝜂) = h𝑘(𝜖)h𝑙(𝜂) con 1 ≤ 𝑘 + 𝑙 ≤ 2𝑄 , 𝑖 = 1, . . . ,𝑄2 , (3.7)
𝜑𝑗 puede ser escrita como
𝜑𝑗(𝜖,𝜂) = 𝑄∑︁
𝑘,𝑙=1𝜑𝑗(𝜖𝑘,𝜂𝑙)h𝑘(𝜖)h𝑙(𝜂) . (3.8)
Aplicando el operador ∇ a la definición (3.8) y usando la notación vectorial ?⃗?, ?⃗? como vectoresunitarios,
∇𝜑𝑗(𝜖,𝜂) = (︃ 𝑄∑︁
𝑘,𝑙=1𝜑𝑗(𝜖𝑘,𝜂𝑙)𝑑h𝑘(𝜖)𝑑𝜖 h𝑙(𝜂)
)︃
?⃗? +(︃ 𝑄∑︁
𝑘,𝑙=1𝜑𝑗(𝜖𝑘,𝜂𝑙)h𝑘(𝜖)𝑑h𝑙(𝜂)𝑑𝜂
)︃
?⃗? . (3.9)
Una vez hemos obtenido la representación vectorial del operador∇ en función de los polinómiosde Lagrange h𝑘, necesários en la expansión de las funciones base 𝜑, nos disponemos a definir lospuntos nodales pertinentes, 𝜒𝑃𝜅 . La elección de los nodos se hace teniendo en cuenta el métodonumérico de integración que sera implementado en la evaluación de los respectivos terminos,es decir los puntos nodales se harán coincidir con los puntos de evaluación en un método deintegración numérica. Para un estudio mas profundo acerca de la obtención de los puntos deintegración 𝜒𝑃𝜅 así como sus respectivos pesos 𝜔, en el Apéndice B se desarrolla la formulaciónnecesária para dicho campo.En nuestro caso escogeremos éstos puntos nodales, usando el Método de Cuadratura de Gauss-Lobatto-Legendre, cuyos puntos nodales y pesos en el intervalo [−1,1], se encuentran expuestosen las ecuaciones (B.10) y (B.11) respectivamente.
1La elección adecuada de el número de puntos nodales 𝑄, depende del grado polinomial y la precisión que seeste buscando al evaluar la integración por medio de un método numérico.
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La operación de evaluar las funciones nodales ℎ𝑘 en los puntos de integración, nos permitegarantizar que h𝑚(𝜖𝑛) = 𝛿𝑚𝑛 siendo 𝛿 la delta de Kronecker. De esta forma el operador ∇evaluado en los puntos (𝜖𝑝,𝜂𝑝) ∈ 𝜒𝑃𝜅 nos da:
∇𝜑𝑗(𝜖𝑝,𝜂𝑝) = (︃ 𝑄∑︁
𝑘,𝑙=1𝜑𝑗(𝜖𝑘,𝜂𝑙)𝑑h𝑘(𝜖)𝑑𝜖
⃒⃒⃒⃒
𝜖𝑝
𝛿𝑙𝑝
)︃
?⃗? +(︃ 𝑄∑︁
𝑘,𝑙=1𝜑𝑗(𝜖𝑘,𝜂𝑙)𝛿𝑘𝑝𝑑h𝑙(𝜂)𝑑𝜂
⃒⃒⃒⃒
𝜂𝑝
)︃
?⃗? , (3.10)
con lo cual
∇𝜑𝑗(𝜖𝑝,𝜂𝑝) = (︃ 𝑄∑︁
𝑘=1 𝜑𝑗(𝜖𝑘,𝜂𝑝)𝑑h𝑘(𝜖)𝑑𝜖
⃒⃒⃒⃒
𝜖𝑝
)︃
?⃗? +(︃ 𝑄∑︁
𝑙=1 𝜑𝑗(𝜖𝑝,𝜂𝑙)𝑑h𝑘(𝜂)𝑑𝜂
⃒⃒⃒⃒
𝜂𝑝
)︃
?⃗? , (3.11)
ahora usando la notación [37] la expresión de la primera derivada de los polinómios de Lagrange
h𝑘(𝜖) en función de los puntos nodáles calculados a partir de la Cuadratura de Gauss, es :
h𝑘(𝜖𝑙) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
−𝑄(𝑄 − 1)/4 si 𝑘 = 𝑙 = 1 ,+𝑄(𝑄 − 1)/4 si 𝑘 = 𝑙 = 𝑄 ,0 si 𝑘 = 𝑙, 1 < 𝑘 < 𝑄
P𝑄−1(𝜖𝑘)
P𝑄−1(𝜖𝑙)(𝜖𝑘−𝜖𝑙) en otro caso ,
(3.12)
siendo P𝑘(𝜖) un polinómio de Legendre de grado 𝑘.Si denotamos por ?̄? como la matriz que agrupa los 𝑄2 puntos nodales, de forma tal que ?̄? = [(𝜖𝑖,𝜂𝑗)], en notación matricial el gradiente de una función base local 𝜑𝑗 evaluada en los puntos nodales
?̄?, es : (∇𝜑𝑗)(?̄?) = C𝑇(︂V𝑗 ?⃗? + V𝑇𝑗 ?⃗?)︂ , (3.13)
donde C,V𝑗 ∈ ℜ𝑄×𝑄 definidas como :
C = [𝑐𝑘,𝑙] , 𝑐𝑘,𝑙 = h𝑘(𝜖𝑙) (3.14)
V𝑗 = [𝑣𝑘,𝑙] , 𝑣𝑘,𝑙 = 𝜑𝑗(𝜖𝑘,𝜂𝑙) , (3.15)
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con 𝑘,𝑙 = 1, . . . ,𝑄. Una vez obtenida la representación matricial del operador ∇ aplicada a unafunción base local 𝜑 y evaluado en los puntos nodales ?̄?, procedemos a substituir esto en elintegrado de la ecuación (3.5), de forma tal que
I𝑖,𝑗 = [︂(∇𝜑𝑖)𝑇D𝑇D(∇𝜑𝑗)]︂(?̄?) = [︂C𝑇(︂V𝑖 ?⃗? + V𝑇𝑖 ?⃗?)︂]︂𝑇 D𝑇D [︂C𝑇(︂V𝑗 ?⃗? + V𝑇𝑗 ?⃗?)︂]︂ . (3.16)
La evaluación del integrando en los nodos de integración debe ser complementada al hacer elproducto termino a termino con la matriz de pesos W generada a partir de la ecuación (B.11),con lo cual
W = [𝜔𝑖,𝑗 ] con 𝜔𝑖,𝑗 = 𝜔𝑖𝜔𝑗 , 𝑖,𝑗 = 1, . . . ,𝑄 . (3.17)
Finalmente la Matriz Rigidez ℛ𝜅 ∈ ℜ𝒩𝜅×𝒩𝜅 cuyas componentes hemos denotado por 𝑟𝑖𝑗 , estadado por :
𝑟𝑖,𝑗 = 𝑄∑︁
𝑘,𝑙=1𝒥
𝜅
𝑘,𝑙 I
𝑖,𝑗
𝑘,𝑙 𝜔𝑘,𝑙 , (3.18)
donde 𝒥𝜅𝑘,𝑙 = 𝒥𝜅(𝜖𝑘,𝜂𝑙) .
3.2.2. Matriz de Masa Local ℳ𝜅
El proceso de construcción de la Matriz de Rigidez que se dio lugar en la sección anterior,nos proporciona las bases en la metodología de calcular las componentes de la Matriz de Masa,quien es definida como
ℳ𝜅 = [𝑚𝑖,𝑗 ]𝒩𝜅1 , 𝑚𝑖,𝑗 = ∫︁
𝜅𝑟
𝒥𝜅 𝜑𝑖 𝜑𝑗 𝜕𝜅𝑟 . (3.19)
Usando la representación de las funciones base 𝜑 en función de los polinómios de Lagrange h𝑖(𝜖)dada en la ecuación (3.8) asi como la propiedad h𝑖(𝜖𝑗) = 𝛿𝑖𝑗 , tenemos
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V𝑖(?̄?) = [𝜑𝑖(𝜖𝑘,𝜂𝑙)] con 𝑘,𝑙 = 1, . . . ,𝑄. (3.20)
Así las componentes 𝑚𝑖,𝑗 de la Matriz de Masa 𝒩𝜅 ∈ ℜ𝑄×𝑄 en su forma numérica estan dadaspor:
𝑚𝑖,𝑗 = 𝑄∑︁
𝑘,𝑙=1𝒥
𝜅
𝑘,𝑙 𝜑𝑖(𝜖𝑘,𝜂𝑙) 𝜑𝑗(𝜖𝑘,𝜂𝑙) 𝜔𝑘,𝑙. (3.21)
De esta forma el operador 𝑎(·,·) aplicado a un conjunto de funciones 𝒱𝜅 ⊂ 𝒱ℎ,𝑝 restringidoaquellas funciones definidas en un elemento 𝜅, toma una forma matricial
𝑎(𝒱𝜅,𝒱𝜅) u 𝛼ℛ𝜅 + 𝜆ℳ𝜅 . (3.22)
En la presencia de un termino disipativo ∇𝑢 en el operador ℒ descrito en la ecuación (1.7), eloperador 𝑎(·,·) sufre una modificación de tal forma que al ser aplicado en el espacio 𝒱𝜅, puedeser representado como :
𝑎(𝒱𝜅,𝒱𝜅) u 𝛼ℛ𝜅 + 𝜖𝒟𝜅 + 𝜆ℳ𝜅 ,
donde 𝒟𝜅 es llamada Matriz de Disipación y 𝜖 , factor de amortiguamiento [55].
3.3. Vector de Carga Local ?̃?𝜅𝑓
En las secciones precedentes se hizo un estudio del operador bilineal 𝑎(·,·) asi como su uso en laconstrucción de las matrices de rididez y masa locales. Siguiendo con esta línea, continuamos conel operador lineal 𝑏𝑓 (·) definido en la ecuación (1.11) el cual esta compuesto de dos términos: enel primero se encuentra plantea el producto interno entre una función de carga 𝑓 (𝑥,𝑦) y cada unade las funciones base pertenecientes al espacio 𝒱ℎ,𝑝, seguido a esto en un segundo término se
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encuentran presentes las condiciones de fronteras impuestas en el problema de valor de contorno.En ésta sección desarrollaremos un estudio del primer término donde se encuentra involucradola función de carga 𝑓 y en secciones posteriores daremos un tratamiento especial al término queinvolucra las condiciones de frontera del problema.Consideremos el operador ?̃?𝑓 : 𝒱ℎ,𝑝 Ï ℜ definido como
?̃?𝑓 (?̃?𝜅𝑖 ) = ∫︁Ω 𝑓 (𝑥,𝑦) ?̃?𝜅𝑖 (𝑥,𝑦) 𝜕Ω̄ , (3.23)
siendo ?̃?𝜅𝑖 ∈ 𝒱𝜅. Teniendo en cuenta que la función 𝒱𝜅 ⊂ 𝒱ℎ,𝑝 el operador se transforma en:
?̃?𝑓 (?̃?𝜅𝑖 ) = ∫︁
𝜅
𝑓 (𝑥,𝑦) ?̃?𝜅𝑖 (𝑥,𝑦) 𝜕𝜅 , (3.24)
quien al aplicar el operador 𝜉𝜅
?̃?𝑓 (?̃?𝜅𝑖 ) = ∫︁
𝜅𝑟
𝒥𝜅 𝑓 (𝑥(𝜖,𝜂),𝑦(𝜖,𝜂)) 𝜑𝑖(𝜖,𝜂) 𝜕𝜅𝑟 . (3.25)
De igual forma que se uso el Método de Cuadratura de Gauss en el cálculo de las componentesde las matrices de Rigidez y Masa, evaluamos el integrando de la ecuación (3.25) en los 𝑄2-puntosde cuadratura (𝜖𝑘,𝜂𝑙) ∈ 𝜅𝑟 con 1 < 𝑙 + 𝑘 < 2𝑄, y asi :
?̃?𝑓 (?̃?𝜅𝑖 ) = 𝑄∑︁
𝑘,𝑙=1𝒥
𝜅
𝑘,𝑙ℱ𝑘,𝑙 𝜑𝑖(𝜖𝑘,𝜂𝑙)𝜔𝑘,𝑙 , (3.26)
donde ℱ𝑘𝑙 = (︀𝑓 ∘ 𝜉−𝜅)︀(𝜖𝑘,𝜂𝑙). Una vez obtenido esta expresión y al aplicar el operador ?̃?(·) alsubespacio de funciones 𝒱𝜅 ⊂ 𝒱ℎ,𝑝 obtenemos el vector de carga ?̃?𝜅 ∈ ℜ𝒩𝜅 cuyas componentesson descritas por la ecuación (3.26).
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3.4. Reglas de Conformidad
La solución aproximada de un problema de contorno bien comportado obtenida a través delMétodo de Galerkin clásico, debe ser 𝒞0 continua en todo el domínio de aproximación. Paraésto, el método de elementos finitos clásico usa como estratégia la superposición de las matriceslocales en el ensamble de la matriz global de tal forma que los funciones lineales asociadas almismo nódo pero definidas en elementos diferentes coincidan en un mísmo valor, manteniendo lacontinuidad de la aproximación. En la versión-𝑝 del Método de Elementos Finitos, la continuidadno solamente debe ser preservada en los nódos que componen la malla, sino ademas, en lasarístas de los elementos. La superposición de matrices locales tambien es usada en éste caso, massin embargo, el número de grados de libertad que son superpuestos deben ser coincidentes paraelementos que poseen una arista en común y difieren en sus ordenes polinomiales.Gracias a la naturaleza jerárquica de las bases polinómiales que han sido construidas a partir defunciones ortogonales, se puede afirmar que el conjunto de funciones base 𝜑Γ𝑗𝑗 con 𝑗 = 1, . . . ,𝑃𝜅, conforman una base jerárquica restringida a dicha arista.Una vez aclarada ésto, definimos los requerimentos de conformidad de un espacio de elementosfinitos 𝒦ℎ,𝑝 [57], expuestos en el Lema 3.4.1.
Lema 3.4.1 Considerese un dominio Ω̄ ⊂ ℜ2 cubierto por una malla de elementos finitos𝒦ℎ,𝑝,
se dice ℋ1-conforme si y solamente si:
1. 𝒱𝜅 ⊂ ℋ1(𝜅) para cada elemento 𝜅 ∈ 𝒯ℎ,
2. para cada arista en comun Γ1,2 = 𝜅1 ∩ 𝜅2, con 𝜅1,𝜅2 ∈ 𝒯ℎ la traza de ?̃?𝜅1 y ?̃?𝜅2 sobre Γ1,2
debe ser la misma.
El espacio ℋ1 impone los mas severos requerimientos de conformidad, es decir la soluciónaproximada debe ser continua globalmente. Ésto restringe los valores de la aproximación tanto en
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los vértices como los lados de los elementos, no tanto asi, las funciones que se anulan totalmenteen las fronteras no se encuentran restringidas. En el caso de un refinamiento anistrópico, enuna aproximación ℋ1−conforme, el orden polinomial asignada a cada arista Γ𝑖 de la mallafísica es igual al mínimo de los ordenes polinomiales asociados a los elementos geométricos quecomparten dicha arista (ver Figuras 3.1 y 3.2).
Comentario.Dado a la restricciones de continuidad en la frontera de los elementos, la Regla Mínima re-laciona los grados polinomiales asignados a las aristas de cada uno de éstos, eliminando asi su
independencia. El grado polinomial asignado a cada uno de los elementos geométricos no ge-nerará en su totalidad el número de funciones base correspondientes, dado a la dependencia consus cuatro vecinos mas cercanos. Los grados de libertad 𝒟𝑓 , entonces deben ser obtenidos paracada uno de los elementos geométricos y no existe una expresión explicita de éste número entero.Si el grado polinomial es fijado exactamente igual para todos los N elementos geométricos, elnúmero de grados de libertad podria ser expresado como:
𝒟𝑓 = N∑︁
𝜅=1 𝒩
𝑃𝜅 (3.27)
donde 𝒩𝑃𝜅 ese encuentra dada por la ecuación (2.16).
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𝑃𝛼 𝑃𝛽
𝑃𝛾𝑃𝛿
𝑃𝛼
,𝛽
=mı́
n{︀ 𝑃𝛼
,𝑃
𝛽}︀
𝑃𝛾
,𝛿
=mı́
n{︀ 𝑃𝛾
,𝑃
𝛿}︀
𝑃𝛿,𝛼 = mı́n{︀𝑃𝛿 ,𝑃𝛼}︀ 𝑃𝛾,𝛽 = mı́n{︀𝑃𝛾 ,𝑃𝛽}︀
Figura 3.1: Aplicación de la Regla Mínima de Conformidad entre cuatro elementos adya-
centes con grados polinomiales diferentes 𝑃𝛼, 𝑃𝛽, 𝑃𝛾 y 𝑃𝛿 [57].
a. Elementos não Conformes b. Elementos ConformesFigura 3.2: Exemplo de conformidade entre elementos geométricos 𝜅1 y 𝜅2 com grãos polino-
miais 𝑃𝜅1 y 𝑃𝜅2 , diferentes.
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4.1. Introducción
La solución numérica de ecuaciones diferenciales parciales como la expuesta en la ecuación (1.7))requiere la discretización del campo de trabajo Ω̄ en una colección de elementos geométricos,quienes agrupados forman un conjunto 𝒯ℎ [59]. La discretización del domínio debe hacerse enuna forma ordenada, tal que la identifiación de los puntos que componen cada célula o elementopueda hacerse de forma eficiente y garantizar que las condiciones de frontera (1.8) del problemade contorno, sean representadas de forma adecuada.
Existen diferentes metodologías para complir estas condiciones de la discretización 𝒯ℎ del do-mínio Ω̄, sin embargo, en nuestro caso vamos a organizar los volumenes elementales 𝜅 de talforma que estos se encuentren alineados con las fronteras Γ = 𝜕Ω̄ del domínio Ω̄ y así, dar lugara un sistema de coordenadas cartesianas rectangulares dispuesto sobre el domínio completo [32].
Aunque en la actualidad, la discretización𝒯ℎ del domínio físico, es usada en la solución de proble-mas de contorno por medio MEF, ésta está caracterizada por no plantear una forma estructurada
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que en muchas ocasiones es importante si el problema físico incluye campos vectoriales, comolo son campos electromagneticos, campos de flujo, etc.
En la versión hp del MEF, el refinamiento en la malla (refinamiento h) se hace en un pasoposterior y dependiente al refinamiento en el grado polinomial [57], quien se realiza en aquelloslugares donde la solución aproximada presenta un error mayor a una tolerancia inicial, con locual, el criterio de parada del procedimiento depende de la continuidad y suavidad de la soluciónobtenida, en ausencia total de control por parte del usuario.
En el caso de sistemas con topologias complejas como las presentadas en problemas de flujode gases [31], es primordial controlar de una forma diferencial la adaptatibilidad de la malla,independientemente del refinamiento polinomial. Uno de los métodos que permiten éste con-trol de la malla en ciertas regiones del domínio, son los métodos adaptativos usando sistemasde ecuaciones diferenciales. Sin embargo, éstos métodos de construcción de mallas adaptativasestructuradas presentan un costo computacional superior a sus contrapartes sin estructura, dadoque deben ser generadas a partir de la solución de un problema de contorno [32].
En las secciones siguientes vamos a establecer una teoría somera de la construcción de mallasestructuradas adaptativas a partir de sistemas de ecuaciones diferenciales elípticas y daremosalgunos ejemplos de su implementación en sistemas con geometrias comunmente usadas en elestudio de Dinámica de Fluidos Computacional.
4.2. Mallas Estructuradas
Generar numéricamente una malla será entendido como, organizar un conjunto de puntos obte-nidos gracias la intersección entre familias de líneas que componen un sistema de coordenadascurvilíneo conforme a la frontera del domínio Ω̄. El uso de la intersección de las líneas quecomponen un sistema de coordenadas provee una estructura organizacional que sera proyectadoen una malla rectangular fija, dispuesta en un sistema cartesiano clásico [60]. La generación de
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una malla, en un domínio rectangular con un espaciamiento entre líneas ℎ uniforme, es un casosimple de discretización de un domínio físico, desafortunadamente, la mayoria de los domíniosΩ̄ presentes en los problemas interesantes, no son rectangulares.Con lo cual, al momento de construir una malla estructurada es deseable que ésta cumpla ciertascaracterísticas [62].
1. Regularidad. Es necesário garantizar que las líneas que componen una misma família,quienes dan forma a la malla final, no se crucen entre ellas y que sean lo mas cercanas aser ortogonales.
2. Suavidad. Pequeñas diferencias en la forma y el tamaño de elementos adyacentes.
3. Adaptatibilidad. Se busca que en regiones de interes, la malla tenga la capacidad de me-jorar la cantidad de líneas en tales espacios con la finalidad de tener una mayor cantidadinformación del fenómeno físico o de la geometría del problema.
4. Alineamiento. Es importante que la malla adopte y simplifique el análisis de los sistemasde estudio.
Estas características propias de las mallas estructuradas, pueden ser satisfechas de diversas for-mas. Una primera oportunidad de cumplir estas propiedades puede verse representada en laconstrucción de mallas algebraicas, en especial al usar el método de Interpolación Transfinita(ITF) [59]. La mayor ventaja de éste esquema es la velocidad con la cual la malla puede sergenerada, una ecuación algebraica es usada para relacionar los puntos de la malla del domíniocomputacional 𝒬 con sus pares presentes en la malla física Ω̄ [32].
4.3. Sistemas Elípticos
Las técnicas que hacen uso de sistemas de ecuaciones diferenciales parciales estan basadas teó-ricamente en determinar un operador Ξ encargado de transformar un espacio computacional 𝒬
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en el físico [40]. La elección del tipo de ecuación (elípticas, parabólicas o hiperbólicas) requiereun cuidadoso estudio de las propiedades de la geometría del problema.
La formulación de un método elíptico para generar una malla estructurada, hace uso de un sistemaelíptico de ecuaciones diferenciales definidas en un dominio 𝒬, quien junto con una condiciónde contorno 𝜕Ω̄, dan como resultado una transformación de coordenadas
Ξ : 𝒬 Ï Ω̄ (4.1)
donde 𝒬 = [0,1]×[0,1] ⊂ ℜ2 y Ω̄ ⊂ ℜ2. Para cada punto (𝜂,𝜖) ∈ 𝒬, llamado domínio computacional,se hace corresponder un único punto (𝑥,𝑦) ∈ Ω̄. Obtener ésta transformación de coordenadas,se hace construyendo una solución numérica a un problema de contorno de un sistema elípticode ecuaciones, definido sobre el domínio 𝒬 y cuyas condiciones de frontera estan dadas por lafrontera Γ del domínio Ω̄ [40].
Una de las principales propiedades de usar sistemas elípticos de ecuaciones diferenciales, es lasuavidad inherente de sus soluciones, cuya consecuencia directa es asi mismo una suavidad en lossegmentos de línea que componen las coordenadas curvilineas que se definen en el interior deldomínio Ω̄. Sin embargo esta ventaja de suavidad, se ve influenciada por el costo computacionalque representa calcular la solución numérica del sistema, dado que el sistema de ecuaciones puedellegar a presentar terminos no lineales, lo cual genera que su solución deba construirse nodo pornodo de forma iterativa [32].
La forma mas simple de construir una malla elíptica, es plantear el problema usando un sistemadesacoplado de ecuaciones de Laplace, definidas en el domínio físico Ω̄.
𝜕2𝜖
𝜕𝑥2 + 𝜕2𝜖𝜕𝑦2 = 0 , 𝜕2𝜂𝜕𝑥2 + 𝜕2𝜂𝜕𝑦2 = 0 . (4.2)
y su representación en el domínio computacional 𝒬
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Δ𝑥 = 0 , Δ𝑦 = 0, (4.3)
siendo Δ el operador diferencial
Δ = (︀𝜂2𝑥 + 𝜂2𝑦)︀ 𝜕2𝜕𝜂2 + 2 (𝜂𝑥𝜖𝑥 + 𝜂𝑦𝜖𝑦) 𝜕2𝜕𝜂𝜕𝜖 + (︀𝜖2𝑥 + 𝜖2𝑦)︀ 𝜕2𝜕𝜖2 (4.4)
donde los terminos 𝜂𝑥 , 𝜂𝑦 , 𝜖𝑥 y 𝜖𝑦 1 son denominados como las métricas de la transformaciónΞ [35]. Las métricas dan muestra de la relación entre las longitudes de arco en el espacio compu-tacional y las longitudes de arco en el espacio físico. La expresión de las métricas debe ser definidototalmente en el espacio computacional 𝒬, por ésto y considerando las variables independientesde la transformación Ξ, las métricas pueden ser expresadas en terminos de 𝜂 y 𝜖
𝜂𝑥 = 𝒥Ξ𝑦𝜂, 𝜂𝑦 = −𝒥Ξ𝑥𝜖, 𝜖𝑥 = −𝒥Ξ𝑦𝜖, 𝜖𝑦 = 𝒥Ξ𝑥𝜂, (4.5)
𝒥Ξ = 1𝑦𝜂𝑥𝜖 − 𝑦𝜖𝑥𝜂 . (4.6)
La función 𝒥Ξ representa el Jacobiano de la transformación Ξ y en general da una percepciónde la relación entre un elemento de área 𝜕𝑎𝒬 dado en espacio 𝒬 y uno 𝜕𝑎Ω̄ existente en el espaciofísico. La forma exacta en la cual las expresiones (4.5) y (4.6) son obtenidas así como un estudiode su comportamiento en diversas geometrías puede ser visto en [32].
Una vez definido el operador diferencial Δ es indispensable identificar las condiciones que lasfunciones 𝑥(𝜂,𝜖) y 𝑦(𝜂,𝜖) deben satisfacer en la frontera 𝜕𝒬. Ésto es lo que dara forma a laslíneas que compondran la malla final con lo cual, los valores de éstas funciones en la frontera 𝜕Ω̄seran consideradas como las condiciones de frontera del problema de contorno. És decir, nuestro
1Donde 𝑓𝑔 = 𝜕𝑓𝜕𝑔 .
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problema está compuesto de: un sistema de ecuaciones diferenciales cuasi-lineales2 dado por lasecuaciones (4.3),(4.4),(4.5),(4.6) y unas condiciones de frontera establecidas por Γ = 𝜕Ω̄.
4.4. Discretización del Sistema Ecuaciones Elípticas
Dado que nuestro problema involucra un sistema cuasi-lineal, es indispensable implementar unmétodo numérico que nos permita hacer frente a éste desafio. Nuestro operador Ξ será evaluadoen un conjunto de puntos 𝜉 = {︀(𝜂,𝜖) ∈ 𝒬}︀ que poseen una correspondencia única en el espacioΩ̄, con ésto en mente la distribución de puntos debe ser elegída de tal forma que nos facilíte elcálculo de nuestra solución, y que mejor que una distribución uniforme de 𝑛 puntos.La distribución uniforme de puntos da paso a la discretización del problema, quien sera seguidapor la formulación de las ecuaciones de diferencias (Differences Equations) y posteriormentepor el método de sobrerelajación o tambien conocido como SOR [39].Dado a que elegimos una distribución de puntos uniformes en 𝒬 tal como se muestra en la gráfica4.1, a cada uno se le asigna un par (𝑖,𝑗) con 𝑖 = 0, . . . ,𝑁 y 𝑗 = 0, . . . ,𝑀 , siendo 𝑀 y 𝑁 enterospositivos. Al tomar uno de estos valores 𝑖 o 𝑗 constantes, el subconjunto que se genera forma unsegmento de línea recta en el espacio 𝒬 y cuya correspondencia en el espacio Ω̄ es un segmentode línea que se encuentra totalmente incluida en dicho espacio.Basado en la figura 4.1, la posición de cada punto puede ser escrita como, (𝜂𝑖,𝜖𝑗), siendo
𝜂𝑖 = 𝑖𝑁 , 𝜖𝑗 = 𝑗𝑁 . (4.7)
Una vez el sistema ha sido discretizado, el siguiente paso es expresar el sistema de ecuacionesen función de los valores de las funciones 𝑥(𝜂,𝜖) y 𝑦(𝜂,𝜖) en los puntos 𝜉 . Considerando la
2Una ecuación diferencial parcial cuasi-lineal, es aquella que puede ser representada como :
𝑎(𝑥,𝑦,𝑢,𝑢𝑥 ,𝑢𝑦 )𝜕2𝑢𝜕𝑥2 + 𝑏(𝑥,𝑦,𝑢,𝑢𝑥 ,𝑢𝑦 ) 𝜕2𝑢𝜕𝑥𝜕𝑦 + 𝑐(𝑥,𝑦,𝑢,𝑢𝑥 ,𝑢𝑦 )𝜕2𝑢𝜕𝑦2 = 𝑑(𝑥,𝑦,𝑢,𝑢𝑥 ,𝑢𝑦 )[47].
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Figura 4.1: El espacio computacional 𝒬 esta compuesto por una región rectangular unitaria
cuya discretización se realiza en un conjunto de 𝑛 puntos a los cuales se les asigna el par(𝑖,𝑗).
expansión en serie de Taylor de las función 𝑥 (la formulación de 𝑦 puede ser obtenida en unaforma equivalente), la expresión de su primera derivada parcial puede ser aproximada en el punto(𝑖,𝑗),
𝑥𝜂(𝜂𝑖,𝜖𝑗) = 𝜕𝑥𝜕𝜂
⃒⃒⃒⃒
𝑖,𝑗
≈ 𝑥(𝜂𝑖+1,𝜖𝑗)− 𝑥(𝜂𝑖,𝜖𝑗)𝜂𝑖+1 − 𝜂𝑖 = 𝑥𝑖+1,𝑗 − 𝑥𝑖,𝑗ℎ𝜂 (4.8)
y su segunda derivada parcial usando diferencias centradas
𝑥𝜂𝜂(𝜂𝑖,𝜖𝑗) = 𝜕2𝑥𝜕𝜂2
⃒⃒⃒⃒
𝑖,𝑗
≈ 𝑥(𝜂𝑖+1,𝜖𝑗)− 2𝑥(𝜂𝑖,𝜖𝑗) + 𝑥(𝜂𝑖−1,𝜖𝑗)(𝜂𝑖+1 − 𝜂𝑖)2 = 𝑥𝑖+1,𝑗 − 2𝑥𝑖,𝑗 + 𝑥𝑖−1,𝑗ℎ2𝜂 (4.9)
cuando tenemos una malla uniforme cuya longitud característica en la coordenada 𝜂 es ℎ𝜂 ,constante.Basados en éstas expresiones de las derivadas parciales, es posible determinar una aproximaciónpara las ecuaciones (4.5), (4.6) y en especial la ecuación (4.4) quien define el operador Δ. Asi, la
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expresión para el valor de la función 𝑥(·,·) en el punto (𝑖,𝑗) por medio de las ecuaciones (4.8) y(4.9),
𝑥𝑖,𝑗 = [︂𝑎𝑖,𝑗ℎ2𝜂 𝐴𝑖,𝑗(𝑥)− 𝑏𝑖,𝑗2ℎ𝜂ℎ𝜖𝐵𝑖,𝑗(𝑥) + 𝑐𝑖,𝑗ℎ2𝜖 𝐶𝑖,𝑗(𝑥)
]︂⧸︂2 [︂𝑎𝑖,𝑗ℎ2𝜂 + 𝑏𝑖,𝑗ℎ2𝜖
]︂ (4.10)
𝑎𝑖,𝑗 := 𝑎(𝜂𝑖,𝜖𝑗) = [︃(︂𝜕𝑥𝜕𝜂
)︂2 + (︂𝜕𝑦𝜕𝜂
)︂2]︃ ⃒⃒⃒⃒
𝑖,𝑗
, 𝑐𝑖,𝑗 := 𝑐(𝜂𝑖,𝜖𝑗) = [︃(︂𝜕𝑥𝜕𝜖
)︂2 + (︂𝜕𝑦𝜕𝜖
)︂2]︃ ⃒⃒⃒⃒
𝑖,𝑗
, (4.11)
𝑏𝑖,𝑗 := 𝑏(𝜂𝑖,𝜖𝑗) = (︂𝜕𝑥𝜕𝜂 𝜕𝑥𝜕𝜖 + 𝜕𝑦𝜕𝜂 𝜕𝑦𝜕𝜖
)︂ ⃒⃒⃒⃒
𝑖,𝑗
, (4.12)
y las variables
𝐴𝑖,𝑗(𝑥) := (𝑥𝑖+1,𝑗+𝑥𝑖−1,𝑗) , 𝐵𝑖,𝑗(𝑥) := (𝑥𝑖+1,𝑗+1−𝑥𝑖+1,𝑗−1+𝑥𝑖−1,𝑗−1−𝑥𝑖−1,𝑗+1) , 𝐶𝑖,𝑗(𝑥) := (𝑥𝑖,𝑗+1+𝑥𝑖,𝑗−1) .(4.13)
Siguiendo éste mismo procedimiento y usando la notación de [32], podemos dar lugar a la orde-nada 𝑦𝑖,𝑗 de un punto (𝑖,𝑗) que compone la malla, usando la siguiente ecuación:
𝑦𝑖,𝑗 = [︂𝑎𝑖,𝑗ℎ2𝜂 𝐴𝑖,𝑗(𝑦)− 𝑏𝑖,𝑗2ℎ𝜂ℎ𝜖𝐵𝑖,𝑗(𝑦) + 𝑐𝑖,𝑗ℎ2𝜖 𝐶𝑖,𝑗(𝑦)
]︂⧸︂2 [︂𝑎𝑖,𝑗ℎ2𝜂 + 𝑏𝑖,𝑗ℎ2𝜖
]︂
. (4.14)
La expresión de un nuevo punto 𝑥𝑖,𝑗 presente en la ecuación (4.10), asi como de su ordenada 𝑦𝑖,𝑗(ecuación (4.14)), hace indispensable tener con antecedencia los valor de 𝑥𝑖,𝑗 e 𝑦𝑖,𝑗 , especialmente almomento de ser evaluados los coeficientes 𝑎𝑖,𝑗 𝑏𝑖,𝑗 y 𝑐𝑖,𝑗 . Por ésta razón, un conjunto de puntos (𝑥,𝑦)que se encuentren distribuidos uniformemente en el dominio Ω̄ y que cumplan “parcialmente"las condiciones 4.2, dan lugar a la construcción de mallas algebráicas, de tal forma que se tengaun valor inicial de donde partir hacia la solución final, la cual será una malla elíptica.
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4.5. Mallas Algebraicas
El uso de mallas algebraicas no solamente se hace presente en el estudio de mallas elípticas,de hecho, en muchas ocasiones es posible construir mallas algebraícas de tal calidad, que sehace inecesario dar paso a las mallas generadas a partir de sistemas de ecuaciones diferenciales.Existen diversas metodologías que son usadas hoy en dia para darles forma, pero especialmentela Interpolación Transfinita ha tenido una gran acogida en el ámbito académico, gracias a suadaptatibilidad a diversas geometrías y en gran parte por su bajo costo computacional [31]. Sinembargo en la siguiente sección no profundizaremos mas en éste tipo de interpolación, pero unestudio mas adecuado y detallado de ésta metodología clásica de construcción de mallas algebraicases posible encontrarla en [40].
Como su mismo nombre lo indica, las mallas algebraicas hacen uso de funciones algebraicassimples que permiten obtener una distribución adecuada de puntos dentro del domínio Ω̄. Unejemplo de como puede ser construida una malla algebraica compuesta de un número 𝑀 decolumnas y 𝑁 filas es presentada a continuación:
Consideremos un domínio simplemente conexo dado por,
Ω̄ = {︂(𝑥,𝑦) | 𝜕Ω̄ = Γ}︂ (4.15)
siendo
Γ =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Γ1 = {︀𝑦 ∈ [0,𝐻 ] , 𝑥 = sin(𝜋 𝑦𝐿 )}︀ ,Γ2 = {︀𝑦 ∈ [0,𝐻 ] , 𝑥 = 𝐿 + cos(𝜋 𝑦𝐿 )}︀ ,Γ3 = {︀𝑥 ∈ [0,𝐿] , 𝑦 = 𝐻2 exp [︀−(𝑥 − 𝐿2 )2]︀ }︀ ,Γ4 = {︀𝑥 ∈ [0,𝐿] , 𝑦 = 𝐻 + sin(2𝜋 𝑥𝐿 )}︀ .
(4.16)
donde 𝐿,𝐻 ∈ ℜ+. Ω̄ se encuentra expuesto en la figura 4.2.
La figura 4.3 muestra una malla algebraica uniforme generada por medio del algoritmo 4.1, el cual
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Figura 4.2: Domínio Ω̄ dado por la ecuación (4.15) en el cual se construira una malla alge-
braíca uniforme.
esta compuesto por tres mil seiscientos (3600) elementos geométricos, con 𝐻 = 10,0 y 𝐿 = 10,0.A pesar de ser una metodología que no implica un costo computacional elevado, ésta ventaja seve opacada por algunos problemas de suavidad que se presentan en la malla final. Las figuras 4.4y 4.5, dan muestra de los errores mas comunes que se presentan en la construcción de mallasalgebraicas, especialmente la falta de suavidad (cambios abruptos entre puntos consecutivos) yfalta de regularidad entre células adyacentes (squeezing) .
La geometría dada por la frontera (4.16), fue diseñada de tal forma que las problemas de lasmallas algebraicas construidas a partir del algoritmo 4.1 se hicieran presentes, sin embargo éstetipo de inconvenientos son solventados al momento de restringir el ángulo presente entre doslíneas que no pertenezcan a una misma familia. Asi mismo, es posible forzar en las cercaníasa la frontera 𝜕Ω̄ la ortogonalidad entre líneas. Éstas restricciones, son las ideas principales que
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Algoritmo 4.1: Algoritmo de construcción de una malla algebraíca uniforme de un domínio Ω̄(ecuaciones (4.15) y (4.16)).Input: Frontera 𝜕Ω̄ = {Γ1,Γ2,Γ3,Γ4}, Altura 𝐻 , Longitud 𝐿, Número de Filas 𝑀 , Número deColumnas 𝑁 .1 for 𝑖← 0 to N do2 𝑦𝑖 = 𝑖/𝑁3 𝐻𝑖 = Γ2(𝑦𝑖)− Γ1(𝑦𝑖)4 for 𝑗 ← 0 to M do5 𝑥𝑗 = 𝑗/𝑀6 𝐿𝑗 = Γ4(𝑥𝑗)− Γ3(𝑥𝑗)7 𝒳(𝑖,𝑗) = Γ1(𝑦𝑖) + 𝑥𝑗 × 𝐻𝑖8 𝒴(𝑖,𝑗) = Γ3(𝑥𝑗) + 𝑦𝑖 × 𝐿𝑗
9 return 𝒳,𝒴.
componen la Interpolación Transfinita la cual involucra el uso de tensores invariantes cuyoobjetivo es disminuir el fenómeno conocido como squeezing, [40][59].
Una vez se tiene una malla inicial de la cual se obtienen los valores de los coeficientes 𝑎𝑖,𝑗 ,𝑏𝑖,𝑗y 𝑐𝑖,𝑗 , dados en las ecuaciones (4.11) y (4.12) , es posible determinar un nuevo punto (𝑥𝑖,𝑗 ,𝑦𝑖,𝑗)usando las ecuaciones (4.10) y (4.14). Ésta distribución inicial, permite una convergencia masconsistente, que una distribución aleatoria de los puntos que componen la malla, por ésto, unaadecuada elección de una malla inicial permitira concluir en una malla elíptica conforme a losrequisitos requeridos por éste tipo de distribuciones.
La elección de una malla inicial es fundamental en la construcción de la malla elíptica, perodel mismo modo lo es la forma en que es calculado el nuevo punto (𝑥𝑖,𝑗 ,𝑦𝑖,𝑗) partiendo de lasecuaciones (4.10) y (4.14), es decir la elección del método de solución. En principio éstas dosecuaciones podrian dar paso a dos sistema lineales de la forma 𝐴𝑥 = 𝑏, donde 𝐴 es un matrizaltamenta esparsa, cuyas entradas estan dispuestas en siete diagonales principales y cuyo vector 𝑏es nulo3. Infelizmente, la solución de cada sistema lineal es dependiente de la solución del otro,
3El vector 𝑏 es nulo considerando el hecho que estamos dando solución a un problema de contorno que involucrauna ecuación de Laplace. Si el problema estuviera descrito usando una ecuación elíptica no homogenea, como Poisson,el vector 𝑏 seria diferente del vector cero.
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con lo cual, para obtener una solución adecuada del conjunto
Ω = {︀(𝑥𝑖,𝑗 ,𝑦𝑖,𝑗)|𝑖 = 0, . . . ,𝑀 , 𝑗 = 0, . . . ,𝑁}︀ (4.17)
es necesario elegir un método iterativo que nos permíta cálcular (de forma casi simultanea para
𝑥 y 𝑦) uno por uno de éstos puntos en forma secuencial y siguiendo una dirección específica. Éstees el objetivo del método de Gauss-Seidel de punto sucesivo. Junto con ésta estrategia es posibleadicionar un parámetro de control 𝛼, característico de métodos con sobrerelajamiento, como loes SOR, cuyo objetivo es permitir una mejor estabilidad en el cálculo y control en el tamaño delos pasos que se recorren al converger en la malla elíptica final.
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Figura 4.3: Malla Algebraica Uniforme generada sobre el domínioΩ̄ cuya frontera esta dada por (4.16). Número de Filas y Colum-
nas, 𝑀,𝑁 = 61, respectivamente. Compuesta por 3600 elementos
geométricos. 𝐻 = 𝐿 = 10.
No admisible
Figura 4.4: Problema squeezing entre lí-
neas de una misma familia que componen
una malla algebraica.
No admisible
Figura 4.5: Problemas de suavidad en líneas
que componen una malla algebraica de Ω̄.
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4.6. Método de Solución, Gauss-Seidel y SOR
La solución del problema de contorno dado por las ecuaciones elípticas (4.3) definidas en 𝒬 ycuyas condiciones de frontera estan dadas por 𝜕Ω̄, en su forma discreta se encuentra planteadapor las ecuaciones (4.10) y (4.14). Observando cuidadosamente las ecuaciones discretas, es posibleidentificar la dependencia del punto 𝑥𝑖,𝑗 usando un stencil de nueve puntos, los cuales correspon-den a sus vecinos mas cercanos para obtener su nuevo valor [39], sin considerar por supuestola dependencia de un conjunto previo de puntos de la forma (4.17) que permita el cálculo de loscoeficientes (4.11) y (4.12).
En principio como estamos por calcular un nuevo valor de 𝑥𝑖,𝑗 gracias a que disponemos de unaversión inicial aportada por la malla algebraica, podemos reformular la ecuación (4.10)
𝑥1𝑖,𝑗 = [︃𝑎0𝑖,𝑗ℎ2𝜂 𝐴0𝑖,𝑗(𝑥)− 𝑏
0
𝑖,𝑗2ℎ𝜂ℎ𝜖𝐵0𝑖,𝑗(𝑥) + 𝑐0𝑖,𝑗ℎ2𝜖 𝐶0𝑖,𝑗(𝑥)
]︃⧸︂2[︃𝑎0𝑖,𝑗ℎ2𝜂 + 𝑏
0
𝑖,𝑗
ℎ2𝜖
]︃ (4.18)
donde el superíndice 0 denota el cálculo efectuado sobre los puntos obtenidos de la malla algebrai-ca. Del mismo modo la ecuación discreta definida para la ordenada 𝑦𝑖,𝑗 puede ser reformuladatomando como ejemplo la ecuación (4.18). Ésta formulación discreta, puede ser extrapolada eniteraciones posteriores de tal forma que los nuevos puntos 𝑘 + 1 sean obtenidos de sus predece-sores 𝑘. La metodología de usar los puntos ya calculados como base para obtener los nuevos esconocida como Método de Jacobi y ha sido estudiada ampliamente en la solución de problemaselípticos, sin embargo puede llegar a presentar soluciones fisicamente no posibles especialmenteen problemas hiperbólicos [32].
Una versión mejorada del método de Jacobi el cual hace uso de aquellos puntos 𝑥𝑖,𝑗 ya calculadosen una iteración 𝑘 + 1, es la base del método de Gauss-Seidel. Al expandir los terminos dadospor 𝐴𝑖,𝑗(𝑥), 𝐵𝑖,𝑗(𝑥) y 𝐶𝑖,𝑗(𝑥), aplicando un poco de álgebra obtenemos la siguiente representaciónde 𝑥𝑖,𝑗 en la (𝑘 + 1)-ésima iteración:
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𝑥𝑘+1𝑖,𝑗 = ?̃?𝑖,𝑗(𝑥𝑘𝑖+1,𝑗 + 𝑥𝑘+1𝑖−1,𝑗)− ?̃?𝑖,𝑗(𝑥𝑘𝑖+1,𝑗+1 − 𝑥𝑘+1𝑖+1,𝑗−1 + 𝑥𝑘+1𝑖−1,𝑗−1 − 𝑥𝑘𝑖−1,𝑗+1) + ?̃?𝑖,𝑗(𝑥𝑘𝑖,𝑗+1 + 𝑥𝑘+1𝑖,𝑗−1) (4.19)
donde
?̃?𝑖,𝑗 = 𝑑𝑖,𝑗 𝑎𝑖,𝑗ℎ2𝜂 , ?̃?𝑖,𝑗 = 𝑑𝑖,𝑗 𝑏𝑖,𝑗2ℎ𝜂ℎ𝜖 , (4.20)
?̃?𝑖,𝑗 = 𝑑𝑖,𝑗 𝑐𝑖,𝑗ℎ2𝜂 , 𝑑𝑖,𝑗 = 12 [︁𝑎𝑖,𝑗ℎ2𝜂 + 𝑏𝑖,𝑗ℎ2𝜖 ]︁ , (4.21)la cual en forma matricial presenta la forma
ℳx𝑘+1 =𝒩x𝑘 . (4.22)
Asiℳ,𝒩 ∈ ℜ𝑛×𝑛 son matrices esparsas donde 𝑛 corresponde al número de nodos que componenla malla, y cuyas entradas son dictadas por las ecuaciones (4.20) y (4.21). El vector x𝑘 ∈ ℜ𝑛almacena los valores 𝑥𝑖,𝑗 obtenidos en la 𝑘-ésima iteración. Es importante recordar que nosencontramos trabajando un problema de contorno, por lo tanto aquellos 𝑥𝑖,𝑗 que se encuentransobre la frontera, deben adoptar los valores especificados por ésta sin importar en que iteraciónse encuentren en el proceso de solución, lo cual permitirá que el sistema (4.22) posea una únicasolución.
El requerimento formal para que el método de Gauss-Seidel converja esta dado por la matrizℳ.Si ésta matriz es diagonalmente dominante, es decir siendo ℳ = {︀𝑚𝑖,𝑗}︀𝑛𝑖,𝑗=1,
|𝑚𝑖𝑖| ≥
𝑛∑︁
𝑗 ̸=𝑖 |𝑚𝑖𝑗 |, para 𝑖 = 1, . . . ,𝑛 (4.23)
entonces el método se dice Incondicionalmente Estable [32], [39].
Aunque el método de Gauss-Seidel es incondicionalmente estable, no necesariamente implica que
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su convergencia sea rapida. Ésto puede ser solventado al sugerir dos étapas en el cálculo de unnuevo 𝑥𝑖,𝑗 : en la primera fase se define un punto 𝑥𝐺𝑆 quien es obtenido por la ecuación (4.19),seguido a éste se define un nuevo valor de 𝑥𝑘+1𝑖,𝑗 por la ecuación
𝑥𝑘+1𝑖,𝑗 = 𝑥𝑘𝑖,𝑗 + 𝜔(𝑥𝐺𝑆 − 𝑥𝑘𝑖,𝑗) (4.24)
siendo 𝜔 un parámetro escalar. Cuando 𝜔 = 1 el método es exactamente igual al método deGauss-Seidel, en el caso en que 𝜔 > 1, éste converge con mayor velocidad que el propio métodooriginal y es llamado como Sobre Relajación Sucesiva o SOR por sus siglas en inglés [39].Aunque en las anteriores ecuaciones se planteo únicamente los cálculos para obtener la abscisa
𝑥 de la malla elíptica, para obtener la ordenada 𝑦 se puede proceder de forma equivalente.Una vez se ha establecido el entorno matemático, la configuración inicial y especialmente elmétodo de solución empleado en la construcción de mallas elípticas, procederemos a calcularuna malla para el domínio Ω̄ cuya frontera esta dada por (4.16) y cuyo resultado es presentadoen la figura 4.6.
4.7. Criterio de Parada
Dado que el método de Gauss-Seidel es un método iterativo, es preciso establecer un criteriode parada que nos de la posibilidad de afirmar que hemos encontrado una solución al sistema(4.22). Aunque existen diversas criterios, como la Tolerancia Absoluta, Tolerancia Relativa o alconsiderar la norma del residuo 𝑟𝑘 = b−𝒜x𝑘 [39], hemos tomando como criterio de convergencia
|x𝑘+1 − x𝑘|2 ≤ 𝜖𝐺𝑆 (4.25)
donde 𝜖𝐺𝑆 ∈ ℜ+.
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Figura 4.6: Malla Elíptica generada a partir de un sistema de
ecuaciones diferenciales de Laplace, cuya configuración inicial es
presentada en 4.3. 3600 elementos geométricos, 𝑀 = 𝑁 = 61, 𝐻 =
𝐿 = 10,0, Parámetro SOR 𝜔 = 1,75. Número de Nodos 𝑛 = 3721.
Suavidad de Lineas
Figura 4.7: A diferencia de la malla alge-
braica inicial, el problema 𝑠𝑞𝑢𝑒𝑒𝑧𝑖𝑛𝑔 no se
presenta en la malla elíptica.
Suavidad de Lineas
Figura 4.8: La suavidad es una de las carac-
terísticas fundamentales de las mallas elípti-
cas.
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4.8. Funciones de Control y Adaptatibilidad
En las secciones precedentes se formuló el procedimiento usado en la contrucción de mallaselípticas y sus principales caráteristicas. Se hizo uso de un sistema de ecuaciones diferencia-les, compuesto por dos ecuaciones de Laplace como operador diferencial en un problema decontorno, cuyas condiciones de frontera eran dictadas por 𝜕Ω̄.
La solución del problema de frontera provee un conjunto de puntos distribuidos en el interiordel dominio físico Ω̄ de tal forma que cumplen las condiciones (4.2). Ésta formulación concluyoen una distribución uniforme de los nodos en el dominio físico, sin la posibilidad de direccionaro concentrarlos en un cierta región que fuese de nuestro interes.
Dado al hecho que muchos fenómenos físicos presentan comportamientos a diversas escalas, esindispensable aislar la zona donde los hechos mas relevantes estan aconteciendo y a primeravista las mallas obtenidas a partir de un sistema elíptico homogéneo, no nos permite éste tipo decontrol sobre nuestro análisis. La forma de proveer un control sobre las líneas que componen lamalla, puede hacerse al modificiar las ecuaciones de Laplace por un conjunto de ecuaciones dePoisson, cuyos terminos no homogéneos nos daran el poder de adaptarla a las necesidades delproblema que se esta estudiando [29].
La inclusión de terminos no homogéneos en el sistema (4.3) no es la única forma en la cualse puede mantener un control sobre la disposición de las líneas que componen la malla. Laslongitudes de los arcos entre dos puntos que se encuentre sobre una misma línea tambien puedeser elegída o restringida al adicionar terminos con derivadas mixtas en las ecuaciones de Poisson[59]. Así mismo la ortogonalidad entre familias de líneas (en dos o tres dimensiones), puede serforzada al definir un operador conforme ?⃗? : Ω̄ Ï ℛ, donde ℛ es un rectángulo [0,1] × [0,𝑀 ] y
𝑀 es llamado modulo conforme, quien corresponde a la razón de las longitudes de arco entredos lados adyacentes del mismo elemento geométrico [62].
Las diversas formas en que pueden ser planteados el sistema de ecuaciones y la gran cantidad de
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parámetros que se pueden llegar a ver involucrados en su definición, sin cosiderar por supuestola complejidad de la geometría de estudio, convierten a la generación de mallas adaptativas enun problema que esta realmente cerca de ser un arte, mas que una misma ciencia. La busquedade los parámetros que se adecuen en la forma adecuada a sus necesidades, elevan el costo entiempo que el usuario debe tomar para obtener el mejor resultado posible. Por otra parte, alaumentar la complejidad de los sistemas de estudio, los domínios simplemente conexos dejande ser relevantes, dando paso a domínios multiplemente conexos quienes deben ser abordados yplanteados de una forma diferente.
Éstas son quizas algunas de de las razones principales, del por que las mallas estructuradasadaptativas han sufrido un revés importante con sus contrapartes sin estructura en la forma dediscretizar el domínio físico. Especialmente en problemas de Dinámica de Fluidos, abordadosdesde un punto de vista computacional (Computational Fluid Dynamics-CFD) las mallas sinestructura han sido relevantes dado a su adaptatibilidad natural a geometrias complejas. Sinembargo, las mallas sin estructuras no cumplen una propiedad que en muchos casos es esencial:el alineamiento de las líneas de la mallas con el campo que se esta estudiando, ya sea un campoelectromagnético, campo de flujo, etc. [62].
Con lo cual, la forma en que el generador de malla da la posibilidad al usuario de modificar oadaptar la malla a su sistema fisico, asi como su agilidad para proveer una malla que cumpla lascarácteristicas de suavidad y regularidad que son buscadas, son los criterios fundamentales quedictaminan que tan óptimo es el generador, sin importar si provee una malla estructurada o no.
4.8.1. Adaptatibilidad Mallas Algebraicas
Dada la relación existente entre las mallas algebraicas y las elípticas, en ocasiones la adaptatibilidadexigida en una malla ellíptica es fijada en una primera fase en su malla algebraica de partida yposteriormente la suavidad y regularidad de la malla final, es provista por el sistema de ecuacionesde Poisson.
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Sin salir de la idea original de una malla algebraica, la adaptatibilidad o concentración de las líneasque la componen en una región del espacio, es obtenida a partir de una ecuación algebraica. Unade las funciones que toman importancia en este tipo de adaptatibilidad es ,
𝑓𝛽(𝑥;𝑥0) = 1 + sinh 𝛽[𝑥 − 𝑔𝛽(𝑥0)]sinh [𝛽𝑔𝛽(𝑥0)] (4.26)
con
𝑔𝛽(𝑥0) = 12𝛽 log
{︂ 1 + 𝑥0[exp (𝛽)− 1]1 + 𝑥0[exp (−𝛽)− 1]
}︂ (4.27)
donde 𝛽 ∈ (0,∞) y 𝑥0 ∈ [0,1] quien representa la línea alrededor de la cual se hara la acumulaciónde líneas [32]. De ésta forma el algoritmo 4.1 sufre una modificación pequeña que lo convierteen adaptativo.
Algoritmo 4.2: Algoritmo de construcción de una malla algebraíca adaptativa en un domínio Ω̄(ecuaciones (4.15) y (4.16)).Input: Frontera 𝜕Ω̄ = {Γ1,Γ2,Γ3,Γ4}, Altura 𝐻 , Longitud 𝐿, Número de Filas 𝑀 , Número deColumnas 𝑁 . Parámetros de Adaptatibilidad 𝛼,𝛽 en 𝑥 y 𝑦. Lineas de convergencia 𝑥0,𝑦0.1 for 𝑖← 0 to N do2 𝑦𝑖 = 𝑖/𝑁3 𝐻𝑖 = Γ2(𝑦𝑖)− Γ1(𝑦𝑖)4 for 𝑗 ← 0 to M do5 𝑥𝑗 = 𝑗/𝑀6 𝐿𝑗 = Γ4(𝑥𝑗)− Γ3(𝑥𝑗)7 𝒳(𝑖,𝑗) = Γ1(𝑦𝑖) + 𝑓𝛽(𝑥𝑗 ;𝑥0)× 𝐻𝑖8 𝒴(𝑖,𝑗) = Γ3(𝑥𝑗) + 𝑓𝛼(𝑦𝑖; 𝑦0)× 𝐿𝑗
9 return 𝒳,𝒴.
En la figura 4.9, mostramos algunos patrones de adaptatibilidad alrededor de diversas líneasespecíficas de la malla, con un parámetro 𝛽 = 6. Existen diversas funciones que tiene un compor-tamiento similar a la que expone (4.26) que sirven de mucha ayuda dependiendo de la geometríaque se este utilizando, en [32] se presentan diversas funciones algebraicas y sus comportamientos
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en ocasiones específicas.Por último en la figura 4.10 presentamos una malla algebraica adaptativa sobre el domínio Ω̄cuya frontera fue descrita en las secciones precedentes.
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a. Malla Original 𝛽 = 1 b. Adaptativilidad en el eje 𝜖 sobre la línea 10, 𝛽 = 6 .
c.Adaptativilidad en el eje 𝜂 sobre la línea 10, 𝛽 = 6. d.Adaptativilidad simultanea en los ejes 𝜂 y 𝜖 , 𝛽 = 6 .
e. Adaptativilidad en el eje 𝜖 sobre la línea 1, 𝛽 = 6. f. Adaptativilidad en el eje 𝜖 sobre la línea 20, 𝛽 = 6.Figura 4.9: Patrones de adaptatividad generada en una malla algebraica compuesta por
𝑀 = 𝑁 = 20, producidos a patir de las ecuación (4.26) siguiendo el esquema 4.1, (Fuente [32]).
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Figura 4.10: Malla Algebraica adaptativa construida con ayuda de la
función 𝑓𝛽(𝑥;𝑥0), quien fue aplicada sobre el eje 𝑌 . Parámetro 𝛽 = 1,75.
Línea de convergencia 𝑥0. Número de elementos geométricos 3600, 𝐿 =
𝐻 = 10,0.
No admisible
Figura 4.11: Problema de falta de suavidad entre ele-
mentos geométricos que componen la malla adaptativa alge-
braica.
Refinamiento
Figura 4.12: Adaptación de la malla alge-
braica, alrededor de la línea uno.
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4.8.2. Mallas Elípticas Adaptativas
Una vez las mallas algebraicas nos han dado muestra de como es posible agrupar en ciertasregiones del espacio físico Ω̄ un conjunto de líneas, el siguiente paso es hacer lo mismo peromodificando el sistema de ecuaciones elípticas. La adición de un termino en el cual se encuentrenpresentes las variables (𝜂,𝜖) en las ecuaciones (4.4), en principio daria lugar a una malla nouniforme. La elección de éstos terminos no presenta un criterio específico que seguir, y enmuchas ocasiones, se hace indispensable por parte del usuario hacer uso de su experiencia eintuición [59].
Una de las expresiones que han sido de gran utilidad al momento de clustering un conjunto delíneas, son expuestas a continuación. El sistema (4.3) es modificado a:
Δ𝑥 = − 1
𝒥2Ξ (P𝑥𝜖 + Q𝑥𝜂) , Δ𝑦 = − 1𝒥2Ξ (P𝑦𝜖 + Q𝑦𝜂) (4.28)donde Δ esta dado por la ecuación (4.4) y
P(𝜂,𝜖) = − 𝐾∑︁
𝑘=1 𝑎𝑘
𝜂 − 𝜂𝑘
|𝜂 − 𝜂𝑘|
exp (−𝑐𝑘|𝜂 − 𝜂𝑘|) (4.29)
y
Q(𝜂,𝜖) = − 𝐿∑︁
𝑙=1 𝑏𝑙
𝜖 − 𝜖𝑙
|𝜖 − 𝜖𝑙|
exp (−𝑑𝑙|𝜖 − 𝜖𝑙|) . (4.30)
En las ecuaciones (4.29) y (4.30) se ha usado la notación expuesta por [60]. Los conjuntos {𝜂𝑚}𝐾𝑘=1y {𝜖𝑙}𝐿𝑙=1 representa el conjunto de líneas que sirven de referencia para activar la convergenciaen una regíon cercana, los parámetros 𝑎𝑚 y 𝑏𝑛 son los factores de amplificación de cada línea,
𝑐𝑚 y 𝑑𝑛 son los factores de decaimiento, quienes fuerzan a las líneas a converger dependiendode sus factores de amplificación.
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La solución a éste nuevo sistema elíptico sigue los mismos pasos que se recorrieron para elsistema homogeneo, y como única modificación es la inclusión de un vector b en el sistemalineal (4.22), de tal forma que
ℳx𝑘+1 = b𝑘 +𝒩x𝑘 . (4.31)
Para una mayor información del proceso de clustering asi como control sobre las líneas quecomponen mallas generadas gracias a sistemas de ecuaciones diferenciales parciales es posibleacceder a una gran literatura, en especial: [40; 60; 59; 35].Como muestra del resultado que es obtenido al generar una malla elíptica adaptativa sobre undomínio simplemente conexo Ω̄, presentamos en la figura 4.13 un buen ejemplo de lo que puedeser conseguido con las bondades de éste método.
Comentario.Cáda uno de las mallas construidas en éste capitulo, han sido obtenidas por medio de algoritmosimplementados en el lenguaje C++. Dado a la forma iterativa en que los sistemas algebraicoshan sido solucionados por medio del Método de Gauss-Seidel, no es necesário almacenar lasmatrices ℳ y 𝒩 , asi como el vector b, con lo cual es ideal el uso de un programa compilado.
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Linea 1
Figura 4.13: Malla elíptica adaptativa, la cual ha sido generada como
solución del sistema (4.28) con las condiciones de frontera (4.16). Se
ha tomado como familia clustering las diez primeras líneas en la
dirección 𝑌 . En éste caso la maya algebraica inicial, fue la expuesta
en la figura 4.10.
Linea Suave
Figura 4.14: Problema squeezing ausente
en mallas elípticas.
Refinamiento
Figura 4.15: Adaptatibilidad en las primeras
diez líneas de 𝑌 .
Capítulo 5
Aspectos Computacionales
5.1. Introducción
Una vez el conjunto de funciones base 𝒱𝑟 son definidas en el elemento maestro 𝜅𝑟 y el entornomatemático del Método de Elementos Finitos de Orden Superior ha sido planteado para unorden polinomial 𝑃, el siguiente paso consiste en la implementación computacional de esta nuevaversión. La versatilidad del método depende en gran medida en la forma en que la matriz quecompone el sistema lineal final, es construida a partir de matrices locales cuyas componentesson calculadas usando el elemento maestro. La relación entre las funciones base locales 𝜑 y lasfunciones base globales ?̃? es descrita por medio de un conjunto de operadores 𝒪𝜅 definidos paracada elemento, quien contienen la enumeración global de cada grado de libertad local asociado.Para dar lugar a estos operadores, es necesario determinar el número de grados de libertadasociados a los vértices, a las aristas y el interior de los elementos geométricos, a partir de losgrados polinomiales y considerar la preservación de continuidad de la solución aproximada en lasaristas de aquellos elementos contiguos que poseen diferente grado polinomial 𝑃𝜅: para ésto, sedefini como primera medida la Regla Mínima de Conformidad [57]. Cuando la regla mínimaha sido definida, la enumeración global de los grados de libertad comienza por los vértices o
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nodos que componen la malla de discretización, seguido de estos, continuan los grados asociadosa cada uno de las arístas de los elementos, teniendo en cuenta la regla mínima de conformidady por último los grados internos asociados a cada elemento geométrico.
5.2. Discretización del Domínio Ω̄
El primer paso que se debe seguir en la busqueda de una solución aproximada de un problemade valor de contorno usando un método numérico específico, es definir un nuevo domínio Ωℎque sea una aproximación del domínio físico Ω, en el cual se encuentra definido originalmenteel problema. En el Método de Elementos Finitos ésto se hace al definir un cierto número deelementos geométricos que en conjunto dan una cobertura al domínio original: ésta discretizaciónpuede ser hecha dependiente del tipo de geométria y problema que se este estudiando, mas sinembargo, el nuevo domínio que en general es llamado Domínio Computacional se encuentracompuesto por triángulos y cuadriláteros o cualquier otro elemento polimorfo en dos dimensiones
1 2.En la figura 5.1 presentamos nuestro dominio Ω discretizado en un número de N de elementosgeométricos, delimitados por segmentos de líneas rectas quienes se encuentran numéradas segúnse muestra en la fígura. Ésta malla conforme, esta compuesta por elementos cuadrilateros a loscuales se les asigna 4 nodos e igual número de arístas, segun la convención de la figura 2.1 . Lagrilla Ωℎ tiene una área característica ℎ que en nuestro caso todos los elementos comparten.
1En la construcción del domínio computacional es posible encontrar diferentes clases de elementos pertenecientesa una misma de descretización, a este tipo de mallas se les denomina Híbridas. Para un estudio mas profundo degrillas y descretización de espacios en dos y tres dimensiones [35].2Los elementos geométricos polimórficos estan comenzando a ser implementados como parte del Método deGalerkin Discontinuo, el cual esta tomando fuerza en los últimos años como una nueva metodología en el estudiode Dinámica de Fluidos Computacional [26].
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Figura 5.1: Discretización de un Domínio Ω̄ .
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Así mismo, cada uno de los elementos geométricos se le ha asignado un grado polinomial 𝑃𝜅.Segun las condiciones de conformidad que se presentaron en el Capítulo 3, la “independencia”en el grado polinomial de cada uno de los elementos debe ser consecuente con la continuidad dela solución en las aristas, por ésto la regla mínima hace su incursión al seleccionar el mínimogrado polinomial 𝑃𝑚𝑛 entre elementos, quien dara lugar a las funciones base definidas en dichaarísta.
5.3. Enumeración Global Grados de Libertad
Una vez establecida la grilla de estudio, el siguiente paso es plantear la enumeración de los gradosde libertad y su conectividad. La enumeración de cada uno de los grados, debe ser realizado enuna convención que explicaremos a continuación, de tal forma que el sistema nos permita aposterioridad definir los operadores de conectividad para cada elemento que compone la malla.En éste caso vamos a seguir el diagrama 5.2, donde se presentara no solamente la enumeraciónde cada uno de los componentes de la malla, si no, como ésta es afectada al momento de modificarel grado polinomial que se asigna a los elementos.Vamos a considerar una malla con N = 4 elementos dispuestos como se muestra en la figura 5.2,a quienes se les ha asignado un grado polinomial 𝑃𝜅 = 3 cuando 𝜅 = 1,2,3,4. Asi, el conteo delos grados de libertad es efectuado como:
1. Consideramos en primera medida los nodos que componen la malla y las funciones baseasociadas a éstos. Segun las condiciones que se han impuesto, el sistema posee nueve nódose igual número de funciones base lineales, etiquetadas con los números de color negro .Dado que las funciones lineales, siempre estan incluidas en las funciones base asociadasy nuestra malla no sera modificada en ningun aspécto, el número de funciones linealespermanece constante a lo largo del estudio.
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2. El siguiente paso es enumerar los grados de libertad asociadas a cada arista que componela malla. Cuando el grado polinomial es tres, según se formuló en la ecuación (2.12), elnúmero de funciones arista es igual a dos para cada una de las cuatro arístas. Dado quepor el momento se esta evaluando el caso en que todos los elementos poseen el mismogrado polinomial, no es necesário aplicar la Regla Mínima [57], con lo cual todas las aristastendran el mismo número de funciones base. Una vez estimado esto, la enumeración seefectua primeramente en las aristas Γ1 y Γ2 segun la convención del elemento maestro 2.1,seguidas posteriormente por las aristas Γ3 y Γ4, cuyos grados de libertad poseen el colorpurpura en la figura 5.2.
3. Finalmente los grados internos son los contabilizados en la enumeración global de losgrados de libertad. El numero de grados internos asignados a un elemento de grado po-linomial 𝑃𝜅 = 3 segun la ecuación (2.14) es uno. Considerando que los grados internosno se ven influenciados por las reglas de conformidad en las aristas, siempre dependeranexclusivamente del grado 𝑃𝜅. En la figura 5.2 los grados estan representados por el colorpurpura.
El procedimiento anterior nos muestra como debe ser efectuado la enumeración global de losgrados de libertad, dependiendo de los grados polinomiales de cada elemento. Sin embargola enumeración fue efectuada en un caso particular cuando los elementos poseen el mismogrado polinomial, en éste caso 𝑃𝜅 = 3. Aquí, la regla mínima no fue utilizada, pero para daruna muestra de como ésta debe ser invocada una vez dos elementos adjacentes poseen gradospolinomiales diferentes, modificaremos el sistema original al aumentar en un unidad el gradode dos elementos. Éste caso de transición enre un Estado y otro de la enumeración, representaun factor fundamental en nuestro trabajo, ya que es la base de un sistema mas complejo que seestudiara en profundidad mas adelante, en el cual, la independencia polinomial es explotada aldesarrollar un Método de Elementos Finitos Adaptativo de Alto Orden.
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Una vez establecido los cambios en los grados polinomiales, el diagrama en la figura 5.2 nosmuestra como debe ser efectuada la nueva enumeración. Dado que las funciones en los vértices yen el interior de los elementos no estan limitadas por los reglas de conformidad, el procedimientode enumeración para estos grados no tendra ninguna modificación. La regla mínima aplicada alas aristas con elementos cuyo grado polinomial es diferente, otorga a cada arista el numero degrados de libertad correspondientes al menor de los grados, asi las funciones base cuyo gradosde libertad estan asignados en la arista, estan incluidas en los espacio de funciones asociados acada elemento, garantizando la continuidad.
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Figura 5.2: Diagrama de Conectividad de la discretización del domínio Ω̄, quien muestra el proceso de enumeración
de los grados de libertad quien depende de los grados polinomiales locales, 𝑃𝜅.
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La forma en que se plantea la enumeración de los grados de libertad, permite una separaciónpor bloques de la matriz y el vector global, quien mejora la implementación de un método desolución del sistema. El método de solución, involucra la reducción de la matriz por bloques auna matriz diagonal por medio de una Método de Condesación Estatica, quien posteriormente escomplementado con un Método de Gradiente Conjugado Precondicionado.
5.4. Operadores de Conectividad 𝒪𝜅
La enumeración de los grados de libertad asi como de los nodos que componen la malla, sonparte fundamental en el ensamble del sistema global final. A partir de estos dos pasos, definimostres operadores locales que contendran la información global pertinente a cada elemento quecompone la malla: Operador Vértice 𝒪𝜅v, Operador Arista 𝒪𝜅Γ y Operador Interno 𝒪𝜅I . Acontinuación proporcionamos las definiciones de cada uno de los operadores y un ejemplo apartir del elemento geométrico 𝜅 = 2 de la figura 5.2.
Operador Vértice
Éste operador es el encargado de almacenar los grados globales correspondientes a losnodos de cada elemento.
𝒪2v =
⎡⎢⎢⎢⎢⎢⎣
2365
⎤⎥⎥⎥⎥⎥⎦ . (5.1)
Operador Arísta
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El operador arísta 𝒪𝜅Γ esta compuesto por cuatro operadores menores, cuya función es daralbergue a los grados de libertad asociados a cada arísta, asi como el grado polinomialmínimo entre los dos elementos que lo comparten.
𝒪2Γ1 =
⎡⎣ 1213
⎤⎦ , 𝒪2Γ2 =
⎡⎢⎢⎢⎣
141516
⎤⎥⎥⎥⎦ ,
𝒪2Γ3 =
⎡⎢⎢⎢⎣
262728
⎤⎥⎥⎥⎦ , 𝒪2Γ4 =
⎡⎣ 3132
⎤⎦ .
(5.2)
Operador Interno
Los grados de libertad correspondientes a las funciones internas asociados a un elemento
𝜅 seran almacenados en el operador interno.
𝒪2I =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
424344454647484950
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (5.3)
Los operadores de conectividad son una forma económica de representar la dependencia de cadagrado de libertad del sistema con respecto al conjunto de elementos geométricos. El conocer estarelación nos ayuda accesar de una manera mas rapida a las componentes de la matriz global,
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asi como del vector de carga global, de tal forma que se ahorra en espacio de almacenamientodurante el procedimiento de ensamble.
Otra funcionalidad de estos operadores, radica en la superposición que va tomar lugar en elmomento en que se esten usando las matrices locales, en la construcción de la matriz global. Porejemplo, los grados de libertad asociados a los vertices de los elementos, reciben contribuciónde cuatro elementos quienes comparten dicho nódo; de igual forma para los grados de libertadque estan definidos en las aristas de los elementos, son evaluados a partir de la contribuciónde aquellos dos elementos que comparten dicha arista. Las componentes de la matriz globalasociados a los modos internos, no recibiran contribuición mas que de un solo elemento al cualse encuentran asociados, de tal forma que estas componentes no presentan ninguna modificacióncon respecto a aquellas calculadas en las matrices locales.
Ésta última funcionalidad de los operadores de conectividad se ve reflejada en el complimiento delas condiciones de conformidad, especialmente de la continuidad en las fronteras de los elementos,incluyendo por supuesto, los nodos.
5.5. Ensamble Matriz Masa/Rigidez Global
El hecho de construir un espacio de funciones 𝒱ℎ,𝑝 a partir de la unión de un conjunto desubespacios 𝒱𝜅, la definición tanto de un operador bilineal 𝑎(·,·) como de uno lineal 𝑏𝑓 (·) sobrelos subespacios 𝒱𝜅, la construcción de las matrices localesℳ𝜅 y ℛ𝜅 asi como el vector de carga
?̃?𝜅𝑓 , sin olvidar la disposición en la cual se ha dado lugar la enumeración de los grados de libertadglobales y la definición de los operadores locales 𝒪𝜅v, 𝒪𝜅Γ y 𝒪𝜅I , hacen concurrencia en esta secciónen la cual dara lugar al ensamble de la Matriz de Masa/Rigidez Global.
La enumeración de los grados de libertad nos permite hacer una distinción entre grados internosy grados externos: los grados internos estan compuestos por las funciones internas y los externospor sus pares vértice y arista. Asi las matrices de Rigidez y Masa locales presentan una disposición
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por bloques
𝒜𝜅 = 𝛼ℛ𝜅 + 𝜆ℳ𝜅 =
⎡⎢⎢⎣ 𝒜
𝜅
𝑒 𝒜𝜅𝑒𝑖
(𝒜𝜅𝑒𝑖)𝑇 𝒜𝜅𝑖
⎤⎥⎥⎦ , (5.4)
donde𝒜𝑒 representa las componentes de𝒜𝜅 resultado de la interacción entre los modos Externos-Externos, 𝒜𝑒𝑖 representa las componentes de 𝒜𝜅 resultado del acomplamiento entre los gradosExternos-Internos, y 𝒜𝑖 representa las componentes de 𝒜𝜅 resultados de la interacción entre losmodos Internos-Internos.La forma de ensamblar la matriz global nos proporcionara una mejor precisión en los coefi-cientes 𝑢, obtenidos al solucionar el sistema final. Si la matriz global presenta una configuraciónesparsa con sus entradas distribuidas en sus diagonales principales, el número de condición yprincipalmente el número de iteraciones del Método de Gradiente Conjugado Precondicionado(MGCP), usado en la solución del sistema, será menor, mejorando la precisión de la soluciónfinal. Sin embargo, es necesário considerar en el ensamble global que las condiciones de confor-midad deben ser mantenidas: el valor de grados de libertad que son compartidos en diferenteselementos adyacentes deben coincidir, manteniendo la continuidad entre elementos. Es por éstarazón que los operadores globales son fundamentales.
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Figura 5.3: Procedimiento de Ensamble de la Matriz Global de Masa/Rigidez a partir de las matrices locales de
Masa/Rigidez, por medio de los operadores de conectividad 𝒪𝜅{v,Γ,I} con 𝜅 ∈ 𝒯ℎ,𝑝 (Fuente [37]).
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Al igual que las matrices locales, la matriz global va a poseer una estructura por bloques en lascuales estaran representadas las interacciones de los grados internos y externos. Como se presentaen la figura 5.5, cada una de las submatrices que componen la matriz global, sera construidasa partir de las matrices locales por medio de los operadores globales. Ésta visión es un pocopictórica para dar una muestra del concepto que involucra el ensamble de la matriz global, sinembargo, la forma en que la matriz construida se encuentra descrita en Algoritmo 5.1.
Algoritmo 5.1: Ensamble Matriz Global 𝒜Input: Conjunto 𝒜𝜅 = {︀𝒜𝜅𝑒 ,𝒜𝜅𝑒𝑖,𝒜𝜅𝑖 }︀ de matrices locales.Operadores de Conectividad 𝒪𝜅e y 𝒪𝜅I .Output: Matrices {︀𝒜𝑒,𝒜𝑒𝑖,𝒜𝑖}︀12 for 𝜅 ← 1 to 𝑁 do3 for 𝑖← 1 to dim (Φ𝜅𝑒) do4 𝑘 = 𝒪𝜅e[𝑖]5 for 𝑗 ← 1 to dim (Φ𝜅𝑒) do6 𝑙 = 𝒪𝜅e[𝑗]7 𝒜𝑒[𝑘][𝑙] =𝒜𝑒[𝑘][𝑙] +𝒜𝜅𝑒 [𝑖][𝑗]
89 for 𝑖← 1 to dim (Φ𝜅𝑒) do10 𝑘 = 𝒪𝜅e[𝑖]11 for 𝑗 ← 1 to dim (Φ𝜅I ) do12 𝑙 = 𝒪𝜅I [𝑗]13 𝒜𝑒𝑖[𝑘][𝑙] =𝒜𝑒𝑖[𝑘][𝑙] +𝒜𝜅𝑒𝑖[𝑖][𝑗]
1415 for 𝑖← 1 to dim (Φ𝜅I ) do16 𝑘 = 𝒪𝜅I [𝑖]17 for 𝑗 ← 1 to dim (Φ𝜅I ) do18 𝑙 = 𝒪𝜅I [𝑗]19 𝒜i[𝑘][𝑙] =𝒜𝜅i [𝑖][𝑗]
20 return {︀𝒜𝑒,𝒜𝑒𝑖,𝒜𝑖}︀
El Algoritmo 5.1 esta compuesto por tres secciones evaluadas para cada uno de los elementosque componen 𝜏ℎ,𝑝: en una primera sección las componentes de la matriz 𝒜𝜅𝑒 son posicionadosen aquellos lugares de la matriz 𝒜𝑒 dictados por el operador externo 𝒪𝜅𝑒 para cada elemento
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𝜅. La continuidad de la solución, es exigida en el algoritmo al sumar las componentes de lasmatrices externas en aquellos elementos que comparten grados externos. En una segunda parte,las componentes de la matriz 𝒜𝜅𝑒𝑖 son posicionadas en la matriz 𝒜𝑒𝑖, gracias a las posicionesproporcionadas por los operadore 𝒪𝜅𝑒 y 𝒪𝜅𝑖 , debido a que ésta matriz representa la interacciónentre los grados de libertad internos y externos. Finalmente en la última sección del algoritmo, lasmatrices𝒜𝜅𝑖 son asi mismo dispuestas en los grados globales dispuestos por 𝒪𝜅𝑖 , considerando queestos grados de libertad no estan restringidos por la continuidad en la frontera de los elementos,esta sección realmente se comporta como una traslación de las matrices locales en las globales.De éste modo la matriz global toma una representación por bloques descrita en la ecuación (5.5):
𝒜 =
⎡⎢⎣ 𝒜𝑒 𝒜𝑒𝑖
𝒜𝑇𝑒𝑖 𝒜𝑖
⎤⎥⎦ , (5.5)
quien presenta un patrón de esparsidad presentado en la figura 5.4. Éste patron ha sido obtenidoal seleccionar como base jerárquica construida a partir de los polinómios ortogonales de Jacobi(ver Tabla 2.1) con un grado polinomial igual a cuatro.No solamente el esparsidad esta determinando por la forma en que es construida la matriz global.Tambien la elección de las funciones base que dan soporte a la solución del PVC (ecuaciones(1.7)-(1.8)) y su posible ortogonalidad podria disminuir la cantidad de componentes de la matriz.Un caso especial de éste tipo de elecciones, fueron presentadas por [46], quien presenta un estudiode diferentes bases, no únicamente polinomiales, sino tambien construidas a partir de un análisisde esparsidad de la matriz final, en método de elementos finitos de version-p.
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5.6. Ensamble Vector de Carga Global
Dada la naturaleza de los vectores de carga locales ?̃?𝜅𝑒 y ?̃?𝜅𝑖 , el ensamble del vector global sigueun esquema muy similar al expuesto por el presentado en la construcción de la matriz 𝒜. ElAlgoritmo 5.2 muestra los pasos necesários para éste ensamble.
Algoritmo 5.2: Ensamble Vector Global b̃Input: Conjunto de vectores locales ?̃?𝜅 = {︀?̃?𝜅e ,?̃?𝜅I}︀.Operadores de Conectividad 𝒪𝜅e y 𝒪𝜅I .Output: Vectores {︀?̃?𝑒,?̃?𝑖}︀12 for 𝜅 ← 1 to 𝑁 do3 for 𝑖← 1 to dim (Φ𝜅𝑒) do4 𝑘 = 𝒪𝜅e[𝑖]5 ?̃?𝑒[𝑘] = ?̃?𝑒[𝑘] + ?̃?𝜅𝑒[𝑖]
67 for 𝑖← 1 to dim (Φ𝜅I ) do8 𝑘 = 𝒪𝜅I [𝑖]9 ?̃?i[𝑘] = ?̃?𝜅I [𝑖]
10 return {︀?̃?𝑒,?̃?𝑖}︀
Como era de esperarse, el vector de carga global estara compuesto por dos subvectores ?̃?𝑒 y ?̃?𝑖cuyas componentes son obtenidas a partir de la ecuación (3.26). De esta forma el vector de cargaglobal toma la forma:
b̃ =
⎡⎢⎣ ?̃?𝑒
?̃?𝑖
⎤⎥⎦ . (5.6)
5.7. Inclusión Condiciones de Frontera
Típicamente el estudio numérico de problemas de contorno, involucra superficies o fronterascurvas quienes deben ser aproximadas por medio de elementos, cuyas aristas en el caso bidi-mensional o sus lados en tres dimensiones, sean lo mas proximos a dicha curvatura. Cuando
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Figura 5.5: Elemento 𝜅. Tratamiento Condiciones de Frontera
los elementos geométricos poseen lados rectos, el operador 𝜉𝜅 toma una forma lineal el cualtransforma el elemento 𝜅 al elemento 𝜅𝑟 . Sin embargo cuando la región es curva, es convenientehacer uso de una expansión iso-paramétrica quien de manera adecuada define un conjunto defunciones paramétricas quienes representaran las fronteras de los elementos curvos por mediodel elemento de referencia [35]. En nuestro caso y por la simplisidad de nuestro modelo, laelección ha sido el operador lineal. Una vez establecido la parametrización de las fronteras, lainclusión de las condiciones de frontera toma nuestra atención.En el momento de describir nuestro problema de contorno en las ecuaciones (1.7) y (1.8), y enespecial en (1.8) donde se defininieron las condiciones de frontera, establecimos que su naturalezaseria de primer grado no homogénea, es decir condiciones de frontera de Dirichlet la cualnecesitamos proyectar sobre una base de expansión discreta, de ésta forma dada una condiciónde frontera 𝑔(𝑥,𝑦) donde (𝑥,𝑦) ∈ 𝜕Ω̄, necesitamos un método consistente de aproximación de lacondición de frontera en terminos de nuestra base global de expansión.
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Lo que se quiere es proyectar una condición de frontera conocida 𝑔(𝑥,𝑦) sobre una arísta Γ quehace parte de la frontera 𝜕𝜅 de un elemento 𝜅 que asi mismo compone 𝜕Ω. Según la figura 5.5,la solución a lo largo de la frontera del elemento 𝜅 puede ser escrita como:
𝑢(𝑥,𝑦)⃒⃒⃒⃒Γ𝜅3 =
𝒩𝜅∑︁
𝑖=1 ?̂?𝑖?̂?
𝜅
𝑖 (𝑥,𝑦)⃒⃒⃒⃒Γ𝜅3 , (5.7)quien según la descomposición de las funciones modales descritas en las secciones 2.2.1,2.2.2 y2.2.3, puede ser reescrita como:
𝑢(𝑥,𝑦)⃒⃒⃒⃒Γ𝜅3 =
𝑃𝜅∑︁
𝑝=0 𝑢
𝜅
𝑝0𝜓𝑝(𝜖(𝑥,𝑦)) . (5.8)
Ésta expansión de la función 𝑢(𝑥,𝑦) en la frontera 𝜕Ω, es equivalente a una expansión de unafunción de una sola variable sobre la arista Γ𝜅3 del elemento 𝜅. Así la función 𝑢(𝑥,𝑦) debe coincidircon la función 𝑔(𝑥,𝑦) que ha sido especificada de antemano. Con esto en mente,
𝑃𝜅∑︁
𝑝=0 𝑢
𝜅
𝑝0𝜓𝑝(𝜖) ≈ 𝑔(𝑋(𝜖,− 1),𝑌 (𝜖,− 1)) . (5.9)
De éste modo nuestro primera parte en la inclusión de las condiciones de frontera, se transformaen un problema de proyección local sobre cada elemento 𝜅, usando las funciones base modales
𝜓𝑝(𝜖), donde el objetivo es determinar los valores de 𝑢𝑝0.
5.7.1. Interpolación Basada en una Proyección 1𝐷
Consideremos una función 𝑔(𝜖) ∈ ℋ1(𝜅𝑟), donde 𝜅𝑟 = [−1,1]. En auséncia de una arísta en loselementos unidimensionales, las funciones jerárquicas que componen un elemento unidimensio-nal puden separarse, en funciones vértice 𝜓0 , 𝜓𝑃 y funciones internas 𝜓𝑙, con 𝑙 = 1,2, . . . ,𝑃 − 1.La proyección basada en una interpolación se contruye considerando el aporte de ambas tiposde funciones [57]: primeramente la contribución de las funciones vértices y seguidamente la
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interpolación de su resíduo, usando las funciones internas. Así,
𝑔(𝜖) ≈ 𝑔𝑣(𝜖) + 𝑔𝑖(𝜖) . (5.10)
De éste modo, la proyección usando las funciones vértices y teniendo en cuenta el valor unitárioque toman éstas funciones en los extremos del intervalo,
𝑔𝑣(𝜖) = 𝑔(−1)𝜓0(𝜖) + 𝑔(1)𝜓𝑃(𝜖) , (5.11)
con lo cual, la proyección del resíduo de ésta
𝑔𝑖(𝜖) = 𝑔(𝜖)− 𝑔𝑣(𝜖) = 𝑃−1∑︁
𝑙=1 𝑔𝑙𝜓𝑙(𝜖) . (5.12)Así, un problema de proyección sobre el espacio de funciones
Ψ𝜅𝑟 = span{︀𝜓0,𝜓1, . . . ,𝜓𝑃}︀ , (5.13)
puede ser visto como un problema de minimización, el cual es equivalente a un sistema algebraico
∫︁
𝜅𝑟
(𝑔 − 𝑔𝑣 − 𝑔𝑖)′(𝜓𝑙)′𝑑𝜖 = 0 , 𝑙 = 1, . . . ,𝑃 − 1 , (5.14)
para los coeficientes desconocidos 𝑔𝑙 [9].Ésta aproximación, minimiza el error en la norma 𝐿2 entre la condición de frontera exacta y laaproximación en la frontera de la solución numérica.
Una vez los coeficientes g̃𝜅 = {︀𝑔0, 𝑔1, . . . , 𝑔𝑝}︀, (5.15)
han sido obtenidos, estos corresponden a los valores de los coeficientes ?̂?𝜅𝑝0 asignados a los gradosde libertad agrupados en un vector 𝒪𝜅𝑏 quienes deben ser incluidos en el sistema (𝒜,?̃?), para cada
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uno de los elementos 𝜅 que se encuentren interactuando con la frontera Γ.
5.8. Condensación Estática
Un tratamiento previo a los valores de los coeficientes que componen el vector x que dan soluciónal sistema (1.18) que a su vez nos aproxima a una solución de nuestro problema variacionalequivalente (1.13), es nuestro siguiente objetivo. Cada uno de estos coeficientes, asumira un valorque estara determinado por la interacción de sus funciones base asociadas, con sus pares mascercanos, ya sean aquellas a un mismo 𝜅 o aquellas dispuestas en los primeros vecinos delelemento geométrico. Asi, el vector x describe en una forma numérica el comportamiento delsistema físico, de allí, que sus entradas sean denominadas como Grados de Libertad del Sistemao DOF, por sus siglas en inglés.
La forma en que fue construido el sistema (1.18) y en especial la disposición de los gradosde libertad, nos han proporcionado características muy útiles en la solución final del sistema:disposición por bloques (grados internos y externos, ecuación (5.5)), simetría y positividad (graciasal operador 𝑎(·,·), ecuación (1.10)). Para ser uso de éstas características de nuestro sistema lineal,la solución x es construida de la solución de dos sistemas lineales quienes poseen dimensionesmenores al problema original, cuya ganancia final es encontrar una mejora de la precisión de lasolución final [56]. Ésta estratégia algunas veces toma el nombre de Reducción o Condensacióndel sistema lineal.
El procedimiento de condensación o reducción estática básico fue ilustrado en la publicación de[28], pero en una forma general puede ser planteado usando la notación matricial usada por [66]de la siguiente forma:
El problema discreto PVD (ecuación (1.18)) puede ser escrito como,
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⎡⎢⎣ 𝒜𝑒 𝒜𝑒𝑖
𝒜𝑇𝑒𝑖 𝒜𝑖
⎤⎥⎦
⎡⎢⎣ x𝑒x𝑖
⎤⎥⎦ =
⎡⎢⎣ ?̃?𝑒
?̃?𝑖
⎤⎥⎦ . (5.16)
Dado que la matriz 𝒜𝑖 es una matriz diagonal por bloques, es decir
𝒜𝑖 = blockdiag{︂𝒜𝜅𝑖 , ∀𝜅 ∈ 𝒯ℎ𝑝}︂, (5.17)
y considerando que las submatrices 𝒜𝜅𝑖 son bien condicionadas, calcular la matriz inversa 𝒜𝑖tiene un costo admisible con lo cual la idea es expresar los grados de libertad internos x𝑖 en laforma :
x𝑖 =𝒜−1𝑖 (︂?̃?𝑖 −𝒜𝑇𝑒𝑖x𝑒)︂, (5.18)
de tal forma que al substituir ésta expresión en la primera fila de (5.16), se forma el sistema
?̃?x𝑒 = b, (5.19)
donde
?̃? =𝒜𝑒 −𝒜𝑒𝑖𝒜−1𝑖 𝒜𝑇𝑒𝑖 (5.20)
y b = ?̃?𝑒 −𝒜−1𝑖 ?̃?𝑖 . (5.21)
La solución del sistema (5.19) nos permite obtener las entradas x𝑒 del vector solución x, seguido aesto, la solución x𝑒 es usada en los grados internos x𝑖 por medio de la ecuación (5.18). Aunque enprincipio, la formulación no indica algun tipo de aproximación que involucre un tipo de error enla solución x, numéricamente esta reducción de Guyan plantea un error numérico quien puedeser derivado a partir de un análisis de la teoría de perturbación [56].
Aunque en nuestro análisis, el método de condensación estática es usada como una fase posterior
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al ensamble global de la matriz final [13], es posible aplicar esta reducción en una fase intermedia.En [63], se muestra como éste tipo de reducción en un paso previo al ensamble global puede llegara ser mas eficiente el algoritmo final de solución. Otra forma de mejorar la precisión final delproblema de contorno asi como la eficiencia del algoritmo, el sistema (5.19) es solucionado pormedio de un Método de Gradiente Conjugado usando un precondicionador del tipo 𝐼𝐿𝑈 , quienen el siguiente capitulo sera estudiado en una forma mas específica.
Algunas de los técnicas de condensación mas usadas, en aquellos problemas que involucran elMEF de alto orden aplicado a análisis de problemas de contorno, definidos en domínios de tresdimensiones, son : Condensación de Guyan tanto Estática como Dinámica (Guyan Condensation[55]) , Inprovent Reduction System (IRS), Component Mode Synthesis Method (CMS/Craigh-Bampton), System Equivalent Expansion Reduction Process (SEREP) [38].
Éste y otros procedimientos necesários en el Método de Elementos Finitos de Orden Superior(EFOS), son expuestos en el siguiente algoritmo.
5.9. Algoritmo e Implementación
1. Construcción de Malla. Se construye una malla de N elementos rectangulares 𝜅 quienescumplen las condiciones (1), cuyo parámetro es su área característica ℎ y se encuentranagrupados en 𝒯ℎ quien se considere proximo a el domínio Ω̄ del problema de contorno.
2. Asignación de Grado Polinomial. Una vez se ha construido una malla elementos, acada uno de ellos le es asignado un valor entero positivo diferente de cero, quien toma elnombre de Grado Polinomial, 𝑃𝜅, y asi tenemos un conjunto 𝒯ℎ,𝑃 , donde 𝑃 = máx{︀𝑃𝜅}︀,
𝜅 = 1, . . . ,N.
3. Ensamble de Conectividad. Dada la malla 𝒯ℎ,𝑃 contabilizamos el número de grados delibertad asi como su relación con cada uno de los elementos geométricos.
85 5.9. Algoritmo e Implementación
3.1 Grados Polinomiales Locales. Antes de considerar el número de grados de libertad,para cada una de las aristas de los N elementos que componen 𝒯ℎ,𝑃 , aplicamos lasreglas mínimas de conformidad, de tal forma que a cada una de las cuatro arístas, sele asigna un grado polinomial 𝑃𝜅Γ𝑖 , cuya elección es basada en el lema 3.4.1.3.2 Enumeración Grados de Libertad. Una vez que los grados polinomiales han sidoespecificados en las aristas de cada elemento, se procede a enumerar los grados delibertad de la malla, como se especifico en la sección 5.3.
3.3 Adjudicación Operadores de Conectividad. Los grados de libertad global, se rela-cionan con cada uno de los N elementos por medio de los operadores de conectividad(5.1), (5.2) y (5.3). De éste modo a cada uno de los elementos 𝜅 se le asignan tres opera-dores de conectividad 𝒪𝜅v, 𝒪𝜅Γ y 𝒪𝜅I , quienes al agruparse segun las funciones internasy externas generar dos operadores 𝒪𝜅e = 𝒪𝜅v ∪ 𝒪𝜅Γ y 𝒪𝜅i = 𝒪𝜅I .
4. Ensamble Sistema Global (𝒜,𝑏). La construcción del sistema lineal, cuya solución nosproveerán los valores de los grados de libertad que describen el problema de valor decontorno, es ensamblado a partir de:
Para cada elemento 𝜅 ∈ 𝒯ℎ,𝑃:
4.1 Asignación Funciones Base 𝒱𝑟 : Con los grados de libertad globales proporcionadospor los operadores de conectividad, proseguimos a asignarles las funciones base localescorrespondientes, Φv, Φ𝑃𝜅Γ y Φ𝑃𝜅I descritas en las secciones 2.2.1, 2.2.2 y 2.2.3.
4.2 Funciones Externas Φ𝑃𝜅e : Las funciones vértice y las funciones arista asociadas alelemento 𝜅 se consideran las funciones externas dado a que se encuentran definidasen la frontera del elemento, asi tenemos un conjunto de funciones Φ𝑃𝜅e = Φv ∪ Φ𝑃𝜅Γ .
4.3 Operador Biyectivo 𝜉𝜅 : Damos forma al operador biyectivo 𝜉𝜅 que está compuestopor una matriz 𝐴𝜅 ∈ ℜ2×2, un vector 𝑏𝜅 ∈ ℜ2 y al jacobiano 𝒥𝜅.
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4.4 Puntos y Pesos de Integración: Con el grado polinomial 𝑃𝜅, construimos los puntos
𝜒𝜅 y pesos de integración 𝜔𝜅 (Apéndice B), indispensables en la evaluación de lascomponentes del operador 𝑎(·,·). Así mismo en éste paso, la matriz de diferenciaciónD presentada en la ecuación (3.4) , es construida a partir del operador biyectivo 𝜉𝜅.
4.5 Evaluación Matriz Local 𝒜𝜅: La distinción entre funciones internas y externas, nospermite dar forma por bloques de las submatrices de rigidez ℛ𝜅 y de masaℳ𝜅 comose muestra en la ecuación (5.4).
1) Evaluamos los elementos de la matrices de masa ℳ𝜅 y de rigidez ℛ𝜅 usando lasfunciones externas Φ𝑃𝜅e al interactuar con ellas mismas usando los puntos 𝜒𝜅, lospesos de integración 𝜔𝜅 y la matriz D obtenidos en el paso 4d, substituyendolosen las ecuaciones (3.18) y (3.21) respectivamente. Una vez obtenidas estas matricesexternas, damos lugar a la matriz 𝒜𝜅𝑒 .2) Siguiendo el mismo procedimiento del paso 4e1, se eligen las funciones baseexternas Φ𝑃𝜅e y sus pares internas Φ𝑃𝜅I para construir sus respectivas matrices demasa y rigidez de tal forma que al sumarlas, según la ecuación (5.4), obtenemosla matriz 𝒜𝜅𝑒𝑖.3) Finalmente al elegir las funciones Φ𝑃𝜅I y seguir el procedimiento 4e1, tenemos lamatriz 𝒜𝜅𝑖 .
4.6 Evaluación Vector Local ?̃?𝜅𝑓 . El procedimiento de construcción del vector local ?̃?𝜅𝑓tiene gran similitud al expuesto en el paso 4e en la evaluación de la matriz local 𝒜𝜅 .
1) Usando el operador inverso 𝜉 (−𝜅) a partir de los puntos de integración 𝜒𝜅 obtene-mos los puntos correspondientes en el espacio físico, donde es evaluada la funciónde carga 𝑓 (𝑥,𝑦), dando lugar a la matriz ℱ.
2) Considerando las funciones externas Φ𝜅e asi como la matriz ℱ, y los puntos 𝜒𝜅 conlos pesos de integración 𝜔𝜅, substituyendolos en las ecuación (3.26), obtenemos el
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vector ?̃?𝜅e.3) Retomando el paso anterior pero evaluado con las funciones internas Φ𝜅I , calcula-mos el vector ?̃?𝜅I .
4.7 Ensamble Matriz 𝒜 y vector 𝑏. Con las matrices 𝒜𝜅𝑒 , 𝒜𝜅𝑒𝑖 y 𝒜𝜅𝑖 que componen lamatriz 𝒜𝜅, los operadores de conectividad son usados para dar lugar a la matriz 𝒜,segun el algoritmo 5.3.
Algoritmo 5.3: Ensamble Sistema (𝒜,𝑏)Input: Conjunto ?̃? = {︀𝒜𝜅𝑒 ,𝒜𝜅𝑒𝑖,𝒜𝜅𝑖 }︀ de matrices locales.Conjunto de vectores locales ?̃? = {︀?̃?𝜅e ,?̃?𝜅I}︀.Operadores de Conectividad 𝒪𝜅e y 𝒪𝜅I .Output: Matrices {︀𝒜𝑒,𝒜𝑒𝑖,𝒜𝑖}︀ vectores de carga {︀?̃?𝑒,?̃?𝑖}︀12 for 𝑖← 1 to dim (Φ𝜅𝑒) do3 𝑘 = 𝒪𝜅e[𝑖]4 ?̃?𝑒[𝑘] = ?̃?𝑒[𝑘] + ?̃?𝜅𝑒[𝑖]5 for 𝑗 ← 1 to dim (Φ𝜅𝑒) do6 𝑙 = 𝒪𝜅e[𝑗]7 𝒜𝑒[𝑘][𝑙] =𝒜𝑒[𝑘][𝑙] +𝒜𝜅𝑒 [𝑖][𝑗]
89 for 𝑖← 1 to dim (Φ𝜅𝑒) do10 𝑘 = 𝒪𝜅e[𝑖]11 for 𝑗 ← 1 to dim (Φ𝜅I ) do12 𝑙 = 𝒪𝜅I [𝑗]13 𝒜𝑒𝑖[𝑘][𝑙] =𝒜𝑒𝑖[𝑘][𝑙] +𝒜𝜅𝑒𝑖[𝑖][𝑗]
1415 for 𝑖← 1 to dim (Φ𝜅I ) do16 𝑘 = 𝒪𝜅I [𝑖]17 ?̃?I[𝑘] = ?̃?𝜅I [𝑖]18 for 𝑗 ← 1 to dim (Φ𝜅I ) do19 𝑙 = 𝒪𝜅I [𝑗]20 𝒜i[𝑘][𝑙] =𝒜𝜅i [𝑖][𝑗]
21 return {︀𝒜𝑒,𝒜𝑒𝑖,𝒜𝑖}︀,{︀?̃?𝑒,?̃?𝑖}︀
5. Inclusión Condiciones de Frontera. El sistema (𝒜,𝑏) representa la discretización de la
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ecuación diferencial representada por el operador ℒ descrito en la ecuación (1.7). Para darsolución al problema de contorno en su conjunto, el sistema debe admitir la inclusión delas condiciones de frontera dadas por (1.8). Para ésto procedemos de la siguiente forma :
5.1 Identificación Grados de Libertad. Procedemos a identificar y almacenar en unvector BounGF, los grados de libertad globales que se encuentran tanto en los nodoscomo en las aristas de aquellos elementos geométricos que se encuentran sobre lafrontera 𝜕Ω.
5.2 Cálculo Grados de Libertad en Frontera. Usando el vector BounGF, procedemosa determinar el valor de cada uno de estos grados de libertad usando una proyec-ción basada en una interpolación en 1D, descrita en la sección 5.7 por medio de lasecuaciones (5.12) y (5.14).
5.3 Inclusión Grados de Libertad. La inclusión de los valores de frontera es descrita enel algoritmo 5.4.
Algoritmo 5.4: Inclusión Condiciones de FronteraInput: Conjunto ?̃? = {︀𝒜𝑒,𝒜𝑒𝑖}︀ de matrices locales. Conjunto de vectores locales ?̃? = {︀?̃?e,?̃?I}︀.Vector g𝜅. Vector grados de libertad en 𝜕Ω, 𝒪𝜅𝑏.Output: Matrices {︀𝒜𝑒,𝒜𝑒𝑖,𝒜𝑖}︀ vectores de carga {︀?̃?𝑒,?̃?I}︀12 for 𝑖← 1 to dim(𝒪𝜅𝑏) do3 𝑘 = 𝒪𝜅𝑏[𝑖]4 for 𝑗 ← 1 to 𝑁 do5 ?̃?𝑒[𝑗] = ?̃?𝑒[𝑗]− g𝜅[𝑖]×𝒜𝑒[𝑗][𝑘]6 ?̃?I[𝑗] = ?̃?I[𝑗]− g𝜅[𝑖]×𝒜𝑒𝑖[𝑗][𝑘]7 𝒜𝑒[𝑘][𝑗] = 1,08 𝒜𝑒𝑖[𝑘][𝑗] = 1,0
9 ?̃?𝑒[𝑘] = g𝜅[𝑖]
10 return {︀𝒜𝑒,𝒜𝑒𝑖},{?̃?𝑒,?̃?𝑖}︀
6. Solución Sistema Global. Al incluir las condiciones de frontera el sistema (𝒜,𝑏) deja deser mal condicionado y nos provee una única solución del PVC. Para un sistema que posee
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gran cantidad de grados de libertad, se hace necesario el uso de un método adecuado ensolución de sistemas lineales de gran tamaño. Gracias a nuestra separación entre gradosexternos e internos, la matriz 𝒜 a tomado una forma por bloques, la cual es simétrica ydefinida positiva. Para reducir la posibilidad de errores aleatorios, asi como la reduccióndel número de operaciones elementales seguimos dos pasos fundamentales:
6.1 Condensación Estática. El procedimiento de condensación estática será descrito enuna forma mas especifica en la sección 5.8, pero su principio, es el la diagonalizaciónpor bloques de la matriz 𝒜.
6.2 Método de Gradiente Conjugado Precondicionado. Una vez hemos conseguidoque la matriz 𝒜 esté dispuesta en forma por bloques segun la ecuación (5.5), éstamatriz con el vector (5.6) componen un sistema lineal cuya solución es obtenida porno mas de un número de pasos por medio del método de Gradientes ConjungadosPrecondicionado (ver capítulo 6).
7. Evaluación de Error. En éste punto la solución del problema de valor de contorno ha sidodeterminado. El siguiente paso en el análisis es determinar que tan proxima la soluciónnumérica se encuentra de la solución analítica. Este proceso debe hacerse según la normadel espacio en el cual se esta trabajando como es descrito en el apéndice C.
8. Refinamiento-p. El refinamiento tipo p implica el aumento del grado polinomial asociadoa cada uno de los elementos geométricos que componen la discretización 𝒯ℎ,𝑃 . Para deter-minar que elementos deben ser refinados, tomaremos como criterio de elección el errorrelativo |𝑒𝜅𝑟 | definido como :
|𝑒𝜅𝑟+1| = |𝑢𝜅𝑟+1 − 𝑢𝜅𝑟 |𝐿2 (5.22)
donde 𝑢𝜅𝑟 , es la solución del probema de contorno (1.7)-(1.8) en el paso de refinamiento 𝑟restringido al elemento geométrico 𝜅, de tal forma que
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|𝑒𝜅𝑟 | ≤ 𝜖𝑃, donde 𝜖𝑃 ∈ ℜ+. (5.23)
La solución 𝑢𝜅0 será evaluada teniendo en cuenta una distribución polinomial de gradounitario en cada elemento 𝜅 ∈ 𝒯ℎ,𝑃 .
9. Visualización de Resultados. La visualización de los resultados, asi como de sus respectivoserrores se efectua usando las herramientas de Matlab©.
ComentarioÉste algoritmo representa y condensa la forma en que el Método de Elementos Finitos de OrdenSuperior puede ser construido para dar solución a un problema de contorno. Su implementación,puede ser efectuada en cualquier lenguaje de programación ya sea C++, C#, cualquier versiónde Fortran o software de alto rendimiento como Matlab®, Mathematica® . La elección de di-cho lenguaje depende fundamentalmente del objetivo para el cual el algoritmo sea dispuesto yde la habilidad del usuario para desarrollar software en dicho lenguaje. En nuestro caso hemosdispuesto como plataforma de programación, Matlab®, haciendo las siguientes consideraciones:su versatilidad en el manejo de sistemas lineales, su forma adsequible de introducir las compo-nentes de las matrices y especialmente la integración de la plataforma de visualización nécesariapara la visualización de los resultados. Dado al hecho que no se hace uso explicito de funcioneso algoritmos desarrollados por Matlab® (como es el caso del Método de Gradientes Conjuga-dos), ya que en su totalidad todo el algoritmo es abierto, su traspaso a otro tipo de lenguaje dealto rendimiento, no representa un costo incomensurable de tiempo al momento de unificar elrefinamiento tipo p y h.Ahora considerando que Matlab® no representa un lenguaje de programación de alto o medionivel, la programación de algoritmos abiertos tiene un costo considerable en tiempo de computo
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con respecto a un lenguaje de alto rendimiento. Sin embargo, considerando el hecho que porahora nos encontramos en una fase inicial de estudio del Método de Elementos Finitos de Or-den Superior con refinamientos ℎ y 𝑝, en problemas académicos que no involucran una altacomplejidad, por ahora Matlab® podrá solventar nuestras espectativas.
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Figura 5.6: Diagrama de Flujo del Método de Elementos Finitos de Orden Superior
Capítulo 6
Métodos Iterativos - Solución de SistemasLineales
6.1. Introducción
El problema de resolver un sistema lineal 𝒜𝑥 = 𝑏 como el generado en la procura de unasolución de un PVC, es uno de los aspectos fundamentales en el análisis numérico. Existendiversas técnicas que han sido desarrolladas para dicho fin, sin embargo con el adelanto de lacomputación y los nuevos desarrollos teóricos expuestos en los últimos años, se ha generado uncrecimiento considerable en las dimensión de las matrices que estos involucran. Para problemasa pequeña escala, métodos clásicos como lo son Método de Eliminación Gaussiana asi comoGauss-Jordan proporcionan satisfactorias soluciones con mínimos errores aleatórios y un ordende 𝑂(𝑚3) de operaciones elementales, siendo 𝑚 ×𝑚 las dimensiones de la matriz real [42]. Sinembargo, éstos métodos directos pierden eficiencia en la medida en que las matrices son esparsasy su dimensión crece considerablemente. Es por esta razón que se hace indispensable buscar otrosmétodos que proporcionen una solución aceptable despues de un número de operaciones muchomenor aplicada a matrices poco densas.
93
Capítulo 6. Métodos Iterativos - Solución de Sistemas Lineales 94
Estamos principalmente interesados en métodos que nos permitan partir de un vector inicial
𝑥0, construir una solución al sistema lineal, en una cierta cantidad de pasos o basados en unatolerancia predeterminada por nosotros. Los Métodos Iterativos presentan éstas características.Una vez damos una semilla 𝑥0 nosotros la usaremos para calcular un nuevo vector 𝑥1 , quien a suvez sera usado para generar un 𝑥2 y asi sucesivamente hasta conseguir nuestro objetivo. De éstaforma, nosotros generaremos una secuencia {︀𝑥𝑘}︀𝑛0 quien convergerá a la solución 𝑥 a medidaque 𝑛Ï∞,[65].
Debido a que 𝑛 no puede crecer indefinidamente, el parámetro de parada generalmente estaradeterminado por que tan cercana esta nuestra solución 𝑥𝑛 de la solución exacta 𝑥, quien serarepresentado por |𝑒𝑛|2 = |𝑥− 𝑥𝑛|2. Basado en éstos criterios, métodos como Jacobi, Gauss-Seidel,Gradientes Conjugados, Arnoldi, entre muchos otros, han sido desarrollados para dar solucióna sistemas lineales al converger en un numero 𝑂(𝑚2), sin embargo el que ha surgido comouna gran herramienta en la solución de PVC especialmente al usar Elementos Finitos ha sido elmétodo de Gradiente Conjugado Precondicionado, quien será nuestro punto de enfoque enlas siguientes secciones 1.
6.2. Método de Paso Descendente
Tanto el Método de Gradiente Conjugado asi como su versión Precondicionada, son muy cercanosal método de Paso Descendente cuyo objetivo es el cálculo de una dirección, 𝑝𝑘 y un tamañode paso, 𝛼𝑘, en una forma iterativa de tal forma que en 𝑛 pasos lleguemos a una solución 𝑥𝑛satisfactoria. Su punto de partida es considerar una matriz 𝒜 ∈ ℜ𝑚×𝑚 simétrica definida positivay un vector 𝑏 ∈ ℜ𝑚, cuyo objetivo es minimizar el funcional
1En los ultimos años el uso de los precondicionadores junto con los métodos multigrid, han surgido como losprincipales herramientas para solución de sistema de gran porte y especialmente en aquellos problemas de contornoen 3D. [16]
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𝐽(𝑦) = 12𝑦𝑇𝒜𝑦 − 𝑦𝑇𝑏 (6.1)
de tal forma que el sistema 𝒜𝑥 = 𝑏 posee una solución coincidente con el mímimo. De éstaforma establecemos el siguiente Teorema.
Teorema 6.2.1 Sea𝒜 ∈ ℜ𝑚×𝑚 definida positiva, con 𝑏 ∈ ℜ𝑚 y 𝐽(𝑦) dada por la ecuación (6.1).
Existe un 𝑥 ∈ ℜ𝑚 para quien
𝐽(𝑥) = mı́n
𝑦∈ℜ𝑚
𝐽(𝑦) (6.2)
y quien corresponde a la solución del sistema 𝒜𝑥 = 𝑏 [65] .
De una forma implicita el Teorema 6.2.1 nos dice que al minimizar el funcional 𝐽 estaremosminimizando el error 𝑒, de tal forma que
|𝑒𝑛|2𝒜 = 2𝐽(𝑥𝑛) + 𝑐 , (6.3)
siendo 𝑐 una constante real y |𝑥|2𝒜 = 𝑥𝑇𝒜𝑥.La forma de elegir la dirección 𝑝𝑘 y el tamaño del paso 𝛼𝑘 debe hacerse considerando que encada iteración
𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘𝑝𝑘 , (6.4)
𝐽(𝑥𝑘+1) < 𝐽(𝑥𝑘). Asi, la mejor elección de 𝑝𝑘 esta relacionada directamente con la dirección dondese presenta el mayor descenso del funcional cuadratico 𝐽(𝑦) quien puede ser tomada como
𝑝𝑘 = −∇𝐽(𝑥𝑘) . (6.5)
Ésta elección aunque natural, no es la mas eficiente dado que no se tiene en cuenta las direccionesanteriores, lo cual genera un tiempo de convergencia muy alto y es en éste punto donde el método
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de Gradientes Conjugados toma diferencia del método de paso descendente. Una vez establecidala dirección de busqueda, calcular el tamaño de paso 𝛼𝑘 de tal forma que 𝐽(𝑥𝑘+1) ≤ 𝐽(𝑥𝑘) yésto puede asegurarse en el momento en que 𝐽(𝑥𝑘+1) = mı́n𝛼∈ℜ 𝐽(𝑥𝑘 + 𝛼𝑝𝑘), asi establecemos elsiguiente Teorema:
Teorema 6.2.2 Si 𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘𝑝𝑘 es obtenido sobre una línea de busqueda exacta, es decir
de forma que
𝐽(𝑥𝑘+1) = mı́n
𝛼∈ℜ
𝐽(𝑥𝑘 + 𝛼𝑝𝑘) , (6.6)
entonces
𝛼𝑘 = 𝑝𝑇𝑘 𝑟𝑘𝑝𝑇𝑘𝒜𝑝𝑘 (6.7)
donde 𝑟𝑘 = 𝑏 −𝒜𝑥𝑘 [65].
Una vez establecida la forma en que son calculados las direcciones y sus pasos, el método depaso descendente puede ser visto en una forma pictorica como se muestra en la figura 6.1. Enella, se muestra el proceder del método, aplicado a un sistema 2 × 2. El funcional cuadrático
𝐽(𝑦) para una matriz de estas dimensiones, presenta como líneas de contorno elipses cuyos ejesmayores y menores estan determinados por los autovalores de la matriz. El método comienzacon un punto inicial 𝑥0 el cual no es necesário establecer de antemano, por supuesto un puntocercano al mínimo generara un número menor de iteraciones, sin embargo esto no es totalmenteindispensable. Una vez se tiene el punto inicial, es calculada la dirección 𝑝0 quien corresponde a
−∇𝐽(𝑥0) = 𝑏 −𝒜𝑥0 y su respectivo paso 𝛼0 por medio de la ecuación (6.7). De forma iterativoson calculados los puntos posteriores 𝑥𝑘 con 𝑘 = 1,2,3,4,5.La relación entre los ejes de las elipses nos da cuenta de la excentricidad de ésta, quien para elcaso de una matriz simétrica definida positiva esta vinculada con el número de condición 𝒩(𝒜)[61].
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Figura 6.1: Método de Paso Descendente, matriz 2× 2
6.3. Método de Gradiente Conjugado
El método de gradientes conjungados (MGC) fue desarrollado en 1952 por Hestenes y Stiefelquienes junto con Reid en 1971 al proveer un método simple de precondicionamiento potencializola la eficiencia del método en solución de sistemas de ecuaciones [61]. La gran ventaja del métodode gradiente conjugado y especialmente el precondicionado es su velocidad de convergencia enproblemas de gran tamaño, quienes han surgido en soluciones de problemas de valor de contornode segundo orden [44].
La idea básica del MGC es asegurarse que un conjunto de direcciones sucesivas no sean paralelas,de tal forma que despues de 𝑛-iteraciones se posea un conjunto de direcciones 𝑝0,𝑝1, . . . ,𝑝𝑛−1 𝒜-conjugadas, tal que la solución deseada 𝑥𝑛 de un sistema 𝒜𝑥 = 𝑏, puede ser escrita como
𝑥𝑛 = 𝑛−1∑︁
𝑘=0 𝛼𝑘𝑝𝑘 (6.8)
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En principio el objetivo del MGC no difiere mucho del método de pasos descendentes (MPD), sinembargo haciendo un análisis un poco mas detallado de MPD, el error 𝑒𝑘+1 = 𝑥 − 𝑥𝑘+1 despuesde (𝑘 + 1)-pasos es
𝑒𝑘+1 = 𝑒𝑘 − 𝛼𝑘𝑝𝑘 (6.9)
= 𝑒0 − (𝛼0𝑝0 + 𝛼1𝑝1 + · · ·+ 𝛼𝑘𝑝𝑘) (6.10)
Bajo esta ecuación lo deseable seria escoger los valores de 𝛼𝑘, de tal forma que se minimice elerror |𝑒𝑘+1|𝒜 de tal forma que usando el teorema 6.3.1
Teorema 6.3.1 (Proyección). Sea 𝒜 ∈ ℜ𝑚×𝑚 una matriz definida positiva, sea 𝑥 ∈ 𝑅𝑚, y un
subespacio 𝒫 de ℜ𝑚. Existe entonces un único 𝑥𝑛 ∈ 𝒫 tal que
|𝑥 − 𝑥𝑛|𝒜 = mı́n
?̃?∈𝒫
|𝑥 − ?̃?|𝒜. (6.11)
El vector 𝑥𝑛 esta caracterizado por la condicion (𝑥 − 𝑥𝑛)𝑇𝒜?̃? = 0 para todo ?̃? ∈ 𝒫.
podemos establecer la siguiente proposición :
Proposición 6.3.1 Sea 𝑥𝑘+1 = 𝑥𝑘 +𝛼𝑘𝑝𝑘 obtenida a partir de la busqueda de una linea exacta
(ver ecuación (6.6)). Entonces 𝑟𝑇𝑘+1𝑝𝑘 = 0 y 𝑒𝑇𝑘+1𝒜𝑝𝑘 = 0.
Entonces a partir de la proposición 6.3.1, despues de un primer paso 𝑒1 sera 𝒜-conjugado conrespecto a 𝑝0. Lo que realmente proponen el MGC diferente al MPD es que los errores relacio-nados a cada una de las iteraciones, sean 𝒜-ortogonales a 𝑝0. Por lo tanto los errores poseen unarelación de recurrencia dada por
𝑒𝑘+1 = 𝑒𝑘 − 𝛼𝑘𝑝𝑘. (6.12)
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Para ésto, si las direcciones 𝑝𝑘 son conjugadas con respecto a sus pares anteriores obtendremosque los errores son a su vez conjugadas a dichas direcciones.
Desde un punto de vista de las relaciones de ortogonales los 𝛼𝑘 son descritos como por la ecuación(6.7) asi, cuando los vectores 𝑝𝑘 son 𝒜-conjugados, los coeficientes 𝛼𝑘 pueden ser calculados apartir del vector 𝑏 [14].
Si adoptamos un vector 𝑥0 ∈ ℜ𝑛, la mejor forma de calcular una expansión de la solucionaproximada 𝑥𝑛, es minimizar el residuo 𝑏 − 𝒜𝑥𝑛 en terminos de las direcciones conjugadascorregidas a partir del gradiente ∇𝐽(𝑥𝑘).
De éste modo el algortímo presentado por Hestenes y Stiefel en busqueda de la solución delsistema (𝒜,𝑏), es:
Algoritmo 6.1: Algoritmo Método de Gradiente [65].Input: Sistema (𝒜,𝑏), 𝑥0, 𝑝0 = 𝑟0 = 𝑏 −𝒜𝑥0.12 while 𝛼𝑛 ̸= 0 do3 𝛼𝑛 = 𝑟𝑇𝑛−1𝑟𝑛−1𝑝𝑇𝑛−1𝒜𝑝𝑛−14 𝑥𝑛 = 𝑥𝑛−1 + 𝛼𝑛𝑝𝑛−15 𝑟𝑛 = 𝑟𝑛−1 − 𝛼𝑛𝒜𝑝𝑛−1
6 𝛽𝑛 = 𝑟𝑇𝑛 𝑟𝑛𝑟𝑇𝑛−1𝑟𝑛−17 𝑝𝑛 = 𝑟𝑛 + 𝛽𝑛𝑝𝑛−1
8 return 𝑥𝑛
En el algoritmo método de gradientes conjugados (ver algoritmo 6.1), las direcciones 𝑝0,𝑝1,𝑝2, . . . ,𝑝𝑛−1no son seleccionadas en el avance, pero son calculadas desde los gradientes 𝑔𝑘 por medio de untermino corrector. Mientras 𝛼𝑘 ̸= 0 el MGC, presenta las siguientes características.
1. 𝑝𝑘−1 ̸= 0,
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2.
𝒫𝑘 := span[𝑝0,𝒜𝑝0,𝒜2𝑝0, . . . ,𝒜𝑘−1𝑝0] (6.13)
= span[𝑝0,𝑝1, · · · , 𝑝𝑘−1] (6.14)
3. Los vectores 𝑝0,𝑝1,𝑝2, . . . ,𝑝𝑘−1 son conjugados por pares.
4.
𝐽(𝑥𝑘) = mı́n
𝑧∈𝒫𝑘
𝐽(𝑥0 + 𝑧). (6.15)
6.4. Método de Gradiente Conjugado Precondicionado
En las anteriores secciones se presentaron o enunciaron diferentes métodos iterativos utilizadosen la solución de sistemas lineales: nos concentramos principalmente en los métodos de pasosdescendentes y en una forma mas específica en el Método de Gradiente Conjungado (MGC). Lahabilidad de MGC de converger a una solución, depende en gran medida de la distribución delos valores de los autovalores de la matriz 𝒜 quienes en la figura 6.1, estan representados porlos semiejes de las elípses proyectadas en el plano que componen.
A menudo, la modificación del sistema lineal original puede reducir el número de condición dela matriz que describe el sistema y elevar la razón de convergencia del método iterativo usado.En una forma general, la matriz global final puede ser dividida (splitting) en la forma
𝒜 =ℳ−𝒩 (6.16)
donde ℳ representa una matriz no singular de forma tal que, la distribución de los autovaloresde la matrizℳ−1𝒜 permite que la aplicación de un método iterativo converja en un número deiteraciones menor. Por ésta razón, la matizℳ es denominada precondicionador [4]. Por razónes
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prácticas, la matriz 𝒞 debe tener una distribución que permita la solución de un sistema linealcon un costo computacional menor que el de la matriz 𝒜, sumando a ésto que el espectro de
ℳ−1𝒜 debe ser mucho mas denso y cercano a 1 que el expuesto por 𝒜.
Sin embargo, estas características de la matriz ℳ presentan conflictos. La forma mas eficientede construir ℳ es considerarla como la matriz unitaria ℳ, pero el espectro de ℳ−1𝒜 esinalterado. Por otro lado ℳ puede ser tomado como la misma matriz 𝒜, pero en este caso, elcosto computacional de construir ℳ−1 es demasiado elevado a pesar que su espectro es el idealdel que se esta procurando.
La elección de la matriz ℳ no solamente puede estar influenciada por la reducción del númerode condición de la matriz que involucra el sistema lineal final a solucionar. Considerando quela matriz 𝒜 global presenta carácteristicas de simetría y positividad, el producto ℳ−1𝒜 puededar lugar a una matriz con ausencia total de estas propiedades fundamentales, limitando consi-derablemente los procesos iterativos disponibles en la solución del sistema, es decir, el Métodode Gradiente Conjugado no podria ser aplicado al sistema equivalente. Para sortear dicho incon-veniente, nosotros podemos resolver un sistema diferente pero equivalente quien dara lugar alMétodo de Gradiente Conjugado Precondicionado (MGCP).
Consideremos el sistema lineal expuesto en la ecuación 5.19 y una matriz 𝒞 simétrica definidapositiva de forma tal que
(𝒞−1𝒜𝒞−1)(𝒞x𝑒) = 𝒞−1b (6.17)
en una forma reducida
?̃?x̃ = b̃ (6.18)
donde x̃ = 𝒞x𝑒, b̃ = 𝒞−1b y la matriz ?̃? = 𝒞−1𝒜𝒞−1 es a su vez simétrica definida positiva[49]. Éste nuevo sistema equivalente, sigue manteniendo las características fundamentales del
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sistema original y permite el uso del MGC. Si aplicamos el algoritmo 6.1 al sistema equivalentey obtenemos x̃𝑘, p̃𝑘,r̃𝑘 y w̃𝑘 = ?̃?p̃𝑘, nosotros podemos definir los siguientes cambio de variable
ℳ = 𝒞2 , (6.19)
p𝑘 = 𝒞−1p̃𝑘 , (6.20)
x𝑘 = 𝒞−1x̃𝑘 , (6.21)
z𝑘 = 𝒞−1r̃𝑘 , (6.22)
r𝑘 = 𝒞r̃𝑘 = b−𝒜x𝑘 , (6.23)
el algoritmo 6.2 describe el método de gradientes conjugados precondicionado.
Algoritmo 6.2: Algoritmo Método de Gradiente Conjugado Precondicionado [39],[49].Input: Sistema (𝒜,𝑏), 𝑥0,ℳ,𝜏.12 r0 = b−𝒜x03 Resolver ℳz0 = r0 para z04 p0 = z05 for 𝑘 = 1,2, . . . do6 w𝑘−1 =𝒜p𝑘−1
7 𝛼𝑘−1 = r𝑇𝑘−1r𝑘−1p𝑇𝑘−1w𝑘−18 x𝑘 = x𝑘−1 + 𝛼𝑘−1𝑝𝑘−19 r𝑘 = r𝑘−1 − 𝛼𝑘−1w𝑘−110 Si |𝑟𝑘|2 ≤ 𝜏 parar y retornar x𝑛 si no ,11 Resolver ℳz𝑘 = 𝑟𝑘 para z𝑘
12 𝛽𝑘−1 = z𝑇𝑘 r𝑘r𝑇𝑘−1r𝑘−113 p𝑘 = z𝑘 + 𝛽𝑘−1p𝑘−1
14 return x𝑘
Es importante notar que en las líneas 3 y 11 se hace presente el sistema ℳ𝑧𝑘 = 𝑟𝑘 quien debeser resuelto para 𝑧𝑘 en cada iteración, de tal modo que éste debe ser económico de resolveren terminos de número de operaciones fundamentales, para que el MGCP presente un mejor
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comportamiento que el expuesto por MGC.
6.5. Precondicionadores
Existen diversos precondicionadores que han sido estudiados en la solución de sistemas linealesgenerados a partir de las discretización de los métodos espectral/hp. De hecho se pueden en-contrar en la literatura [7], formas de construir el precondicionador 𝒞 a partir del operador 𝑎(·,·)desarrollado en problemas de contorno elípticos en dos dimensiones. Así mismo, existen otrosmetodologías como las usados por los Métodos Multigrid Precondicionados que han dado gran-des aportes en la reducción del número de iteraciones, del orden de 𝒪(𝑁), siendo 𝑁 el númerode grados de libertad [16], [37],[14].
Sin embargo, nos concentraremos en los metodologías clásicas en la construcción de precon-dicionadores: Precondicionador de Jacobi, Precondicionador SSOR, Precondicionador ILU y
Discretización de Bajo Orden.
6.5.1. Precondicionador Jacobi.
Uno de los mas importantes y conocidos precondicionadores es el Escalamiento Diagonal otambien llamado Precondicionador de Jacobi:
ℳ = diag(𝒜) (6.24)
quien prové una matriz no singular y en especial un matriz definida positiva si 𝒜 lo es, [61].A pesar que su aplicación es facil, desafortunadamente no es un poderoso precondicionador, dehecho si éste precondicionador es aplicado al método de paso descendente, el precondicionadorde Jacobi, no acelera la convergencia del método.
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6.5.2. Precondicionador SSOR.
Un simple pero efectivo precondicionador puede ser obtenido a partir del Método de Gauss-Seidel.Dada una matriz simétrica ℳ, ésta puede ser descompuesta en la forma
𝒜 = 𝐷 − 𝐿 − 𝐿𝑇 (6.25)
donde 𝐿 representa una matriz triangular inferior y 𝐷 es una matriz diagonal. Gracias a éstaforma el precondicionador ℳ puede ser escrito como:
ℳ = 𝜔2− 𝜔
(︂ 1
𝜔𝐷 − 𝐿
)︂
𝐷−1
(︂ 1
𝜔𝐷 − 𝐿
𝑇
)︂ (6.26)
donde 𝜔 ∈ [0,2] es conocido como el parámetro de sobre-relajación [4]. La experiencia muestraque la calidad del precondicionador no es muy sensible a la elección del parametro 𝜔, mas sinembargo, no es necesáriamente el mejor precondicionador al ser usado en problemas de PVC.
6.5.3. Precondicionador ASSOR
El precondicionador SSOR es frecuentemente usado dado a su facilidad de construcción sinembargo el cálculo de su inversa representa un reto superior. Para dar solución a ésto, al pre-condicionador SSOR se construye una aproximación al seleccionar su diagonal principal [67], deforma que
ℳ = diag{︂ 𝜔2− 𝜔
(︂ 1
𝜔𝐷 − 𝐿
)︂
𝐷−1
(︂ 1
𝜔𝐷 − 𝐿
𝑇
)︂}︂ (6.27)
Ésta aproximación del precondicionador SSOR permite invertir el precondicionador rapidamentey un control sobre el mismo.
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6.5.4. Precondicionador ILU.
Uno de los mas populares precondicionadores son los asi llamados Incomplete LU o (ILU), quienesson basados en una descomposición LU incompleta. La idea detras de éste precondicionador escalcular una matriz triangular inferior 𝒞, con la propiedad que 𝒞 tiene una estructura esparsaalgunas veces cercana al factor 𝐺-Cholesky de la matriz 𝒜. Para matrices simétricas del tipoque aparecen en el metodo de elementos finitos, la descomposición ILU es equivalente a unadescomposición de Cholesky 𝒜 ≈ 𝒞𝑇𝒞 [12].
Éste precondicionador incompleto de Cholesky es construido usando las formulas clásicas delmétodo de Cholesky pero, las únicas posiciones en la matriz 𝒜 que reciben una modificación ,son aquellas en las cuales la entrada original es diferente de cero. De ésta forma, la construcciónde dicho precondicionador se muestra en el algoritmo 6.3.
Algoritmo 6.3: Algoritmo Precondicionador ILU [4].Input: Matriz 𝒜12 for 𝑖 = 2 : 𝑁 do34 for 𝑘 = 1 : 𝑖 − 1 do56 if 𝒜𝑖,𝑘 ̸= 0 & 𝒜𝑘,𝑘 ̸= 0 then78 𝒜𝑖,𝑘 =𝒜𝑖,𝑘/𝒜𝑘,𝑘910 for j = k+1 : m do1112 if 𝒜𝑖,𝑗 ̸= 0 then1314 𝒜𝑖,𝑗 =𝒜𝑖,𝑗 −𝒜𝑖,𝑘 ×𝒜𝑘,𝑗
15 return 𝒜
Hay que resltar que el algoritmo 6.3 construye la descomposición incompleta de Cholesky de lamatriz 𝒜 cuyo factor 𝒞 se encuentra almacenado en la misma matriz, como una metodología
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necesária en el ahorro de memoria y optimización del procedimiento. Es decir
𝒞 = TrianInf{𝒜} (6.28)
despues de ser aplicado el algoritmo de factorización incompleto o precondicionador ILU esevaluado usando 𝒞, ℳ = 𝒞2.
Capítulo 7
Resultados Numéricos Problemas deContorno con Frontera Discontinua
7.1. Introducción
Para observar la versatilidad del Método de Elementos Finitos al usar como funciones basePolinómios ortogonales de grado superior, en los siguientes secciones obtendendros solucionesaproximadas de problemas de contorno con frontera discontinuas. El primer problema que vamosa estudiar tiene por objetivo principal dar como muestra los resultados obtenidos a partir de laelección de diferentes bases polinomiales en la solución de un problema de transferencia de caloren ausencia de fuentes y conductividad térmica constante en un placa rectangular de dimensión
𝐿 = 1, quien en una de sus arístas posee una temperatura 𝑇 = 1,0 y en el resto es cero.Éste problema, posee una solución aproximada usando el método de Fourier para problemas decontorno y nos dara una estimación de que tan proxima se encuentra la solución aportada porel método numérico con respecto a una estimación inicial. En ésta primera parte daremos unaestimación del error entre la solución de Fourier y MEFOS, asi como la distribución polinomialque el sístema adquiere al final de siete (7) pasos de refinamiento. Así mismo, se presenta el
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comportamiento del Número de Condición𝒩(?̂?) como función de los grados de libertad externosal igual que su dependencia con el grado máximo polinomial.
En un segundo problema se retoma un problema de transferencia de calor, modificando conside-rablemente las condiciones de contorno. La idea principal de éste nuevo problema es mostrar elcomportamiento de los cuatro precondicionadores en la solución de un sistema lineal, generadoa partir del MEFOS.
Finalmente en un tercer problema, corresponde a un problema de contorno dispuesto de tal formaque presenta la solución numérica presenta una discontinuidad cerca de una de las fronteras deldomínio Ω̄. El objetivo de dicho problema es visualizar el comportamiento del refinamientopolinomial, al presentar un problema de contorno con una solución discontinua.
7.2. Polinómios Ortogonales
Núestro primer problema es descrito como :
− 𝛼Δ𝑢 + 𝜆𝑢 = 0 , (𝑥,𝑦) ∈ Ω = (0,1)× (0,1) (7.1)
con 𝛼,𝜆 = 1 y
𝑢(𝑥,𝑦)⃒⃒⃒⃒
𝜕Ω =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 si 𝑥 = 0, 𝑦 ∈ [0,1] ,0 si 𝑥 = 1, 𝑦 ∈ [0,1] ,0 si 𝑦 = 0, 𝑥 ∈ [0,1] ,0 si 𝑦 = 1, 𝑥 ∈ [0,1] .
(7.2)
Éste problema representa un problema de contorno con condiciones de frontera de primer tipocuyo operador diferencial describe una equación de Helmholtz [48] y cuya solución correspon-diente al usar la representación en funciones de Green es :
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𝑢(𝑥,𝑦) = ∫︁ 10
[︂
𝜕
𝜕𝜖𝐺(𝑥,𝑦,𝜖,𝜂)
]︂⃒⃒⃒⃒
𝜖=0𝑑𝜂, (7.3)donde 𝐺(𝑥,𝑦,𝜖,𝜂) corresponde a :
𝐺(𝑥,𝑦,𝜖,𝜂) = 2 ∞∑︁
𝑛=1
sin (𝑝𝑛𝑥) sin (𝑝𝑛𝜖)
𝛽𝑛 sinh (𝛽𝑛) 𝐻𝑛(𝑦,𝜂) (7.4)
con
𝑝𝑛 = 𝜋𝑛, 𝛽𝑛 = √︁𝑝2𝑛 − 𝜆, (7.5)
𝐻𝑛(𝑦,𝜂) =
⎧⎪⎨⎪⎩ sinh (𝛽𝑛𝜂) sinh [𝛽𝑛(1− 𝑦)], para 1 ≥ 𝑦 > 𝜂 ≥ 0,sinh (𝛽𝑛𝑦) sinh [𝛽𝑛(1− 𝜂)], para 1 ≥ 𝜂 > 𝑦 ≥ 0, (7.6)
La solución analítica del primer problema esta expresada en función de una sumatoria infinita determinos generados en la función de Green, 𝐺. Dado a ésto, computacionalmente no es posibledar una solución completamente analítica y por tanto estamos obligados a dar un corte a éstasumatoria, lo cual genera una solución aproximada 𝑢𝑎. Considerando los primeros cien (100)terminos de la serie, la solución aproximada desarrollada a partir de la solución analítica, seencuentra expuesto en la figura 7.1.
El problema de contorno, presenta dos puntos de discontinuidad en los puntos (0,0) y (0,1). Éstonos permite poner a prueba no solamente la conformidad de la solución obtenida numéricamente,la cual debe ser satisfecha independientemente del problema de contorno, si no, especialmentela adaptatividad del método. Aplicando el algorítmo 5.9 expuesto en el capitulo 5, para una mallacompuesta por N = 361 elementos rectangulares, los resultados obtenidos para cada uno de lasposibles elecciones de función base presentes en la tabla 2.1, se muestran en las figuras 7.2,7.3 y 7.4. El numéro de elementos N que se ha elegido es elegido teniendo en consideración elrefinamiento polinomial. A medida que es aumentado N la estabilidad del refinamiento polinomial
Capítulo 7. Resultados Numéricos Problemas de Contorno con Frontera Discontinua 110
a. Solución Analítica 𝑢𝑎(𝑥,𝑦) del problema de contorno (7.1),(7.2), obtenidas a partir de la
ecuación (7.3).
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b. Líneas de contorno de la solución analítica 𝑢𝑎(𝑥,𝑦).Figura 7.1: Resultado Analítico problema de contorno (7.1)-(7.2) segun la ecuación (7.3).
se ve cuestionada, principalmente por el método de solución del sistema global (𝒜,b) (que enéste caso es MGC ), no permite un análisis detallado del comportamiento de la elección de lasbases polinomiales.
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El refinamiento-p que ha dado lugar a la distribución polinomial final en cada uno de los casoselegídos de las funciones 𝜓, es seguido segun el criterio expuesto en (5.22). Se ha tomado unmáximo de siete (7) pasos de refinamiento, quien proporciona un grado polinomial máximode siete para cada elemento geométrico de la malla uniforme. Como caso inicial de prueba yidentificación de posibles problemas de implementación, en éste primer caso consideramos comométodo de solución Gradientes Conjugados (MGC) sin precondicionamiento.
La primera columna de las figura 7.2 nos proporciona una visión global del resultado de lasolución numérica quien para cuatro tipo de funciones base 𝜓 es muy similar. Para ver que tancercano nos encontramos de la solución analítica y las diferencias que se plantean el uso dediferentes funciones base, en la segunda columna mostramos los resultados del cálculo de loserrores a posteriori (ver apéndice C) presentes en cada uno de los elementos geométricos quecomponen la malla geométrica.
El cálculo del error 𝑒𝑎 (ver figuras 7.2,7.3) nos da una previsión de la localización de las disconti-nuidades en la frontera. En principio, los elementos que se encuentran cercanos a los puntos (0,0)y (0,1) muestran un error superior a aquellos elementos internos del dominio o en aquellos quecomparten una sección de frontera continua. Con un orden cercano a 10−7, la solución numérica
𝑢 obtenida por medio del MEFOS es una buena aproximación a la solución analítica 𝑢𝑎 generadaa partir de la ecuación (7.3).
En la tercera columna de las figuras 7.2 y 7.3, presentamos la distribución polinomial sobre loselementos geométricos. Dado a que el problema es simétrico con respecto al eje 𝑦, la distribuciónpolinomial deberia presentar dicho comportamiento en especial un mayor grado en aquelloselementos que comparten las discontinuidades.
Aunque el error de 𝑢𝑒 y el grado 𝑃𝜅 de cada uno de los elementos, puede ser un primer indicativode que tan cercana es la solución numérica, nuestro análisis esta concentrado principalmente enlas consecuencias de elegir una u otra familia de funciones jerárquicas. Segun [10] dos de loscriterios que se deben tener en cuenta en la elección apropiada de una base jerárquica son: el
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comportamiento del número de condición de la matriz de masa local y el número de iteracionesnecesárias para determinar el vector solución 𝑢 al usar el método de gradientes conjugados.Dado que el estudio realizado por [10] pretendia dar una primer modelo del comportamiento dealgunas bases jerarquicas al ser usadas en elementos de orden superior, el número de condición deuna matriz local de masa generada a partir de dichas funciones base fue tomado como parámetrode estudio, sin embargo debido a que nuestro problema de valor de contorno no solamenteinvolucra terminos de primer orden si no tambien de segundo orden y siendo que cada elementoadquiere de forma independiente su grado polinomial, consideraremos como factor relevante,el número de condición de la matriz ?̂? producto del método de condensación estática sobre elsistema𝒜x = b̂ original (ver la sección 5.8 ) y el número de iteraciones necesarias por el métodode gradientes conjugados para llegar a una solución aproximada satisfactoria en la solución delsistema 5.19.Así, la conducta que toma el número de condición de la matriz ?̂? con respecto al numero degrados de libertad del sistema, como función del grado maximo polinomial, asi como el númerode iteraciones del MGC, se muestran en la figura 7.4 a., b. y c., respectivamente.En la figura 7.4.a. el número de condición de la matriz ?̂? es estudiado como función del númerode grados de libertad presentes en la discretización del sistema físico. Debido al modo adaptativode nuestro abordage, el número de grados de libertad varia dependiendo de la elección de funciónbase. Los polínomios de Legendre asi como los polinomios de Lobatto, presentan un número decondición con muy poca variación en la medida que aumenta los grados de libertad, de hechodurante el transcurso de las pruebas, los polinomios de Lobatto llegaron a tener una coincidenciaexacta en el número de condición en cada una de las iteraciones como se muestra en 7.4 b..
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a.1. Solución 𝑢, 𝜓-Legendre. a.2. Error 𝑒 = |𝑢𝑎 − 𝑢|, 𝜓-Legendre. a.3. Distribución 𝑃, 𝜓-Legendre.
b.1. Solución 𝑢, 𝜓-Lobatto. b.2. Error 𝑒 = |𝑢𝑎 − 𝑢|, 𝜓-Lobatto. b.3. Distribución 𝑃, 𝜓-Lobatto.Figura 7.2: Resultados Obtenidos en la solución del problema de contorno (7.1)-(7.2) al elegir las funciones 𝜓, Legendre
y Lobatto, según la Tabla 2.1. Grados de Libertad 𝒟𝑓 dados por (3.27),son: 3390 y 3534, respectivamente.
Capítulo7.ResultadosNuméricosProblemasdeContornoconFronteraDiscontinua
114
c.1. Solución 𝑢, 𝜓-Chebyshev. c.2. Error 𝑒 = |𝑢𝑎 − 𝑢|, 𝜓-Chebyshev. c.3. Distribución 𝑃, 𝜓-Chebyshev.
d.1. Solución 𝑢, 𝜓-Jacobi. d.2. Error 𝑒 = |𝑢𝑎 − 𝑢|, 𝜓-Jacobi. d.3. Distribución 𝑃, 𝜓-Jacobi.Figura 7.3: Resultados Obtenidos en la solución del problema de contorno (7.1)-(7.2) al elegir las funciones 𝜓, Chebyshev
y Jacobi, según la Tabla 2.1. Grados de Libertad 𝒟𝑓 dados por (3.27),son: 6281 y 3146, respectivamente.
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Contrario al comportamiento de Legendre y Lobatto, los polinomios Ultraesféricos y de Chebys-
hev, muestran un crecimiento considerable no solamente en el número de grados de libertadnecesarios para adquirir unos resultados similares a los int-Legendre [57], si no un crecimientocercano a lo exponencial del número de condición 𝑁(?̂?). Del mismo modo este comportamientose ve en una forma mas clara en la figura 7.4 b., donde observamos detalladamente el crecimientoque experimenta 𝑁(?̂?) cuando son elegidos como base los polinó mios de Chebyshev.
Al elegir los polinómios de Jacobi, 𝑁(?̂?) parece presentar un comportamiento intermedio entreel expuesto por los polinomios de Gegenbauer y los de Legendre, asi como el crecimiento degrados de libertad no es tan radical como el expuesto por los polinomios de Chebyshev y es muysimilar a los de Lobatto.
Despues de estudiar el comportamiento que presenta 𝑁(?̂?) como función tanto del grado poli-nomial asi como del número de grados de libertad, concentramos nuestra atención cuando éstees presentado en función del número de iteraciones del MGC, presentado en la figura 7.4 c..Nínguno de las elecciones posibles de funciones base, excede el intervalo [36,55] en número deiteraciones MGC, con lo cual parece un comportamiento estable debido a la corta longitud delintervalo, considerando las dimensiones de las matrices ?̂? del orden de 6000 × 6000 en el caso
Chebyshev.
Finalmente, la figura 7.4 d. nos provee un dato fundamental en el análisis numérico correspon-diente a la razón de convergencia de un método. En nuestro caso hemos tomado este parámetrode convergencia, como el error existente entre dos iteraciones consecutivas del algoritmo. Legen-
dre, Chebyshev, Gegenbauer y Jacobi parecen tener un decaimiento muy cercano entre ellas,bastante alejado de lo mostrado por Lobatto aunque este siga siendo decadente. Es importantenotar, que no en toda iteracion el error entre iteraciones es menor que la anterior, presentandoun comportamiento oscilatorio con un cierto amortiguamiento a medida que aumenta el númerode iteraciones.
Despues de éste análisis de la elección de funciones base jerárquicas, compensar entre la adapta-
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tibilidad en el refinamiento-p, numéro de condición de la matriz ?̃? y el número de iteraciones
en MGC consideramos que la mejor elección de función base para el problema de contorno (7.1)-(7.2) son, los polinomios de Legendre y como segunda opción los polinómios Jacobi, con 𝛼 = 1,0y 𝛽 = 1,0.
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a. Número de Condición 𝒩(𝒜) como función de Número de Grados de Libertad.
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b. Número de Condición 𝒩(𝒜) como función Grado Máximo Polinomial.
35 40 45 50 55
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9
2
2.1
2.2
2.3
2.4
2.5
2.6
x 10
8
Numero de Iteraciones MGC
N
um
er
o 
de
 C
on
di
ci
on
 N
(A
)
 
 
Legendre
Lobatto
Chebyshev
Gegenbauer
Jacobi
c. Número de Condición 𝒩(𝒜) como función del Número de Iteraciones MGC.
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d. Error entre Iteraciones como función del Número de Iteraciones MGC
Figura 7.4: Comportamiento Número de Condición𝒩(𝒜) como función del Número de Grados de Libertad Total, Grado
Maximo Polinomial y Número de Iteraciones MGC. Problema (7.1)-(7.2).
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7.3. Elección de Precondicionadores
Nuestro segundo problema pretende dar un paso adelante en el análisis de como afecta la elec-ción de un precondicionador específico al solucionar un PVC con frontera discontinua. Para esoplanteamos el siguiente PVC. Determinir la funcion 𝑢, tal que:
− Δ𝑢 + 𝜆𝑢 = 0 , (𝑥,𝑦) ∈ Ω = (0,1)× (0,1) (7.7)
con 𝜆 = 1 y
𝑢(𝑥,𝑦)⃒⃒⃒⃒
𝜕Ω = 12
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 si 𝑥 = 0, 𝑦 ∈ [0,1] ,
0 si 𝑥 = 1, 𝑦 ∈ [0,1] ,
ℋ(𝑥 + 34 )−ℋ(𝑥 − 14 ) +ℋ(𝑥 − 34 ) si 𝑦 = 0, 𝑥 ∈ [0,1] ,
ℋ(𝑥 + 34 )−ℋ(𝑥 − 14 ) +ℋ(𝑥 − 34 ) si 𝑦 = 1, 𝑥 ∈ [0,1] .
(7.8)
donde la función ℋ(𝑥) representa la función de Heaviside o tambien llamada Función Escalon.Éste problema al igual que el primero posee una solución analítica quien es obtenida en formadetallada en [48]. Sin embargo, a pesar de tener una solución analítica general para un problemaPVC en un dominio rectangular, como es el que se encuentra presente en nuestro estudio, llegara una representación gráfica de dicha solución por el momento no fue del todo satisfactoria,principalmente por el hecho de estar involucrada la evaluación de integrales cuyo integrando sonfunciones de Green expresadas en terminos de una serie. De ésta forma, la obtención numéricade la solución aproximada resulto ser mucho mas económica y eficiente que la evaluación dela solución provista por Polyanin. Una vez aclarado éste punto, una primera visualización dela solución obtenida, es presentada en la figura 7.5 y los resultados obtenidos en diferentesprecondicionadores es presentada en la tabla 7.1.
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Precondicionador Max.-p Error Max. (𝑒) 𝑁(?̂?) 𝒟𝑓 Iteraciones
1 0,000 · 10−00 5,657 · 1002 1600 60
Sin 2 1,362 · 10−05 1,146 · 1003 6241 983 2,938 · 10−06 1,261 · 1003 11191 109
Tiempo Computo: 478,03𝑠.
1 0,000 · 10−00 5,657 · 1002 1600 60
Jacobi 2 1,362 · 10−05 1,146 · 1003 6241 943 2,938 · 10−06 1,261 · 1003 11191 106
Tiempo Computo: 479,63𝑠.
1 0,000 · 10−00 5,657 · 1002 1600 74
SSOR 2 1,362 · 10−05 1,146 · 1003 6241 803 2,938 · 10−06 1,261 · 1003 11191 81
Tiempo Computo: 640,66𝑠.
1 0,000 · 10−00 5,657 · 1002 1600 83
ASSOR 2 1,362 · 10−05 1,146 · 1003 6241 1063 2,938 · 10−06 1,261 · 1003 11191 115
Tiempo Computo: 474,15𝑠.
1 0,000 · 10−00 5,657 · 1002 1600 36
ILU 2 1,362 · 10−05 1,146 · 1003 6241 393 2,938 · 10−06 1,261 · 1003 11191 40
Tiempo Computo: 3303,87𝑠.
Cuadro 7.1: Resultados numéricos obtenidos del problema (7.7)-(7.8) usando MEFOS conside-
rando diferentes precondicionadores en el Método de Gradiente Conjugado Precondicionado.
La solución de la figura 7.5 corresponde a la obtenida al elegir las polinomios de Legendre, bajo
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una malla de 1521 elementos rectangulares con un orden polinomial no superior a 3. Dado a lasdiferencias casi imperceptibles entre las soluciones obtenidas a partir de diversos precondicio-nadores, nos hemos permitido mostrar solamente una de ellas ,usando el precondicionador de
Jacobi.
Las variables que vamos a considerar en nuestro análisis serán: el número de condición de lamatriz ?̃?, quien es denotado por 𝒩(?̃?), el error entre soluciones obtenidas en diferentes pasosde refinamiento, e𝑘, el número de grados de libertad del sistema, 𝒟𝑓 , el número de iteracionesempleadas por el MGCP y finalmente el tiempo de computo 1.
Nuestro algoritmo muestra ser consistente con respecto a la elección de diferentes precondicio-nadores, ya que la solución final debe ser invariante con respecto a la elección del método desolución del sistema lineal final. Al considerar los grados de libertad (𝒟𝑓 ) despues de tres (3)pasos de refinamiento polinomial, en la tabla 7.1, encontramos una coincidencia exacta en loscuatro casos. El número de pasos de refinamiento fue limitado a tres, principalmente a la inesta-bilidad presentada por el Método de Gradiente Conjugado en sistema de mayor tamaño, y dado elhecho que el objetivo de éste problema no era mostrar la adaptatibilidad del algoritmo, tomamospertinente considerar los resultados con un grado maximo polinomial igual a tres.
Como parámetro de observación consideraremos el error relativo entre iteraciones, dado por :
Δx𝑘 = |x𝑘 − x𝑘−1|2|x𝑘|2 . (7.9)
Su comportamiento con respecto al número de iteraciones tomadas por MGCP para alcanzar unerror relativo Δx𝑘 < 10−11, se encuentran representadas en la figura 7.6. La primera elecciónde precondicionador en obtener un error relativo Δx𝑘 menora a la tolerancia especificada, co-rresponde al precondicionador ILU con 40 iteraciones , seguido por SSOR con 81, al optar por
1El Tiempo de Computo que es considerado en éste análisis, no es el tiempo real utilizado por la maquina paradar una solución a nuestro problema. El parámetro que denominaremos como tiempo de computo es el aportadopor Matlab© el cual involucra el tiempo de maquina y el tiempo utilizado por el software comercial para compilarnuestro algoritmo, al lenguaje de maquina.
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un factor 𝜔 = 0,725 como mejor resultado y, finalmente, los precondicionadores de Jacobi y
ASSOR se encuentran muy cercanos al comportamiento expuesto por el método de gradientessin precondicionamiento quien esta por el orden de las 109 iteraciones.Al evaluar los resultados expuestos en la figura 7.6, la mejor elección dada al menor númerode pasos de convergencia del MGCP parece ser ILU, sin embargo, éste resultado se ve opacadopor su tiempo de computo, 3303,87𝑠, quien representa aproximadamente siete (7) veces el tiempode computo tomado por el MGC sin precondicionamiento alguno. Aunque el precondicionadorcumple su función de disminuir el número de iteraciones del MGC el costo que representa elcálculo de 𝒞 por medio del algoritmo 6.3 y especialmente su inversa 𝒞−1 hace de su uso pocorecomendable.La seguiente elección como precondicionador supone SSOR. Aunque representa una aumentocercano a un 33,9 % en tiempo de computo con respecto al método sin precondicionamiento, sucosto es menor comparado al ILU, dado al hecho que el cálculo de su inversa 𝒞−1 involucra lainversa de la matriz diagonal 𝐷 y una matriz triangular inferior 𝐿, cuyas inversas involucran unnúmero menor de operaciones fundamentales. El objetivo de disminuir el número de iteracionescon respecto a MGC es cercano al 24 %, lo cual en sistemas de gran tamaño es una mejoriaconsiderable.Tanto los precondicionadores Jacobi y ASSOR se encuentran muy cercanos a los resultadosobtenidos sin precondicionamiento, sin embargo, no es posible descartarlos de plano dado a quedebido a las condiciones de problema, uno u otro precondicionador, puede cumplir su funciónde una mejor forma que otra.Como resultados de apoyo a la figura 7.6, presentamos el comportamiento expuesto por el residuo
|𝑏 − ?̃?x|2 al elegir los precondicionadores expuestos en la sección 6.5, en la figura 7.7.
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Figura 7.6: Estudio del termino |x𝑘−x𝑘−1|2|x𝑘|2 como función del número de iteraciones al elegir
diferentes Precondicionadores en la solución del problema expuesto en la ecuación (7.7)-(7.8),
en el paso final de refinamiento-p. Parámetros 𝜔𝑆𝑆𝑂𝑅 = 0,725 y 𝜔𝐴𝑆𝑆𝑂𝑅 = 0,5.
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Figura 7.7: Estudio del termino |𝑏 −𝒜x𝑘|2 como función del número de iteraciones del méto-
do de Gradiente Conjungado Precondicionado, al elegir diferentes Precondicionadores en la
solución del problema expuesto en la ecuación (7.7)-(7.8), en el paso final de refinamiento-p.
Parámetros 𝜔𝑆𝑆𝑂𝑅 = 0,725 y 𝜔𝐴𝑆𝑆𝑂𝑅 = 0,5.
125 7.4. Capa Límite - Boundary Layer
7.4. Capa Límite - Boundary Layer
Para concluir nuestro análisis del Método de Elementos Finitos de Orden Superior unido conun método espectral, daremos paso a un problema que comunmente es denominado como CapaLimite o Boundary Layer en ingles 2. El problema de contorno es descrito como:
Determina la función 𝑢 : Ω̄Ï ℜ, tal que
− 𝜖Δ𝑢 + 𝜆𝑢 = 1 , (𝑥,𝑦) ∈ Ω = (0,1)× (0,1) (7.10)
con 𝜖 = 10−3,𝜆 = 1 y
𝑢(𝑥,𝑦)⃒⃒⃒⃒
𝜕Ω =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 si 𝑥 = 0, 𝑦 ∈ [0,1] ,
0 si 𝑥 = 1, 𝑦 ∈ [0,1] ,
𝜕𝑢
𝜕?⃗? = 0 si 𝑦 = 1, 𝑥 ∈ [0,1] ,
𝜕𝑢
𝜕?⃗? = 0 si 𝑦 = 0, 𝑥 ∈ [0,1] .
(7.11)
Éste tipo de problemas tienen la capacidad de mostranos los pesos que tienen cada uno delos terminos de Rigidez y Masa en la ecuación diferencial (7.10) al elegir adecuadamente lasconstantes 𝜖 y 𝜆. Debido a las condiciones de frontera naturales impuetas en las fronteras 𝑦 = 1,
𝑥 ∈ [0,1] y 𝑦 = 0, 𝑥 ∈ [0,1], la solución presentara un comportamiento dependiente únicamentede la variable 𝑥. Así, la solución analítica está dada como :
𝑢𝑎(𝑥,𝑦) = − exp
[︁
𝑥−1√
𝜖
]︁+ exp [︁𝑥+1√𝜖 ]︁− exp [︁ 2√𝜖]︁+ 11− exp [︁ 2√𝜖]︁ (7.12)
cuya representación se muestra en la figura 7.8.
Éste problema presenta un cambio abrupto en la cercanias de la frontera 𝑥 = 1, 𝑦 ∈ [0,1] y en la
2Éste tipo de problemas se encuentra típicamente en Dinámica de Fluidos en especial en la interacción de fluidoscon interfaces rigidas, en la cual se de cumplir la condición de no deslizamiento.
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mayor parte del domínio Ω̄ presenta un comportamiento igual a uno.
a. Visualización solución análitica 𝑢𝑎(𝑥,𝑦)
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b. Vista lateral solución analítica 𝑢𝑎(𝑥,𝑦).Figura 7.8: Vista lateral y solución analítica del problema (7.10)-(7.11) Boundary Layer con un
decrecimiento abrupto de la solución cerca a la frontera 𝑥 = 1, 𝑦 = [0,1], usando la ecuación(7.12).
Los resultados obtenidos numéricamente usando el algoritmo estudiado en la sección 5,9 seencuentran resumidos en la tabla 7.2: se muetra para cada uno de los 5 pasos de refinamientopolinomial, el comportamiento de los grados de libertad (𝒟𝑓 ) del sistema lineal final, el númerode condición de la matriz ?̃?, el número de iteraciones tomadas por MGCP para obtener unasolución óptima.
Refinamiento-p máx
𝜅
{|𝑒𝜅𝑟 |} 𝑁(?̂?) 𝒟𝑓 MGCP1 0,000 · 10−00 4,403 · 1003 3600 472 4,852 · 10−06 6,312 · 1003 14161 663 1,871 · 10−07 7,976 · 1003 20081 684 5,227 · 10−09 8,064 · 1003 24931 705 6,450 · 10−10 1,158 · 1004 28005 69
Cuadro 7.2: Resultados obtenidos para el problema (7.10) en el proceso de refinamiento tipo
p, al usar como precondicionador ASSOR cuyo parámetro 𝜔𝐴𝑆𝑆𝑂𝑅 = 1,25.
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Como espacio de funciones base se ha tomado la base jerárquica construida a partir de lospolinómios de Legendre y como precondicionador en la solución del sistema lineal, el precon-dicionador ASSOR, quien arrojo los mejores resultados con un parámetro 𝜔𝐴𝑆𝑆𝑂𝑅 = 1,25. Elnúmero de grados de libertad finales es de 28005 cuya solución final se muestra en la figura (7.9).Como esperabamos, la solución numérica presenta un descenso importante en el último 10 % delintervalo [0,1] en el eje 𝑥.El error 𝑒𝑎 = |𝑢−𝑢𝑎|2 calculado para cada uno de los elementos geométricos, se representa en lafigura 7.10. Es posible a partir de ésta figura evaluar un error no mayor 6,5 ·10−10 quien a nuestraconsideración representa una buena aproximación de la solución analítica. La distribución delerror a lo largo del dominio Ω̄ nos muestra que los mayores errores se encuentran distribuidosen las fronteras cuyos condiciones de fronteras son escenciales, dado a que es necesário restringirla solución en estas fronteras.En la figura 7.12 presentamos la distribución polinomial sobre el domínio Ω̄. El mayor gradopolinomial alcanzado es igual a cinco (5), que se encuentra presente en los elementos geométricosque estan cerca a la frontera Γ2 del dominio Ω̄. Como era de esperarse la distribución polinomiales simétrica con respecto al segmento de línea 𝑦 = 0,5, dado a las condiciones de fronteranaturales impuestas en los lados Γ3 y Γ4. Asi mismo, en el interior del dominio, dado a que lasolución tiende a ser constante, no es necesario un grado polinomial superior a dos (2) paraalcanzar un error lo suficientemente bajo a 10−10, de éste modo el refinamiento solamente ocurreen aquellos lugares donde se presente un mayor decaimiento de la solución numérica, es deciren la cercania de las fronteras cuyas condiciones impuestas son Dirichlet.El tiempo de computo tomado por nuestro algoritmo implementado en Matlab© para dar solu-ción al problema de Capa Limite, fue de 3551,76𝑠 y dado al hecho que el número de pasos derefinamiento es igual a 5 y el número de de elementos fue 3481, consideramos que el tiempo noes demasiado elevado para realizar posibles estudios con geometrias mas complejas y ecuacionesdiferenciales con un mayor grado de libertad.
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a. Solución 𝑢(𝑥,𝑦) del problema de contorno (7.10).
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b. Líneas de contorno de la solución 𝑢(𝑥,𝑦) del problema Boundary Layer.Figura 7.9: Resultados obtenidos para el problema (7.10), con una malla uniforme sobre el
domínio Ω̄ = [0,1] × [0,1] compuesta de 3481 elementos geométricos. Constantes 𝜖 = 10−3 y
𝜆 = 1,0. Número de Grados de Libertad 28005.
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Figura 7.10: Error |𝑢−𝑢𝑎|2 obtenido en cada elemento geométrico del problema de contorno(7.10).
Figura 7.11: Vista superior de la distribución de errores sobre cada elemento geométrico
dispuesto para el problema Boundary Layer.
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Figura 7.12: Distribución Polinomial obtenida despues de cinco (5) pasos de refinamiento-p.
Problema de contorno (7.10).
Figura 7.13: Vista superior distribución polinomial problema Boundary Layer.
Capítulo 8
Consideraciones Finales
8.1. Acerca del MEF-OS
Desarrollar el Método de Elementos Finitos de Orden Superior desde su formulación matemática,pasando por su construcción, ensamble e implementación final, nos proporcionó un entendie-miento muy completo de como éste funciona y la capacidad que éste tiene al ser usando en lasolución de problemas de contorno.
Pasamos por la formulación matemática en el capítulo 1, quien nos dio el entendimiento de comoera posible plantear una solución debil para problemas de frontera, partiendo de la formulaciónde Galerkin llegando a obtener un problema discreto equivalente el cual podriamos plantear comoun sistema lineal, el cual nos daria los coeficientes necesários para representar adecuadamentenuestra propuesta de solución.En el capitulo introductorio nos concentramos en plantear la teoríapara el MEFOS, sin restringir el estudio a bases polinomiales lineales, sino que considereamosuna cierta “independencia” entre los elementos, de tal forma que podriamos asignarles una basepolinomial de orden arbitrario.
En el capitulo 2, nos concentramos en estudiar de una forma adecuada cual era el tipo ideal defunciones polinomiales que se podriana adaptar a nuestro problema. En especial, concentramos
131
Capítulo 8. Consideraciones Finales 132
nuestros esfuerzos en las Bases Jerárquicas, quienes son definidas en función de un conjuntode familias polinomiales, ya sean a partir de los polinomios de Jacobi, Chebyshev entre otros.Exposimos la mejor forma de construir el espacio de funciones jerárquicas e hicimos una selec-ción entre funciones definidas en los vértices, aristas y en el interior de un elemento patrón, enel cual se efectuaban cada una de las operaciones de nuestro problema.
Una vez habiamos planteado la formulación matemática quien nos daba la serenidad de la exis-tencia y unicidad de una solución a nuestro problema discreto, era hora de construir el problemaa solucionar. La evaluación local de las matrices de Rigidez (ℛ𝜅), Masa (ℳ𝜅) y Disipación (𝒟𝜅)para cada elemento geométrico 𝜅 que compone nuestra discretización 𝒯ℎ,𝑝, por medio de unsubespacio de funciones base 𝒱𝑟 y usando una adecuada Cuadratura de Integración, fue uno delos avances importantes en el capitulo 3. Asi mismo, la construcción del vector local de carga
b̃𝜅, quien dara lugar al vector de carga global fue representada adecuadamente al final de dichocapitulo.
Con todos los argumentos locales evaluados, el ensamble del sistema global a solucionar era elsiguiente paso. En el capítulo 5, el aspecto computacional fue considerado en plenitud: la forma encomo son construidos los operadores de conectividad entre elementos geométricos teniendo encuenta las reglas de Conformidad, quienes restringían nuestra solución aproximada a ser contínuaen las fronteras presentes entre los elementos 𝜅 ∈ 𝒯ℎ,𝑃 , asi como éstos a partir de las matrices yvectores locales daban forma a nuestro sistema general. Una vez establecido el sistema global, asicomo la inclusión de las condiciones de contorno del problema, el Método de CondensaciónEstática nos permitió representar la solución de nuestro problema discreto, como la soluciónde dos sistemas de orden menor, de tal forma que nos permitia reducir considerablemente elnúmero de operaciones necesárias para dar solucionar el sistema lineal global.
A pesar que el método de condensación estática reducía la complejidad de calcular la solución alproblema discreto, hicimos un estudio somero de cuales métodos podrian ser usados en la soluciónde los dos sistemas lineales menores. El método de paso desendiente, método de Gradiente
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Conjugado y finalmente el Método de Gradiente Conjugado Precondicionado, nos llevaron aelegir a éste último como una de las mejores opciones para dar lugar a nuestra solución. Asimismo, consideramos los diferentes precondicionadores que podriamos elegir al usar em MGCP:el precondionador de Jacobi, precondionador SSOR y finalmente ILU fueron estudiados.
El camino en el cual se ha planteado el Método de Elementos Finitos de Orden Superior, nospermite hacer un refinamiento tipo p en la solución de diversos problemas de contorno comolos expuestos en el capítulo 7. No nos encontramos muy lejos de desarrollar un método FEM-hp completo, de hecho hemos considerado como refinamiento tipo h, el uso de mallas elípticasadaptativas las cuales fueron expuestas en el capítulo 4.
8.2. Acerca de Mallas Adaptativas
La forma en que el domínio físico Ω̄ es discretizado en un conjunto de elementos geometricos
𝒯ℎ,𝑝 es fundamental. Aunque la discretización del domínio de problemas de contorno, en lasúltimas decadas ha sido en gran medida efectuada por métodos tales como, Avance Frontal,Método de Delaunay o por subdivisión de Elementos, especialmente usados por su bajo costocomputacional [40] para problemas de alta complejidad, en muchos casos los métodos diferencialesproveen una mejor aproximación del domínio Ω̄.
Es claro por supuesto que el costo computacional y especialmente el tiempo usado por el usuariopara dar una calidad óptima a una malla final, puede llegar a ser superior que el usado en losmétodos de mallas sin estructura, sin embargo, ésto puede proporcionar una mejor convergenciadel problema de contorno. En el capitulo 4, proporcionamos las bases fundamentales de lasmallas elípticas adaptativas quienes pueden ser expandidas en dominios mas complejos, aquellosque no sean simplemente conexos [32] o en algunos casos, extenderse hasta dominios en tresdimensiones.
Los parámetros de control suelen ser fundamentales en la generación de mallas elípticas ya que
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nos permiten densificar las líneas de las mallas en ciertas zonas, es por eso que una adecuadaelección de las funciones 𝑃 y 𝑄 presentes en las ecuaciones 4,17 y 4,18 pueden dar a diversoscomportamientos [32].Con éstas consideraciones podemos dar paso a unas perspectivas futuras de nuestro trabajo.
8.3. Perspectivas Futuras
1. Unificación Lenguajes.
El desarrollo por separado de los dos tipos de refinamiento, tanto p como h, usando len-guajes de programación diferentes (C++ y Matlab©), representa un reto de unificación, almomento de construir un software que tenga la capacidad de hacer los dos refinamientossimultaneamente. Asi mismo usar Matlab©como plataforma de programación, límita con-siderablemente el rendimiento de los algoritmos que fueron implementados, aun asi estosestuvieran en su forma optimizada. Es por ésta razón que consideramos implementar elalgoritmo de MEF-OS, en el lenguaje de C++.
2. Problemas de Flujo.
El uso de mallas elípticas tiene una gran demanda en aquellos problemas en los cualesse involucra la dinámica de fluidos. Asi mismo, la presencia de problemas de BoundaryLayer hace necesário el uso de refinamientos de las base polinomiales en las cercanías delas fronteras en las cuales exísta interacción entre el fluido y un medio solido.
3. Tres Dimensiones.
Los problemas físicos reales siempre se encuentran en un espacio tridimensional. Sea cualsea el problema físico que se aborde, siempre se encuentra definido en un espacio detres componentes que necesítamos explorar en mas detalle. [37] ejemplifica el uso de loselementos Finitos de Orden Superior en éste sentido, encaminado en problemas de flujo
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definidos en tres dimensiones, los cuales plantea retos fundamentales especialmente en ladefinición del espacio de funciones y en el ensamble de la matriz global.
4. Galerkin Discontinuo.
La implementación de un Método de Elementos Finitos de Orden Superior es la base paradesarrollar un Método de Galerkin Discontinuo. Las reglas de conformidad que el MEF-OSdebe cumplir en las fronteras entre elementos, es reemplazada por unas funciones repre-sentativas, denominadas flujos numéricos, quienes deben proporcionar la continuidad dela solución aproximada final.
Aunque en la formulación del método de Galerkin Discontinuo (G-D), la independencia delgrado polinomial asociado a cada elemento 𝜅 es satisfecha y no existe el ensamble de unsistema global, la solución final es construida a partir de la solución de sistemas linealeslocales, quienes son definidos gracias a la formulación debil del problema de contorno. ElMEF-OS se puede considerar como una base de início en el estudio del método G-D, quienen ambiente académico esta tomando fuerza en el estudio de problemas de contorno condependencia temporal en general.
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Apéndice A
Polinómios Ortogonales
A.1. Familia Polinómios de Jacobi 𝐽
Los polinómios clásicos de Jacobi, 𝑃(𝛼,𝛽)𝑛 (𝑥), de orden 𝑛 son una solución para los problemas deautovalores de Sturm-Liouville
𝑑
𝑑𝑥 (1− 𝑥2)𝜔(𝑥) 𝑑𝑑𝑥𝑃(𝛼,𝛽)𝑛 (𝑥) + 𝑛(𝑛 + 𝛼 + 𝛽 + 1)𝜔(𝑥)𝑃(𝛼,𝛽)𝑛 (𝑥) = 0 , (A.1)
para 𝑥 ∈ [−1,1], donde las funciones de peso, 𝜔(𝑥) = (1 − 𝑥)𝛼(1 + 𝑥)𝛽. Una de las propiedadesfundamentales de los polinómios de Jacobi es la 𝜔−𝑂𝑟𝑡𝑜𝑔𝑜𝑛𝑎𝑙𝑖𝑑𝑎𝑑, consecuencia directa de laecuación (A.1)
∫︁ 1
−1 𝑃
(𝛼,𝛽)
𝑖 (𝑥)𝑃(𝛼,𝛽)𝑗 (𝑥)𝜔(𝑥)𝑑𝑥 = 𝛿𝑖,𝑗 . (A.2)
Dado que no existe una expresión conocida para evaluar los polinómios de Jacobi, es convenientehacer uso de la relación de recurrencia
𝑥𝑃(𝛼,𝛽)𝑛 (𝑥) = 𝑎𝑛𝑃(𝛼,𝛽)𝑛−1 (𝑥) + 𝑏𝑛𝑃(𝛼,𝛽)𝑛 (𝑥) + 𝑎𝑛+1𝑃(𝛼,𝛽)𝑛+1 (𝑥) , (A.3)
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donde los coeficientes estan dados por
𝑎𝑛 = 22𝑛 + 𝛼 + 𝛽
√︃
𝑛(𝑛 + 𝛼 + 𝛽)(𝑛 + 𝛼)(𝑛 + 𝛽)(2𝑛 + 𝛼 + 𝛽 + 1) , (A.4)
y
𝑏𝑛 = − 𝛼2 − 𝛽2(2𝑛 + 𝛼 + 𝛽)(2𝑛 + 𝛼 + 𝛽 + 2) . (A.5)
Considerando que es una formula de recurrencia, ésta necesíta unos valores iniciales
𝑃(𝛼,𝛽)0 (𝑥) =
√︃2−𝛼−𝛽−1 Γ(𝛼 + 𝛽 + 2)Γ(𝛼 + 1)Γ(𝛽 + 1) , (A.6)
𝑃(𝛼,𝛽)1 (𝑥) = 12𝑃(𝛼,𝛽)0 (𝑥)
√︃
𝛼 + 𝛽 + 3(𝛼 + 1)(𝛽 + 1) [(𝛼 + 𝛽 + 2)𝑥 + (𝛼 − 𝛽)] . (A.7)
Aqui, Γ(𝑥) es la función clásica Gamma [1],[58],[30] .
Apéndice B
Puntos y Pesos de Integración
Los puntos y pesos necesarios en la evaluación numérica de integrales definidas son obtenidasa partir del uso de los polinomios de Legendre y las reglas de cadratura de Gauss. Asi, lo quese busca es expresar una integral definida en un intervalo [−1,1], como una sumatoria de 𝑄 [22]terminos expresada en la forma
∫︁ 1
−1 𝑓 (𝑥)𝑑𝑥 ≈ 𝜔1𝑓 (𝑥1) + 𝜔2𝑓 (𝑥2) + · · ·+ 𝜔𝑄𝑓 (𝑥𝑄) (B.1)
de tal forma
∫︁ 1
−1 𝑓 (𝑥)𝑑𝑥 =
𝑄∑︁
𝑘=1 𝜔𝑘𝑓 (𝑥𝑘) +ℛ(𝑓 ) (B.2)
donde 𝜔𝑘 ∈ ℜ y los puntos 𝑥𝑘 ∈ [−1,1] con 𝑘 = 1, . . . ,𝑄. Una buena forma de determinar los pesos
𝑤𝑘 y los puntos 𝑥𝑘, es por medio del uso de formulas recurrencia de polinomios ortogonales.Los zeros de los polinomios pueden ser calculados mediante iteraciones Newton-Rapshon paraencontrar las raices de cualquier polinómio real. Para los polinomios de Jacobi por ejemplo,quienes se encuentran definidos en el intervalo [−1,1] y satisfacen la formula de recurrencia [1]
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𝑎1𝑛𝑃(𝛼,𝛽)𝑛+1 (𝑥) = (𝑎2𝑛 + 𝑎3𝑛𝑥)𝑃(𝛼,𝛽)𝑛 − 𝑎4𝑛𝑃(𝛼,𝛽)𝑛−1 (𝑥) (B.3)
con
𝑎1𝑛 = 2(𝑛 + 1)(𝑛 + 𝛼 + 𝛽 + 1)(2𝑛 + 𝛼 + 𝛽) (B.4)
𝑎2𝑛 = (2𝑛 + 𝛼 + 𝛽 + 1)(𝛼2 − 𝛽2) (B.5)
𝑎3𝑛 = (2𝑛 + 𝛼 + 𝛽) (B.6)
𝑎4𝑛 = 2(𝑛 + 𝛼)(𝑛 + 𝛽)(2𝑛 + 𝛼 + 𝛽 + 2) (B.7)
siendo 𝑃(𝛼,𝛽)0 = 1, 𝑃(𝛼,𝛽)1 = 12 [2(𝛼 + 1) + (𝛼 + 𝛽 + 2)(𝑥 − 1)], 𝛼,𝛽 > −1 . En general no existe unaforma explicita de como calcular los puntos nodales 𝑥𝑘 que garanticen la solución exácta de laintegral B.1 si la función no tiene una representación polinomial, por esto se definen en terminosde las raices de los polinomios de Jacobi [37] de tal forma que :
𝑥𝑖 = 𝑥(𝛼,𝛽)𝑖,𝑚 (B.8)
𝑃(𝛼,𝛽)𝑚 (𝑥(𝛼,𝛽)𝑖,𝑚 ) = 0 , 𝑖 = 0, . . . ,𝑚 − 1 (B.9)
Una vez definidos los puntos nodales en los cuales se debe evaluar la función 𝑓 (𝑥), se procede adeterminar el valor de los respectivos pesos 𝜔𝑘, dependiendo del método de integración que este-mos utilizando. Para nuestro caso, Gauss-Lobatto-Legendre ha sido nuestra selección particular,cuyos pesos estan determinados según el punto nodal, de la siguiente forma:
𝑥𝑖 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−1 , 𝑖 = 1 ,
𝑥𝑖 = 𝑥(1,1)𝑖−1,𝑄 , 𝑖 = 2, . . . ,𝑄 − 1 ,1 , 𝑖 = 𝑄 ,
(B.10)
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𝜔(0,0)𝑖 = 2𝑄(𝑄 + 1)[𝐿𝑄(𝑥𝑖)]2 , 𝑖 = 0, . . . ,𝑄 (B.11)
de forma tal que
𝑅(𝑓 ) = 0 si 𝑓 (𝑥) ∈ 𝒫2𝑄−1([−1,1]) (B.12)
y 𝐿𝑄(𝑥) representa los polinomios de Legendre quienes corresponden a una forma particular delos polinomios de Jacobi, con 𝛼 = 0 y 𝛽 = 0.Como una extensión del análisis unidimensional, para una función 𝑓 : 𝜅𝑟 Ï ℜ definida en unaregión 𝜅𝑟 = [−1,1]× [−1,1], la integración en la región 𝜅𝑟 puede ser representa como:
∫︁
𝜅𝑟
𝑓 (𝑥,𝑦)𝑑𝑥𝑑𝑦 = 𝑄2∑︁
𝑘=1 𝜔𝑘𝑓 (𝑥𝑘,𝑦𝑘) . (B.13)donde 𝜔𝑘 representan los pesos de integración y (𝑥𝑘,𝑦𝑘) son los puntos de integración, cuando
𝑘 = 1, . . . ,𝑄2. Si existe la posibilidad de definir la función 𝑓 (𝑥,𝑦) como el producto de dosfunciones ℎ,𝑔 : [−1,1] Ï ℜ de forma tal 𝑓 (𝑥,𝑦) = ℎ(𝑥)𝑔(𝑦), la integración de 𝑓 en la región 𝜅𝑟toma la forma:
∫︁
𝜅𝑟
𝑓 (𝑥,𝑦)𝑑𝑥𝑑𝑦 = (︂∫︁ 1
−1 ℎ(𝑥)𝑑𝑥)
)︂(︂∫︁ 1
−1 𝑔(𝑦)𝑑𝑦)
)︂ (B.14)
= (︃ 𝑄∑︁
𝑙=1 𝜔𝑙ℎ(𝑥𝑙)
)︃(︃ 𝑄∑︁
𝑘=1 𝜔𝑘𝑔(𝑦𝑘)
)︃ (B.15)
en una forma reducida
∫︁
𝜅𝑟
𝑓 (𝑥,𝑦)𝑑𝑥𝑑𝑦 = 𝑄∑︁
𝑙,𝑘=1𝜔𝑙,𝑘ℎ(𝑥𝑙)𝑔(𝑦𝑘) (B.16)donde 𝜔𝑙,𝑘 = 𝜔𝑙𝜔𝑘. Los puntos obtenidos para un valor de 𝑄 = 5 son expuestos en la tabla B.1.
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X1.510.5
−1.5
−1  
−0.5
0.5 
1   
1.5 
Y
−0.5−1−1.5
𝑥𝑖 𝑦𝑖 𝜔𝑖
-1.0000 -1.0000 0.0100-0.6547 -1.0000 0.0544-0.0000 -1.0000 0.07110.6547 -1.0000 0.05441.0000 -1.0000 0.0100-1.0000 -0.6547 0.0544-0.6547 -0.6547 0.2964-0.0000 -0.6547 0.38720.6547 -0.6547 0.29641.0000 -0.6547 0.0544-1.0000 0.0000 0.0711-0.6547 0.0000 0.3872-0.0000 0.0000 0.50570.6547 0.0000 0.38721.0000 0.0000 0.0711-1.0000 0.6547 0.0544-0.6547 0.6547 0.2964-0.0000 0.6547 0.38720.6547 0.6547 0.29641.0000 0.6547 0.0544-1.0000 1.0000 0.0100-0.6547 1.0000 0.0544-0.0000 1.0000 0.07110.6547 1.0000 0.05441.0000 1.0000 0.0100
Cuadro B.1: Pesos y Puntos de Integración Gauss-Lobatto-Legendre 𝑄 = 5.
Apéndice C
Estimativas de Error en el Método deElementos Finitos
Determinar de forma adecuada el error generado al obtener una solución aproximada de unproblema de contorno usando el Método de Elementos Finitos, sigue siendo hoy en dia un temade estudio. Dado a que la solución se encuentra alojada en un espacio de funciones cuya base espolinomial, la diferencia entre la solución aproximada 𝑢 y su contraparte analítica 𝑢𝑎, denotadapor 𝑒 = (𝑢 − 𝑢𝑎) puede generar un problema de contorno equivalente al problema original, alcual se le puede dar solución localmente en cada uno de los elementos geométricos considerandocomo condiciones de frontera Dirichlet [24]. Sin embargo éste procedimiento a posteriori implicala solución de un segundo sistema problema de contorno el cual hace indispensable conocer unamayor información de la geometría que el problema inicial [3].
Antes de efectuar cualquier cálculo para obtener la solución aproximada 𝑢, puede evaluarse unaestimativa del error generado con respecto a su solución analítica. El principal objetivo de esteabordage a priori es saber cual es el orden de convergencia del método de elemtnos finitos, estoes, nos dira el error |𝑢 − 𝑢𝑎| en alguna norma | · | como función de 𝒪(ℎ,𝑃), donde ℎ es el eltamaño de máximo de la malla y 𝑃 el orden polinomial máximo [46].
143
Apéndice C. Estimativas de Error en el Método de Elementos Finitos 144
El objetivo de éstas estimativas es darnos una medida razonable de la eficiencia dada por nuestrométodo en función de la disminución de ℎ y del incremento de 𝑃.
C.0.1. Estimativas de error a priori en MEF
Existen diversas tipos de normas que podemos considerar al momento de evaluar el error 𝑒𝑎 enel MEF. Una de éstas normas que hace uso de la disposición en la que se encuentra descrito elproblema de contorno, es asi llamada la norma de la energía (| · |E).Usando la notación dispuesta para el operador 𝑎(·,·) (1.10) en base al operador diferencial ℒ (1.7),
|𝑓 |E = 𝑎(𝑓 ,𝑓 ) 12 . (C.1)
De tal forma que la norma del error 𝑒𝑎 se encuentra dispuesta en la forma:
|𝑒𝑎|E = 𝑎(𝑢 − 𝑢𝑎,𝑢 − 𝑢𝑎) 12 (C.2)
Ésta forma del error en el MEF, nos muestra implicitamente una de sus principales desventajas:el cálculo del termino ∇(𝑢 − 𝑢𝑎). Asi mismo el uso de ésta norma puede traer consecuenciasde inestabilidad, ya que los coeficentes 𝛼 y 𝜆 del operador diferencial, pueden llegar a ser noconstantes, incrementando el número de operaciones en el cálculo de |𝑒𝑎|E.Otra opción a la norma de la energía, y usando el hecho que la solución aproximada 𝑢 seencuentra en un espacio de Hilbert (ℋ1), podemos considerar la norma usual de dicho espacio,quien se encuentra definida como:
|𝑢 − 𝑢𝑎|ℋ1 = [︂∫︁Ω̄ {∇(𝑢 − 𝑢𝑎)}2 𝜕Ω̄ +
∫︁
Ω̄(𝑢 − 𝑢𝑎)2𝜕Ω̄
]︂ 12
. (C.3)
Una caracteríztica de ésta norma es su coincidencia con respecto a la norma de la energía en elcaso en el cual 𝛼 = 𝜆 = 1.
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Una tercera posibilidad de norma, es usar la norma asociado al espacio 𝐿𝑝, esto es
|𝑢 − 𝑢𝑎|𝐿𝑝 = [︂∫︁Ω̄(𝑢 − 𝑢𝑎)𝑝𝜕Ω̄
]︂ 1
𝑝
, (C.4)
quien en muchas ocasiones es usada con 𝑃 = 2.De ésta forma, podemos dar lugar al siguiente teorema [3].
Teorema C.0.1 Asumiendo que 0 < 𝛼 < 𝛼0 y 0 < 𝜆 < 𝜆0 y asumiendo que 𝑢 satisface
𝑎(𝑢,𝑣) = 𝑏𝑓 (𝑣) para todo 𝑣 ∈ 𝒱 segun la sección 1.2. Siendo 𝑢𝑎 una aproximación por el
Método de Elementos Finitos, usando funciones de Hermite cúbicas de 𝑢 en una malla con
un tamaño caracteriztico ℎ. Entonces
|𝑢 − 𝑢𝑎|ℋ1 ≤ 𝐶ℎ3|𝑢(4)|𝐿2 (C.5)
|𝑢 − 𝑢𝑎|𝐿𝑝 ≤ 𝐶ℎ3|𝑢(4)|𝐿𝑝 con 1 ≤ 𝑝 <∞, (C.6)
|𝑢 − 𝑢𝑎|𝐿∞ ≤ 𝐶ℎ3|𝑢(4)|𝐿∞. (C.7)
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