Abstract This paper develops a general abstract framework for a posteriori estimates for immiscible incompressible two-phase flows in porous media. We measure the error by the dual norm of the residual and, for mathematical correctness, employ the concept of global and complementary pressures in the analysis. Our estimators allow to estimate separately the different error components, namely, the spatial discretization error, the temporal discretization error, the linearization error, the iterative coupling error, and the algebraic solver error. We propose an adaptive algorithm wherein the different iterative procedures (iterative linearization, iterative coupling, iterative solution of linear systems) are stopped when the corresponding errors do not affect significantly the overall error and wherein the spatial and temporal errors are equilibrated. Consequently, important computational savings can be achieved while guaranteeing a user-given precision. The developed framework covers fully implicit, implicit pressure-explicit saturation, or iterative coupling formulations; conforming spatial discretization schemes such as the vertex-centered finite volume method or the finite element method and nonconforming spatial discretization schemes such as the cellcentered finite volume method, the mixed finite element method, or the discontinuous Galerkin method; linearizations such as the Newton or the fixed-point one; and general linear solvers. Numerical experiments for a model problem are presented to illustrate the theoretical results. Only by stopping timely the linear and nonlinear solvers, speedups by a factor between 10 and 20 in terms of the number of total linear solver iterations are achieved.
guaranteeing a user-given precision. The developed framework covers fully implicit, implicit pressure-explicit saturation, or iterative coupling formulations; conforming spatial discretization schemes such as the vertex-centered finite volume method or the finite element method and nonconforming spatial discretization schemes such as the cellcentered finite volume method, the mixed finite element method, or the discontinuous Galerkin method; linearizations such as the Newton or the fixed-point one; and general linear solvers. Numerical experiments for a model problem are presented to illustrate the theoretical results. Only by stopping timely the linear and nonlinear solvers, speedups by a factor between 10 and 20 in terms of the number of total linear solver iterations are achieved. (1.1c)
Here, the unknowns are s α , the phase saturations, and p α , the phase pressures, α ∈ {n, w}. The subscripts n, w stand for nonwetting and wetting, respectively. Typically, the nonwetting phase is oil and the wetting one is water. For the sake of simplicity, we suppose that the porosity φ, as well as the phase viscosities μ α and the phase densities ρ α , are constant. The permeability tensor K and the phase sources q α , α ∈ {n, w}, are only supposed to depend on the space coordinate x and on the time t. For the sake of simplicity, we suppose q α piecewise constant in time on time mesh defined below. In (1.1a)-(1.1c), z stands for the vertical coordinate and g for the gravitation acceleration constant. The system (1.1a)-(1.1c) is nonlinear and coupled because of the presence of p c , the capillary pressure, and of k r,α , the phase relative permeabilities, which are all given functions of the wetting phase saturation s w . For example, in the Brooks-Corey [16] Problem (1.1a)-(1.4b) is of fundamental importance in petroleum engineering. Many results on this problem and on its numerical approximation have been derived in the past. The analysis of (1.1a)-(1.4b) including the existence, uniqueness, and well-posedness results has been carried out in [4, 6, 7, 18, 21, 23-25, 51, 54] (see also [3, 34, 60] and the references therein for degenerate problems). For the use and analysis of mixed finite element methods for the numerical approximation of (1.1a)-(1.4b), we refer to, e.g., [9, 33, 73] and the references therein; for discontinuous Galerkin methods to, e.g., [8, [38] [39] [40] and the references therein; for cell-centered finite volume methods to, e.g., [45] and the references therein; and for vertex-centered finite volume methods to, e.g., [48] and the references therein. Multiscale and mortar techniques, efficient parallelization, and multinumerics and multiphysics formulations have been investigated in [63] . First adaptive mesh refinement strategies were prosed and tested in, e.g., [22, 26, 27, 53, 66] . Linearization, linear solver techniques, and stopping criteria for multiphase flows are discussed in, e.g., [55, 56, 72] .
The purpose of the present paper is to derive a posteriori estimates for numerical approximations of the problem (1.1a)-(1.4b). Our estimates give a guaranteed and fully and easily computable upper bound on the selected error measure, the dual norm of the residual augmented by the distance of the approximate global and complementary pressures to proper function spaces. Recall that such error measure leads to the energy error for linear problems (cf., e.g., [42] ), and it is shown in [19] that this is an upper bound on the error between the exact and approximate saturations, global pressures, and complementary pressures for conforming discretizations. Our estimates also allow to distinguish, estimate separately, and compare different error components. The principal error component is the discretization error, due to the numerical scheme chosen, the local space mesh size, and the local time mesh size. This can be decomposed into space discretization error and time discretization error. The subsidiary error component is the error due to various iterative procedures involved in the calculation. This includes linearization error, iterative coupling error, or linear solver error. We next devise adaptive algorithms where all the iterative procedures on a given time level are stopped whenever the individual errors drop to the level at which they do not affect significantly the overall error. Simultaneously, the space and time discretization errors are adjusted so that they are of similar size.
The benefits of such a procedure are twofold. Firstly, the overall error is controlled and strategies for obtaining a user-given final precision at the end of the simulation can be devised. Secondly, it is likely to lead to important computational savings, as performing an excessive number of unnecessary linearization/iterative coupling/linear solver iterations and using too fine (with respect to the other components of the error) space or time meshes can be avoided. These concepts have been known for long time in the engineering practice, but only recently, rigorous mathematical analysis has been started in model cases. In particular, linear solver error estimation and linear solver stopping criteria have been developed in, e.g., [10, 13, 61] ; nonlinear solver error estimation and nonlinear solver stopping criteria are treated in, e.g., [20, 46] ; and spatial and temporal errors are estimated and balanced in, e.g., [58, 64, 65, 68] . Inexact Newton methods have been studied in, e.g., [11, 17, 29, 30, 35, 36, 59] . Herein, we build upon the results of [37, 42, 43, 47, 49] which give guaranteed and robust a posteriori estimates with error components distinction.
The present paper gives a posteriori error estimates in a general setting without a specification of the underlying numerical treatment. Examples of the application of this abstract framework to different discrete formulations, spatial and temporal discretizations, linearizations, and linear solvers are given in Section 6, with some further examples in [19, 31] . In order to unify the presentation, we have chosen once and for all as the primary unknowns the saturation and pressure of the wetting phase. Adjustments to all other choices are easily possible.
Preliminaries
We specify here the notation and function spaces used, characterize the weak solution, give our assumptions on the approximate solutions, and define the error measure.
Function spaces and space and time meshes
We denote by H 1 ( ) the Sobolev space of functions from 
for v ∈ X, we set
and observe that X is the usual energy space for parabolic problems and that v X is the associated energy norm. Below, (·, ·) stands for the L 2 ( ) scalar product and ·, · for the duality pairing of H 1 D ( ) and H 1 D ( ) . We consider a strictly increasing sequence of discrete times {t n } 0≤n≤N such that t 0 = 0 and t N = T , together with a set of meshes {T n h } 0≤n≤N . For all 1 ≤ n ≤ N , we define the time interval I n := (t n−1 , t n ] and the time step τ n := t n − t n−1 . For all 0 ≤ n ≤ N , we assume that T n h covers exactly . The meshes T n h can be composed of general polygonal (polyhedral) elements. For all K ∈ T n h , h K denotes the diameter of the mesh element K. The discrete times and meshes can be constructed by a space-time adaptive time-marching algorithm such as those of Sections 4.1, 4.3, 5.1, 5.2, and 5.4 below.
Let 0 ≤ n ≤ N . We first define the broken Sobolev space
The symbol ∇ denotes the corresponding broken gradient, i.e., a gradient of the function restricted to a mesh element K. We define P 1 τ H 1 (T ) as the space of functions v continuous and piecewise affine in time, given by v n ∈ H 1 (T n h ) for every discrete time t n , 0 ≤ n ≤ N , i.e., {v n = v(·, t n )} 0≤n≤N in H 1 (T n h ). We will use a similar notation P 
Weak solution definition via the global and complementary pressures
In order to characterize the error in an approximate solution to (1.1a)-(1.4b), we first need to define the weak solution of (1.1a)-(1.4b). Following [4, 6, 7, [23] [24] [25] , we introduce the global and complementary pressures. We would like to stress that these mathematical quantities only appear in order to describe the weak solution and to measure errors but are not applied in the numerical schemes. Let the phase mobilities be denoted by
We define the global pressure
and the complementary pressure
Next, in order to simplify the arguments below, we define the functions v α , α ∈ {n, w}, of wetting saturation and pressure (s w , p w ) by
Note that v α (s w , p w ) are formally equivalent to the phase velocities u α given by (1.2) and are always well defined. We suppose that the data are regular enough so that the weak solution (s w , p w ) to (1.1a)-(1.4b), setting s n := 1 − s w , can be characterized by
We refer to [19, 23, 45] for details.
Approximate saturations and pressures
Our a posteriori error estimates will be given for general approximate wetting saturations s w,hτ and general approximate wetting pressures p w,hτ , not linked to any particular numerical scheme. More precisely, recalling the definition of the space P 1 τ H 1 (T ) from Section 2.1, we merely require s w,hτ , p w,hτ ∈ P 1 τ H 1 (T ) . Thus, cases where s w,hτ and p w,hτ are nonconforming in the sense that p(s w,hτ , p w,hτ ) ∈ X and q(s w,hτ ) ∈ X are included. In general, the notation v hτ stands for a space-time function continuous and piecewise affine in time and piecewise polynomial in space on the meshes T n h and v n h := v hτ (·, t n ), 0 ≤ n ≤ N , for the piecewise polynomial in space. We also assume for simplicity that the initial and Dirichlet boundary conditions are satisfied exactly, i.e., s 0 w,h = s 0 w and s w,hτ = p w,hτ = 0 on D ×(0, T ).
Error measure
The first question in a posteriori error estimates is that of the error "measure". In linear problems, one usually chooses the energy norm for a global error measure. In nonlinear problems, the situation is more difficult. One approach consists in taking the dual norm of the residual, i.e., of the difference of the nonlinear operator applied to the exact and approximate solutions (cf. [20, 32, 37, 43] ). We also refer to [5, 69] for the use of dual norms in singularly perturbed linear problems. The advantage is that such a measure is dictated by the problem at hand; it simplifies the analysis and leads to sharper (and possibly robust, as in [32, 37, 43, 71] ) estimates.
Let s w , p w and s w,hτ , p w,hτ be respectively the exact and approximate wetting saturations and pressures as described in Sections 2.2 and 2.3. Let s n := 1 − s w and s n,hτ := 1 − s w,hτ . We define the error measure by
For 1 ≤ n ≤ N , a local-in-time version on the time interval I n , consisting in replacing in (2.7) the time integrals T 0 by I n and the space X by X| I n , is denoted by
The first term of the error measure (2.7) represents the dual norm of the residual; for p(s w,hτ , p w,hτ ) ∈ X and q(s w,hτ ) ∈ X, it equals to zero if and only if s w,hτ coincides with s w and p w,hτ with p w , whenever the weak solution is unique. The second and third terms measure the nonconformity; the terms K(λ w (s w,hτ ) + λ n (s w,hτ )) and K in front of the broken gradients represent weights with appropriate physical units and are deduced from (2.5a)-(2.5b).
A general a posteriori error estimate
We present here a general a posteriori error estimate giving a guaranteed and fully computable upper bound on the error measure (2.7).
Pressure and velocity reconstructions
In order to proceed generally, without any specification of the numerical treatment used, we now make the following assumption:
Assumption 1 (Reconstructions) We assume that there exist scalar functionsp hτ andq hτ and vector functions u α,hτ , α ∈ {n, w}, such thatp hτ ,q hτ ∈ X, u α,hτ ∈ P 0 τ (H(div, )), and u α,hτ ·n = 0 on N × (0, T ), α ∈ {n, w}. Moreover, we suppose that u α,hτ satisfy
We will callp hτ the global pressure reconstruction,q hτ the complementary pressure reconstruction, and u α,hτ , α ∈ {n, w}, the phase velocity reconstructions. 
A posteriori error estimate
We now describe our estimators. Let a time step n, 1 ≤ n ≤ N , and a mesh element K ∈ T n h be given. Recall first the Poincaré inequality:
where ϕ K is the mean value of the function ϕ on the element K and C P,K = 1/π whenever the element K is convex [12, 62] . For α ∈ {n, w}, define the residual estimators
and the flux estimators
The nonconformity estimators are given by 
Proof The proof is straightforward using the definition of the error measure (2.7) and Assumption 1. The second and third terms in (3.5) follow immediately from (2.7). We thus only have to establish that the first term is an upper bound on the corresponding term in (2.7). Let α ∈ {n, w} and ϕ ∈ X with ϕ X = 1 be given. Then, (2.6d) implies that
Let now 1 ≤ n ≤ N be given. Adding and subtracting (u n α,h , ∇ϕ) and applying the Green theorem, the assumption (3.1), the Poincaré inequality (3.3), and the CauchySchwarz inequality,
The theorem follows by the Cauchy-Schwarz inequality and using ϕ X = 1.
Concept of application to different numerical methods
For the theoretical analysis of this paper, we only need Assumption 1. The practical application of the present framework to different numerical methods consists in specifying the construction ofp hτ ,q hτ , and u α,hτ , α ∈ {n, w}, that we outline now.
In conforming methods, one obtains p(s w,hτ , p w,hτ ) ∈ X and q(s w,hτ ) ∈ X, so that we can immediately setp hτ := p(s w,hτ , p w,hτ ) andq hτ := q(s w,hτ ). In nonconforming numerical methods, we typically choosê
Here, I av is a postprocessing averaging operator which sets the Lagrangian degrees of freedom inside to the average of the values from the different elements sharing this degree of freedom (see [1, 50] ).
The choice of u α,hτ , α ∈ {n, w}, is more involved. In mixed finite element methods, in addition to the approximate wetting saturation s w,hτ and pressure p w,hτ described in Section 2.3, one also directly obtains phase velocity approximations u α,hτ ∈ P 0 τ (H(div, )), α ∈ {n, w}, satisfying (3.1). More precisely, for every time interval
) is the Raviart-Thomas-Nédélec finite-dimensional subspace of H(div, ) (cf. [15] ). In other numerical methods, obtaining u α,hτ ∈ P 0 τ (H(div, )) satisfying (3.1) is possible by means of local postprocessing. In the context of linear elliptic equations, we refer the reader to [44, 70] for cell-centered finite volume methods, to [2, 41, 52] for discontinuous Galerkin methods, and to [14, 28, 57, 71] for vertex-centered finite volume and finite element methods. For nonlinear elliptic equations, such constructions are unified for different numerical methods in [43] . In the context of two-phase flows, the constructions of u α,hτ , α ∈ {n, w}, can be found in [31] for cell-centered finite volume methods, in [19] for vertex-centered finite volume methods, and in [8, 39, 40] for the discontinuous Galerkin method.
Stopping criteria and adaptivity for fully implicit discretizations
In this section, we show how the abstract a posteriori error estimate of Section 3 can be adopted to fully implicit discretizations of (1.1a)-(1.4b). We also describe how to take into account the additional error from iterative linearization and iterative solution of algebraic linear systems and distinguish the different error components. We finally propose stopping criteria for the various iterations and design a fully adaptive algorithm.
A fully implicit formulation
Keeping p w and s w as unknowns and expressing s n as a function of s w from (1.1b) and p n as a function of p w and s w from (1.1c), we arrive at the following equivalent form of (1.1a)-(1.1c):
Let us now suppose some discretization of the above system in both space and time, starting from s
We suppose implicit (backward Euler) discretization in time. This leads, on a time level n, 1 ≤ n ≤ N , to a system of nonlinear algebraic equations that can be schematically written in the form
where S n w is the algebraic vector of discrete unknowns corresponding to the wetting saturation s n w,h and P n w is the algebraic vector of discrete unknowns corresponding to the wetting pressure p n w,h . In practice, (4.2) is solved using an iterative linearization such as the Newton-Raphson method combined with an iterative algebraic solver, by means of the following algorithm:
1. Let the initial wetting saturation S 0 w (and pressure P 0 w ) be given. Set n = 1. 
Here, SS
, and SP ), α ∈ {n, w} (cf. Assumption 1). More precisely, the goal is to obtain the decompositions, α ∈ {n, w},
Herein, a n,k,i α,h will be used to monitor the error in the solution of the linear algebraic system (4.3), l n,k,i α,h will be used to monitor the error in the linearization of (4.2) 
It is crucial to ensure that l n,k,i α,h go to zero when
w , the solutions of (4.3), converge to S n w , P n w , the solution of (4.2). We now further develop the framework of Section 3 in order to distinguish the space, time, linearization, and algebraic errors. Fix α ∈ {n, w} and consider the algorithm of Section 4.1 on the nth time step, linearization step k, and iterative algebraic solver step i. Observe from (4.4a), (4.6), and (4.7) that u
i.e., u n,k,i α,h satisfies assumption (3.1). Rewriting (3.4a)-(3.4d) with these notations, we pose, for
We then have, as in Section 3.2, the local-in-time iterativealgorithms-running version of Theorem 1: 
We now distinguish the different error components. Define the spatial estimator
and, for α ∈ {n, w}, the temporal estimators
and the algebraic estimators
Define also global versions of these estimators as 
alg .
Stopping criteria and optimal balancing of the different error components
We now discuss how to balance the error components of Corollary 2. as the stopping criterion for the iterative solution of the linear system (4.3). Here 0 < γ alg ≤ 1 is a user-specified weight. Criterion (4.13a) expresses that there is no need to continue with the linear solver iterations if the overall error is dominated by the other components.
Similarly Here, η n is given by (4.10) and ε n is a user-specified criterion for the maximal error allowed on the time interval I n . . Moreover, it can be done completely in parallel. In practice, the estimators may be only evaluated always after several iterations and various computational simplifications may be devised. Examples are given in Section 6 below.
Stopping criteria and adaptivity for implicit pressure-explicit saturation-type discretizations
We describe here our a posteriori error estimates and stopping criteria for implicit pressure-explicit saturations-type discretizations.
Iterative coupling for the pressure-saturation formulation
We first proceed as in Section 4 to obtain (4.1a)-(4.1b). We keep the wetting phase saturation equation (4.1a), and we replace the nonwetting phase saturation equation (4.1b) by the sum of (4.1a) and (4.1b). We thus arrive at the following equivalent "pressure-saturation" formulation of (1.1a)-(1.1c): 
After a spatial discretization, this problem corresponds to, in matrix form, 
In contrast to Section 4, where l
is readily obtained for each individual phase α ∈ {n, w}, we have the sum of the total "iterative coupling error". In order to obtain l n,k,i w,h ∈ RTN(T n h ), we apply local mass balance from (5.4):
Combined with (5.6), this also sets l n,k,i 13c) ), whether the spatial errors are equally distributed in the computational domain (see (4.13d)), and whether the total error is small enough (see (4.13e)); if this is the case and t n < T , set n := n + 1 and go to step 2(a). If not, refine the time step τ n and/or the space mesh T n h and go to step 2(a).
Implicit pressure-explicit saturation formulation
Implicit pressure-explicit saturation discretization corresponds to the iterative coupling algorithm in Section 5.1 where only one step in k (k = 1) is done.
An a posteriori error estimate distinguishing the space, time, iterative coupling, and algebraic errors
We now use the framework of Section 3, or more precisely that developed in Section 4.2, in order to distinguish the space, time, iterative coupling, and algebraic errors.
Fix α ∈ {n, w} and consider the algorithm in Section 5.1 on the nth time step, iterative coupling step k, and algebraic solver step i. The approximate wetting saturation and pressure at our disposal at the present stage are thus 
Stopping criteria and optimal balancing of the different error components
Stopping criteria to be used in steps 2(c)vii, 2(d), and 3 of the algorithm in Section 5.1 for optimal balancing of the different error components and overall error control are exactly the same as in Section 4.3.
Applications to finite volumes and numerical experiments
We present here the application of our theoretical results and numerical experiments for two finite volume discretizations of (1.1a)-(1.4b). We neglect the gravity terms (set z := 0), use the Brooks-Corey relations (see Section 1), and consider a two-dimensional test case from [53] with
where I is the identity tensor and K the 18m × 18m block in the lower left corner. Let K be the 18m × 18m block in the upper right corner. We assume homogeneous Neumann boundary conditions (1.4a) everywhere except ∂ K ∩ ∂ and ∂ K ∩ ∂ , representing respectively the injection and production wells. Here, we impose the (inhomogeneous) Dirichlet conditions (1.4b) for the wetting phase saturation and pressure s w , p w . These are respectively equal to 0.95 and 3.45·10 6 kg m −1 s −2 in the lower left corner and to 0.2 and 2.41·10 6 kg m −1 s −2 in the upper right corner. This is a classical setting for the quarter five-spot problem, where the flow is driven by the pressure gradient from the injection to the production well. Contrarily to [53] , we use the wetting residual saturation s rw equal to 0 and not to 0.15, in order to treat a possibly degenerate problem.
We consider two classical discretization approaches. First, we test fully implicit cell-centered finite volumes on uniform meshes consisting of rectangles. Here, the approximations of the phase velocities u α in (1.2) are H(div, )-conforming but the approximations of the global and complementary pressures p(s w , p w ) and q(s w ) in (2.4a) and (2.4b), respectively, are not H 1 D ( )-conforming. The second scheme employs a vertex-centered finite volume method. Here, the phase velocities are not H(div, )-conforming but the global and complementary pressure approximations are
In this latter case, we employ iterative coupling and use adaptive meshing.
Fully implicit cell-centered finite volumes on regular rectangular parallelepipeds
We consider here one fixed mesh T h , consisting of rectangles, and focus on adaptive stopping of the linear solver using (4.13a) and adaptive stopping of the nonlinear solver using (4.13b) in the context of Section 4.
Scheme definition
Let E int K stand for the faces e of an element K ∈ T h not lying on ∂ . We consider the following cell-centered finite volume discretization of (4.1a)-(4.1b):
for all elements K ∈ T h not contained in K and K; in K and K, the Dirichlet boundary values are imposed. The face fluxes are defined as
Above, |K| stands for the measure of K ∈ T h , |e KL | for the measure of e KL , |x K − x L | for the distance of the barycenters x K and x L of K, L ∈ T h , and |K| for the absolute value of K. (6.1a)-(6.1b) represents the system of nonlinear algebraic equations (4.2).
Linearization and linear system solution
Following Section 4, we obtain on the Newton-Raphson linearization step k and algebraic solver step i applied to
where the linearized face fluxes take the analytical form, for α ∈ {n, w}, 
Flux reconstructions and evaluation of the estimators
We now identify the error estimators of Section 4.2. We begin by identifying the fluxes d
α,h , and a n,k,i α,h of (4.4a). We construct them in the lowest order RaviartThomas-Nédélec space RTN 0 (T h ), cf. [15] . As in [31, 43] , following [44] in the linear case, the degrees of freedom of d n,k,i α,h and l n,k,i α,h are simply fixed by the finite volume fluxes of (6.2a)-(6.2b) and (6.4): for all K ∈ T h not contained in K, K and for all e KL ∈ E int K , set α ∈ {n, w}. On the boundary faces of K, the value is set to zero in accordance with the homogeneous Neumann boundary condition (1.4a).
We now identify a n,k,i α,h . These are obtained, following [43, Section 4] , by performing ν additional iterations of the algebraic solver:
are given by (6.5) with i replaced by i + ν. This definition does not give exactly (4.7) but is simple and sufficiently precise in practice for large enough ν (set to 15 in the present numerical experiments). Setting u
α,h , we obtain (3.1), up to the neglected misfit from the construction (6.7) of a n,k,i α,h . By this construction, the residual estimators of (4.9a) take very small values and are neglected henceforth.
In a cell-centered finite volume discretization, the piecewise constant pressurep w,K at the barycenters. One particular consequence of (6.8a) is that
on all K ∈ T h , so that the first terms in (4.11a) disappear for the wetting phase. Repeating the same procedure for the nonwetting phase, we are lead to define the piecewise quadratic postprocessing p n,k,i n,h :
In the nonwetting case, since we only have (6.10b) and not Consequently, the nonwetting phase first terms in (4.11a) disappear as well. Moreover,
in a simplification of (4.12b), exploiting the piecewise affine behavior in time. Thus, reconstructions (6.8a)-(6.8b) and (6.10a)-(6.10b) of p n,k,i α,h need not be constructed in practice.
We are now left with evaluating/approximating the nonconformity estimators η 
and a piecewise quadraticq
In practice, we approximate the integrals in (6.12b) and (6.13b) by a quadrature formula. As usual, we definep . We then approximate the space-time integrals: tm by (6.11). 5. Approximate η n,k,i sp of (4.12a) while omitting the first two terms in (4.11a) and using (6.14a)-(6.14b).
A further simplification of the estimators
The key for our a posteriori error estimates is the flux reconstructions d
α,h , and a n,k,i α,h . It is crucial to observe that in order to evaluate our estimators, we only need the [L 2 ] d norms involving these reconstructions. These can, however, be evaluated or approximated by quadrature formulas on each mesh element, so that it is not physically necessary to construct the reconstructions; knowledge of their values at quadrature points is sufficient. One can proceed similarly for the pressuresp ; typically, the quadrature points can be chosen equal to the localization of the Lagrange degrees of freedom, so that we can only compute the coefficients in the Lagrange bases. In Section 6.2.3 below, we give a concrete example of such a simplification in the context of vertex-centered finite volumes.
Computational performances
We evaluate here the computational performance of the above cell-centered finite volume approach. We consider a uniform 50 × 50 spatial mesh, fixed in time. The initial time step τ 1 was chosen as τ 1 = 10 5 s and was not changed by the criterion (4.13c). In order to improve the numerical treatment, we have employed a scaling of all the length units by 10 3 , i.e., we express all length units in millimeters instead of meters. The values of the wetting pressure were in particular range between 2, 410 and 3, 450, instead of 2.41·10 6 and 3.45·10 6 in the original units. We have approximated the differentiation in (6.4) numerically with a parameter = 10 −12 . The system (6.3a)-(6.3b) arises here from an exemplary algebraic solver, the generalized minimum residual method (GMRes) [67] without restarts, with the Jacobi (diagonal) preconditioning.
We compare two computational approaches. In the classical one, the GMRes iteration in (6.3a)-(6.3b) is continued until the relative algebraic residual becomes smaller than 10 −13 , and the Newton linearization is only stopped when
Here, · w,∞ stands for the weighted · ∞ norm, where the weights for the saturation unknowns are 1 and the weights for the pressure unknowns are 10 −3 . Together with the scaling of the length units, all the quantities in (6.15) are of order 1. In the adaptive approach proposed in this paper, we rely instead on the stopping criteria (4.13a) and (4.13b) with γ alg = γ lin = 0.001. In order to evaluate the algebraic error fluxes, we choose ν = 15 in (6.7), i.e., we perform 15 additional GMRes steps. If (4.13a) is not satisfied, then we directly set i := i + ν. Thus, we only evaluate (4.13a) each 15 GMRes steps and the additional steps are not wasted.
In Fig. 1 , we illustrate the evolution of wetting saturation and pressure during the simulation. Tiny oscillations can be remarked, since no upwinding or other stabilization has been used. We also plot in Fig. 1 the evolution of the spatial a posteriori error estimators η n,k,i sp,K (t) of (4.11a) approximated using (6.14a)-(6.14b) (divided by τ n ). We can see that they nicely follow the saturation front while also detecting errors at the inflow and outflow. The results of Fig. 1 come from the case where the adaptive stopping criteria (4.13a) and (4.13b) have been used, but practically undistinguishable results are obtained using the classical stopping criteria.
We next investigate the behavior of the estimators of the different error components. In order to present the results, we fix one time, 2.6·10 6 s. At the left part of Fig. 2 , we track the dependence of the different estimators on the GMRes iterations for the first Newton step on this time. The classical approach requires 1530 iterations until the relative algebraic residual becomes smaller than 10 −13 , whereas the adaptive criterion (4.13a) only requires 435 GMRes iterations. At the right part of Fig. 2 , we plot the different estimators as function of the Newton iteration. Eleven iterations are necessary to reach (6.15), whereas only three iterations are sufficient to arrive at (4.13b).
Figures 3 and 4 then assess the overall computational performances of the two approaches. In Fig. 3 , we plot the GMRes relative algebraic residual on each time and Newton step (left) and the number of Newton iterations on each time step (right). We can see that much higher (lower, respectively) numbers are sufficient with adaptive stopping criteria. We note that in particular much fewer Jacobian matrix assemblies are necessary in our approach. Figure 4 then gives the number of GMRes iterations for each linear system solved (left) and the cumulative number of GMRes iterations as a function of time (right). From the last graph, we can conclude that in the adaptive approach, the number of cumulative GMRes iterations is approximately 12 times smaller compared to that in the classical one. In addition, this ratio is growing with the number of time steps.
Finally, Fig. 5 gives an example of the reconstructed pressures which are at the heart of our spatial estimators: the global pressurep n,k,i h of (6.12a)-(6.12b) and the complementary oneq n,k,i h of (6.13a)-(6.13b), as well as their averagingsp
). The plots are given on an example of a rough 10 × 10 mesh at time 1.3·10 6 s.
6.2 Iteratively coupled implicit pressure-explicit saturation vertex-centered finite volumes on adaptively refined meshes with hanging nodes Here, following Section 5.1, we consider adaptive stopping of the linear solver (4.13a), adaptive stopping of the iterative coupling (4.13b), adaptive choice of the time step (4.13c), and adaptive mesh refinement (4.13d).
Scheme definition
In addition to the simplicial meshes T On ith step of an iterative algebraic solver applied to (6.16a), we then obtain the realization of (5. converges to zero as the iterative coupling converges. In particular, (5.6) follows. Similar to (6.7), we finally define a n,k,i
Flux reconstructions and evaluation of the estimators
We now split the total fluxes to the phase fluxes:
α,h , and a n,k,i α,h , α ∈ {n, w}. We employ the saturation/wetting phase balance equation (6.17b). As above, we first prescribe d 6.19) and that
As for a n,k,i w,h , we simply set it to 0, as there is no algebraic error associated with the computation of the wetting phase approximations. The nonwetting phase fluxes are then fixed by (6.20) and similarly for all d, l, and a.
We are now ready to evaluate/approximate the estimators. We use directly (4.11d) and (4. 
It is to be noted that these estimators take the same form as those obtained in [19] (therein, no simplifications have been made).
A simplified evaluation of the estimators
The above evaluation of our estimators relies on the flux reconstructions d
α,h , and a n,k,i α,h , where α ∈ {n, w}. As in Section 6.1.4, but here still in a more direct way, the physical constructions of these fluxes can be completely avoided. relying on the fact that the three-point face-barycentric formula is exact for polynomials of order 2. Thus, it is enough to obtain the degrees of freedom (face normal fluxes) for all the concerned fluxes, which is straightforward, and then to use (6.23) in order to evaluate all the estimators.
Computational performances, uniform meshes
We test here the computational performances of our iterative coupling approach. We start by a setting similar to Section 6.1.5. The spatial mesh is thus fixed, uniform 50 × 50, and the time steps likewise fixed and of size 10 4 s; bigger time steps seem to block the convergence of the iterative coupling. The unrestarted GMRes with Jacobi preconditioning is employed. The adaptive approach, with adaptive stopping criteria with γ alg = γ lin = 0.001 and this time ν = 5, is compared with the classical one, where the GMRes iteration in (6.17a) is continued until the relative algebraic residual becomes smaller than 10 −13 , and Figures 8 and 9 then assess the overall computational performances of the two approaches. Figure 8 plots the GMRes relative algebraic residual on each time and iterative coupling step (left) and the number of iterative coupling iterations on each time step (right). We can see that much higher (lower, respectively) numbers are sufficient in the adaptive case. Figure 9 then gives the number of GMRes iterations for each linear system solved (left) and the cumulative number of GMRes iterations as a function of time (right). Overall, 18 times less total GMRes iterations are needed in the tested case.
Computational performances, adaptive meshes
We finally test the iterative coupling vertex-centered finite volume approach in the fully adaptive case, relying on all (4.13a)-(4.13d). In fact, the local version of the stopping criteria (4.13a)-(4.13b) of Remark 2, with γ alg = γ lin = 0.01, was used. As before, the unrestarted GMRes with Jacobi preconditioning was employed. The initial time step was τ 1 = 5 · 10 3 s; after 20 time steps, it has been brought to 10 4 s. The time error is not dominating; these time steps are chosen as they ensure the convergence of the iterative coupling. The initial spatial mesh was uniform 15 × 15 and was refined and derefined at each time step in order to achieve (4.13d). More precisely, it turns out that better results are achieved when the adaptivity is driven by the water phase components only, α = w in (6.22) . At most two levels of refinement, where each square can be refined into nine subsquares, are allowed for this test case. Examples of the resulting adaptive meshes are given in Fig. 10 . We can see that they follow very nicely the saturation front. More importantly, the final result matches in quality the one with the finest meshes employed Fig. 10 Wetting saturation on adaptively refined meshes at times 1.3·10 6 , 2.6·10 6 , and 4·10 6 s uniformly over the whole space-time domain, for a several times smaller computational price. A detailed study of the adaptive mesh refinement case will be presented elsewhere.
Conclusions
In the present paper, we have developed a comprehensive framework for a posteriori error control and adaptivity for the immiscible incompressible two-phase flow in porous media. This framework covers various formulations, numerical methods, linearizations, and linear algebraic solvers. An important use of our results is in adequate stopping of the iterative algebraic solvers and iterative linearizations. Still relying on fixed spatial and temporal meshes, speedups by factors of tens can be achieved. Unlike the usual stopping criteria employing the L 2 -norm of the relative algebraic residual or the L ∞ -norm of the differences of the nonlinear iterates, our estimates and criteria are expressed in a unified way relying on the common language of the phase fluxes. With spatial and temporal meshes adaptivity, where error localization plays a crucial role, still more important computational savings can be achieved through a wise usage of the computer resources while controlling the overall error. Applications to more complex settings, elaborate solution strategies, and further model problems such as compositional flows will be presented in forthcoming works.
