Some strong limit theorems for M-estimators  by Arcones, Miguel A.
ELSEVIER Stochastic Processes and their Applications 
stochastic 
processes 
and their 
53 (1994) 241-268 
applications 
Some strong limit theorems for M-estimators* 
Miguel A. Arcones* 
Department of Mathematics. Universit?, of Utah, Salt lake City, UT 84112, USA 
Received 22 March 1993: revised 18 October 1993 
Abstract 
Some laws of the iterated logarithm for empirical processes resealed in the “time” parameter 
are presented. These laws of the iterated logarithm are applied to obtain strong limit theorems 
for M-estimators. In particular, a law of the iterated logarithm for M-estimators with unusual 
rates of convergence (in particular with cubic root asymptotics) is considered. We also obtain 
some Bahadur-Kiefer representations for M-estimators with unusual order. 
Keywords: M-estimator; Empirical process; Law of the iterated logarithm; Bahadur-Kiefer 
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1. Introduction 
Let (S, Y, P) be a probability space and let 0 be a subset of iWd and let g : S x 0 -+ R 
be a jointly measurable function. Further let X and {Xi}? 1 be i.i.d.r.v’.s with values in 
S and law P. Suppose that we want to estimate a parameter B0 characterized by 
E[g(X,@] is minimized at 8,. An M-estimator is a random variable 0, = 
0(X 1, . . . , X,) satisfying 
TJ-l j$1 g(Xi,@“) N inf n-l HEO i$1 g(xiy @. (1.1) 
In particular, if g(x, /3) is minus the likelihood function, 0, is the maximum likelihood 
estimator. But, this general model, appears many times in statistics (see Serfling, 1980, 
Chapter 7). Since, under regular conditions, the problems of finding a minimum of an 
equation and finding a root of the derivative of this equation are equivalent, 
sometimes, we will consider the following variation: let h: S x 0 -+ R” be a jointly 
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measurable function. Suppose that we want to estimate a parameter B,, characterized 
by Eh(X, 0,) = 0. An M-estimator is a random variable en = 8(X1, . . . , X,) satisfying 
IV ’ i h(Xi, 0,) N 0. (1.2) 
i=l 
Here, we will present some laws of the iterated logarithm for empirical processes, 
which allow us to study the strong behavior of these estimators, even (and mainly) in 
situations when there is no much differentiability of these estimators, and unusual 
orders of convergence appear. 
In Section 2, we will present some strong limit theorems for empirical processes 
which we will use later. We will use the notation in Dudley (1984) and Gin& and Zinn 
(1986). Given a function f: S --, IR, we define 
P,f= n-l ~ f(Xi) and Pf = Ef(X). (1.3) 
i=l 
Let (g(., t): t E T} be a family of real measurable functions on S. Suppose that T is 
a subset of a space V endowed with a scalar product, and for any t E T and any 
0 < u I 1, ut E T. Our main result (Theorem 3) in this section is to show that under 
some conditions, with probability one, 
{(210glogn)-1’2a,(P, - P)(g(.,tb,) - g(.,O)): TV T) (1.4) 
is relatively compact as an element of I,(T) and its limit set coincides with the 
reproducing kernel Hilbert space of T with the semi-inner product defined by 
(tI, t2) = lim a,’ n- ’ CovMX, t,bJ - dx, O),dX, hhJ - g(X, 0)). (1.5) 
n-rm 
Observe that this covariance might not be linear with respect to the scalar product on 
T. The main ingredient in the proof of Theorem 3 is the isoperimetric inequality for 
sums of independent Banach space valued random variables in Talagrand (1989). 
In Section 3, we will apply the theorems in Section 2, to the study of the law of the 
iterated logarithm for M-estimators. The law of the iterated logarithm for 
M-estimators under the usual rate (n/2 log log n) ‘I2 follows directly from the law of the 
iterated logarithm of certain empirical process (see Arcones, 1993, Theorem 4.1.). 
Here, we will consider the law of the iterated logarithm for M-estimators which 
converge under an unusual rate. We will get that under some conditions, there are 
a sequence {b.}z= 1, converging to infinity, and a non-zero finite constant c such that 
lim sup b,) 8, - O. 1 = c-a.s. 
?I+30 
(1.6) 
(see Theorem 6). The heuristic idea is the following: 8, is the argument which 
minimizes the process {P, g(., 0): Q E O}. So, if b, and a, are two sequences, then 
b,(Q, - 0,) is the argument which minimizes the process 
{an(Pn - P) (g(., &, + K1 t) - g(., 0,)) + a,P(g(., 00 + b,’ t) - g(., ‘Jo + b, ’ t)): 
8, + b,t E 0). (1.7) 
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If we choose the sequences (u,,)$~ and {b,j,“=i such that the process (1.7) 
“converges”, then b,,(B, - Q,) “converges” to the argument which minimizes the limit 
of (1.7). As in the LIL for sums of i.i.d.r.v.‘s we do not have convergence, but we can get 
that the lim sup is equal to a certain constant as. The behavior of 
{a,P(g(., 00 + b,' t) - g(., 0,)): 19~ + b,’ t E 0) 
is determined by the differentiability of the function G(0) = P(g(., (3). So, if G(Q) is 
differentiable at 19~, a natural assumption, is that G’(0,) = 0 and G”(H,) < 0. So, it 
makes sense to choose a, and b, such that a, 6,’ e 1, i.e. a, = b,f. In order that the 
process 
(b,2(P, - PM., 4, + b, ’ t) - g(., 0,)): 6’0 + b, ’ t E 0) 
satisfy a LIL we apply Theorem 3. We need that (loglog n)b: n-l 
E[jg(X, do + bnml t) - g(X, 8J2] converges. So, for example, if there is a fix u such 
that E[lg(X, Q) - g(X, e,)l’] z cle - 8J’ for 10 - Q,l small, we need that 
(loglogn)b~~“n-’ z 1, i.e. b, z (n/loglogn) 1/(4po) This happen in the case of the L, . 
medians in some situations (see Proposition 8). This also happens in the case the 
M-estimators with cubic root asymptotics because, here, v = 1. 
In Section 4, we consider the BahadurKiefer representation for M-estimators. We 
follow the functional approach in Deheuvels and Mason (1992) and in Arcones and 
Mason (1992). But the use of Theorem 3 in Section 1, we will allow us to get the 
Bahadur-Kiefer representation for M-estimators, even when the order is not the usual 
one. We will consider estimators in the framework of (1.2). This is a continuation of 
the work in Arcones and Mason (1992). Their work covers some of the most usual 
cases, in special when the score function is smooth. However, we will see that other 
rates are possible. In particular, we give answer to a conjecture in Niemiro (1992) 
about the Bahadur-Kiefer representation for the L, medians. Here, the order of the 
Bahadur-Kiefer representation is determined by the process 
{b,(log log n)- “‘(P, - P) (h(*, e0 + t(2 i0g i0g n/np2) - ht., e,)): iti I T,}. 
As before {b,}r= 1 has the order such that 
(log log n)bi n- l Var(k(X, 8,, + t(2 log log u/#“) - k(X, 6,)) 
converges (see Theorem 11). 
2. Some laws of the iterated logarithm for empirical processes 
In this section we present some sort of laws of the iterated logarithm for empirical 
processes which we will need later on. 
First, we recall the definition of reproducing kernel Hilbert space (r.k.h.s.) of 
a covariance structure. Let T be a parameter space. Let R(s, t) be a covariance 
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structure defined on T, i.e. 
j$l ,$, ajak R(tj, tk) 2 0 
for each ai, . . . ,a, E [w and each tl, . , t, E T. Suppose that 
We define e,: T+ [w by e,(s) = R(t,s). Let S be the linear space 
by the functions e,, t E T. It makes sense to define the following 
in S 
SUPM- Nt, 4 < CD . 
of l,(T) generated 
semi-inner product 
(2.1) 
where al, . . ,a,, bI, . . . , b, 6 [w and sl, . . . ,sm, ti, . . . , t, E T. The closure H of S with 
respect to this semi-inner product is the r.k.h.s. of the covariance structure R(s, t). 
Observe that f(t) = (L et)H. We also must notice that 
sup If(t)1 = (R(r,r))“’ and SUP If(t) -fW = p(t,s), 
llf II” 5 1 llfll” < 1 
where p’(t, s) = R(t, t) + R(s, s) - 2R(s, t). So, the unit ball of a r.k.h.s. is a collection of 
uniformly bounded and uniformly equicontinuous functions on (T,p). We refer to 
Adler (1990, pp. 66-69) and Ledoux and Talagrand (1991, pp. 207-210) for a more 
complete treatment of r.k.h.s.‘s. 
Our method to get uniform LIL’s is to use the following obvious generalization 
of Proposition 2 in Oodaira (1974) and Lemma 1.1 and Theorem 3.1 in Kuelbs 
(1976). 
Theorem 1. Let {(U,(t)),,,}~=, b e a sequence of stochastic process indexed by T. Let 
R(s, t) be a covariance structure dejined in T. Suppose that 
(4 (T,p) is totally bounded where p*(t,s) = R(t, t) + R(s,s) - 2R(s, t). 
(ii) lim 6+0 lim sup n-D? suPp(r,.r,) $ R lu”(tI) - un(t,)l = O-as. 
(iii) For each tI, . . . . t, E T and each AI, . . . , A,,, E R, with probability one, 
lhSl.lp f Aj U,(tj) = 5 Aj/2kR(tj,tk) > 
l/2 
“-CC j= 1 j,k=l 
Then, with probability one, {U,(t): t E T} is relatively compact in l,,,(T) and its limit 
set is the unit ball of the r.k.h.s. of T under the covariance structure R(s, t), i.e. 
((<l;et)H)rsr: <_U>H I 1). 
The main and more often used ingredient in the proofs in this section is Talagrand’s 
isoperimetric inequality, which we state next, in the form we use it. 
Theorem 2. (Ledoux and Talagrand, 1991, Theorem 6.17; Basic Estimate in 
Talagrand, 1989, p, 1551). Let {Xl(t)}t.T, . . . , {X,(t)},,, be independent random 
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processes indexed by T and let {Ei}r= 1 is a Rademacher sequence independent of the last 
processes. Then, for any integers k 2 q and any real numbers s, t > 0 
(2.2) 
where K, is a universal constant, M = E[supteT ICr= 1 &iXi(t)l], 
(2.3) m2 = min 
8tis 
sup t E[Xf(t)] + k , 2M2 
ter i=l 
and { YT}F= 1 denotes the non-increasing rearrangement of {supt IXi(t)l)~= 1. 
Theorem 3. Let {Xi}i”,l be a sequence of i.i.d.r.v.‘s with values in measurable space 
(S, 9). Let T be a subset of a space V endowed with a scalar product, such that if t E T 
and O<v< 1, then otET. Let g:SxT + IF! be a function, such that g(., t): S + R is 
a measurable function for each t E T. Suppose that: 
6) 
(ii) 
(iii) 
(iv) 
(v) 
(vi) 
there are sequences a,, and b, such that 
lim a,‘n~’ Var(g(X, b,t,) - g(X, b,t,)) 
n-CC 
exists for each tI, t2 E T, 
(T,p) is totally bounded, where 
p2(tI, tz) = lim a,2 n-l Var(g(X, b,t,) - g(X, bnt2)); 
n-30 
(log log n)) ‘I2 a, SUPM I(f’,, - f’) (g(., 0) - g(., WI converges in probability to zero; 
there is a sequence {,,)zCl of positive numbers converging to zero such that 
(log log n)‘j2a,, n- ’ sup Ig(X, b, t) - g(X, 0) - E[g(X, b, t)] + E[g(X, O)]l I z,-as.; 
ST 
{b,} and (a,,n- ‘(log log n) 112} are non-increasing sequences, 
lim limsup 
sup Ia, - 4 o -= 
y-1+ n-r, m:n<rn<[yn] 4 
lim limsup sup IL - bnl o 
y-1+ n+m m:“sm5[yn] b,= ’ 
we have that 
lim lim sup sup a,’ n- ’ Var(g(X, b,t,) - g(X, b,t,)) = 0 
6-0 n-tm f,.f,ET 
P(fl.f,) s 6 
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and 
lim limsup sup a,” n-l Var(g(X, b,t) - g(X, ub,t)) = 0; 
6-O n+m tET 
I-6CUSl 
then, with probability one, 
{(2 log log n)- ‘I2 an(Pn - P)(g(‘, b,t) - g(., 0)): t E T} (2.4) 
is relatively compact in l,(T) and its limit set coincides with the unit ball of the 
reproducing kernel Hilbert space of the covariance structure R(t 1, tz) in T, defined by 
R(t,, t2) := lim ain-’ Cov(g(X, b,t,) - g(X,O),g(X, bnt2) - g(X,O)). 
Proof. Without loss of generality, we may assume that g(x, 0) = 0 and that 
E[g(X, t)] = 0 for each t E T. We apply Theorem 1. By symmetrization (see e.g. Gin& 
and Zinn, 1986, Lemma 1.2.3 (a)) 
n 
(log log n)- “’ a,n- ’ SUP 1 C &jg(Xj, b, t)l Pr 0. 
ttT j=l 
(2.5) 
We also have that 
E[ SUP sup(log log n)- 1/2a,, n- ‘Ig(Xj, b,t)l] + 0. 
1 <jSn JET 
From these estimations and the Hoffmann-Jsrgensen inequality (see e.g. Ledoux and 
Talagrand, 1991, Proposition 6.8) 
II --) 0. 
Let Flj = [e j’losj] and let 
(2.6) 
c’(6) := limsup sup af n-l E[lg(X, b,t,) - g(X, b,t2)1’]. 
n+‘x f1.72~ T 
PV,JJ S 6 
Next, we will see that 
limsup sup IU,(t,) - U,(t,)l I 100 Ki’2c(b)-a.s. 
j- CO t,.f,ET 
p(r,.r,) s 6 
(2.7) 
where U,(t) := (2 log log n)- li2an(P, - P) (g(., b,t)) and K, is the constant in Theorem 
2. By symmetrization (see e.g. Gin6 and Zinn, 1986, Lemma 1.2.3 (b)), 
Pr sup (2 logj)- 1’2a,,,l(P,,, - P)(g(., b, tl) - g(., bn,t2))l 2 100 Khj2 c(6) (2.8) 
l,.t,ET 
dr,.r,) s 6 
5 4Pr sup %,nj 
fl.f2ET 
- ’ i$&dXi> b, tl) --(Xi, b, t2)) 2 49 KA” c(d)(2 logj)“‘} 
/Jtr,.r,1 s 6 
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for j large. We apply the Talagrand isoperimetric inequality (Theorem 2) to the last 
expression with 
q = 2K,,, k = 2logj, t = 46K;‘2c(6)(logj)“2, s = K;‘2 c(S)(logj)“’ 
to get that (2.8) is bounded by 41-logj + Sj-‘, for j large. This is true because 
by (2.6); 
m2 I ai,n,y ’ SUP ECMX, b, tl) - S(Xi, bn,t2)121 + (8Mslk) I 2c2(d), 
fl,t2Er 
P(tl.r,) s 6 
for j large; and 
max SUP (g(Xi, b, t)l<< s-as. 
I<l<n, ST 
where { YF}F= 1 is a non-increasing rearrangement of 
sup Ig(Xi,b,,ri) - S(Xi, bn,t2)), 1 I i I nj. 
fI.flET 
!e,J,) 5 6 
From this bound and the lemma of Borel-Cantelli, (2.7) follows. 
Next we will prove that 
sup sup IU,(t) - U,(t)1 --f 0-a.s. 
ttT n, < n 2 n,+ t 
We have that for nj < n 5 nj+l, 
(2 log log n) - l’= a,(P, - P)g(., b,t) - (2 log log nj)- “’ a,(P, - P)g(., b,t) 
(2.9) 
= ((2 log log n)- 1’2 a,n- ’ - (2 log log nj)- “’ a,nJr ’ ) 2 g(Xi, b, t) 
i=l 
+ (210glogn))“2a,n~1 i g(Xi,b,t) 
I = n, + I 
+ (210glogn)m’12a,nm1 $, (S(Xi > bn t) - dxi, b, t)) 
-. I,(t) + IIn + 111,(t). (2.10) 
We have that 
sup SUP Ir,(t)l 5 SUP ~(210glogn)~‘~2a,n~‘a~~1nj(210g10gnj)”2 - l( 
n,<n<!?,,, tsT n,-=n<n,+, 
x supl(2 log log nj)- ‘I2 a,n,y ’ 
ST 
igl dXi> b, t)l. 
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By the hypothesis (v), supn,<,,~,,+, ](210glogn)-“2 a,n-‘a,‘n,(2loglog nj)“’ - 11 
+ 0. Let D be the diameter of (T,p). By (2.7) 
limsup sup 1 U,(t)1 I 100KA’2 c(D)-as. 
j-cc ST 
Therefore, 
sup sup [In(t)1 + 0-a.s. 
“, < n < n,tI reT 
We have that, by condition (v), 
(2.11) 
SUP SUP lIIn(t)l I 2 SUP SUp(2lOglOg iZj)-1’2CI,nj’I i g(Xi, b, t)l, (2.12) 
“, < n 5 “,+ 1 ST n,<ncn,+, tsT i=n,+ 1 
which converges to zero a.s. by a similar argument to the one used in (2.7). The 
difference here is that 
n,+ 1 
because (nj+ 1 - nj)n,T ’ + 0. 
BY hypothesis (v), sup, < n s n,+ I (lb, - b,I/b,) -+ 0. Hence, by the argument in (2.7) 
limsup sup sup IIII,(t)) I lim lim sup sup lU,(t) - U,(ut)l = 0a.s. (2.13) 
j+m n,<nsn,,, rsT a-0 j-m ter 
l--6<USl 
By (2.1OH2.13) (2.9) follows. (2.7) and (2.9) imply that condition (ii) in Theorem 1 is 
satisfied. 
In order to show condition (iii) in Theorem 1, we have to show that for any 
t1, ..., t,e Tand any ii, . . ..&.E R, 
limsup f AkUn(tk) = a-as., (2.14) 
n-cc k=l 
where cs = (CTk= 1 ijAkR(tj, tk))lj2. By Kolmogorov’s upper inequality (see e.g. Stout, 
1974, p. 262) and hypothesis (iv) 
for any r] > 0, wheref,(x) = a,n -1’2Ck”, 1 &g(x, b, tk). By (2.9) and (2.15) 
(2.15) 
(2.16) 
By symmetry, if cr = 0, (2.14) follows. Assume that CJ > 0. Let tij = [ejlogj]. By 
Kolmogorov’s lower inequality (see e.g. Stout, 1974, p. 262) 
m 
= 1 Pr Ej’2(2 log log r2j)- 1’2 j= 1 ,_n~+,Ji,(xi).,i= a, -I I 
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where (T > rl > 0. So, by the lemma of Borel-Cantelli 
fi, 
1imSUp ti,“‘(2 log log iij)- I” 1 h,(Xi) 2 a-a.s. 
j-m ,=n,_,+l 
(2.17) 
By Kolmogorov’s upper inequality 
C{ rii-1 r 5;” fij’_ri (2 log log iij)- 1’2 C ffi,(Xi) 2 ?f < Co 
j=l i=l I 
for any ye > 0. So, 
fi,- I 
lim (fij2 log log fij)- i” 
j- 00 1 1 lC,&,(Xi) I v] lim (tij- i/fij) = O-as. j-m (2.18) 
By (2.17) and (2.18) 
1imSUp cj”(2 log log tij)- l” $ h,(Xi)( 2 o-as. 
j-cc ,=I 
(2.19) 
We have that (2.16) and (2.19) imply (2.14). 0 
Next we are going to formulate Theorem 3 in the case of VC-subgraph classes 
of functions. These are classes of functions which are not very big in a certain 
sense and this we will allow us to get uniform LILs over these classes. Given 
a set S and a collection of subsets %?, for A c S, let A’(A) = card{,4 n C: C E %‘}, 
let m”(n) = max{Av(A): card(A) = n} and let s(U) = inf{n: m’(n) < 2”). % is said 
to be a VC-class of sets if s(%‘) < cc. General properties of VC classes of sets 
can be found in Dudley (1984, Chapters 9 and 11). Given a function f: S + IR, 
the subgraph off is the set {(x, t) E S x R: 0 I t of or f(x) I t I O}. A class 
of functions 9 is a VC-subgraph class if the collection of subgraphs of 9 is 
a VC-class. 
The interest of these classes of functions lies in their good properties with respect to 
covering numbers. Given a pseudometric space. (T, d), the s-covering number N(E, T, d) 
is defined as 
N(E, T, d) = min {n: there exists a covering of T by n balls of radius I E}. (2.20) 
Given a positive measure ~1 on (S, 9”) we define N2(s, F-, p) = N(E, F, I/ . lIL2cpJ). If 9 is 
a VC-subgraph class (Pollard, 1984, Proposition II. 25) then there are finite constants 
A and o such that, for each probability measure p with ,uF2 < cc, 
N&, 9, /A) < A(p(F2)1’2/~)“. (2.21) 
where F(x) = supjEF If(x)1 and A and v can be choosen depending only on s(F), i.e. 
uniformly over all the classes of functions with the same number s(p). By Dudley’s 
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maximal inequality (Dudley, 1967), there is constant c depending only on A and u such 
that for any class of functions satisfying (2.21), 
n-l E SUP / i Eif(Xi) 2 
/s.F i=l 
1 ] I cECF2W)1 (2.22) 
(see e.g. Kim and Pollard, 1990). 
Corollary 4. Let {Xi},m,, be a sequence of i.i.d.r.v.‘s with values in measurable space 
(S, 9’). Let 0 be a subset of Rd. Let g : S x 0 + R be a jointly measurable function. Let 
T, < cc and let go be a point in the interior of 0. Suppose that 
(i) there are sequences a,, and b, such that 
lim a,” n- ’ Var(g(X, B. + b, tI) - g(X, go + b, tz)) 
II-m 
exists for any ]t,l, It21 < T,; 
(ii) { g(x, Q) - g(x, 41): lo - 411 I 413 1s a VC subgraph class of functions for some 
60 > 0; 
(iii) (log log n)- 1 a,2 n - ’ E[h;(X)] = o(1) w h ere h,(x) = supltl < r, I&, 00 + b, t) - 
g(x, &Jl; 
(iv) there is a sequence {z,,}z= 1of positive numbers converging to zero such that 
(log log n)“’ a,n- ’ sup Ig(X, b, t) - g(X, 0) - E[g(X, b, t)] + E[g(X, O)]] I z,-as.; 
ST 
W {h) and {a,& ‘(log log n)- ‘12} are non-increasing sequences, 
lim limsup sup Iam - anI PC o 7 
y-1+ n-m m:n<m<[yn] a, 
lim limsup 
sup Ibm - bnl o. PC 
y-l+ “*co m:n <In < [yn] bn ’ 
(vi) we have that 
lim limsup sup a,’ n-l ms(x, 8, + bnt,) - AX, 8, + bntz)l”l =0. 
6-0 n-m Ifll.llll s i-0 
Ifl - fIl s 6 
Then, with probability one, 
((2 log log n)- l/2 an(Pn - P) (g(., e. + b,t) - g(., e,)): ItI I To) 
is relatively compact in l,(T), where T = {t E Rd: ItI I To} and its limit set coincides 
with the unit ball of the reproducing kernel Hilbert space of the covariance structure 
dejined by 
R(t,, t2) := lim a.” n-l Cov(g(X, 00 + b,,t,) - g(X, &J,g(X, go + 0,) - g(X, go)). 
n-30 
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Proof. Without loss of generality, we may assume that e0 = 0 and g(x, 0,) = 0. 
Hypothesis (vi), implies that the inclusion map (T, 1.1) + (T, p) is uniformly continuous, 
where p*(t,, t2) = R(t,, tr) + R(t,, t2) - 2R(t,, t2). Therefore, (7’,p) is totally bounded, 
i.e. hypothesis (ii) in Theorem 3 is satisfied. By condition (ii), there is universal constant 
(independent on n) such that 
(loglogn)~1a,2E sup I(Pn-P)(g(.,b,t)12 Ic(10g10g?2~‘a,2n~‘E[h,2(X)]+0 
IfI 5 T, 1 
(2.23) 
(observe that if F,, : = {g(x, 0): 101 i T,,b,}, then s(F,,) I $9r) for each n, so we can 
choose constants A and c’ such that (2.21) holds uniformly in n). Hence, condition (iii) 
in Theorem 3 holds. The rest of the conditions in Theorem 3 follow trivially. 0 
Condition (vi), above, is equivalent to the following condition: for each sequences 
{tn) and (s,) in Rd such that It,/, Is,/ I To and It, - s,, + 0, we have that 
d n-l m7(X, eo + 4J4 - g(X, 80 + s,b,)121 + 0. (2.24) 
We also need the following theorem. 
Theorem 5. Let {Xi)~ r h e a sequence of i.i.d.r.v.‘s with values in measurable space 
(S, 9). Let 0 be a subset of IWd and let go be a point in the interior of 0. Let g : S x 0 + [w 
be a jointly measurable function. Suppose that there is a 6,, > 0 such that: 
(i) {g(x,Q) - g(x,W IO - 41 I do} IS a VC subgraph class offunctions, 
(ii) there exist constants b < cc und 0 < v 5 2 such that 
E[h;(X)] I b*R’ (2.25) 
for 0 < R I 60, where hdx) = SUP~O (I,, s R Idx, 4 - g(x, &Jl; 
(iii) supX hd,(x) < cc 
Then,for each 6 such that do/2 > 6 > 0, 
lim limsup sup 10 - 4d-“I(p, - PI (d.> 0) - d., 44 = O-a.& 
R-x n+s R s o,lll - fl,l s <r.n 
where a, = (n/2 log log n)11(4 ‘). 
(2.26) 
Proof. Let n. = ei”Ogj. It suffices to show that for each large positive integer R and 
6 such that i,j2 > 6 > 0, 
limsup sup 10 - Sol *1u%, - fYM.> 4 - d.> &))I 
j-z R 5 o,,lO - 0,) s a,,,ri 
I 1 50Khi2 cbR’“- 3)/2-a.s., (2.27) 
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and 
lim sup sup sup IQ - &l-21(p, - P,,)kk 0) - g(., Q,))l 
j-n R 5 o.,lH HoI < u.,6 H, s ,, < n, + I 
= O-as., (2.28) 
where K0 is the constant appearing in Theorem 2 and c is the constant in (2.22) 
corresponding to the class of functions {g(x, 0) - g(x, 0,): 10 - 001 < S} for any 6. 
Observe that such a constant can be choosen uniformly in 6. We have that 
I sup R~~~&,,,~;<~,l- 2 a,2l(Pn - P) (g(., 0) - g(., e,))l. (2.29) 
/integer 
Hence 
Pr sup 10 - QJ21(P,, - P)(g(.,B) - g(.,O,))l 2 150K;‘2cbR(“-3”2 
R 5 o,lfi - I),1 < u,,ii 
lo., a 
5 2 Pr 
{ 
sup a:, IKh, - P) (g(., 0) - g(., &,))I 2 1 50K;‘2 cbl’R’“- 3)‘2 . (2.30) 
l=R 0.y - (I,,1 c 21 I 
By the Lemma 1.2.3 (b) in Gine and Zinn (1986), last expression is bounded by 
I%, 61 
4 C Pr 
i 
suP (10gj)“2ai, n,’ ’ I 2 eiMXi, O) - dxi, dO))l 
I=R a,,,10 ~ 0”l * 21 i=l 
2 74K;‘2 cb12 R’“- 3v2 (logj)“2 
for j large. We now apply Theorem 2 with 
q = 2K0, k = 211og j, t = 70KA’2 bc12 R’“-3”2(log j)l”, 
By (2.22) and (2.25) 
m 5 2112 E sup (log j)‘12 c$, nJT ’ I ? Eik7(xi, 4 - dxi, eO))l 
a., IH - O,I < 21 i=l 1 
5 21i2 c(log j)l12 &, n,: “’ (E~;,,-I(X))“~ I 4cP2b nJ 
for j large. We have that 
i$I YF I 21(log j)3’2 ut n; * sup h,(x) I s 
X 
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if R is large. Hence by Theorem 2, 
CC 
= i 
Pr sup 10 - do1 -‘I(& - P)(g(., (3) - g(., &,))I 2 150K;‘2bcR’“~ 3)‘2 
j j0 R c o.,lII ‘I”1 < rr,,h 
m [u.,6] 
I C 1 (41-lhj + 8exp( - 24-“R”m310g j)) 
j=j, l=R 
j=.io l=R j=jo 
Hence (2.27) follows. The proof of (2.28) is similar and it is omitted. 3 
3. A fractional law of the iterated logarithm for M-estimators 
M-estimators, under some kind of differentiability, satisfy a law of the iterated 
logarithm with rate (n/2 log log n)‘/’ (see e.g. Arcones, 1993, Theorem 4.1). Here, we 
will study the LIL for M-estimators under other rates, in particular under a cube root 
rate of convergence. 
Theorem 6. Let {Xi},Cl be a sequence of i.i.d.r.v.‘s with values in measurable space 
(S, 9’). Let 0 be a subset of Rd and let 8* be a point in the interior of 0. Let g : S x 0 -+ Iw 
be a jointly measurable function. Suppose that: 
0) G(8) = E[g(X, 0)] is minimized at B0 and there is definite-positive matrix Vsuch that 
G(0) = G(&,) + (Q - 8.J’. V.(O - 0,) + o(l0 - 801~) (3.1) 
(ii) suppose that the M-estimator 8, = 0,(X,, . . . ,X,) satisfies that 
0, + do and ai(P,g(., 0,) - inf P, g(., 0)) + O-as.; 
(iii) there is a sequence a,, + CC and 6 > 0 such that 
lim limsup sup 10 - &~2l(P, - P)(g(., 0) - g(., &))I = 0-U.S. 
R-m n-4: R 5 a,lH Rol 2 a.6 
Then there is a constant cl < CG such that 
limsupn,l8, - Q,l I cl-U.S. 
n-a, 
(3.2) 
(3.3) 
(3.4) 
(iv) 
Moreover, suppose that 
,for each T, < CC, 
{d(P, - P)(d.> 00 + ta, ‘1 - d.> &I)): Itl 5 7-01 (3.5) 
is a.s. relatively compact and its limit set is certain compact set KTo, 
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(v) there exist CD > T, > cl and c1 E KTo such that 
~(0) > inf (t’ . V. t + a(t)); 
IfI s To 
(vi) 0, = B,(X,, . . . . X,) is a symmetric random variable. 
Then, there exist a non-zero jnite constant c2 such that 
(3.6) 
limsup anion - 0,l = c2-a.s. 
n-do 
(3.7) 
Proof. Since V is a definite-positive matrix, there is a positive constant b such 
that 
bill - &I2 I I(0 - f&J’. V.(Q, - &)I 
for each 0 E Rd. Hence, for n large, 
(b/2)1% - &d2 I PM., 0,) - cd., 4,)b.s. 
By (3.2), for n large 
an2 P,(g(., Q,) - g(., 0,)) I l-a.s. 
We have that 
(3.8) 
(3.9) 
limsup sup IQ - 4I “I(Pn - P)kJ(.> 0) - cd.9 hJ)l 
n+m R < u.10 O,i s a,6 
is a tail r.v. Hence, by the Kolmogorov zero-one law (see e.g. Stout, 1974, Theorem 
2.12.3), it is equal to a constant c(R) a.s. By (3.3) c(R) + 0, as R + 0. Take R such that 
c(R) < b/2. If anlen - @,I I R, (3.4) holds. If anlo,, - oOl > R, by (3.3), for n large 
14, - ‘Al - 21V’n - P) CA.> 6) - cd.> W)l < 0. (3.10) 
Hence, by (3.8) and (3.9) (b/2)/0, - 19~l’ I (b/4)\& - &I2 + a;‘. Thus, 
a,210,, - &I2 I (4/b). Therefore, (3.4) follows. 
As far as (3.7), take To > cl. Hence, anlen - B0l I To for n large. By hypothesis (iv), 
there is a subsequence nk such that 
sup la,C R,kk do + ta,,) - d., 0,)) - (4) + t’. if. 011 + 0. 
Ifl s To 
By (3.6) there is 6 > 0 such that 
inf (u(t) + t’ VT) > inf (t’ . I/. t + cc(t)). 
IfI < h IfI 5 T” 
If antlOnk - GoI I 6, then 
4 k,9(~3 e,,) - infak Cdk 0) 
8 
2 inf at p&k, e. + tan;‘) - g(., 0,)) - inf a,T, p,,(g(~, e. + W;’ 1 - gt, 6,)) 
Ii1 s ii III s T” 
-+ inf (u(t) + t’. V.t) - inf (cc(t) + t’. V.t) > 0 
IfI < 8 lrl s To 
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in contradiction with (3.2). Therefore, limsup,,, artlen - QO1 2 J-as. Since 
lim sup,, m a,,lOn - 8,1 a symmetric random variable, by the Hewitt-Savage zero-one 
law (see e.g. Stout, 1974, Theorem 2.12.4), (3.7) follows. 0 
Remark 7. Assume that the conditions in Theorem 6 hold and that for each c( E KTo, 
there is unique [*(cc), such that It*(~)1 I TO and 
inf (t’ V. t + cc(t)) = t*(a)‘. V. t*(u) + a(t*(cr)), 
111 s T” 
then, with probability one, the set {un(Qn - 8 O ,” 1 is relatively compact and its limit )} = 
set is {t*(E): a E KTo}, for any TO > cr. 
Proposition 8. Let g(x, 0) = g(x - 0) = Ix - BIp, let 0 = S = R and let 0 < p < 3. 
Suppose that the following conditions hold: 
(i) There is & E R such that G(8) = EIX - 81p is minimized at B0 and 
c(e) = qe,) + ale - eo)2 + 0((e - e,y) 
as e -+ eo, for some a > 0. 
(ii) X has a uniformly bounded density f (x) which is continuous at BO. 
(iii) E[lXl”] < cc . 
Then, there is a sequence of r.v.‘s 8, = 9,(X1, . ,X,) such that 
P,g(., 0,) = inf P,g(., 0) and 8, + @,-as. * 
&W 
and there is a non-zero jnite constant c such that 
lim sup (n/2 log log n)“(j -2p)len - eol = c-as. 
n+m 
Proof. We apply Theorem 6. Condition (i) in Theorem 6 is assumed. 
By Lemma 2 in Arcones (1994), there is sequence of r.v.‘s 8, = /3,(X1, 
that 
en + e,, infP,lx - e/p = P,~x - ep-a.s. 
E 
(3.11) 
(3.12) 
X,) such 
and en can be taken to be a symmetric r.v. Hence condition (ii) in Theorem 6 
holds. 
To check condition (iii) in Theorem 6, we apply Theorem 5. Since g(x, 0) - g(x, 0,) is 
decreasing in 8 in ( - cc ,x] and increasing in [x, cc ), {g(x, 0) - g(x, 8,-J: 8 E R} is 
a VC-subgraph class. 
As far as condition (ii) in Theorem 3, 
h,(x): = SUP idx, 0) - a, edi 
10 - Ool s R 
I max(ldx, & + N - 44 &)I7 Igk do - R) - 67(x, edI). 
256 
so, 
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ECh;(WI I -W(X, 41 + R) - g(x, ‘M21 + ECls(x, ‘&I - R) - g(x, &)l’l. 
We have that 
EClg(X, 00 + R) - g(X, ~,)I’1 = EC(IX - ‘%I - RIP - IX - hd”)21 
m 
= 
s 
(Ix - 6’,, - RIP - IX - &,l”)2f(x)dx, 
-CO 
where f(x) is the density of X. Making the change of variable x = 8,~ + Ry, last 
expression is equal to 
s 
m 
R2P+’ (ly - 11’ - Ivl”)‘f(~o + Ry)dy 
-cc 
IR 2p+ 1 supf(x) 
x s 
m 
(Iv - lIp - 1~1~)~ dy. 
-cc 
Similarly, EIg(X, tlo - R) - g(x, do)12 = 0(R2p+ ‘). Therefore, we have that 
E 
[ 
SUP ig(x, 0) - g(x, eO)i2 1 = O(R2p+ ‘), IfI - H,, s R (3.13) 
i.e. condition (ii) in Theorem 5 follows with u = 2p + 1. We have that ~up,h~~(x) I Sg, 
i.e. condition (iii) in Theorem 5 holds. Therefore, condition (iii) in Theorem 6 is 
satisfied. 
To check condition (iv) in Theorem 6, we have to check that 
{(n/2 iogi0gn)2”3- ~P)(P, - P)(~(‘, e. + t(2 i0gi0gn/t2)'"3-2~)) - g(.,e,)): iti I z-~) 
(3.14) 
is a.s. relatively compact and its limit set is certain compact set KTo. We apply 
Corollary 4 to prove (3.14) with 
a, = n2/c3-2P)(210glog n)-(l +2P)/2(3-2P) and b, = nm l/(3 -2P)(2 log log n)‘/(3 -2P), 
to check condition (i) in Corollary 4, we have to prove that 
a: n- 1 cove, e. + tl 4 - dx, 64, dx, Go + t2 u - a, 0,)) (3.15) 
converges for each tl and t2. Since G(8) is differentiable at B,,, 
lim ~2,” n-l (G(& + b,r 1) - G(&)) (G(Q, + bnrz) - G(&)) = 0. 
n-tm 
Now, we have that 
a: n- ‘E&(X, do + kl b,) - dx, od (dx, 80 + bn ~2) - dx, ~di 
= b,’ -2pE[(lX - 8,, - b, tllP - IX - d,l”)(IX - 8, - b, t21p - IX - &I”)] 
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s 30 = b-'-2P n _ jx - ‘& - bn tllP - Ix - R,Ip) 
x (Ix - O,, - b, t21P - Ix - 8,l”)f(x) dx. (3.16) 
Making the change of variables x = Be + b,y, last expression is equal to 
s 
cc 
(Iv - tilP - IYI”)(IY - t2I - I~l”))f(Qo + bny)dx 
-m 
s no -.mJ (ly - tllP - IYI”)(IY - tzlP - IyIP)dy. -cc 
Hence condition (i) in Corollary 4 is satisfied. 
We know that {g(x, 13) - g(x, f3e): 8 E R} is a VC-subgraph class. So, condition (ii) in 
Corollary 4 holds. Condition (iii) in Corollary 4 follows from (3.13). Condition (iv) in 
Corollary 4 is condition (iii) in Theorem 5 and it has been already proved. Condition 
(v) in Corollary 4 holds trivially. To prove condition (vi) in Corollary 4, we have to 
prove that if (tn) and {sn} are two sequences of real numbers such that It,l, Is,] I r, 
and It,, - s,I + 0, then 
a,2 n - ‘ECMX, 4, + tn bn) - AX, 00 + s, WI + 0. 
By the argument used in (3.16) 
a,’ n ‘E CMX, do + t, b,) - dx, 4, + s,, bd21 
s cc = _ $x - LIP - lx - s,lp)2f(&, + b,x) dx 
which, by the dominated convergence theorem, converges to zero. Therefore, (3.14) 
holds, where KTo is the unit ball of the r.k.h.s. of the covariance structure 
s 
X 
R(r1, t2):=.f(&) (Ix - tlIP - lxl”)(lx - t21p - lxlP)dx. 
- K, 
Let e,(t) = (u, t). This r.k.h.s. is the closure of the functions of the form 
j= 1 s Jj 5 /zj(lX - UjJp - IxI~)(Ix - tip - IXIP)dX -cc j=l 
Cc = Lmd”’ s p(x)(lx - tip - Ix - lIP)dx, -3c 
where 1~~1, . . . . 1~11 I ro and P(X) = (f(tl,))1’2Cj”= 13”j(lx - Ujlp - 1x1”). If 
hl (t) = f J-je,,(t) and h2 (t) = i vke,,(t) 
i= 1 k=l 
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are two such functions 
=f(eO) c c ;liqk J (IX - Ujlp - IXl")(lX - UklP - IxlP)dx j=l k=l -cc 
s cc = PI(X) h(x) dxt -cc 
where P1(x) = (f(eO))“2 Cj”= 1 3Lj(lx - ujlp - Ixlp) and Mx) = (f(4W 
x C;= l q,(lx - uklP - 1x1”). Let Y be the closure in L,( - co, co ) of the linear span of 
the functions {Ix - tlP - IxIP: ItI 5 TO). Then, the r.k.h.s. of the covariance structure 
Wl, r2) is 
(Ix - LIP - lxl”)P(x)dx 
and the semi-inner product in this space is 
s 
00 
<hi, hz)H = Bi(x) PAX) dx. 
--ocI 
where hi(t) = (f(Q,))“2j’?m (IX - tip - 1x1”) pi(x) dx and pin 9 for i = 1, 2. If PE 
L2( - 00, CC ), then /I = pl + p2, where /I1 E 9’ and p2 is orthogonal to 9. But 
(f(4W2 m 
s 
(Ix - tlP - Ixl”)B(x)dx = (f@d” 
-00 s 
;,tlx - tlP - Ixl”)8l(x) dx 
for any ItI I TO. So, the r.k.h.s. is also 
(lx - tlP - I4”)P(4dx 
and its unit ball is 
KTo = {(U-VM~1’2 j;>lx - LIP - lxlp)WxW) ,~,~ T; j;miR’(x)dx I l}. (3.17) 
Let /I(x) = - I_l<x<O. Then 
s 
m 
Cc(r) = (f(WP2 _ $ - tlP - Ixl”) B(x) dx 
is in Kro and 
at2 + a(t) = at’ + (f(C3,))‘i’(p + l))‘(l + [tip+’ - 11 + tip+‘) 
satisfies (3.6). Hence condition (v) in Theorem 6 holds. q 
(3.18) 
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Proposition 9. Let y(x, Q) = Ix - U13j2 and let 0 = S = R. Suppose that the conditions 
(ik(iii) in Theorem 8 hold with p = 4. Then, with probability one, 
j(n/210glogn)‘~2(210gn)~“2(U, - 0,)):=, 
is relatively compact and its limit set is 
C - (.f(~,))‘!2/16a,(f(~,))1’2/16al 
Proof. We apply Theorem 6 with a, = (n/2 log log n)li2(2 log n)- ‘j2. Everything 
follows similar to the Theorem 8, except that now 
E@(t) - Z(s))’ = 2-3f(00)lt - .sl’. 
Hence, KTo = ((2~3ut(f(e,))“2),,, < T<): IuI < 1). The minimum of at2 + 2-3ut(f(H0))112 
is attained at t = - (U(.f(0,))“‘/16a). So the result follows from Remark 7. q 
Theorem 6 and the theorems in Section 2 can be used to find the laws of the iterated 
logarithm for M-estimators satisfying cube root asymptotics in Kim and Pollard 
(1990). Some of these examples require a particular analysis. Between the estimators 
whose asymptotics do not deduce from Theorem 6, we only will consider the short 
estimator. 
Proposition 10. Let {Xi}zl be a sequence qf i.i.d. r.v.‘s with values in R. Let 
r,=inf r:supP[p-r,1*+r]21/2. 
i P I 
Suppose that: 
(i) there is unique p0 such that 
P Ij41 - r0, ,uo + r01 = sup P CP - ro, p + f-01; 
P 
(ii) X has a uniformly bounded densityf(x) which is positive and continuous at pa + r. 
and .f” (pa - ro) -7 (PO - ro) > 0. 
Let r, = inf{r: sup,P,[p - r,p + r] 2 l/2}. 
Then 
lim sup (n/2 log log n)‘!‘Jr, - rol = 2m2 sup If@ + ro) +f(p - r,)l-a.s. (3.19) 
n-a P 
and there is a value ~1, at which sup,, P, [,LL - r,, p + r,] is attained and ajnite non-zero 
constant c such that 
lim sup (n/2 log log n)li3 1~~ - paI = c-a.s. 
n-z 
(3.20) 
Proof. We may assume that ,LL~ = 0 and r. = 1. By condition (ii), we have that 
P[ - 1, l] = ). First we see that 
/&I -+ PO and r, + ro-a.s. (3.21) 
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For each 6 > 0, P[ - 1 - 6,l + S] > 4. By the strong law of the large numbers 
P,[-1-S,1+6]22-1P[-1-6,1+6]+2-2-a.s. 
for n large. Hence, for n large, 
supP,[~(-l-~,~+1+6]22-‘P[-1-6,1+6]+2~~-a.s. 
fl 
Hence, lim sup,, 3c r, 5 l-as. Similarly liminf,,,, rn 2 1-a.s. Thus 
r, + l-as. (3.22) 
Since X has a continuous distribution, a.s., c((r) = supp P&J - r,p + r] takes the 
values j/n and a(r) - c((r - ) I l/n. Hence, 
2-l + n-l 2 P,[ pL, - r,,p, + r,] 2 2- ‘. (3.23) 
Since the class {Zr,! ~ ?,;, + rl: p E R, r > 0} is a VC-class. 
SUP SUP I(Pn - W,,‘b ',I' + rl 1 -+ O-as. (3.24) 
UER r>O 
By (3.22H3.24) 
P[pn - l,~, + l] -+ +-a.s. (3.25) 
Now /3(p) = P[p - 1,~ + l] is a continuous function, p(p) -+ 0 as IpI-+ cc and 
&A) = f only if p = 0. Hence (3.25) implies that 
p, + 0-a.s. (3.26) 
Now, (3.22) and (3.26) imply (3.21). 
By the LIL for the VC-class {Zr,l _ r,J, + rl: p E R, r > 0} and (3.21) 
lim sup (n/2 log log n)1’21(P, - P) (I,, ~ ?. s X s 1, + 1. - I,, - I s y s I8 + I )I = O-a.s. 
n-iT ptR 
From this and (3.23) 
lim sup (n/2 log log rr)l12 IF(c( + r,) - F(p - r,) - F(p + 1) + F(p - 1)l 
n-s p 
= sup Var(l,, ~ , s x s Ic + J = b-a.s. 
P 
Therefore, (3.19) follows. 
We next show that 
lim sup(n/2 log log r~)“~lj~,l I c,-as. 
n-m 
(3.27) 
for some finite constant c2. Let 0 = (p, r) and let g(x, 0) = I,, _ r s -( s Ir + r - I r s Y s r. BY 
Theorem 5, 
lim limsup sup 10 - 801~ 21(pn - PI kI(., 0) - d.3 ~,))I 
R-a n-m R < (,,.‘zloglog,,)’ ‘11) - 0”) < (d2loglogn)’ ‘6 
= 0-a.s. (3.28) 
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We have that 
Py(., 19) = - 2 ’ a, p2 + a2p(r - 1) + o(p2 + (r - 1)‘) (3.29) 
wherea, = -f’(l) +f’(l)anda, =f”(l)+f’(l)( see Kim and Pollard, 1990, p. 208). 
Take R large, if (n/2 log log n)1’31p,l I R, we are done. If (n/2 log log n)‘!31p,1 > R, then, 
by (3.28) and (3.29) 
O I PA., pn, r,) 5 Pg(., pn, r,) + c~1,2 
= - a& + bpL,(r, - 1) + 8~: + o(pn’ + (r, - l)*). 
Hence, (3.27) follows. 
Finally, we will show that there exists a finite constant ci such that 
limsup (2 log log fl/n)li3 Ic(J 2 cl-a.s. 
n-r 
(3.30) 
By Theorem 3, with probability one, 
{(n/2 log log n)2’3(P, - P) g(., t (2 log log n/n)“3. 
1 + $2 log log n/n)“3):ltl, ISI I T,J 
is relatively compact. Hence, by (3.19) 
sup (n/2 log log n)2’31(P, - P)(g(., t(2 log log n/n)“3, r,) 
IfI 5 7-O 
- g(., t(2 log log n/n)““, 1)l + 0-a.s. (3.3 1) 
By Corollary 4, with probability one, 
{(n/2 log log n)2’3(P, - P) (g(., t(2 log log n/n)i’3,1): 1tJ 5 T,} 
is relatively compact and its limit set is certain compact set KTo. Hence, by (3.31), with 
probability one, 
{(n/2 log log n)2’3(P, - P) (g(., t(2 log log n/n)‘13, r,)): ItI I To} 
is relatively compact and its limit set is K,,. From this and (3.29), we get that with 
probability one, 
((n/2 log log n)2’3P, g(., t(2 log log n/n)1’3, r,): jtl I To) 
is relatively compact and its limit set is 
{(a(r) - 2- ‘4 t2),r, < To: a E KT~}. 
We have that 
{(2 log log n)“‘(n/2 log log n)2’3)(P, - P) (g(., t(2 log log n/n)‘13, 1): ItI 5 T,} 
converges to a Gaussian process {Z(t): It1 I T,} with covariance given by 
ECZ(t) - mN*l = It - WV) +f( - l)k 
i.e. Z(t) is a multiple of a two-sided Brownian motion. 
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Hence, 
s TO KT~ = {(dNf(l) +f( - l))“*h s T,: 40) = 0 and (~‘(t))~ dt I 1). - To
Hence by the argument in Theorem 6, (3.30) follows. 0 
4. The Bahadur-Kiefer representations for M-estimators 
Here, we will see that via Theorem 3, it is possible to get the Bahadur-Kiefer 
representation for M-estimators, even when their rate is not the standard ones. First, 
we give a general result about BahadurKiefer representations. 
Theorem 11. Let (XiSi”,l be a sequence of i.i.d.r.v.‘s with values in measurable space 
(S, 9). Let 0 be a subset of Rd and let O0 be a point in the interior of 0. Let h: S x 0 + R 
be a jointly measurable function and let H(9) = E[h(X, t3)]. Suppose that the ,following 
conditions hold: 
(4 
(ii) 
(iii) 
There is 0 E 0’ such that H(0,) = 0. 
H(H) has a second-order expansion at U,, meaning that there exist a d x m matrix 
H’(8,) # 0 with left inverse B and a bilinear form T: R” x R” + Rd such that 
H(0) = H(&) + H’(H,).(8 - t3,) + T(t) - &,,8 - 0,) + o(lG - &12). (4.1) 
Assume that 
lim limsup sup (n/2 log log n)1/21(P, - P)(h(., f3) - h(., U,))l = O-as. (4.2) 
6-O n+a: lf1--o,l<6 
(iv) There is a sequence of estimators 0, = 8,(X1, ,X,) such that 
0, + QO-as. and b,H,,(B,) -+ 0-a.s. (4.3) 
where b, is a sequence tending to infinity. 
(v) For each To < cx: , 
{(b,(P, - P) (h(., B0 - A(2 log log n/n)“*) - h(., B,)),(n/2 log log n)“’ 
x (P, - B) h(., ‘Jo)): 121 I To) 
is almost surely relatively compact and its limit set is the compact set KTo 
We make two cases: 
Case (a). lj” To > /I BIl(E(h(X, 00)12)1’2 and 
b,(2 log log n/n) + 0, 
then, with probability one, 
Ibn(H,@o) + H’(uo). (en - Oo))j:= I 
(4.4) 
(4.5) 
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is relatively compact and its limit set is 
{g(B .v): (g,4 6 KIT,). 
Case (b). Zf T, > IIBII(Elh(X,~0)12)1’2 and 
b, = (n/2 log log n), 
then, with probability one, 
{(n/2 log log n) (H,(&) + ff’(&) . (0, - W))?= 1 
is relatively compact and its limit set is 
{g(B.v) - T(B.v,B.u): (g,v) E KTo}. 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
Proof. By Theorem 2.3 in Arcones and Mason (1992) 
(n/2 log log ir)‘i2 (H,(&) + H’(8,). (e, - e,)) + 0-a.s. 
From this and condition (v), we get that for each TO < cc, with probability 
one, 
{b,(P, - P)(h(., eO - A(2 log log n/n)1’2) - h(., e,)), 
- (n/2 log log n)1’2(e, - e,)): p.1 5 To} 
is almost surely relatively compact and its limit set is the set 
{(s(& B. 4: (g, 4 E KT~). 
By composition for TO > 11 BII(Elh(X, 80)12)1’2, 
{(b,(P, - p) (hk 0,) - h(., e,))), - (n/2 log log n)(e, - e,)j:= 1 
is almost surely relatively compact and its limit set is 
i(g(B. 01, W: (g>d E KTJ. 
(4.10) 
We now rearrange terms as follows 
k(H,(e,) + H’(e,). (4 - 0,)) 
= Cb,(P, - P)(h(., 6,) - h(., 681 + ChJ&(4)1’+ Chdff(Bo) - we,) 
+ fww~, - ~dl 
:= I + II + III. 
(4.11) 
II + 0-a.s. because of (4.5). The theorem follows applying (4.10) and (4.11). Cl 
Remark 12. Let a, = (n/2loglogn)“‘. Suppose that the function h satisfy the 
conditions in Theorem 3 with the corresponding parameters and that Elh(X,Q,)12 
< co, then, with probability one, 
i(b,(P, - P)(h(.> & - ra, ’ ) - W, &A a,#=, - P)h(., 44: ItI I To} (4.12) 
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is uniformly bounded and asymptotically equicontinuous and its limit set is the unit 
ball of the r.k.h.s. of {(Z(t),g); ItI I T,} where g is a centered IF!” dimensional normal 
random vector independent of the process {Z(t): ItI I r,,}, with the variance of h(x, 8,). 
By Theorem 3, we know that the sequence (4.12) is with probability one, uniformly 
bounded and asymptotically equicontinuous. Hence, the sequence (4.12) is a.s. 
relatively compact. By the Theorem 1 in order to show that the limit set the 
announced set it suffices to show that 
limsup(b,(P, - P)fn + an(P, - P)h(, 0,)) = (a: + o:)“2-a.s., 
n-oc 
(4.13) 
where 
.L(x) = i CM.% 00 - w, ‘) - w, &)), 
SE1 
CJ: = lim,, ,(2 log log n)b,n- 1 Var(j, ) and r~$ = Var(h(X, 0,)). One can find (see e.g. 
Ledoux and Talagrand, 1991, p. 203) a sequence of positive numbers q. tending to 
zero such that 
The argument to prove (2.14) (use of Kolmogorov’s exponential inequalities and some 
blocking) gives that 
limsupMPn - p)fn + n- ’ 4 i (htXi) zlk(X,)i $ q,u, - ~Wi)Z,h,X~,, s pa,)) 
n+nc i=l 
= (CT: + .:)-as. (4.15) 
(4.13) follows from (4.14) and (4.15). 
Proposition 13. With the usual notation, let h(x, 6) = sign(x - 0)1x - Bjp- ’ for p # 1 
and let 0=S=R. Let u,=(n/2loglogn) 112 Suppose that the following conditions . 
hold: 
(i) There is a 0,, E R such that H(0,) = 0 and H(B) has a second-order expansion at B0 
us in (4.1). 
(ii) X has a uniformly bounded density f (x) which is continuous at BO. 
(iii) EIX(2(p’- ‘) < cc . 
Then there is a sequence of estimators 0, = 8,(X1, . . , X,) such that 
8, + ~0 and H,(B,,) = 0-U.S. (4.16) 
We make three cases: 
Case (a). Zf 1 < p < 2, then 
{u:~“+ ‘“‘(H,(Q,) + H’(B,)(& - &J)},m=, (4.17) 
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is as. relatively compact and its limit set is 
(h(s) - h(s - x))’ ds : y2 + ((H’(Q/Var(h(X, 8,))~~ I l}. 
(4.18) 
Case (b). Zf p = 3/2, then 
is a.s. relatively compact and its limit set is 
c - (f(&)var(h(X - e,))/8ff’(u)? (f(&)var(h(X - e0))is~~(e0))l~2i. (4.19) 
Case (c). Zf 312 < p and p # 2, and EIX12’p-2’ < co, then 
is a.s. relatively compact and its limit set is 
{mu - 2-l fffyeo)v2: (m, v) E K}, (4.20) 
where K is the unit ball of the r.k.h.s. of((p - 1)1x - 001p-2, (H’(B,))-‘h(x - 0,)). 
Proof. We apply Theorem 11. Conditions (i) and (ii) in Theorem 11 hold by 
hypotheses. Since h(x, 0) is decreasing in 0, {h(x, 0) - h(x, f&J: 8 E R} is a VC-subgraph 
class. We also have that 
lim Var(h(X, 0) - h(X, f3,)) = 0. 
H-80 
So, by the law of the iterated logarithm for VC-classes condition (iii) in Theorem 11 
holds. By Theorem 6 in Arcones (1994), there is a r.v. 8,(X1, . . . , X,) which minimizes 
P,lx - BIp and 8, -+ &-as. Hence, H,(Q,,) = 0. Therefore, condition (iv) in Theorem 11 
is satisfied. As far as condition (v), by Remark 12, it suffices to show that 
{b,(P, - P)(h(x - e0 + ta; l) - h(x - 0,)): ItI I 7’,} 
is almost surely relatively compact and its limit set is certain compact set KTo, where 
b, is different in each case. 
In case (a), we have to check that 
{a!,2P+‘)‘2(~n - P)(h(. - &, + ta;‘) - h(. - 6,)): ItI I TO} (4.21) 
is almost surely relatively compact and its limit set 
(h(s) - h(s - t))B(S)dS (4.22) 
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This will follow from Corollary 4. To check condition (i) in Corollary 4, we have to 
check that 
lim uip-’ E[(h(X - Q. + tl a; ‘) - h(X - O,))(h(X - B. + t,a;‘) - h(X - 0,)) 
n*a; 
s 
m =f(b) MY + td - WY))@(Y + tz) - Wy))dy. (4.23) 
-cc 
By the change of variables x = 8,, + ya; 1 
azP-‘E[(h(X - B. + t,u,‘) - h(X - 13,))(h(X - 8, + t,a,‘) - h(X - e,))] n 
2p-1 
= a, 
s 
cc 
(h(x - 80 + tlu,‘) - h(x - 0,)) 
-cc 
x (h(x - O. + t2a;‘) - h(x - Q,))f(x)dx 
s 
cc 
= (Q + ri) - h(y))@@ + t2) - h(~))f(00 + ya; ‘)dx 
mm 
-1 
cc 
(MY + rJ - ~(Y))@(Y + t2) - Q))f(&)dx. 
-m 
Therefore, condition (i) in Corollary 4 holds. As we saw the class {h(x, 6) - h(x, Q,,): 
8 E R} is a VC-subgraph class. So, condition (ii) in Corollary 4 follows. We have that 
h,(x) I Ix - B,, - tobnlP + Ix - Go - tobnlP. Hence, 
So, condition (iii) in Corollary 4 holds. We have that sup, SU~,,_,,~, s6, lh(x - B) 
- h(x - e,)l I &- ‘. So condition (iv) in Corollary 4 hold. Condition (v) in Corollary 
4 holds trivially. Condition (vi) can be checked similar to condition (ii). By the same 
method as in Theorem 8, we have the unit ball the r.k.h.s. of the semi-inner product in 
(4.23) is given by (4.22). 
In case (b), we have to show that 
{a,2(10gn)-i’2(~, - q(h(.,e, - ta;l) - h(.,e,)): ItI 5 T,) 
is a.s. relatively compact and its limit set is 
(4.24) 
We apply Corollary 4. To check condition (i) in Corollary 4, we have to prove that 
n(2i0gi0gn)-l(i0gn)-l c~~(h(x,e~ - tl ~;l) - h(x,e,),h(x,e, - t2u;l) 
- wx, ed + 2-l tlt2f(ed. 
By differentiability of the function H 
n(210g10gn)~1(10gn)~1(E[(h(x,eo - tla;l)- h(x,e,)-j)(qh(x,e, - tzql) 
- 4x, em + 0. 
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So, it suffices to show that 
n(2loglogn)-‘(logn)~‘E[(h(X,0, - t1 a; ‘) - h(X,O,))(h(X,B, - tZa;‘) 
- 4X, 4l))l -+ 2. l ~lw-v&). (4.25) 
By a change of variables 
n(210g10gn)~‘(10gn)-‘E[(h(x,e, - t1 a, ‘) - h(X,G,)) 
x (MX, &I - tza, ‘) - h(X, Qdl 
s cc = (logn)_’ (k(y + tl) - k(y))(k(y + td - k(y))f(b + yan l)dy -m 
By the Taylor theorem and one change of variables 
s 
co 
(log n)_ l 
(n/log*)+ 
(k(y + td - k(y))(k(y + tz) - k(y))f(& + ~a; ‘) dy 
s m I 4(log n) - l 1 y-‘f(8, + ya,‘)dy I 4(nlogn)~’ (n/logn)5 
cc 
X 
s (n/logn)f 
.I-(& + Y& ‘) dy 
s cc I 4(log log n/log n)1’2 J(z) dz + 0. 
By the Taylor theorem 
s 
(n/log.)* 
(log n) 1 WY + tl) - Ny))@(y + t2) - W)f& + wF')dy 
2To 
s 
(n/logn)f 
z (logiq’ 2-2tl t2f(OO)y-1 dy+ 2-2tlt,f(B,). 
27-o 
We have that 
s 2To (log n) 1 My + td - 4y))W + t2) - &4)f(Qo + yK’)dy -2To 
I (log n) - ’ 2T,2 sup f(x) + 0. 
Since other terms of the integral in (4.26) can be dealt out similarly, condition (i) in 
Corollary 4 holds. The rest of the conditions in Corollary 4 can be checked similarly to 
case (a). 
In case (c) we have that 
{a,“(P, - P)(k(., B. - ta, ‘) - k(., 0,)): ItI I To] 
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is a.s. relatively compact and its limit set is 
{(War((p - 1)1x - W~2))1’2)rr < ro: u2 I l}. 
Since, this follows similarly to the previous case, the proof is omitted. 0 
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