We report a Fermi-LAT γ-ray analysis for the Chamaeleon molecular-cloud complex using a total column density (N H ) model based on the dust optical depth at 353 GHz (τ 353 ) with the Planck thermal dust emission model. Gamma rays with energy from 250 MeV to 100 GeV are fitted with the N H model as a function of τ 353 , N H ∝ τ 1/α 353 (α ≥ 1.0), to explicitly take into account a possible nonlinear τ 353 /N H ratio. We found that a nonlinear relation, α∼1.4, gives the best fit to the γ-ray data. This nonlinear relation may indicate dust evolution effects across the different gas phases. Using the best-fit N H model, we derived the CO-to-H 2 conversion factor (X CO ) and gas mass, taking into account uncertainties of the N H model. The value of X CO is found to be (0.63-0.76) ×10 20 cm −2 K −1 km −1 s, which is consistent with that of a recent γ-ray study of the Chamaeleon region. The total gas mass is estimated to be (6.0-7.3) × 10 4 M , of which the mass of additional gas not traced by standard H i or CO line surveys is 20-40%. The additional gas amounts to 30-60% of the gas mass estimated in the case of optically thin H i and has 5-7 times greater mass than the molecular gas traced by CO. Possible origins of the additional gas are discussed based on scenarios of optically thick H i and CO-dark H 2 . We also derived the γ-ray emissivity spectrum, which is consistent with the local H i emissivity derived from LAT data within the systematic uncertainty of ∼20%.
INTRODUCTION
The interstellar medium (ISM) consists of gas, dust particles, cosmic rays (CRs), interstellar radiation field (ISRF) and magnetic fields. It is measured by multi-wavelength observations from radio to γ rays. High-energy γ rays are produced by interactions of CR nuclei, electrons and positrons with the interstellar gas (via nucleon-nucleon collisions and electron Bremsstrahlung) and by inverse Compton (IC) scattering of interstellar photons. Gamma rays are a powerful probe for studying CRs and the ISM because the cross section for γ-ray production does not depend on the chemical or thermodynamic states of the ISM, and the ISM is transparent to those high-energy photons. If the gas distribution is measured from observations at other wavelengths such as radio, infrared, and optical, the CR spectrum and distribution can be inferred. Study of local CRs and the ISM using γ rays from molecular clouds in the vicinity of the solar system (within ∼1 kpc) started in the COS-B era (e.g., Bloemen et al. 1984) , and was significantly advanced by EGRET on board the Compton Gamma-Ray Observatory (e.g., Hunter et al. 1994; Digel et al. 1999) . Recently, the Large Area Telescope (LAT) (Atwood et al. 2009 ) on board the Fermi Gamma-ray Space Telescope, launched in 2008, detected diffuse γ rays from nearby molecular clouds with unprecedented sensitivity, and allowed us to investigate local CRs and interstellar gas with better precision (e.g., Ackermann et al. 2012b,c; Planck and Fermi Collaboration 2015; Remy et al. 2017 Remy et al. , 2018 .
Observations of radio-to-infrared wavelengths have provided information about the distribution and properties of gas in the ISM. The distribution of H i is usually measured from 21-cm line surveys (e.g., Dickey & Lockman 1990) and that of H 2 is derived via 2.6-mm line CO surveys (e.g., Heyer & Dame 2015) . Dust grains are usually observed via extinction, reddening, or thermal emission at submillimeter to infrared wavelengths (e.g., Schlegel et al. 1998) . The good correlation between gas and dust distributions (e.g., Bohlin et al. 1978 ) is often used to estimate the total gas column density (N H ) from dust emission properties. By comparing distributions of γ rays and interstellar gas measured with H i and CO surveys, Grenier et al. (2005) found a considerable amount of gas at the interface between the atomic/molecular phases (called dark gas), which is not properly traced by H i or CO surveys. This finding was confirmed by recent γ-ray studies using Fermi-LAT data (e.g., Ackermann et al. 2011 Ackermann et al. , 2012c . On the other hand, measurements with Planck have provided high-quality all-sky data at submillimeter wavelengths, including whole-sky distributions of dust temperature (T d ) and dust optical depth (e.g., at 353 GHz; τ 353 ) (Planck Collaboration 2014a; Planck Collaboration 2016). The dark gas was also confirmed by Planck Collaboration (2011) and two hypotheses were put forward to explain its nature, CO-dark H 2 (e.g., Wolfire et al. 2010; Smith et al. 2014) and optically thick H i (e.g., Fukui et al. 2014 Fukui et al. , 2015 Okamoto et al. 2017) . Planck Collaboration (2014c) found an anticorrelation between T d and opacity (τ 353 /N H ), and proposed that the dust radiance (frequency-integrated brightness) R, which has an approximately proportional relation with N H estimated from 21 cm observations in low-density area, is a better gas tracer for the diffuse ISM. However, a recent study of the ISM for the MBM 53, 54, and 55 molecular clouds and the Pegasus loop using Fermi-LAT data (Mizuno et al. 2016) showed that neither τ 353 nor R was a good tracer of N H , primarily because both τ 353 /N H and R/N H depend on T d .
To estimate the H i column density (N H i ), the optically thin approximation has often been adopted (e.g., Boulanger & Perault 1988) . Most Fermi-LAT γ-ray studies have used the N H i map based on a uniform spin temperature T s ( 100 K) or the optically thin approximation (e.g., Ackermann et al. 2012c; Planck and Fermi Collaboration 2015; Tibaldo et al. 2015; Remy et al. 2017) . On the other hand, dust optical depths derived from the Planck all-sky survey have a large scatter in the correlation with the H i integrated intensity for the local ISM. Fukui et al. (2014 Fukui et al. ( , 2015 proposed that this scatter is due to saturation of the H i 21 cm emission. Assuming a constant gas-to-dust ratio and uniform dust properties in the solar neighborhood, these authors examined an N H model with a linear relation to τ 353 , and suggested that a large amount of the H i gas is characterized by low T s of 10-60 K. A possible large amount of cold H i gas was also inferred by observations of the 21-cm line absorption (Heiles & Troland 2003) . Fukui et al. (2018) performed a synthetic observation based on a magnetohydrodynamic simulation of the interstellar atomic/molecular clouds (Inoue & Inutsuka 2012) and suggested that the cold H i having a filamentary structure dominates the optical depth (τ H i ) of the local interstellar space. Meanwhile, in a CO-bright region in the Orion A molecular cloud, Roy et al. (2013) found a nonlinear relation between the dust optical depth at 1200 GHz (τ 1200 ) obtained with Herschel and the gas column density inferred from color excess E(J − K s ) obtained using the Two Micron All Sky Survey. This relation can be approximated by taking τ 1200 to be proportional to the ∼1.3 (1.28 ± 0.01 stat ± 0.03 sys ) power of N H . Okamoto et al. (2017) also found a similar nonlinear relation that τ 353 increases as a function of the ∼1.3 (1.32 ± 0.04 stat ) power of N H in the Perseus molecular-cloud complex across the diffuse H i to CO-bright areas. Simulations have shown that an increase of the dust particle size in its aggregation process increases the dust opacity (Ossenkopf & Henning 1994; Ormel et al. 2011) . The nonlinear relation between the dust optical depth and N H found in the Orion A and Perseus molecular clouds may relate to dust evolution modeled in these theoretical studies. Whereas measurements of infrared extinction for these opaque regions (A V 5 mag) often suffer from saturation, τ 353 is very small ( 10 −4 ) and γ rays penetrate even in dense cores of molecular clouds. Therefore, comparisons of τ 353 and γ-ray distributions provide a powerful probe to constrain quantitatively the linear or nonlinear relation between the gas and dust even in dense cores of clouds.
In this paper, we report a γ-ray analysis of the Chamaeleon molecular-cloud complex, located in the solar neighborhood with a distance of 140-180 pc (e.g., Mizuno et al. 2001; Luhman 2008) . Owing to the moderate molecular mass of the order of 10 4 M ) and a relatively uniform ISRF suggested from the lack of OB stellar clusters, the Chamaeleon region is a useful target for studying the ISM with a typical N H range of 10 20−22 cm −2 . Dedicated γ-ray studies for the Chameleon region using Fermi-LAT data have been reported in the following papers: (i) Ackermann et al. (2012c) found a similar CR spectrum to that of other local molecular clouds and revealed a large amount of dark gas when compared to the gas traced by CO at the interface between the atomic and molecular gas components. (ii) Planck and Fermi Collaboration (2015) conducted a detailed analysis by using the dust thermal emission model, focusing on the transition from the diffuse H i to molecular zones in individual clouds by investigating correlations between γ rays and dust properties (dust extinction, τ 353 and R). These two studies employed gas models consisting of three components (H i, CO-bright H 2 , and dark gas) and applied a uniform T s (> 100 K) or the optically thin approximation to estimate the H i column density. In the present study, we examined total column density models as a function of τ 353 with linear and also nonlinear relations to take into account possible dust evolution effects explicitly. These N H models, not relying on the assumption of uniform T s , would be useful to investigate the actual column density and gas mass of the ISM, which provides information on the dark gas (CO-dark H 2 and/or optically thick H i) and CR spectrum.
This paper is organized as follows. We first describe ISM properties in the Chamaeleon region in Section 2, and show a model to represent the total γ-ray emission in Section 3. In Section 4, we present the procedures of the γ-ray analysis and the results obtained in this study. We then discuss in Section 5 the column densities and gas masses of this region, focusing on the possible amount of dark gas, and the γ-ray emissivity spectrum. Finally, we conclude in Section 6.
ISM PROPERTIES IN THE CHAMAELEON REGION
We first investigated ISM properties observed in radio, microwave, and submillimeter wavelengths for the Chameleon region covering the Galactic longitude range 280
• ≤ l ≤ 320
• and the Galactic latitude range −30
• , which is the same region studied in Ackermann et al. (2012c) . This relatively high latitude region avoids significant contamination from the Galactic plane. The gas and dust data used in this study are described below.
• Velocity-integrated intensity map of the H i 21 cm emission (W H i ) from the HI4PI survey (HI4PI Collaboration 2016), shown in Figure 1 (a): The data toward the Chamaeleon region are based on the third revision of the Galactic All-sky Survey (Kalberla & Haud 2015) , whose spatial resolution is 16. 2 in the half-power-beam width (HPBW) and the velocity resolution is 1.49 km s −1 . The integrated velocity range is −500 km s −1 < V LSR < +400 km s −1 , but most of the gas toward the Chamaeleon region is distributed at −40 km s −1 < V LSR < +20 km s −1 . The data are stored in the HEALPix 1 format with the N side value of 1024.
• Velocity-integrated intensity map of 12 CO J=1-0 (W CO ) in Figure 1 (b), obtained by the NANTEN millimeter telescope: The observations of the Chamaeleon region were carried out from July to September in 1999 and from October to December 2000 . The integrated velocity range is −10 km s −1 to 15 km s −1 . The HPBW of the data is 2. 6 at 115 GHz. The typical noise level is ∼0.1 K 2 at the velocity resolution of 0.1 km s −1 .
• All-sky maps of τ 353 and T d in Figures 1(c) and 1(d), respectively: These dust properties are obtained by the fitting with the modified black body spectrum to the intensities of the Planck 353, 545, and 857 GHz data and of the IRAS (Infrared Astronomical Satellite) 100 µm data. Here we used the public data release 2 with the version R2.01. Typical spatial resolution is 5 with the relative accuracy of ∼10%. The data are stored in the HEALPix format with the N side value of 2048.
In the W H i map, we found elongated large clouds distributed at 280 • < l < 320 • and b −22
• . Particularly, a large amount of H i gas lies at 280
• l 295
• and −28
• b −22
• , but significant CO emission is not detected from this area 3 . Figure 2 shows a longitude-velocity diagram with the integrated latitude range of −30
• . Whereas most of the local H i emission is observed at −2 km s −1 V LSR +5 km s −1 , the gas lying at 280
• l 290
• has a different velocity feature with −10 km s −1 V LSR +4 km s −1 , which is identified as H i-dominated clouds in an intermediate velocity arc (IVA) (Planck and Fermi Collaboration 2015) . Since our study focuses on the local CR and gas properties associated with the Chamaeleon molecular clouds, we masked this area (280 Figure 3 shows correlations between τ 353 and W H i in various ranges of T d for the Chamaeleon region. In order to focus on the relation between the H i and dust optical depth, data points with significant W CO (> 3 σ) are not plotted on this figure. We found that the slope of W H i against τ 353 becomes smaller with decreasing T d , which is similar to the trend found in the local diffuse ISM assessed in Fukui et al. (2014 Fukui et al. ( , 2015 and Okamoto et al. (2017) . As shown in Figure 4 , we also found an apparent anticorrelation between τ 353 and T d , possibly due to feedback from the ISRF: in low gas density areas with lower τ 353 , the ISRF efficiently heats up dust grains, leading to higher T d . Conversely, in high-density areas with higher τ 353 , T d becomes lower, since the dust grains are shielded by gas and dust itself against the ISRF and are cooler. Similar correlations between τ 353 and T d are found in other local molecular clouds, e.g., MBM 53, 54, and 55 (Fukui et al. 2014) and Perseus (Okamoto et al. 2017) regions.
1 http://healpix.sourceforge.net 2 As described in Planck and Fermi Collaboration (2015) , we found artificial signals in the original NANTEN CO data. We smoothed the CO spectra with hanning convolution functions and reduced the structured positive and negative lines, which lowered the rms noise level down to ∼0.1 K at the velocity resolution of 0.1 km s −1 (c.f., the rms noise level for the original data was 0.4 K; Mizuno et al. 2001) .
3 The analyzed region in this study is not covered completely by the NANTEN observation. We confirmed the absence of significant CO emission in regions not covered by the NANTEN observations by using the Planck all-sky data (Planck Collaboration 2014b). 3. MODELING THE γ-RAY DATA
Gamma-ray Data Reduction
The LAT is a pair conversion detector covering the energy range from ∼ 20 MeV to more than 300 GeV. Details of the LAT instrument and on-orbit calibration are presented in Atwood et al. (2009) and Ackermann et al. (2012a) , respectively. The LAT science observations started on 2008 August 4. We used data accumulated for ∼9.6 years, from 2008 August 4 to 2018 March 3. These data provided a γ-ray sky map with a relatively uniform exposure (variations are within 10% in the regions studied). We used the standard LAT analysis software, Science Tools 4 version v10r00p05 and the response functions P8R3 CLEAN 5 to constrain the background event rates. We required that the measured zenith angles be less than 90
• to reduce contamination by photons from the bright Earth limb. To exclude the data obtained during the pointed observations when the rocking angle of the LAT was larger than usual, the center of the LAT field of view was restricted to be no greater than 52
• from the zenith direction of the sky. The exposure maps were generated with the same event selection criterion. We restricted the energy to above 250 MeV in order to examine the correlation between γ rays and the N H model with a good angular resolution. We therefore did not apply the energy dispersion 6 that should be taken into account in analysis for the low-energy band (E 100 MeV).
3.2. Gamma-ray Emission Model Construction 3.2.1. Gas Model Maps Representing Total Column Density We first prepared the hydrogen column density (N H ) map based on the dust optical depth (τ 353 ). In the present study, we represent the H i column density in the optically thin case as N * H i to clearly show the difference from the N H i in our τ 353 -based N H model. In addition to the N H model with a simple linear relationship to τ 353 (e.g., Fukui et al. 2014 ), we examined several N H models with nonlinear dependence of τ 353 to take into account the possible effect of dust evolution (Roy et al. 2013; Okamoto et al. 2017) . We modeled N H as having a power-law dependence on the dust optical depth at 353 GHz with the index parameter α,
(1) Roy et al. (2013) and Okamoto et al. (2017) found the nonlinear relation with α ∼ 1.3. The parameter α affects the gas column density and the γ-ray emissivity (see Equation (4)). We here examined α from 1.0 (linear relation) with a step of 0.1 up to 1.6, which shows a clearly different γ-ray residual map compared with the best-fit result at α ∼ 1.4 (see Section 4.1). We note that the reference point of (N Figure 5 (a). Figure 5 (b) shows an enlarged view of lower τ 353 (and W H i ) points. The scattering becomes less with increasing T d , giving a tight correlation (small dispersion) at higher T d . If the H i gas is optically thin and well mixed with dust that has uniform properties, τ 353 should be highly correlated with W H i , because the W H i is a good measure of the N * H i . The best-fit relation obtained by linear least squares with the data points at T d > 22.5 K (a high correlation coefficient 0.70) is,
which is shown by the solid lines in Figures 5(a) and (b). If we apply the optically thin approximation (N *
, where a good correlation is found between τ 353 and W H i , Equation (2) is converted to a relation between the H i column density and dust optical depth, N * H i = 2.27 × 10 26 · τ 353 . Assuming that atomic gas is the dominant component in the high T d area and a uniform gas-to-dust ratio in the local ISM, the total column density in the local area including the Chamaeleon region is represented by a function of τ 353 ,
To determine the reference point of the column density model, we chose a value in the area with high T d (> 22.5 K) in the high-latitude data on the line expressed by Equation (2), in which the W H i is taken to be 100 K km s −1 as the typical value (indicated by a cross in Figure 5 (b)). The corresponding N H,ref value is calculated from Equation (3). To evaluate uncertainties in the column density model, we also examined other reference points corresponding to W H i = 200 K km s −1 and 50 K km s −1 which satisfy Equations (2) and (3). These N H models will be considered in evaluating systematic uncertainties of the CO-to-H 2 conversion factor X CO , gas mass and CR spectrum (Section 5). Table 1 summarizes the reference points. Hereafter we denote these N H models with the different reference points Cases 1, 2, and 3. Figure 6 illustrates the total gas column density maps of
and N H ∝ τ 1/1.6 353 for Case 2. Table 1 . Reference points applied in the total gas column density model.
Case 1 200 3.6 1.6
Case 2 100 1.8 0.8
Case 3 50 0.9 0.4 353 . The pixel size is 0.
• 125 × 0.
• 125.
Model Representing Total γ-ray Emission
To represent the total γ-ray emission, we prepared background emission models of the IC and isotropic components, and individual point sources. The IC model map is constructed using GALPROP 8 (Strong & Moskalenko 1998; Strong et al. 2007 ), a numerical code that solves the CR transport equation within our Galaxy and predicts the γ-ray emission produced via interactions of CRs with the ISM. The IC emission is calculated from the distribution of propagated electrons and the model of the ISRF (Porter et al. 2008) . In this study, we adopted an IC model map produced with the GALPROP configuration 54 77Xvarh7S as a baseline model, which was also used in other diffuse γ-ray studies by the LAT collaboration (e.g., Ackermann et al. 2011; Ackermann et al. 2012c) . To represent the sum of the extragalactic diffuse γ rays and the residual charged-particle background arising from misclassified charged-particle interactions in the LAT detector, we added the isotropic component 9 modeled by a uniform intensity map and a spectrum obtained by a fit to γ rays at high latitudes (|b| > 10
• ). For individual γ-ray point sources, we referred to the third Fermi-LAT catalog (3FGL) (Acero et al. 2015) , which was based on data for the first four years of LAT data. We included 39 sources inside the region of interest (ROI) and 45 sources within 5
• of the region boundaries to take into account the spillover γ-ray emission produced outside the ROI. The treatment of these point sources in the γ-ray analysis is described in Section 4.1.
Previous LAT studies of the Chamaeleon region did not find significant deviation in the γ-ray emissivity spectrum among the different gas phases (Ackermann et al. 2012c; Planck and Fermi Collaboration 2015) . In the present study, we assumed a uniform CR density and spectrum for the entire ROI. Thus the γ-ray intensity
can be expressed as,
where q γ (s
is the differential γ-ray yield (γ-ray emission rate per H atom). I IC and I iso are background intensities (s −1 cm −2 sr −1 MeV −1 ) for the IC model and isotropic component, respectively. PS j represents contributions from individual point sources. c IC , c iso and c PSj are scaling factors of each background component to take into account the uncertainty in each background component. By default, c IC and c iso are free in the fits, because the true γ-ray intensities for these background models are uncertain; setting the scaling factors free is justified for their contributions. We also attempted analyses using c iso fixed to 1.0 (γ-ray intensity determined by the fit in high-latitude sky (|b| > 10
• )) to evaluate uncertainty generated in the γ-ray fitting (see details in Section 4.1). c PSj inside the ROI are allowed to vary and those outside the ROI (≤ 5
• ) are fixed to 1.0 (Acero et al. 2015) . In the analysis, we first searched for the best-fit α (from 1.0 to 1.6 in 0.1 steps) with a reference point of Case 2 (Table 1) , and then examined the other reference points in order to evaluate uncertainties in the N H model. Changing the reference point does not affect the best-fit α, because this change only increases/decreases the scale of column density; the difference is compensated by q γ in the γ-ray fitting (see Equation (4)). The best-fit N H model is determined based on a comparison of the maximum likelihood L, which is calculated as lnL = Σ i n i lnθ i − Σ i θ i , where n i and θ i are data and model-predicted counts in each pixel denoted by the subscript i (e.g., Mattox et al. 1996) . The significance of point sources is assessed using the Test Statistic (TS), defined as TS = 2(lnL − lnL 0 ), where L and L 0 are the maximum likelihood values obtained with and without the point sources included in the model fitting, respectively; see Mattox et al. (1996) 4. GAMMA-RAY DATA ANALYSIS
Baseline Analysis
We used the γ-ray data separated into 5 logarithmically equally spaced energy bins from 0.25-100 GeV. These γ-ray maps are binned into 0.
• 25 × 0.
• 25 pixels and fitted by the model of Equation (4) multiplied by the exposure and convolved with the point-spread function (both energy-dependent). We assumed a fixed spectral index E −2 and a free intensity within each energy bin for the gas component.
We first examined the gas model map with the linear relation (Equation (1) with α = 1.0). For the IC and isotropic components, we used the baseline model described in Section 3.2.2, allowing their coefficients c IC and c iso to vary. The free parameters c PS inside the ROI (39 point sources) were determined by the iterative analysis as follows. In the first step, we included only two point sources with TS > 1000, and fit the model to the data with c PS as free parameters. We then lowered the threshold of inclusion of point sources down to TS = 100 and performed a fit in which c PS for TS > 1000 sources were fixed to the values obtained in the previous fitting. Then we lowered the threshold down to TS = 25, and performed a fit in which c PS for TS > 100 sources were frozen. After that, we performed again the γ-ray fitting including all the point sources, in which c PS for the bright sources at TS > 1000 were allowed to vary, while other sources were fixed to values already obtained. The same procedures were repeated until c PS for all the point sources were used as free parameters (down to TS = 25).
Similarly, we performed the γ-ray fitting for other gas model maps having the nonlinear relations between dust optical depth and column density (Equation (1) with α = 1.1 − 1.6). Figure 7 shows the obtained spectra for each γ-ray emitting component for the gas models with N H ∝ τ model. This coupling between the gas and isotropic components results from differences in contrast of the gas column density between the two N H models (see 353 , respectively. The ratio maps show large residuals found in the low-density regions, as well as small negative/positive residuals around the molecular cloud regions: positive residuals widely distributed in (280
• ), which are the most significant in the ratio map for the N H ∝ τ 1/1.0 353 ; the highest residual (data/model ratio ∼1.2) with a peak at (l, b) = (318.
• 5, −21
• ) is more significant for the maps of N H ∝ τ
1/1.4 353
and N H ∝ τ 1/1.6
353 . The circular points in Figure 9 show relative log-likelihood (lnL) distribution among the gas model maps with α = 1.0-1.6 when the scaling factor c iso is allowed to vary. The highest value of lnL is found at α = 1.4. This result indicates that the N H ∝ τ 1/1.4 353 model gives the best fit to the γ-ray data. The above analysis shows that the N H ∝ τ 1/1.4 353 model is an appropriate N H model, but it may be biased because of the coupling between the gas and isotropic components as seen in Figure 7 . In order to eliminate the coupling and evaluate the uncertainty, we performed γ-ray analyses, keeping c iso fixed to 1.0. exhibits a smaller deviation of the data/model ratio from unity. The lnL distribution with the fixed c iso gives the highest value at α = 1.4, as shown by the cross points in Figure 9 .
These γ-ray analyses found that the best-fit model is given by the N H model with α = 1.4, regardless of whether we let the isotropic term free to vary or held it fixed. Because α is a physical parameter that affects the gas column density, here we focus on the result for α = 1.4. The small residuals at (l, b) ∼ (319.
• 6, −13.
• 9), (317.
• 7, −15.
• 5), (299.
• 2, −24.
• 2) and (289.
• 1, −18.
• 0) are due to point sources that are now significant in a data set larger than the one used in 3FGL. These local residuals do not significantly affect the determination of the best-fit N H model; adding power-law models for these point sources in the γ-ray fitting increases lnL values by ∼180 for each gas model, but the best-fit α did not change. In the present analysis, we masked the IVA-dominated region 280
• ≤ l ≤ 290
• and −30
• , although these intermediate velocity clouds are extended across the whole longitude range around b = −25
• . Analyses excluding the region b ≤ −20
• did not change the conclusion that N H models of α ∼1.4 gives the best-fit model. For an explicit comparison with the results of Planck and Fermi Collaboration (2015) , we also performed γ-ray fitting with the ROI matching the analysis region adopted in their study, and confirmed that the best fit remained at α ∼ 1.4. Table 2 (ciso fix)
Energy range when ciso is fixed to 1.0. All the maps are pixelized into 0.
• 25 and are smoothed with a Gaussian of σ = 0.
• 5. The IVA-dominated region (280 model when ciso is allowed to vary: (a) data count map and (b) model count map, including background γ rays, and (c) model count map for the gas component (background γ rays are subtracted). The pixel size is 0.
• 25. The IVA-dominated region (280
• ) is masked.
Uncertainty due to the IC model
We adopted the IC model produced in GALPROP configuration 54 77Xvarh7S as a baseline model, with the scaling factor c IC allowed to vary to take into account uncertainties in the CR electron spectrum and the radiation field in the local ISM. This might not be sufficient for estimating uncertainties in the IC model because the spatial distribution of the intensity depends on the CR source distribution and the size of the Galactic halo in CRs (e.g., Ackermann et al. 2011; de Palma et al. 2013) . This baseline IC model assumes the CR source distribution adjusted to optimize the overall agreement between the GALPROP models and LAT observations (hereafter denoted by LAT-based CR source distribution, see Equation (2) in Ackermann et al. 2011 ) and the Galactic halo size of z h = 4 kpc. To investigate uncertainties in our τ 353 -based N H model due to uncertainties of the IC model, we examined two additional CR source distributions based on supernovae remnants (SNR) from Case & Bhattacharya (1998) and on pulsars from Lorimer (2004) , and two additional Galactic halo sizes, z h = 10 and 20 kpc. In total, 9 IC models (LAT-based, SNR-based, and pulsar-based CR source distributions in each of z h =4, 10, and 20 kpc) were tested. Figure 11 (a) compares the values of lnL obtained through the γ-ray analyses using these IC models with the scaling factors c IC and c iso allowed to vary. Here we examined α only from 1.2 to 1.5, because the lnL always peaked at α ∼ 1.3-1.4. All IC models show the highest lnL with the N H model with α = 1.4, indicating that α∼1.4 gives the best fit to γ rays even if we consider the uncertainty of the IC model. Figure 11 (b) similarly compares the relative lnL values obtained with the analyses keeping the isotropic terms fixed to 1.0. Two IC models (PSR-based and LAT-based CR source distributions with z h = 4 kpc) give the highest lnL at α = 1.4, while the other models show the highest values at α = 1.3. For comparison, we overlay the plots of lnL for the IC model giving the lowest values when c iso is allowed to vary ("SNR, z h 4" in panel (a)). All the plots with the fixed IC models show lower values of lnL than those of this IC model with c iso allowed to vary, which has the highest lnL at α = 1.4. This result indicates that the N H model with α = 1.4 is appropriate even if we take into account the uncertainty due to the IC model and the effect of coupling between the gas and isotropic components.
The N H distribution is primarily affected by the value of α, and Figure 11 (a) indicates that α ∼ 1.4 gives the best fit to the γ-ray data for all nine IC models tested. We also confirmed that the γ-ray emissivity is hardly affected by the IC model 10 . This is because the IC component is mainly coupled with the isotropic term. Therefore, in the following, we discuss the results obtained for the model with N H ∝ τ Figure 11 . Comparison of relative lnL among the different NH models (α = 1.2-1.5) with a set of IC models assuming the CR source distribution based on the LAT measurements (LAT), supernova remnants (SNR), and pulsars (PSR) in each of the Galactic halo sizes of z h = 4, 10, and 20 kpc. The scaling factor ciso is allowed to vary (a) and is fixed to the standard isotropic background model (b). In the panel (b), the result of the "SNR, zh4" case obtained in the panel (a) is plotted for comparison.
DISCUSSION
We performed γ-ray analyses with the τ 353 -based N H model, and found that the N H model with α ∼1.4 gives the best fit to the γ-ray data. Our N H model not relying on a uniform T s assumption enables us to measure the amount of cold H i, as a possible origin of the dark gas. Although γ-ray observations cannot determine constituents of the dark gas, we find through this study that the optically thick H i provides a possible interpretation to explain the dark gas. These results are mainly compared with a recent γ-ray study of the Chamaeleon region (Planck and Fermi Collaboration 2015) , in which a linear combination of each gas component (H i, CO and dark gas) is adopted for modeling the gas column density, where the optically thin approximation is adopted for the H i column density since it gives the best-fit to the γ-ray data among the N H i models assuming uniform T s . Figure 12 shows the τ 353 − W H i relations for various dust temperatures in the Chamaeleon region. Directions of the sky toward the molecular cloud regions with W CO > 0.6 K km s −1 (∼3 σ detection limit estimated from the signals around W CO = 0 K km s −1 ) are excluded. W H i in the optically thin condition is expressed by using the N H model in Equation (1),
τ 353 -W H i Relation in the Optically Thin Condition
The model lines with α = 1.0, 1.4 and 1.6 for Case 2 are overlaid on Figure 12 (a). The model curve with α = 1.0 deviates from the data points and a large number of points are distributed above the model line with α = 1.6. As described in Section 3.2.1, in high T d (> 22.5 K) area the H i emission was assumed to be optically thin. The tendency of a low H i optical depth in high T d regions is also found in a γ-ray analysis (see Appendix A). In this context, the model curve with α = 1.4 is more favored because its mildly curved line passes through the data points with lower τ 353 in the correlation plot, where the highest T d is observed. This result is consistent with our γ-ray analysis giving the best-fit N H model at α ∼ 1.4. Similar nonlinear relations were found in the Orion and Perseus molecular clouds (Roy et al. 2013; Okamoto et al. 2017) at column densities N H down to ∼1×10 21 cm −2 , which corresponds to τ 353 ∼ 1×10 −5
for our N H model and thus overlaps the τ 353 -W H i relationship of the Chamaeleon region.
With the nonlinear relation with α = 1.4, we evaluated the N H model among Cases 1-3. In Figure 12 (b), the model curves for Cases 1-3 with α = 1.4 are overlaid. These model curves for the optically thin H i cover the left side (lower τ 353 with high T d ) of the correlation plot, in the order from Cases 1, 2 and 3 from the left to right. Case 3 is not favored because of the large number of data points in the highest T d (> 21.5 K) area above the optically thin line. Case 2 is applicable since this line goes through the center of the correlation plot having a number of data points with higher T d , in agreement with the assumption adopted here. Case 1 is also possible because the model curve goes through the data points with the lowest τ 353 , where the highest T d is expected. We therefore adopted the N H models with α = 1.4 for Cases 1 and 2 as our baseline models, and discuss gas properties and γ-ray emissivities based on them (Sections 5.2 and 5.3).
The nonlinear relation with α ∼ 1.4 may indicate dust evolution in the Chamaeleon region, as suggested in the Orion molecular cloud having an increase of the dust opacity by a factor of 2-3 for column densities N H in the range ∼ 1-30×10 21 cm −2 (Roy et al. 2013) . Similar variations of the dust opacity in the diffuse H i medium are also suggested and possible interpretation based on dust composition/structure is discussed (e.g., Martin et al. 2012 ; Planck Collaboration 2014c). It is not clear that the same interpretation (i.e., dust evolution) can be applied to the low-density medium (N H 1×10 21 cm −2 ) of the Chamaeleon region. In this study, we assume that the gas column density is expressed as a monotonically increasing function of τ 353 for the entire cloud complex. Although it gives the best fit at α ∼ 1.4 on average, the γ-ray data/model ratio map in Figure 8 shows several residuals still remained in the diffuse medium. For a proper interpretation of the nonlinear relation, we need more accurate modeling of the N H , considering possible variations of the τ 353 dependence especially for the low-density medium. 
Mass and Spatial Distribution of the Neutral Gas
5.2.1. X CO Using two N H models, Cases 1 and 2, we derive X CO to estimate molecular gas mass in the Chamaeleon region. The total column density is expressed as a sum of the column densities of the atomic and molecular hydrogen 11 ,
By substituting X CO ( N H2 /W CO ) into Equation (6), the relation between W CO and N H can be expressed as (Table 3) . If we change the upper limit of the fitting range down to 7 K km s −1 or up to 9 K km s −1 , the decrease/increase of X CO is less than the statistical errors. Possible existence of the molecular gas with weak W CO (below the ∼3 σ detection limit) may change the value of X CO . Fitting with all the data points with W CO < 8 K km s −1 (including negative W CO ) increases the X CO , 1.17 ± 0.05 stat and 0.96 ± 0.04 stat (×10 20 H 2 -molecule cm −2 K −1 km −1 s) for Cases 1 and 2, respectively. This is due to data points with small N H around W CO = 0 K km s −1 . The different values of X CO depending on the fitting range would be due to spatially variation of X CO in molecular clouds (e.g., Shetty et al. 2011) . In order to discuss average X CO in the Chamaeleon region and compare the results with previous observational studies, we here adopt the X CO derived with the data points, 0.6 K km s −1 < W CO < 8 K km s −1 . The intercept in Equation (7) corresponds to the N H i at W CO = 0 K km s −1 across the region of the sky that we are considering. The fitting with a simple linear function makes the intercept fixed to a certain value, which may bias the obtained X CO , because the N H i around the molecular clouds should have some variation. The above fittings for Cases 1 and 2 give the values of intercept, N H i = 1.9 × 10 21 cm −2 and 1.6 × 10 21 cm −2 , respectively. To examine the effect on the X CO by the variation of the intercept, we used N H i maps with uniform T s (50 K, 100 K and optically thin) in Equation (7) and derived the values of X CO by the same method with the W CO -N H correlation plots. Although these N H i maps yield variations of the intercept, (2.6-5.2) × 10 21 cm −2 and (0.9-3.5) × 10 21 cm −2 for Cases 1 and 2, respectively, the values of X CO do not change significantly (within the statistical errors) in both cases. This indicates that the average X CO obtained in this method is robust against the uncertainty of the intercept.
The derived X CO values are consistent with the LAT study based on a joint analysis with the Planck dust model (X CO ∼0.7 × 10 20 H 2 -molecule cm Planck and Fermi Collaboration 2015) . This consistency in spite of the very different method of modeling the gas column density (i.e., a linear combination of H i, CO and dark gas, and a total column based on τ 353 ) between the two studies, indicates a robustness of the measured X CO in the Chamaeleon region.
Gas Masses
We then estimated the masses of the atomic hydrogen components. The total gas mass (M tot ) depends on the distance and column density,
where d is the distance for the clouds, m H is the mass of a hydrogen atom, and µ = 1.41 is the mean atomic mass per H atom (Däppen 2000) . Under the assumption of the distance to the Chamaeleon region ∼150 pc , M tot for the entire ROI is estimated to be ∼7.3 × 10 4 M (Case 1) and ∼6.0 × 10 4 M (Case 2). The gas mass of the atomic gas component for the optically thin case (M H i thin ) is calculated from N *
4 M . The gas mass of the molecular hydrogen traced by CO (CO-bright H 2 ; M H2,CO ) is expressed as,
If we apply the obtained X CO to Equation (9), M H2,CO for Cases 1 and 2 are estimated to be ∼0.37 × 10 4 M and ∼0.31 × 10 4 M , respectively. In both cases, the sum of M H i thin and M H2,CO is smaller than M tot , indicating a large contribution of the gas not traced by CO nor optically thin H i (i.e., dark gas). The mass of the dark gas M DG is calculated by subtracting M H i thin and M H2,CO from M tot , and is derived to be ∼2.6 × 10 4 M (Case 1) and ∼1.4 × 10 4 M (Case 2). These gas masses of each component are summarized in Table 3 . While M tot in Case 2 is comparable to that of Planck and Fermi Collaboration (2015) (see Table 4 in that paper), Case 1 is more massive by ∼20% compared to Case 2. Similarly, M DG is larger in Case 1, and is ∼50% less in Case 2. The fraction of M DG /M H i thin is ∼0.6 and ∼0.3, and that of M DG /M H2,CO is ∼7 and ∼5 for Cases 1 and 2, respectively. Compared to gas masses estimated in Planck and Fermi Collaboration (2015) , which derives M H2,CO ∼4.5 × 10 3 M and M DG ∼9.0 × 10 3 M , our M H2,CO is ∼20-30% lower, whereas the M DG is larger by a factor of 1.5-3. Our ROI does not include CO clouds in the Musca region and a part of the Cha East II (see Figure 2 in Planck and Fermi Collaboration 2015) , possibly lowering the M H2,CO of this study. In both Cases 1 and 2, we found that the dark gas is the second largest contribution to the total gas mass. In the following section, we discuss possible origins of the dark gas based on the two major hypotheses, optically thick H i (e.g., Fukui et al. 2014 Fukui et al. , 2015 and CO-dark H 2 (e.g., Wolfire et al. 2010; Smith et al. 2014 ). which includes scattered ones deviating from the linear relation seen in lower W CO . 
Origin of Dark Gas
We first examine whether the gas distribution obtained through γ-ray data analysis can be understood in the optically thick H i scenario. A brightness temperature (T b ) for the H i emission at the radial velocity v is given by the radiation transfer equation,
where T bg is the background continuum radiation temperature. T s (v) and τ H i (v) are given respectively by a harmonic mean of the spin temperatures of each H i-emitting region at the velocity v on the line of sight (e.g., Fukui et al. 2018) and an integration of their optical depths. If we assume a single boxcar spectrum on the line of sight with the spectral width of ∆V H i , T s (v) and τ H i (v) in Equation (10) are expressed by single values independent of v, and thus the H i
On the other hand, τ H i , an effective average optical depth on the line of sight, is derived as follows from a theory of H i spin flip transition,
which can be derived by a method described in Appendix C. We applied the single values of T s and τ H i for the H i gas on the line of sight in the Chamaeleon region, where contribution from the local gas is dominant in the total H i emission. Using Equations (11) and (12), the H i integrated intensity is expressed as,
Assuming that the H i column density can be expressed by a function of τ 353 (see Section 3.2.1), a theoretical model curve of W H i is expressed as,
which can be also expressed in terms of T s instead of τ H i ,
As shown in Appendix C, typical ∆V H i (defined as W H i divided by peak brightness temperature) for the Chamaeleon region is given as 10 km s −1 (∼70% of the distribution is covered by ∆V H i = 7.5-12 km s −1 ). We also derived line widths (FWHM) for the local gas component of each pixel by fitting their H i spectrum with a Gaussian function after separating the spectrum into the local, IVA and the Galactic disk components. The average line width was found to be ∼10 km s −1 . Assuming a single H i spectral line with ∆V H i = 10 km s −1 on the line of sight and T bg = 2.7 K (cosmic microwave background radiation), Equations (14) and (15) with several τ H i and T s for Cases 1 and 2 are overlaid on the τ 353 -W H i correlation plots in Figures 14(a) and (b) . We confirmed that the model curves of low T s (high τ H i ) generate smaller slopes, which is the same trend for data of low T d in the correlation plot. This can be naturally understood since the ISM environment with low T d is likely to be low T s . Case 1 shows possible variation of the H i optical depth (τ H i 0.5) even in the high T d area. The τ 353 values in the high T d area (τ 353 ∼ 0.5×10 −5 ) in the Chamaeleon region are ∼5 times larger than those in the high-latitude sky (τ 353 ∼ 0.1×10 −5 ; see Figure 5 ), which may correspond to a slight increase of the H i optical depth. We then discuss gas properties in Cases 1 and 2 as a possible N H model in the optically-thick H i scenario, that the depending on T d in scatter plots can be interpreted as the optically thick H i gas.
By solving simultaneously Equations (11) and (12) with Cases 1 and 2 by using Newton's method, we derived τ H i and T s values 12 . Figure 15 shows mass-weighted histograms of τ H i and T s at ∆V H i = 10 km s −1 , and N H i (atomic gas component in the N H model, where the significant W CO 0.6 K km s −1 (∼3 σ) is not detected). In the N H i histogram, the optically thin case (i.e., N * H i = 1.82×10
18 ·W H i ) is also plotted. The average values of τ H i , T s and N H i at ∆V H i = 10 km s −1 are summarized in Table 4 . The values of τ H i and T s do not change significantly even if we apply the ∆V H i obtained from the fits of a Gaussian to each pixel. Assuming a uniform ∆V H i = 10 km s −1 , H i gas with high optical depth (τ H i > 1) in Case 1 accounts for ∼35% of the total mass of the H i gas and it gives ∼1.6 times higher N H i than N * H i . In Case 2, mass fractions for high τ H i (> 1) is reduced to ∼15%, resulting in a ratio of ∼1.35 for N H i to N * H i . In Figure 16 , we summarize the maps for Cases 1 and 2, which show distributions of τ H i and T s at ∆V H i = 10 km s −1 , ratio of N H i /N * H i , subtracted column density (N H i − N * H i ), and the total column density (N H ) which includes the molecular cloud regions. In Case 1, H i gas with high τ H i and low T s is distributed more extensively than Case 2, and most of the gas is distributed in regions with N H i /N * H i
and
The fraction of the optically thick H i is similar to that obtained by an analysis of Perseus molecular clouds (Okamoto et al. 2017) . On the other hand, the massive H i gas in Case 2 is localized around the molecular clouds. The N H i /N * H i and N H i − N * H i maps in Case 2 exhibit similar distributions to the dark gas measured in Planck and Fermi Collaboration (2015) (see Figure 8 in that paper), and the resulting column density of N H i − N * H i around the molecular clouds 1 × 10 21 cm −2 is nearly consistent with their measurements. These results are consistent with the scenario of the optically thick H i as a main constituent of the dark gas (e.g., Fukui et al. 2018) .
Whereas our τ 353 -based N H model gives larger N H (especially in Case 1) than that of Planck and Fermi Collaboration (2015) , the N H values in the high T d regions with the optically thin H i and in the high-density regions (3-5 × 10 21 cm −2 ) in the molecular clouds are almost consistent between the two studies. This may suggest that Planck and Fermi Collaboration (2015) misses the cold H i in or around the dark-gas medium. Murray et al. (2018) discuss a large difference of the N H relative to N * H i between the H i emission-absorption measurements and the τ 353 -based N H model. This τ 353 -based N H model does not take into account the nonlinear effect, which decreases significantly the column density in the high-density region (by a factor of 2-3). Figure 15 in Fukui et al. (2018) shows the difference of the values of N H i /N * H i between their simulation and the result of the H i emission-absorption measurements (Heiles & Troland 2003) . In Figures 17(a) and (b), we show similar plots for the τ 353 -based N H model with α ∼ 1.4 for Cases 1 and 2, respectively (the horizontal axis is the product of the velocity width and τ H i of each pixel). In Case 1, both the values of τ H i ×∆V H i and N H i /N * H i are larger that those of the emission-absorption measurements, suggesting that the Chamaeleon region is relatively optically thick in the local ISM. In Case 2, the values of τ H i ×∆V H i are almost consistent with those of the emission-absorption measurements, while the N H i /N * H i is larger, giving a distribution of the data points similar to the simulation by Fukui et al. (2018) . The cause of the discrepancy with the emissionabsorption measurements is not clear. This is a question remaining for future studies of the local ISM in modeling the N H with τ 353 . Table 4 ). The other possibility of the origin of excess gas is CO-dark H 2 . If the atomic gas component can be regarded as optically thin or approximately expressed by a uniform T s higher than ∼100 K, the excess gas would be dominated by CO-dark H 2 . Under the assumption of the optically thin H i, mass fractions of the excess gas to the total gas (M DG /M tot ) and to the total molecular gas (M DG /(M H2,CO +M DG )) are calculated as shown in Table 3 . Planck and Fermi Collaboration (2015) derives that M DG /M tot and M DG /(M H2,CO +M DG ) are ∼0.15 and ∼0.65, respectively, in the case of the CO-dark H 2 as the entirety of the dark gas (see Table 4 in Planck and Fermi Collaboration 2015) . Our results of Cases 1 and 2 give larger fractions of CO-dark H 2 compared to the results of Planck and Fermi Collaboration (2015) . A massive CO-dark H 2 component is suggested in the theoretical investigation of Wolfire et al. (2010) . Compared with their simulations yielding ∼0.3 mass fraction of CO-dark H 2 to the total molecular gas, our result gives ∼3 times higher fraction of M DG . The total column density of the Chamaeleon in this study is typically a few × 10 21 cm −2 across the molecular cloud complex (see the N H maps in Figure 16 ), whereas the simulation performed by Wolfire et al. (2010) assumes the column density of 1.5 × 10 22 cm −2 in a spherical cloud. The relatively higher column density and a simple geometry for the cloud in the simulation may explain the difference of the excess gas fraction. More detailed theoretical investigations combined with observational results are needed to obtain strong evidence for the scenario of CO-dark H 2 .
In the current study, we cannot accurately determine the mass fraction and the main constituent of the dark gas. 
, and NH (×10 20 cm −2 ) for Case 1 (left) and Case 2 (right). The pixel size is 0.
• 125. The thick contour lines represent W CO at 0.6 K km s −1 (∼3 σ). Data with W CO > 0.6 K km s However, our results show a possibility that the dark gas can be substantially explained by not only CO-dark H 2 but also optically thick H i in terms of the spatial distribution and the scale of column density. 
Gamma ray Emissivity Spectrum
Finally, we discuss the γ-ray emissivity spectrum obtained with our column density model. To investigate the spectral shape in more detail, we used a finer energy binning, with 11 logarithmically spaced intervals of 0.2 dex for 0.25-15 GeV but 0.4 dex for 15-100 GeV to compensate for low photon statistics. The obtained γ-ray emissivities in each energy bin for Cases 1 and 2 are summarized in Table 5 . Figure 18 shows the obtained γ-ray emissivity spectrum: the black points for Case 1 and the shaded area indicating the difference between Cases 1 and 2 with a peak-to-peak range of ∼20%. The systematic uncertainty due to the IC model (9 IC models examined in Section 4.2) is 5%, indicating that the uncertainty in the spectrum mainly arises from our N H model. For comparison, we show the following three other emissivity spectra obtained by recent LAT studies, in which a uniform T s or the optically thin approximation are applied: (i) initial result for the Chamaeleon region with T s = 125 K (Ackermann et al. 2012c ), (ii) recent result obtained by a joint analysis with Planck dust data for the Chamaeleon region under the optically thin approximation (Planck and Fermi Collaboration 2015) and (iii) result of the local H i emissivity in high latitude regions of the sky with T s = 140 K (Casandjian 2015) . In the same figure, we plot models for the local interstellar spectrum (LIS) deduced from direct measurement of CRs, with a nuclear enhancement factor 13 = 1.84 (Mori 2009 ). To show the uncertainty of the LIS model, the spectrum for = 1.45 (the lowest value referred to in Mori 2009) is also plotted. Across the whole energy range, the spectral shape agrees well among these observations and models, suggesting that the CR nuclei have similar spectral distribution throughout the vicinity of the solar system. The obtained γ-ray emissivity is consistent with the local H i emissivity (Casandjian 2015) having a similar spectrum to the LIS with = 1.84, and the initial LAT result for the Chamaeleon region 14 . We note that systematic uncertainty due to the LAT effective area ( 10%)
15 yields additional uncertainty between the different analysis regions. Among the spectra in Figure 18 , Planck and Fermi Collaboration (2015) shows significantly higher emissivities, 1.2-2 times larger than those of our results. In their analysis, the H i gas lying along the line of sight is separated into local, intermediate (IVA), and more distant Galactic components, and the optically thin approximation is applied to the H i column density, because it provides a better fit to the γ-ray data than other column density models assuming a uniform T s . For the local ISM in the Chamaeleon region and the IVA clouds, a different γ-ray emissivity within ∼20% is suggested (see Figure 6 in Planck and Fermi Collaboration (2015) ). Therefore, modeling separately the column density of the interstellar gas structures lying along the line of sight could provide γ-ray emissivity that is different from our result by up to 20%. The cause of the observed large difference (factor of 1.2-2) is not clear. One possibility is that it is due to the assumption of the uniform spin temperature (or optically thin approximation); the γ-ray fitting with the N H i model with a uniform spin temperature may bias the estimate of the true gas column density. On the other hand, our τ 353 -based N H model traces the amount of gas depending on the variation of gas temperature, possibly allowing a more accurate measurement of the γ-ray spectrum. However, the data/model ratio map for our N H model (Figure 8 ) yields relatively large residuals especially in the diffuse medium. Such spatially extended residuals are not found in the photon-count residual map of Planck and Fermi Collaboration (2015) (see top-middle panel in Figure 5 in that paper). Detailed investigations of uncertainties due to the assumptions in each column density model (e.g., uniform T s in the atomic gas; total column density model as a function of the dust optical depth) and examining these gas models with studies of divided small regions and other interstellar molecular clouds will give a hint about the different γ-ray emissivities. Although the accurate measurement of the γ-ray emissivity (CR density) is still controversial, our τ 353 -based N H model proportional to the ∼1.4 power can sufficiently represent the generally recognized local γ-ray emissivity spectrum.
13 Correction terms to take into account the contribution from nuclei heavier than protons in both CRs and interstellar matter 14 The systematic uncertainty is ∼20%, which is estimated by changing Ts (100 K -optically thin) and applying several diffuse background models. Figure 18 . Gamma-ray emissivity spectrum obtained with our NH model: black points (Case 1) and shaded area (the maximum and minimum values are the results of Cases 2 and 1, respectively). Red and green points are results from the LAT studies for the Chamaeleon region reported in Ackermann et al. (2013) and Planck and Fermi Collaboration (2015) , respectively, and blue points indicate local H i emissivity measured by Casandjian (2015) . Model curves based on the LIS with M = 1.84 and 1.45 are overlaid.
CONCLUSIONS
We conducted a Fermi-LAT γ-ray analysis for the Chamaeleon molecular-cloud complex by using a total gas column density (N H ) model based on the dust optical depth (τ 353 ) obtained from the Planck thermal dust emission model. We applied several N H models and found that τ 353 as a function of ∼1.4 power of N H gives the best fit to the γ-ray data. These N H models also trace well the correlation between τ 353 and W H i . The nonlinear relation may suggest dust evolution effects related to the surrounding interstellar radiation field. Using these N H models, we derived the X CO factor and gas mass, taking into account uncertainties due to the N H model. The X CO is found to be (0.63-0.76) ×10 20 H 2 -molecule cm −2 K −1 km −1 s, which is comparable to that estimated by a previous LAT γ-ray study. The total gas mass is estimated to be (6.0-7.3) × 10 4 M , of which the mass of excess gas not traced by H i surveys (under the assumption of a uniform spin temperature) and CO line surveys is 20-40%. The excess gas amounts to a large fraction (30-60%) of the mass of atomic gas in the optically thin case and shows a larger mass by a factor of 5-7 than the mass of gas traced by CO. The origin of excess gas is discussed based on the optically thick H i and CO-dark H 2 scenarios. If we allow arbitrary H i optical depth, the τ 353 -W H i scatter correlation can be explained well by a W H i model curve with high H i optical depths (τ H i 1) and the N H model shows a possibly large extent of the optically thick H i around the molecular clouds with column densities above ∼1 × 10 21 cm −2 . Another possible scenario of the origin of the excess gas, CO-dark H 2 , cannot to be ruled out in this study. We also derived a γ-ray emissivity spectrum using these N H models. The obtained spectrum agrees well with the local H i emissivity measured by the LAT.
Our τ 353 -based N H model, not relying on the assumption of uniform T s , shows that τ 353 as a function of ∼1.4 power of N H approximately traces the interstellar gas across the different gas phases in the Chamaeleon region. More detailed analyses for smaller regions and a comparison with other interstellar clouds will help to understand the local ISM, the contribution of the optically thick H i, and to reveal a more accurate CR spectrum in the solar neighborhood.
APPENDIX

A. H i OPTICALLY THIN ASSUMPTION FOR REGIONS WITH HIGH DUST TEMPERATURE
We adopted the optically thin approximation in the H i emission in areas with high T d to model the gas column density based on the τ 353 -W H i relationship. The validity of this approximation is examined with a γ-ray analysis for the Chamaeleon region as described below. We prepared N * Figure A1 . These N * H i maps are fitted to the γ-ray data simultaneously together with the NANTEN W CO (Figure 1(b) ) and other background components of the IC, isotropic and point-source models adopted in the baseline analysis (Section 4.1). The scaling factors of the diffuse background models c IC and c iso were kept free. Fitting results are summarized in Table A1 . Figure A2 indicates the obtained γ-ray emissivity spectrum from 0.25 to 10 GeV. Data above 10 GeV do not give significant constraints on the γ-ray emissivity due to the low statistics of the high-energy photons especially in the diffuse medium with T d ≥ 20 K. If the N * H i maps trace the gas around the molecular clouds, the obtained γ-ray emissivity does not change significantly among the different T d intervals (under the assumption of a uniform CR density). However, the obtained emissivity clearly shows a T d dependency; gamma-ray emissivity is the lowest in the highest T d range (≥ 20 K) and becomes higher with decreasing T d . This indicates that the N H i model with the optically thin assumption underestimates the true N H in lower T d areas. In the lowest T d area (≤ 18 K), N H should be underestimated because significant contribution from the dark gas is expected. On the other hand, the emissivity becomes higher even in 19 K ≤ T d ≤ 20 K, where the H i gas should be dominant. This result is consistent with that the H i optical depth becomes higher with decreasing T d . We note that the large variation of c iso among the energy bands does not affect the obtained γ-ray emissivities: a similar T d dependency was confirmed when we fixed c iso = 1.0. The obtained c IC are higher than those of our τ 353 -based N H model (Table 2 ). An analysis with c IC fixed to the values in Table 2 showed γ-ray emissivity spectra with a similar T d dependency. The optically thin assumption in the high T d area is compatible. Figure A2 . Gamma-ray emissivity spectra obtained by a γ-ray fitting with N * H i models sorted into four T d intervals.
B. CORRELATION BETWEEN 13 CO J=1-0 AND THE N H MODEL We here summarize 13 CO J=1-0 data obtained with NANTEN observation toward the Chamaeleon region (Hayakawa et al. 1999; Hayakawa et al. 2001) in Figure B3 . The correlation between the 13 CO J=1-0 line and the N H model (Case 2) has a correlation coefficient (at W CO > 0.75 K km s −1 ; ∼3 σ) 0.87, which is higher than that of the 12 CO J=1-0 (0.75). The 13 CO data still have a weak correlation even at N H 0.3 × 10 22 cm −2 where most of the data deviate significantly from the linear relation in the 12 CO data. This suggests that the large deviation for W CO 8 K km s −1 is due to the optical thickness in the 12 CO line. 
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C. H i OPTICAL DEPTH DERIVED FROM THE SPIN FLIP TRANSITION
We present here how to derive τ H i from the H i spin flip transition. If we let the lower and upper energy states l and u determined by the spin direction in an atomic hydrogen, and the Einstein coefficient for spontaneous emission A ul , absorption coefficient κ ν for the H i 21 cm emission under thermal equilibrium is given by (e.g., Draine 2011),
where c is light speed, h is the Planck constant, k is the Boltzmann constant, n(H i) is number density of the H i gas and φ(ν) is the line shape function of the H i emission. The H i optical depth τ ν , an effective average optical depth over the line profile, is derived by integration of κ ν with respect to pathlength s, and is given with Equation (C1) as follows,
where N H i (= n(H i)ds) is the H i column density for the line of sight.
The line shape function of the spectrum is expressed as φ(ν) = 1 ∆ν , where ∆ν is the frequency width of the spectrum and is converted to the spectral width in radial velocity (∆V H i ) by ∆ν = ν c ∆V H i . Then τ ν in Equation (C2) can be solved as follows, 
