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PENYELESAIAN PERSAMAAN DIFERENSIAL PARSIAL 




Penyelesaian persamaan diferensial parsial merupakan model matematis 
yang diterapkan untuk menyelesaikan kasus fisis yang didasarkan pada 
prinsip atau hukum tertentu yang menyatakan keadaan alami suatu materi. 
Pada penelitian ini, dibuat suatu model yang digunakan untuk menentukan 
solusi persamaan diferensial parsial dengan pendekatan artificial neural 
network. Ide ini didasari dari konsep feedforward neural network yang 
memetakan fungsi tertentu secara maju tanpa ada koneksi feedback. Model 
ini dibagi menjadi dua bagian yaitu bagian fungsi yang menghitung masalah 
syarat batas dan keadaan awal sistem dengan parameter tetap, dan bagian 
model neural network dengan pengaturan parameter bobot yang diubah-
ubah. Dalam penelitian ini, dilakukan penghitungan kasus persamaan 
Laplace dan persamaan difusi dengan syarat batas Dirichlet dan Neumann, 
dengan arsitektur single layer feedforward neural network yang berisi 10 
neuron pada hidden layernya. Kemudian hasil pendekatan neural network 
dibandingkan dengan solusi eksak dan solusi numerik biasa. Dari hasil 
perbandingan tiap model, penyelesaian persamaan diferensial parsial 
memiliki akurasi yang mendekati solusi numerik, sehingga dapat dijadikan 
sebagai alternatif penyelesaian persamaan diferensial pada kasus syarat batas 
Dirichlet. 
Kata Kunci: Feedforward neural network, persamaan diferensial parsial, 







SOLVING PARTIAL DIFFERENTIAL EQUATION WITH 




Solving Partial Differential Equation (PDE) is a mathematics modelling 
which is applied to solve physics cases based on natural principles 
phenomena and the laws regarding the property of matters. This study was 
conducted to get a model to determine the solution of partial differential 
equation with artificial neural network approximation. The notion of this 
study was based on the concept of feedforward neural network, mapping any 
function in forward without any feedback connection. The model was 
divided into two parts; the first part satisfies the boundary condition and the 
initial conditions of the problem, while the second part contains the neural 
network architecture with adjustable weight parameter which was 
constructed to approximate the solution of PDE. This study presented the 
method to solve Laplace equation and diffusion equation in the case of 
Dirichlet and Neumann boundary conditions. The solution was modeled by 
constructing a single layer feedforward neural network with 10 neurons in a 
hidden layer. Then, the result of PDE approximation was compared with 
exact solution and ordinary numerical method. From the comparison of each 
model, it was concluded that solving PDE with artificial neural network can 
be an alternative to determine the solution through its accuracy as it is 
comparable with exact solution in Dirichlet boundary problem. 
Keywords: Feedforward neural network, Different partial equation, 
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1.1 Latar Belakang 
Solusi numerik dari persamaan diferensial biasa dan persamaan 
diferensial parsial dapat dihitung secara konvensional dengan 
pendekatan finite element, finite volume, dan finite difference dengan 
memperhatikan diskritisasi domainnya. Solusi pendekatan yang 
dilakukan pada FEM dan FVM adalah dengan mencacah sejumlah titik 
pada bagian persamaan diferensialnya terhadap domain ruang dan 
waktu. Dari hasil diskritisasi tersebut akan diperoleh sistem linear 
aljabar yang dinyatakan dalam suatu operasi matriks. Pada proses 
komputasinya, tiap langkah pada domain ruang dinyatakan dalam 
skema grid/mesh, yang mana pada proses ini membutuhkan 
computation cost cukup besar. Solusi lain yang lebih sederhana yaitu 
dengan FTCS (forward time central space) yaitu menyelesaikan 
persamaan diferensial secara diskrit dengan mencacah berdasarkan 
penurunan secara maju pada domain waktu dan penurunan di tengah 
pada domain ruangnya, akan tetapi solusi ini sering menghasilkan nilai 
error yang besar karena hasil truncation. 
Dalam artificial neural network, terdapat ide untuk melakukan 
pemetaan suatu fungsi di konsep classifier yaitu pengklasifikasian objek 
dengan memanfaatkan persamaan linear , 𝑦 = 𝑓 ∗ (𝑥) untuk meregresi 
data (Goodfellow, Bengio, & Courville, 2016). Jika algoritma pemetaan 
fungsi dapat dilakukan dengan neural network, maka penghitungan 
suatu fungsi tertentu akan mungkin diselesaikan dengan algoritma 
neural network.  
Artificial Neural Network merupakan bagian dari algoritma 
machine learning yaitu algoritma yang dapat belajar melalui data. 
Dalam hal ini algoritma machine learning akan mengerjakan sutau 
program yang akan belajar dari data sebelumnya berdasarakan perintah 
yang diberikan, kemudian performa tersebut diukur untuk 
mengimprovisasi proses belajar dari program tersebut. Dalam bidang 
data analitik atau data science, beberapa algoritma machine learning 
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dapat digunakan untuk membantu dalam proses simulasi dan 
pemodelan.  
Ide pengembangan neural network selanjutnya adalah 
pengaplikasian algoritma tersebut untuk menganalisa sistem yang lebih 
kompleks seperti proses fisikal, biologi, maupun pada sistem 
keteknikan. Dalam beberapa penghitungan sistem fisis, sering dihadapi 
masalah penyimpulan hasil dari satu perhitungan dari data akuisisi yang 
bersifat parsial. Hal tersebut mendasari bagaimana algoritma machine 
learning dapat diterapkan pada komputasi fisis untuk mendapatkan 
kesimpulan yang tepat dari data parsial yang tersedia. Neural network 
akan ditraining untuk menyelesaikan kasus supervised learning yang 
sesuai dengan hukum fisika yang dinyatakan dalam persamaan umum 
non-linear diferensial parsial.  
Untuk menyelesaikan permasalahan model persamaan yang 
sederhana, dapat dilakukan dengan membuat multilayer percepton, 
yaitu neural network sederhana tanpa melibatkan hidden layer 
(Zaccone, 2016). Bentuk lain dari pendeketann berikutnya yaitu dengan 
memanfaatkan arsitektur feedforward neural network untuk 
menyelesaikan persamaan diferensial sehingga didapatkan pendekatan 
penghitungan yang mudah dan akurat (Chiaramonte & Kiener, 2013; 
Hayati & Karami, 2007).  
Dengan menerapkan arsitektur neural network, diharapkan dapat 
mengatasi masalah non-linear tanpa menentukan asumsi sebelumnya, 
linearisasi, atau pengaturan diskritisasi time-step pada penyelesaian 
persamaan diferensial parsial secara numerik. Paradigma metode ini 
merupakan paradigma baru dalam dunia modeling dan komputasi yang 
diperkaya dengan kerangka berpikir neural network dan automasi di 
perkembangan teori fisika matematika. Pada penelitian sebelumnya, 
penggabungan konsep neural network untuk pemecahan kasus fisis 
diterapkan pada konteks Physics Informed Neural Network yaitu 
diklasifikasikan pada dua masalah utama yaitu: solusi berdasarkan data 
(data-driven solution) (Yeo & Melnyk, 2019) dan penelitian bedasarkan 
data (data-driven discovery) pada penyelesaian persamaan diferensial 
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(Raissi, Perdikaris, & Karniadakis, 2017). Kemudian, pada 
perkembangan berikutnya diterapkan metode yang serupa untuk 
penyelesaian persamaan diferensial secara Deep Galerkin Network 
(DGM) yaitu penyelesaian dengan memanfaatkan neural network yang 
didalamnya terdiri atas kombinasi linear dari beberapa fungsi seperti 
pada metode penyelesaian Galerkin (Sirignano & Spiliopoulos, 2018). 
Dalam penelitian ini akan dilakukan pendekatan penghitungan pada 
persamaan diferensial yang dikembangkan untuk menghitung 
persamaan diferensial pada kasus difusi. Proses penghitungan pada 
kasus persamaaan diferensialnya dilakukan dalam 2 bentuk, yaitu 
penghitungan pada syarat batas dan kondisi awal, kemudian pendekatan 
kedua yaitu penghitungan persamaan diferensial dengan model neural 
network (Lagaris, Likas, & Fotiadis, 1998). Kerangka kerja yang 
diterapkan yaitu dengan membuat model neural network yang mampu 
melakukan pendekatan fungsi untuk masalah persamaan diferensial 
secara feedforward, yang mana bagian tersebut merupakan elemen 
utama untuk melakukan pendekatan yang melibatkan pengaturan 
parameter bias dan bobot. 
1.2 Rumusan Masalah 
 Dari latar belakang tersebut, maka diperoleh beberapa rumusan 
masalah sebagai berikut: 
● Bagaimana penerapan model artificial neural network 
untuk menyelesaikan persamaan diferensial parsial? 
● Bagaimana permasalahan syarat batas persamaan 
diferensial parsial dapat diselesaikan dengan neural 
network? 
● Bagaimana perbandingan perhitungan persamaan 
diferensial parsial dengan neural network jika 




1.3 Batasan Masalah 
Pada Penelitian ini permasalahan dibatasi pada hal-hal berikut: 
• penghitungan akurasi prediksi model neural network yang 
digunakan untuk menyelesaikan kasus difusi yang 
dibandingkan terhadap solusi analitik. Kecepatan 
penghitungan tidak menjadi fokus pada penelitian. 
• Kasus persamaan diferensial yang diselesaikan adalah 
persamaan diferensial yang bersifat homogen dan 
permasalahannya didekati dengan boundary value 
problem. 
1.4 Tujuan 
 Dari latarbelakang dan rumusan masalah, maka tujuan dari 
penelitian ini yaitu: 
● Mengetahui bagaimana menerapkan model neural 
network dapat menyelsaikan persamaan diferensial 
parsial; 
● Mengetahui cara penentuan syarat batas untuk 
penyelesaian persamaan diferensial parsial dengan 
pendekatan neural network; 
● Mengetahui perbandingan persamaan diferensial 
parsial yang dihitung secara numerik dengan 
pendekatan neural network dengan metode numerik 
biasa. 
1.5 Manfaat 
Manfaat dari penelitian ini yaitu: 
● Diperoleh suatu metode yang efektif pada penyelesaian 
persamaan diferensial secara numerk dengan model 
neural network. 
● Menemukan solusi untuk mengatasi syarat batas dan 






2.1 Persamaan Diferensial  
Persamaan diferensial merupakan bentuk persamaan yang 
mengandung unsur derivative (turunan) (Boyce & DiPrima, 2001). 
Turunan merupakan perubahan terkecil dari suatu fungsi terhadap 
varibel tertentu. Perubahan yang sangat kecil ini merupakan delta 
dengan nilai yang mendekati nol. Biasanya dinyatakan dengan bentuk 
limit. Missal pada turunan suatu fungsi 𝑈(𝑥) yang diturunkan terhadap 








Bentuk persamaan difenrensial dibagi menjadi dua yaitu 
persamaan diferensial biasa dan persamaan diferensial parsial. Bentuk 
umum persamaan diferensial biasa pada 𝑛-orde dapat dinyatakan 
dengan : 
𝐹(𝑥, 𝑦(𝑥), 𝑦′(𝑥),… , 𝑦(𝑛)) = 0 (2.1) 
Jika diketahui persamaan diferensial biasa pada orde pertama 
dengan kondisi awal tertentu maka persamaan diferensial tersebut dapat 
dinyatakan sebagai berikut: 
𝑦′(𝑥) = 𝑓(𝑥, 𝑦(𝑥))
𝑦(𝑥0) = 𝑦0
 (2.2) 
Dalam persamaan (2.2) 𝑓 merupakan fungsi real atas dua variabel 𝑥, 𝑦 
dan 𝑥0, 𝑦0 yang bersifat real. Untuk persamaan diferensial biasa orde 
dapat ditulis dengan persamaan berikut: 
𝑦′′(𝑥) = 𝑓(𝑥, 𝑦(𝑥), 𝑦′(𝑥)) (2.3) 
Persamaan (2.3), memiliki solusi umum dengan dua parameter yang 
berkaitan dengan keadaan awal, yang dapat dinyatakan sebagai berikut: 
𝑦′′(𝑥) = 𝑓(𝑥, 𝑦(𝑥), 𝑦′(𝑥))




Pada persamaan (2.4) variabel 𝑦0  dan 𝑦1telah diketahui nilainya. 
Sebuah persamaan diferensial parsial orde dua untuk suatu 
fungsi 𝑢(𝑥, 𝑦) dapat dinyatakan dalam persamaan berikut: 
𝐹(𝑥, 𝑦, 𝑢, 𝑢𝑥 , 𝑢𝑦 , 𝑢𝑥𝑥, 𝑢𝑥𝑦, 𝑢𝑦𝑦) = 0 (2.5) 
Secara linear persamaan diferensial parsial orde pertama dapat 
dinyatakan pada persamaan berikut: 
𝑎(𝑥, 𝑦)𝑢𝑥 + 𝑏(𝑥, 𝑦)𝑢𝑦 + 𝑐(𝑥, 𝑦)𝑢 = 𝑓(𝑥, 𝑦) (2.6) 
dengan nilai 𝑎, 𝑏, 𝑐 dan 𝑓 diketahui. Persamaan dapat bersifat 
quasilinear pada persamaan diferensial dengan orde tinggi, misalnya 
untuk persamaan diferensial parsial orde kedua (persamaan 2.7), yaitu 
sebagai berikut: 
𝑎(𝑥, 𝑦, 𝑢, 𝑢𝑥, 𝑢𝑦)𝑢𝑥𝑥 + 𝑏(𝑥, 𝑦, 𝑢, 𝑢𝑥 , 𝑢𝑦)𝑢𝑥𝑦 +
𝑎(𝑥, 𝑦, 𝑢, 𝑢𝑥, 𝑢𝑦)𝑢𝑦𝑦 = 0 (2.7) 
Secara umum, persamaan diferensial parsial dapat 
dikelompokkan menjadi 3 jenis, yaitu persamaan diferensial eliptik, 
parabolik dan hiperbolik. Conoth dari persamaan eliptik adalah 






(𝑥, 𝑦) = 𝑓(𝑥, 𝑦) (2.8) 







(𝑥, 𝑦) = 0 (2.9) 
Persamaan (2.9) disebut sebagai persamaan Laplace. Dalam ilmu fisika 
persamaan Laplace dapat digunakan untuk memodelkan kasus difusi 
panas dalam keadaan tunak pada benda 2 dimensi atau 3 dimensi.  
Persamaan diferensial parsial parabolik merupakan persamaan 
diferensial parsial yang melibatkan variabel waktu. Contoh dari 
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persamaan ini adalah persamaan difusi dalam fungsi waktu 𝑡, yang 






(𝑥, 𝑡) = 0 (2.10) 
Kemudian, persamaan yang terakhir adalah persamaan hiperbolik yang 
melibatkan bentuk turunan parsial orde dua pada variabel 𝑡. Contoh dari 








(𝑥, 𝑡) = 0 (2.11) 
2.2 Contoh Kasus Persamaan Diferensial Parsial 
2.2.1 Persamaan Laplace 
Persamaan Laplace merupakan persamaan diferensial parsial 
orde dua yang bersifat eliptik (Arfken, Weber, & Harris, 2013). 
Bentuk persamaan Laplace dinyatakan sebagai berikut: 






𝜓(𝑥, 𝑦) = 0 (2.13) 
Simbol ∇2 disebut dengan operator Laplace yang merupakan 
bentuk dari operator divergensi dari ∇ ∙ ∇, yang diartikan jika 
operator tersebut dikenai pada fungsi 𝑓(𝑥, 𝑦) maka akan 
didiferensialkan dua kali. Operator Laplace melakukan pemetaan 
fungsi skalar ke fungsi skalar lainnya.  
Secara teori, solusi dai persamaan Laplace diketahui sebagai 
teori potensial yang menghasilkan fungsi harmonik. Pada kasus 





2.2.2 Persamaan Difusi  
Pada persamaan difusi satu dimensi akan diterapkan 
persamaan diferensial parsial orde dua. Persamaan difusi 1 dimensi 






  (2.14) 
Persamaan (2.14) merupakan pernyatan dari Hukum Fick yang 
menyatakan bagaimana konsentrasi difusi berubah terhadap waktu. 
Konsentrasi suatu zat dinyatakan dalam 𝑈(𝑥, 𝑡) yang bergantung 
pada besarnya waktu (𝑡) dan posisi (𝑥). Koefisien difusi dinyatakan 
dengan 𝑣 yang merepresentasikan percepatan difusi dan 𝑥 
menyatakan posisi. Pada keadaan dua dimensi dinyatakan dengan 
Laplacian sebagai berikut: 
𝜕𝑈
𝜕𝑡
= 𝑣∇2𝑈 (2.15) 
2.3 Kondisi Awal dan Syarat Batas pada Persamaan Diferensial  
Secara umum, untuk menyelesaikan kasus fisis akan 
dihubungkan keadaan tertentu sistem berdasarkan hukum yang 
mendasari proses fiskal tersebut, hal ini dimaksudkan untuk 
memudahkan dalam memprediksi rentetan peristiwa. Misalnya, definisi 
keadaan sistem dapat dinyatakan dalam keadaan awal sistem dan syarat 
batas. Dengan mengetahui poin-poin tersebut, tentunya akan lebih 
mudah untuk mencari solusi kasus fisis, terutama pada penerapan 
persamaan diferensial.  
 
Gambar 2.1. Penggambaran domain dan batas dari suatu sistem 
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Kondisi awal pada kasus difusi merupakan distribusi 
temperatur awal pada sistem (Boyce & DiPrima, 2001; Hancock, 2006). 
Misalnya pada kasus distribusi panas pada suatu batang, kondisi awal 
dinyatakan dengan 𝑢(𝑥, 0). Syarat batas (Gambar 2.1) merupakan 
konstrain terhadap solusi persamaan diferensial yang diselesaikan pada 
domain tertentu dimana beberapa kondisinya diketahui. Sedangkan 
keadaan awal suatu sistem merupakan keadaan ekstrim yang diketahui 
pada suatu interval tertentu. Penentuan syarat batas merupakan hal yang 
mendasar dalam proses komputasi, penempatan syarat batas yang salah 
akan memberikan keadaan yang divergen sehingga solusi menjadi tidak 
tepat. Berikut dijelaskan beberapa jenis syarat batas yang sering 
digunakan dalam penyelesaian persamaan diferensial. 
2.3.1 Syarat batas Dirichlet 
Keadaan syarat batas ini spesifik pada nilai dari fungsi 
yang diketahui nilainya sepanjang batas domain (Arfken et al., 
2013). Misalnya pada persamaan Laplace dengan syarat batas 
Dirichlet dinyatakan sebagai berikut: 
∆𝜑(𝑥) = 0            ∀𝑥 ∈ Ω (2.16) 
𝜑(𝑥) = 𝑓(𝑥)            ∀𝑥 ∈ 𝜕Ω (2.17) 
Dimana 𝜑 merupakan fungsi yang tidak dikethaui, nilai 𝑥 
merupakan variabel bebas dengan Ω  adalah domain dari fungsi, 
sedangkan 𝜕Ω menyatakan batas dari domain, dan 𝑓 diberkan 
sebagai fungsi skalar yang dinyatakan pada 𝜕Ω. 
2.3.2 Syarat batas Neumann  
Syarat batas Neumann memberikan spesifikasi nilai batas 
yang merupakan bentuk turunan pada domain batasnya. Keadaan 
Neumann seing digunakan untuk menggambarkan sistem yang 
terinsulasi di salah satu syarat batasnya. Syarat batas Neumann 
dinyatakan sebagai berikut pada persamaan Laplace: 
∆𝜑(𝑥) = 0            ∀𝑥 ∈ Ω (2.18) 
𝜕𝜑(𝑥)
𝜕𝑛
= 𝑓(𝑥)            ∀𝑥 ∈ 𝜕Ω (2.19) 
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2.3.3 Syarat batas Robin 
Syarat batas Robin terdiri atas kombinasi nilai dari medan 
dan turunan dari batasnya. Misalnya pada persamaan Laplace 
syarat batas Robin dinyatakan sebagai berikut: 




= 𝑓(𝑥)            ∀𝑥 ∈ 𝜕Ω (2.21) 
Nilai 𝑎 dan 𝑏 merupakan real. Keadaan pada sayarat batas Robin 
juga disebut sebagai kondisi impedansi 
2.3.4 Syarat batas campuran 
Syarat batas campuran terdiri atas beberapa jenis syarat 
batas yang berbeda pada bagian domain yang berbeda pula. Hal 
yang perlu diperhatikan dalam mengatur syarat batas campuran 
yaitu syarat batas harus diaplikasikan pada keseluruhan batas, yang 
mana batas yang bersifat bebas merujuk pada kondisi Neumann 
yang homogen.  
2.4 Metode Numerik Penyelesaian Persamaan Diferensial Parsial 
Pada beberapa kasus, terdapat beberapa persamaan diferensial 
yang sulit diselesaikan secara analitik, misalnya pada penyelesaian 
persamaan Navier-Stokes yang mana solusinya akan lebih mudah 
didapatkan dengan menggunakan pendekatan analitik. Metode Finite 
Difference merupakan metode numerik yang popular untuk 
menyelesaikan persamaan diferensial parsial, karena metode ini 
merupakan metode yang sederhana Penyelesaian persamaan diferensial 
dengan finite difference dilakukan dengan melakukan pendekatan 
operator diferensial secara diskrit (Al-Aradi, Correia, Naiff, & Jardim, 
2018). Bentuk sederhana dari metode ini adalah metode Euler, Forward 
Time Centre Space (FTCS), dan Backward Time Centre Space (BTCS). 
1. Metode Euler 
Metode Euler merupakan metode finite difference 
paling sederhana. Pendekatan Euler dapat didapatkan dari 
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ekspansi deret Taylor (Giordano & Nakanishi, 2006). Berikut 
pada persamaan (2.22) menyatakan ekspansi deret Taylor 
fungsi 𝑈 yang diturunkan terhadap ∆𝑥. 








(∆𝑥)2 + ⋯ (2.22) 
𝑈(0) merupakan nilai fungsi yang dihitung pada ruang 𝑥 = 0, 
sedangkan 𝑈(∆) adalah nilai fungsi pada 𝑥 = ∆𝑥. Jika nilai ∆𝑥 
dibuat lebih kecil maka akan kita diperoleh hasil pendekatan 
yang baik. Nilai ∆𝑥 yang sangat kecil bukan nol dapat 
dinyatakan dengan pedekatan limit.  
Dari persamaan (2.22), dapat diperoleh pendekatan 
Euler untuk orde pertama dengan melakukan pemotogan 




, dimana fungsi 𝑈 diturunkan terhadap 
variabel 𝑥 pada domain ruang. Maka untuk pendekatan numerik 















Maka pendekatan hasil turunan secara numerik dapat diperoleh 
sebagai berikut: 




2. FTCS (Forwad Time Centre Space) 
Metode FTCS merupakan pengembangan dari metode 
euler sederhana untuk menyelesaikan persamaan diferensial 
parsial. Metode ini digunakan untuk menyelesaikan 
permasalahan dalam dimensi ruang dan waktu, misalnya pada 
persamaan difusi yang bergantung pada penurunan terhadap 
ruang dan waktu. 
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Pada persamaan difusi satu dimensi akan diterapkan 
persamaan diferensial parsial orde dua. Persamaan difusi 1 






  (2.26) 
Dengan mengacu pada metode Euler sebelumnya, maka 
turunan terhadap 𝑡 akan dihitung secara forward difference, 
sedangkan untuk turunan terhadap 𝑥 dinyatakan dengan metode 
central difference. 
Bentuk turunan kedua untuk central difference pada 






+ 𝑂(∆𝑥2) (2.27) 
Notasi 𝑖 menunjukkan langkah diskrit dalam domain ruang. 
Sedangkan untuk bagian domain waktu, dinyatakan secara 









 Cacahan waktu dinyatakan pada notasi 𝑛 dan dicacah secara 
maju. Dengan menggabungkan persamaan (2.27) dan (2.28), 












2.5 Artificial Neural Network 
Artificial neural network (Jaringan saraf buatan) merupakan 
teknik yang digunakan untuk pemrosesan informasi yang 
mekanismenya didasarkan pada jaringan neural biologis (gambar 2.2) 
(Zaccone, 2016). Setiap informasi akan diproses melalui tiap neuron 
yang terkoneksi satu sama lain bergantung pada arsitektur yang dibuat. 
Arsitektur neural network akan mendeskripsikan koneksi antar neuron, 
jumlah lapisan, dan jumlah neuron ditiap lapisan. koneksi tersebut bisa 
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berupa feedforward neural network, recurrent, multi atau single layer 
neural network. 
 
Gambar2.2 Neuron pada saraf biologi berfungsi untuk mentransfer informasi dari 
input alat indera, sedangkan pada ANN neuron akan menerima nilai input didasarkan 
pada parameter yang telah didefinisikan. 
 
Gambar 2.3. Skema proses antara neuron biologi dan ANN 
Karakteristik lain dari neural network selain arsitekturnya yaitu 
Proses learning (pembelajaran). Proses ini menjelaskan tentang training 
proses dari algoritma yang dibangun. Kerakteristik berikutnya adalah 


















pada tiap neuron. Fungsi aktivasi menjelaskan juga bagaimana neuron 
bekerja misalnya secara stokastik atau linear. Secara proses, arsitektur 
ANN dapat direpresntasikan pada diagram gambar 2.4. 
 
Gambar 2.4.Gambar arsitektur neural network sederhana pada satu hidden layer, 
indeks atas pada tiap notasi 𝑎1, 𝜎1menunjukkan urutan layer ke 1 dan seterusnya. 
Model ini juga disebut sebagai feedforward neural network. 
Sel biologi terdiri atas dendrit, soma (badan sel), akson, dan 
sinaptik (Gambar 2.2). Bagian-bagian tersebut memiliki analogi fungsi 
dengan ANN. Dendrit akan membawa input dari neuron ke soma (badan 
sel). Kemudian pada soma, input akan diproses dan dijumlahkan. 
Kemudian input akan ditransmisikan ke neuron lain melalui akson. 
Maka secara analogi proses (Gambar 2.3) pada ANN dendrit merupakan 
koneksi input, soma adalah bagian aktivasi/fungsi aktivasi, akson 
merupakan koneksi output, dan sinaptik adalah bobot pada ANN.  
2.5.1 Model Artificial Neural Network 
Jika diketahui suatu neural network yang terdiri atas 𝑛 
input dengan total satu hidden layer dengan input dalam bentuk 
vektor berukuran 𝑅 × 1 dinyatakan dengan 𝐱 =
(𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑅) seperti pada Gambar 2.5 dengan fungsi 
aktivasi sigmoid 𝜎𝑖 yang diindekskan sesuai dengan urutan layer 
ke 𝑖 dan outputnya bersifat linear maka output neural network 
dapat dinyatakan sebagai berikut : 
















+   𝑥(𝑡) 𝑦(𝑡) 
output 




Dengan nilai 𝒂𝟏 adalah hasil dari perhitungan pada tiap 
neuronnya di layer 1 (urutan layer ditujukan dengan indeks 𝑖 pada 
notasi 𝒂𝒊) yang dinyatakan pada persamaan (2.30). 
𝒂𝟏 = 𝜎1(𝒘𝐱) (2.30) 
parameter bobot pada hidden layer dinyatakan dengan 𝑤 
sedangkan untuk parameter bobot output layer dinayatakan 
dengan 𝑣 dan untuk parameter bias dinyatakan dengan 𝑏.  
 
 
Gambar 2.5. Representasi bagian input, dan layer pada neural network 
𝑥1 
𝑥2 



































Misal diberikan suatu arsitektur neural network yang 
terdiri atas 1 hidden layer dengan 4 neuron dan 2 input dengan 
output berjumlah 1 seperti pada Gambar 2.5, maka penghitungan 




















































2.5.2 Feed Forward Neural Network 
Feedforward neural network atau dapat disebut dengan 
multilayer perceptron merupakan model neural network yang 
klasik atau sederhana (Gambar 2.4). Model ini disebut 
feedforward karena informasi akan diproses melalui fungsi yang 
dievaluasi dari x  secara maju dihasilkan suatu ouput tanpa ada 
koneksi 𝑓𝑒𝑒𝑑𝑏𝑎𝑐𝑘 dalam prosesnya (Goodfellow et al., 2016).  
Model ini dibuat untuk melakukan pendektan terhadap suatu 
fungsi 𝑓. Misalnya, pada kasus classifier, 𝑦 = 𝑓 ∗ (𝑥) 
memetakan input 𝑥 ke sebuah kategori 𝑦. Arsitektur feedforward 
network akan melakukan pemetaan 𝑦 = 𝑓(𝑥;  𝜃) dan 
mempelajari tiap besar parameter 𝜃 yang akan menghasilkan 
pendekatan yang terbaik terhadap fungsi.  
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Feedforward neural network secara ciri khususnya 
menampilkan proses network yang menggabungkan beberapa 
fungsi yang berbeda secara bersamaan. Sebagai contoh, jika 
diketahui suatu fungsi 𝑓(1), 𝑓(2), 𝑓(3) yang dikoneksikan secara 
berantai membentuk 𝑓(𝑥) =  𝑓(1), (𝑓(2)(𝑓(3)) ), yang mana 
struktur rantai tersebut sangat umum digunakan pada neural 
network, dimana 𝑓(1) merupakan layer pertama pada neural 
network, 𝑓(2) disebut sebagai layer ke 2 dan seterusnya.   
2.5.3 Stochastic Gradient Descent (SGD) 
Stochastic gradient descent (SGD) adalah algoritma yang 
diterapkan untuk tuning parameter bias dan bobot. Metode ini 
disebut stokastik karena sample dari parameter diambil secara 
acak pada proses training (Sena, 2017). Perhitungan parameter 
dengan gradient dinyatakan dengan persamaan berikut: 




Parameter bobot 𝑤 akan diperkirakan dengan melakukan 
iterasi pada epoch sejumlah 𝑘 + 1 hingga diperoleh nilai bobot 
yang optimum 𝑤𝑘+1 pada learning step sebesar 𝛼. Untuk 
membuat proses penghitungan lebih signifikan, maka pada proses 
training akan dibagi menjadi beberapa batch (membagi proses 
taaing menjadi beberapa bagian). 
Sebagai contoh dilakukan pendekatan suatu garis lurus 
𝑦 = 𝜎(𝑤1𝑥1 + 𝑤2𝑥2) pada data training yang telah ditentukan 
(𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛) dengan target data (?̂?1, ?̂?2, ?̂?3, … , ?̂?𝑛) 
diestimasi dengan metode least square.  
𝐿𝑜𝑠𝑠(𝑤) =   σ (?̂?𝑖 − 𝑦𝑖)
2𝑛
𝑖=1








































𝑘] −  𝛼 [
2 𝑥1  (𝜎(𝑤1𝑥1 + 𝑤2𝑥2) − 𝑦𝑖) 𝜎𝑤1
′ (𝑤1𝑥1 + 𝑤2𝑥2)
2 𝑥2(𝜎(𝑤1𝑥1 + 𝑤2𝑥2) − 𝑦𝑖) 𝜎𝑤2
′  (𝑤1𝑥1 + 𝑤2𝑥2)
](2.33) 
2.5.4 Supervised Learning 
Pada supervised learning diberikan input variabel (𝑥) 
dan output variabel (𝑌) serta algortima pemetaan yang 
dinyatakan dalam suatu fungsi 𝑌 = 𝑓(𝑋). Tujuan dari 
pendekatan pemetaan fungsi tersebut akan bekerja dengan baik 
jika dimiliki input data baru (𝑥) sehingga dapat dilakukan 
prediksi terhadap output variabel (𝑌). Proses algoritma tersebut 
akan berhenti saat mencapai tingkat performance yang diterima 
yang dihitung dari loss function. 
Sedangkan pada algoritma unsupervised learning, data 
yang diberikan hanya data input (𝑋) tanpa variabel output yang 
sesuai. Tujuan dari algoritma ini adalah mempelajari struktur atau 
distribusi data untuk mempelajari lebih dalam tentang data 
tersebut. 
2.6 Metrik Evaluasi 
Metrik evaluasi atau metrik error digunakan untuk mengetahui 
bagaimana performa suatu model. Maka dari mengetahui nilai metrik 
evaluasi dapat diketahui keakurasian model yang diperoleh. Dengan 
kata lain sebelum dilakukan testing dari model perlu dicek bagaimana 
keadaan metrik errornya. Pada kasus machine learning, jenis metrik 
evaluasi yang sering diterapkan adalah Metrik regresi seperti: Mean 
Squared Error (MSE), Root Mean Squarred Error (RMSE), Sum 




1. Mean Squared Error (MSE) 




σ (𝑦𝑖 − ?̂?𝑖)
2𝑁
𝑖=1  (2.34) 
𝑦𝑖  = data validasi 
?̂?𝑖 = data hasil prediksi model 
𝑁 = jumlah banyaknya data 
Secara mendasar, MSE menghitung nilai kuadrat dari 
error prediksi. Pada tiap data akan dihitung kuadrat perbedaan 
antar hasil prediksi dengan data validasi kemudian dirata-rata. 
Semakin besar nilai MSE maka semakin buruk hasil prediksi 
yang diperoleh. Untuk menerapkan metrik ini perlu diperhatikan 
pada penerapan data yang nilainya sangat besar atau sangat 
rendah. 
2. Root Mean Squarred Error (RMSE) 
Bentuk RMSE merupakan MSE yang diakarkan. Peskoran 
nilai RMSE sama dengan nilai MSE, yaitu semakin tinggi  nilainya 
maka prediksi yang dihasilkan cukup buruk. Bentuk dari RMSE 




σ (𝑦𝑖 − ?̂?𝑖)
2𝑁
𝑖=1  (2.35) 
𝑦𝑖  = data validasi 
?̂?𝑖 = data hasil prediksi model 
𝑁 = jumlah banyaknya data 
3. Sum Squared Error (SSE) 
SSE mengukur variansi dari data yang diukur. Bentuk dari 
SSE dinyatakan pada persamaan berikut:  
𝑆𝑆𝐸 = σ (𝑦𝑖 − ?̂?𝑖)
2𝑁
𝑖=1  (2.36) 
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𝑦𝑖  = data validasi 
?̂?𝑖 = data hasil prediksi model 




BAB III  
METODE PENELITIAN 
3.1 Waktu dan Tempat 
Penelitian ini telah dilaksanakan pada bulan Februari 2019 
hingga April 2019 di Laboratorium Simulasi dan Pemodelan, Gedung 
Biomol, Lantai.3, Jurusan Fisika Universitas Brawijaya.  
3.2 Peralatan dan Bahan 
Alat yang digunakan dalam penenlitian ini antara lain: 
komputer dengan spesifikasi RAM minimal 4 GB dan hardisk minimal 
100 GB yang telah terinstall Python versi 2.7 dan modul komputasi 
Matplotlib, Autograd, Scikit learn, dan Numpy. 
3.3 Prosedur Penelitian 
Pada penelitian ini terdiri dari beberapa tahapan yang 
dilakukan, yaitu sebagai berikut: 
1. Persiapan komputasi, meliputi instalasi software. 
2. Pembuatan model solusi umum persamaan diferensial dan 
penentuan syarat batas dalam bentuk kandidat solusi neural 
network. 
3. Pra-pemrosesan data. 
4. Proses Training. 
5. Proses Testing/Pengujian.  
Bagan kerja komputasi dijelaskan pada gambar 3.1. 
3.3.1 Persiapan komputasi 
Pada tahap ini dilakukan instalasi beberapa software yang 
digunakan dalam komputasi yaitu bahasa pemrograman Python, 
untuk itu dilakukan instalasi interpreter Python dengan 
environment 2.7. Module yang dibutuhkan untuk melakukan 
komputasi ini antara lain: Matplotlib dan Autograd Penggunaan 
module Autograd bertujuan untuk kemudahan penghitungan 
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matriks Jacobian dan Hessian pada komputasi neural network 
(Honchar, 2017). Cara instalasi Autograd pada Python adalah 
dengan menggunakan perintah ‘pip install autograd’ yang ditulis 
pada command prompt (Dougal Maclaurin, David Duvenaud, Matt 
Johnson, 2018). Untuk menambahkan module Matplotlib, maka 
digunakan perintah instalasi pada prompt ‘pip install matplotlib’. 
Fungsi dari penambahan modul matplotlib adalah untuk 
menampilkan grafik data perhitungan dan visualisasi. Kemudian 
Scikitlearn ditambahkan untuk membantu dalam pre-processing 
(pra-pemrosesan) dan penghitungan nilai ralat antara solusi analitik, 
numerik, dan solusi dari model kandidat neural network. Cara 
instalasi module scikitlearn adalah dengan menuliskan perintah‘pip 
install scikit-learn’  pada command prompt. 
3.3.2 Pembuatan Model Solusi Umum 
Model solusi umum diadaptasi dari penelitian sebelumnya 
dengan membagi dua bagian arsitektur neural network dan bagian 
syarat batas (Lagaris et al., 1998). Model solusi untuk persamaan 
difusi yang tidak bergantung pada waktu diselesaikan secara umum 






Ψ(𝑥, 𝑦) = 𝑓(𝑥, 𝑦)   (3.1) 
Dimana 𝑥 ∈ [0, 1] dan 𝑦 ∈ [0, 1].  
1. Kasus dengan Syarat Batas Dirichlet 
Jika persamaan diferensial dengan syarat batas Dirichlet 
sebagai berikut: Ψ(0, 𝑦) = 𝑓0(𝑦), Ψ(1, 𝑦) = 𝑓1(𝑦) dan 
Ψ(𝑥, 0) = 𝑔0(𝑥), Ψ(𝑥, 1) = 𝑔1(𝑥), maka solusi dari neural 
network dari Lagaris,dkk (1998): 
Ψ𝑡(𝑥, 𝑦) = 𝐴(𝑥, 𝑦) + 𝑥(1 − 𝑥)𝑦(1 − 𝑦)𝑁(𝑥, 𝑦, 𝑝)   (3.2) 
𝐴(𝑥, 𝑦) merupakan bagian yang digunakan untuk memenuhi 
keadaan syarat batas model, dinyatakan dengan: 
𝐴(𝑥, 𝑦) = (1 − 𝑥)𝑓0(𝑦) + 𝑥𝑓1(𝑦) + (1 − 𝑦){𝑔0(𝑥) − [(1 − 𝑥)𝑔0(0) +
𝑥𝑔0(1)]} + 𝑦{𝑔1(𝑥) − [(1 − 𝑥)𝑔1(0) + 𝑥𝑔1(1)]}     (3.3)  
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Bentuk 𝑁(𝑥, 𝑦, 𝑝) merupakan feedforward neural network 
dengan input 𝑥 dan 𝑦 beserta parameter bobot yang dinyatakan 
pada 𝑝. 
2. Kasus syarat batas Campuran 
Jika diketahui kasus dengan suatu syarat batas 
campuran dengan bentuk sebagai berikut: Ψ(0, 𝑦) = 𝑓0(𝑦), 
Ψ(1, 𝑦) = 𝑓1(𝑦) dan Ψ(𝑥, 0) = 𝑔0(𝑥), 
𝜕
𝜕𝑦
Ψ(𝑥, 1) = 𝑔1(𝑥), 
maka solusi neural networknya dinyatakan sebagai berikut: 
Ψ𝑡(𝑥, 𝑦) = 𝐵(𝑥, 𝑦) + 𝑥(1 − 𝑥)𝑦 [𝑁(𝑥, 𝑦, 𝑝) − 𝑁(𝑥, 1, 𝑝) −
𝜕
𝜕𝑦
𝑁(𝑥, 1, 𝑝)]   (3.4) 
Dan 𝐵(𝑥, 𝑦) menyatakan syarat batas dari persamaan 
diferensial yang memenuhi bentuk berikut: 
𝐵(𝑥, 𝑦) = (1 − 𝑥)𝑓0(𝑦) + 𝑥𝑓1(𝑦) + 𝑔0(𝑥) − [(1 − 𝑥)𝑔0(0) +
𝑥𝑔0(1)] + 𝑦{𝑔1(𝑥) − [(1 − 𝑥)𝑔1(0) + 𝑥𝑔1(1)]}   (3.5) 
 
3.3.3 Pre-processing Data 
Sebelum proses training dilakukan, data input dari variabel 
𝑥, 𝑦, dan 𝑡 akan diskalakan terlebih dahulu agar proses training 
menjadi optimum. Kualitas dari data akan mempengaruhi proses 
learning, sehingga data yang tidak bagus dapat menyebabkan proses 
learning menjadi tidak baik. Tahapan pra-pemrosesan bertujuan 
untuk: menghindari nilai null, standarisasi data, mengatasi kategori 
variabel tertentu, dan kasus multikolinearitas. 
Pada penelitian ini, data akan diolah dari pra-pemrosesan 
hingga didapatkan model kandidat final kemudian divisualisasikan 
(Gambar 3.1). Raw data atau data input pertama akan diproses 
terlebih dahulu dengan cara diskalakan pada rentang nilai 
maksimum yaitu 1 dan nilai minimum 0. Kemudian data akan 
digunakan untuk proses training. Pada tahapan berikutnya, jika 
sudah diperoleh kandidat model final, maka data awal yang sudah 
diskalakan akan dikembalikan ke bentuk semula (inverse rescale), 
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kemudian dengan data awal tersebut diterapkan pada model 
kandidat untuk divisualisasikan dan dianalisa. 
Pada tiap pemrosesan data akan ditemui beberapa kasus 
yang berbeda bergantung pada algoritma learning yang diterapkan. 
Beberapa algoritma learning ada yang tidak memerlukan tahapan 
pra-pemrosesan data. Misalnya pada kasus persamaan Laplace di 
persamaan (4.9), domain variabel 𝑥 dan 𝑦 berada pada rentang [0,1]. 
Akan tetapi, untuk data dengan rentang maksimum lebih dari satu 
maka perlu dilakukan penskalaan data, misalnya pada kasus 4.1.2, 
4.1.3 dan 4.1.4. 
 









Data input  
(x, y, t) Data diskalakan pada 
rentang [0,1] 
Max = 1, Min = 0 
Data awal dikembalikan 




3.3.4 Training Neural Network 
Untuk melakukan pendekatan suatu fungsi dengan 
menggunakan neural network, pada penelitian ini digunakan teknik 
feedforward neural network dengan satu hidden layer yang berisi 
10 neuron. Fungsi aktivasi yang digunakan adalah sigmoid yang 




   (3.6) 
Fungsi aktivasi sigmoid dipilih dalam proses training pada kasus ini 
karena rentang nilainya berada diantara 0 dan 1, hal ini dikaitkan 
pula dengan nilai input data training yang rentangnya hanya pada 
[0,1]. Untuk input yang nilainya lebih besar dari 1, maka akan 
dilakukan rescaling di rentang [0,1] pada tahap pre-processing hal 
ini dilakukan agar proses komputasi tidak pada dearah saturasi. 
 
Gambar 3.2. Grafik fungsi aktivasi sigmoid (merah) dan tanh (hijau) 
Nilai bobot didapatkan dari proses optimasi dengan metode 
gradient descent. Data training diperoleh dari nilai variabel 𝑥, 𝑦 dan 
𝑡  serta nilai syarat batasnya. dari fungsi Ψ(𝑥, 𝑦, 𝑡).  
Proses forward pass (Gambar 3.3) melibatkan dua bagian 
suku persamaan, yaitu bagian suku di sisi kanan dan suku kiri 
persamaan. Misalnya, untuk kasus persamaan Poisson, dari 








Ψ(𝑥, 𝑦) dan suku kiri persamaan yang 
merupakan fungsi 𝑓(𝑥, 𝑦). Untuk penyelesaian persamaan Poisson 
dan Laplace ruas kiri persamaan akan di-training bersama dengan 
neural network, sedangkan bagian ruas kanan akan dihitung secara 
manual diluar neural network. Fungsi 𝑓(𝑥, 𝑦) pada ruas kanan 
persamaan merupakan bagian pengontrol. Hasil output dari proses 
forward pass akan dibandingkan dengan nilai 𝑓(𝑥, 𝑦), sehingga 
diperoleh nilai error/loss yang akan mengontrol proses training.  
 
Gambar 3.3. Bagan kerja Neural Network pada proses training, input data merupakan 
koordinat ruang (x, y) dan waktu (t),dengan data target fungsi ruas kanan dari 
persamaan diferensial. 
Pada proses training neural network ini berbeda dengan 
neural network pada kasus umumnya, yang mana pada kandidat 
model untuk penyelesaian persamaan diferensial parsial, 
penghitungan nilai loss/error didasarkan pada minimisasi di kedua 
ruas persamaan hingga didapatkan nilai loss yang konvergen, 
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Network Data input  






perubahan nilai loss dari tiap epoch tidak menunjukkan perubahan 
yang signifikan.  
Perbedaan berikutnya yaitu pada kandidat model ini, selain 
pada penentuan loss function, data yang digunakan dalam proses 
training hanya terbatas pada nilai variabel 𝑥, 𝑦, atau 𝑡 dan nilai 
syarat batas. Kemudian data target dari model kandidat diperoleh 
dari fungsi ruas kanan 𝑓(𝑥, 𝑦). Dengan kata lain, pada kasus 
penyelesaian persamaan diferensial, data target seolah-olah bersifat 
semu karena ditentukan oleh fungsi pengontrol di ruas kanan, 
sehingga pada bagian pra-pemrosesan tidak dilakukan partisi antara 
data training, data target, dan data validasi.  
Secara rinci, proses training terdiri atas 2 bagian utama yaitu 
bagian Forward Pass dan Backward Pass. Dalam supervised 
learning, data input (𝑥, 𝑦, 𝑡) dipropagasi menuju layer output 
(Forward-propagation), kemudian diperoleh hasil prediksi dari 
neural network dan penghitungan persamaan di ruas kiri, kemudian 
dibandingkan dengan bagian persamaan di ruas kanan yang 
dihitung dengan fungsi loss (gambar 3.1). Misal, diketahui 
multilayer perceptron dengan input sejumlah 𝑛, dengan satu 
hidden layer dan fungsi aktivasi sigmoid 𝜎, maka output yang 
diperoleh yaitu 𝑁 = σ 𝑤𝑖𝜎(𝑧𝑖)
𝐻
𝑖=1 , dengan nilai 𝑧𝑖 = σ 𝑤𝑖𝑗𝑥𝑗 +
𝑁
𝑗=1
𝑏𝑖. Bobot dinyatakan dengan 𝑤 dan bias 𝑏. Dari perhitungan neural 
network, akan diteruskan menuju penghitungan yang didasarkan 
dari ruas kiri persamaan. Output yang diperoleh dari proses 
forward pass akan dibandingkan dengan hasil persamaan di ruas 
kanan. 
Penghiutngan loss function akan didekati dengan mencapai 
nilai konvergen selisih nilai persamaan ruas kanan dengan ruas kiri 
dengan menggunakan teknik SSE (Sum Squared Error). Nilai 
error dihitung dengan menghitung perbedaan persamaan ruas 
kanan dengan ruas ruas kiri hingga dicapai nilai yang mendekati 
nol (konvergen). Loss function untuk neural network penyelesaian 
persamaan diferensial biasa dinayatakan pada persamaan (3.6), 
sedangkan untuk penyelesaian persamaan diferensial parsial 
dinyatakan pada persamaan (3.7). 
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𝐿𝑜𝑠𝑠[𝑝] = σ σ {
𝑑Ψ𝑡𝑘(x𝑖)
𝑑𝑥




𝑘=1  (3.6) 






Ψ(x𝑖, y𝑖) − 𝑓𝑘(𝑥𝑖 , y𝑖)} 
2
𝑖  (3.7) 
Back Propagasi merupakan proses peyesuaian kembali 
tiap nilai bobot dan bias berdasarkan error yang dihasilakn pada 
proses forward-propagation. Tahapan dari back-propagation 
ialah sebagai berikut: 
1. Penghitungan gradient dari loss function terhadap semua 












    (3.7) 
2. Pembaharuan nilai semua parameter bobot dan bias dengan 
stochastic gradient descent (SGD) dengan mengurangi 
nilai weight lama dengan learning dari gradient yang sudah 
diperoleh sebelumnya. Sebagian dari pengurangannya 
diwakili oleh hyper-parameter learning rate (alpha). 
𝑤′𝑖𝑗 = 𝑤𝑖𝑗 −  𝛼 (
𝜕𝐿𝑜𝑠𝑠
𝜕𝑤𝑖𝑗
)   (3.8) 
3.3.5 Testing 
Pengujian dilakukan dengan membandingan hasil dari 
komputasi neural network dengan hasil numerik konvensional dan 
solusi analitik. Metode numerik yang digunakan untuk menghitung 
persamaan diferensial adalah FTCS (Forward Time Center Space). 
Perbandingan antar model dihitung dengan RMSE (Root Mean 
Square Error). Selain itu, dari perbandingan antar model diamati 
juga secara visual dari hasil grafik interpolasi dan membanding 
besar error untuk meyatakan akurasi antara keduanya terhadap 




BAB IV  
Hasil dan Pembahasan 
4.1 Model Neural Network dan Penentuan Syarat Batas 
Model neural network yang diterapkan untuk mencari solusi 
persamaan diferensial parsial dibagi menjadi 2 model kandidat yang 
didasarkan dari syarat batasnya, model yang diterapkan adalah model 
dari Lagaris, dkk (1998). Pada penelitian ini syarat batas yang 
digunakan adalah syarat batas Dirichlet dan syarat batas Neumann.  






Ψ(𝑥, 𝑦) = 𝑓(𝑥, 𝑦)   (4.1) 
Untuk penyelesaian kasus persamaan Poisson pada syarat batas 
Dirichlet dinyatakan pada persamaan(3.2), dengan syarat batas sebagai 
berikut: 
Ψ(0, 𝑦) = 𝑓0(𝑦)
Ψ(1, 𝑦) = 𝑓1(𝑦)
Ψ(𝑥, 0) = 𝑔0(𝑥)
Ψ(𝑥, 1) = 𝑔1(𝑥)
   (4.2) 
Kemudian model kandidat untuk syarat batas dinyatakan dengan 
persamaan berikut. 
𝐴(𝑥, 𝑦) = (1 − 𝑥)𝑓0(𝑦) + 𝑥𝑓1(𝑦) + (1 − 𝑦){𝑔0(𝑥) − [(1 − 𝑥)𝑔0(0) +
𝑥𝑔0(1)]} + 𝑦{𝑔1(𝑥) − [(1 − 𝑥)𝑔1(0) + 𝑥𝑔1(1)]}   (4.3) 
Untuk menerapkannya pada kasus fisis, maka nilai dari tiap syarat batas 
yang diketahui disubtitusikan pada pesamaan (4.3). Kemudian solusi 
neural network akan dinyatakan sebagai berikut: 
Ψ𝑡(𝑥, 𝑦) = 𝐴(𝑥, 𝑦) + 𝑥(1 − 𝑥)𝑦(1 − 𝑦)𝑁(𝑥, 𝑦, 𝑝)   (4.4) 
Nilai 𝑁(𝑥, 𝑦, 𝑝) menyatakan neural network dari input variabel 𝑥 
dan 𝑦. Jika diberikan nilai input berupa matriks 2 dimensi yang memuat 














   (4.5) 
Kemudian hasil keluaran dari tiap layer yang dinyatakan dengan 𝑧𝑖 
merupakan jumlah dari penghitungan nilai input yang diproses pada 
sejumlah 𝑁 neuron yang dinyatakan dengan: 
𝑧𝑖 = σ 𝑤𝑖𝑗𝑥𝑗 + 𝑏𝑖
𝑁
𝑗=1    (4.6) 
Nilai parameter 𝑝 yang terdiri atas: 𝑤𝑖,𝑗  nilai bobot dan 𝑏𝑖 nilai bias, 
yang mana nilai parameter tersebut akan diperbarui di proses training 
untuk mendapatkan parameter training terbaik. Kemudian, output dari 
neural network berupa output linear. Hasil dai penghitungan pada tiap 
layer 𝐻 akan diaktivasi dengan fungsi aktivasi 𝜎 sigmoid dan dikalikan 
dengan bobot pada layer aktivasi 𝑣𝑖, maka dari hasil penghitungan akan 
diperoleh output sebagai berikut: 
𝑜𝑢𝑡𝑝𝑢𝑡 =  σ 𝑣𝑖𝜎(𝑧𝑖)
𝐻
𝑖=1    (4.7) 
Pada kasus syarat batas Neumann,yang mana keadaan syarat 
batas dinyatakan sebagai berikut: 
Ψ(0, 𝑦) = 𝑓0(𝑦)
Ψ(1, 𝑦) = 𝑓1(𝑦)
Ψ(𝑥, 0) = 𝑔0(𝑥)
𝜕
𝜕𝑦
Ψ(𝑥, 1) = 𝑔1(𝑥)
   (4.8) 
Maka solusi kandidat dinyatakan dengan: 
Ψ𝑡(𝑥, 𝑦) = 𝐵(𝑥, 𝑦) + 𝑥(1 − 𝑥)𝑦 [𝑁(𝑥, 𝑦, 𝑝) − 𝑁(𝑥, 1, 𝑝) −
𝜕
𝜕𝑦
𝑁(𝑥, 1, 𝑝)]   (4.9) 
Kemudian syarat batas diatur pada 𝐵(𝑥, 𝑦):  
𝐵(𝑥, 𝑦) = (1 − 𝑥)𝑓0(𝑦) + 𝑥𝑓1(𝑦) + 𝑔0(𝑥) −




Penghitungan nilai error pada neural network untuk kedua 
kasus syarat batas dilakukan dengan cara yang sama yaitu dengan 
mencari nilai yang konvergen dari selisih persamaan antara ruas kiri dan 
ruas kanan dari persamaan (4.1). Maka loss function akan 
diminimalisasi dapat dinyatakan pada persamaan berikut: 






Ψ(x𝑖 , y𝑖) − 𝑓𝑘(𝑥𝑖 , y𝑖)}
2
 𝑖  (4.11) 
Dimana dalam persamaan (4.11) nilai 𝑥𝑖 , 𝑦𝑖 secara berturut-turut berada 
di rentang [1,0], [1,0]. 
 
4.1.1 Persamaan Laplace (Syarat Batas Dirichlet) 
Pada kasus pertama diselesaikan masalah pada persamaan 
Laplace.Untuk kasus ini diambil dari contoh penelitian sebelumnya 
oleh Chiaramonte dan Kiener (2013). Masalah ini disketsakan pada 







Ψ(𝑥, 𝑦) = 0 (4.12) 
Dengan syarat batas Dirichlet: 
Ψ(𝑥) = 0   ∀𝑥 ∈ {(𝑥1, 𝑥2) ∈  𝜕𝐷 |𝑥1 = 0, 𝑥1 = 2, 𝑥2 = 1}
Ψ(𝑥) = sin 𝜋𝑥1 ,   ∀𝑥 ∈ {(𝑥1, 𝑥2) ∈  𝜕𝐷 |𝑥2 = 1 }
 (4.13) 
 






Ψ(0, 𝑥2) = 0 
Ψ(𝑥1, 1) = sin 𝜋𝑥1 
Ψ(1, 𝑥2) = 0 
Ψ(𝑥1, 0) = 0 
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Maka solusi kandidat neural network yang digunakan adalah 
persamaan (4.3). Untuk nilai 𝐴(𝑥, 𝑦) yang memenuhi syarat batas 
yaitu: 
𝐴(𝑥, 𝑦) = 𝑥1 + 1 + 𝑥2 sin 𝜋𝑥 (4.14) 
Hasil interpolasi yang diperoleh ditunjukkan pada Gambar 4.3. Pada 
proses training, solusi kandidat neural network berhasil mendekati 
nilai analitik pada epoch ke 100 .  
Untuk menyelesaikan persamaan tersebut parameter yang 
digunakan untuk proses training hanya dengan mengpdate bobot. 
Hal tersebut dilakukan untuk mendakati keakuratan nilai. Pada 
penelitian ini parameter bias dibuat nol, sehingga hanya dilakukan 
training parameter bobot. Starting point nilai bobot ditentukan 
dengan mengatur nilai random seed. Penentuan nilai random seed 
dilakukan secara berulang hingga diperoleh nilai random seed yang 
menghasilkan nilai bobot opimum untuk training. Pada pra-
pemrosesan, dilakukan uji coba nilai random seed dari rentang 1 
hingga 50, dan nilai random seed yang optimum adalah 1.  
 
Gambar 4.2. Uji Coba proses training dengan epoch 500, sumbu x menyatakan 




Gambar 4.3. Hasil Prediksi menggunakan neural network 
 
Gambar 4.4. Hasil perhitungan secara analitik 
Kemudian pada proses training dengan 500 epoch, 
didapatkan profil nilai loss function (Gambar 4.2) mengalami 
saturasi pada epoch lebih dari 100 dan berfluktuatif pada rentang 
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epoch 180 hingga 250. Dari hasil analisa loss function terhadap besar 
epoch dapat disimpulkan jika proses training untuk epoch lebih dari 
100 tidak memberikan nilai yang signifikan pada hasil pendekatan 
fungsi. Maka penyelesaian model kandidat diputuskan 
menggunakan epoch kurang dari 200, yaitu pada rentang epoch di 
mana fluktuasi belum terjadi. 
 
4.1.2 Persamaan Laplace (Syarat Batas Neumann) 
Pada kasus kedua diterapkan suatu keadaan tunak difusi 
dalam Laplacian dengan syarat batas Neumann yang disketsakan 
pada Gambar 4.5. Persamaan Laplace tersebut memiliki rentang 






𝛹(𝑥, 𝑦) = 0 (4.16) 
dengan syarat batas: 
𝛹(0, 𝑦) =  0
𝛹(2, 𝑦) =  𝑦
𝜕
𝜕𝑦
𝛹 = 0, 𝑝𝑎𝑑𝑎 𝑦 = 0 𝑑𝑎𝑛 𝑦 = 1
 (4.17) 
 
Gambar 4.5. Sketsa kasus difusi dipersamaan (4.16) dengan keadaan syarat batas 
















= 0 2 
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sinh(𝑛𝜋𝑥) cos (𝑛𝜋𝑦)∞𝑛=1,𝑔𝑎𝑛𝑗𝑖𝑙  (4.18) 
Maka solusi kandidat neural network digunakan syarat batas 
𝐵(𝑥, 𝑦). Berikut solusi kandidat neural network yang digunakan: 




𝐵(𝑥, 𝑦) = 𝑥 ∙ 𝑦
(4.19) 
Hasil training neural network menunjukkan kurva 
interpolasi permukaan yang secara visual (Gambar 4.7) tidak 
mendekati hasil analitik (Gambar 4.8). Untuk mengetahui 
permasalahan tersebut, dilakukan peninjauan pada starting point 
parameter bobot dan peninjauan pada daerah konvergensi nilai loss 
function.  
Peinjauan pertama dilakukan dari proses pra-pemrosesan 
pada parameter bobot. Penentuan bobot dengan mengatur random 
seed lebih besar dari 1 membuat nilai loss menjadi lebih besar dan 
bersifat infinite. Maka dari bobot awal ditentukan dengan random 
seed sebesar 1. Peninjauan berikutnya dilakukan dengan 
menganalisa nilai loss function. Proses percobaan training dilakukan 
sama dengan kasus pertama, yaitu dengan training 500 epoch. Pada 
training 500 epoch, nilai loss tidak menunjukkan konvergensi 
(gambar 4.4), maka untuk kasus kedua ini dilakukan training untuk 
epoch 1000 kali.  
 




Gambar 4.7. Hasil prediksi persamaan Laplace dengan syarat batas Neumann 
 




4.1.3 Persamaan Difusi 1 Dimensi (Syarat Batas Dirichlet) 
Pada kasus berikut diselesaikan permasalahan kasus 
persamaan difusi 1 dimensi (Gambar 4.9) dengan kecepatan difusi 







dengan syarat batas sebagi berikut: 
𝑈(0, 𝑡) = 𝑈(1, 𝑡) = 0 
𝑈(𝑥, 0) = 50𝑥(1 − 𝑥) (4.21) 
Diperoleh solusi analitik sebagai berikut (Lebl, 2019): 
𝑈(𝑥, 𝑡) = σ
400
𝜋3𝑛3
sin(𝑛𝜋𝑥) exp−𝜋2𝑛20.003𝑡∞𝑛=1,𝑔𝑎𝑛𝑗𝑖𝑙  (4.22) 
 
Gambar 4.9. Sketsa keadaan koordinat kasus difusi 1 dimensi pada batang 
Untuk solusi kandidat neural network digunakan solusi pada 
persamaan (4.4), dengan mengubah variabel untuk bagian 𝑦 pada 
persamaan Laplace menjadi variabel 𝑡. Pemenuhan syarat batasnya 
diperoleh pada persamaan (4.3), dengan mensubtitusikan nilai 
syarat batas yang telah diketahui, sehingga diperoleh: 
𝐴(𝑥, 𝑡) = (1 − 𝑥) + (1 − 𝑡)50𝑥(1 − 𝑥) + 𝑡(50𝑥(1 − 𝑥)) (4.23) 
Pada kasus ini, penghitungan Loss function dari persamaan 






waktu. Mengacu pada persamaan (4.8), maka Loss Function 
dihitung dengan menerapkan persamaan berikut: 
𝐿𝑜𝑠𝑠[𝑝] = σ {
𝜕
𝜕𝑡
Ψ(x𝑖 , 𝑡𝑖) +
𝜕2
𝜕2𝑥
Ψ(x𝑖, 𝑡𝑖) − 𝑓𝑘(x𝑖, 𝑡𝑖)}
2
 𝑖  (4.24) 
Untuk kasus difusi 1 dimensi ini, training dilakukan untuk 
menampilkan profil kejadian difusi dari 𝑡 = 0 satuan hingga 𝑡 =
100 posisi 𝑥 ∈ [0,1]. Hasil tersebut menunjukkan proses training 
yang sangat baik karena pada epoch yang rendah dapat diperoleh 
profil prediksi difusi (Gambar 4.11) yang identik dengan profil 
penghitungan secara analitik (Gambar 4.12). Proses iterasi pada 
epoch dipilih hanya 10 kali karena pada analisis epoch sebanyak 
50 kali menunjukkan saturasi di titik epoch ke 20 dan pengamatan 
pada interpolasi, profil dari prediksi difusi bernilai lebih tinggi dari 
hasil analitik untuk menghindari saturasi.  
 




Gambar 4.11. Hasil prediksi profil difusi 1 dimensi dengan konstanta difusi 
sebesar 0.003 pada t = 0 hingga t=100 sepanjang 𝑥 ∈ [0,1]. 
 
 
Gambar 4.12. Profil difusi 1 dimensi dengan konstanta difusi sebesar 0.003 pada 




4.1.4 Persamaan Difusi 2 Dimensi 
Diketahui kasus difusi dua dimensi pada suatu plat 











Dengan keadaan awal sebagai berikut: 
𝑇(𝑥, 𝑦, 0) = 𝑓(𝑥, 𝑦), (𝑥, 𝑦) ∈ 𝑅
𝑅[0,1] × [0,1]
 (4.26) 
Dan syarat batas: 
𝑇(0, 𝑦, 𝑡) = 𝑇(𝑎, 𝑦, 𝑡) = 0
𝑇(𝑥, 0, 𝑡) = 𝑇(𝑥, 1, 𝑡) = 0
 (4.27) 
Memiliki nilai konstanta difusi 𝑐 =
1
3
, serta nilai 𝑡 = 3. 
𝑓(𝑥, 𝑦) = {
50    𝑗𝑖𝑘𝑎 𝑦 ≤ 1
0      𝑗𝑖𝑘𝑎 𝑦 > 1
 
Untuk kasus tersebut diperoleh solusi analitik sebagai berikut: 























T(0, 𝑦) = 0 
T(𝑥, 1) = 0 
T(1, 𝑦) = 0 
T(𝑥, 0) = 0 
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Cara penentuan kandidat model untuk menyelesaikan 
persamaan (4.25) yaitu dengan memperhatikan keadaan bagian 
koordinat ruang. Pada bagian ini, dilakukan modifikasi bentuk syarat 
batas dari penelitian Lagaris, dkk (1998) dengan menginterpolasi 
domain yang telah dibatasi oleh syarat batas yang telah ditentukan. 
Sehingga untuk mendapatkan data pada koordinat ruang dan isolasi 
keadaan batas, maka akan dicacah pada 4 bagian di koordinat 
rentang [0,1] yaitu pada bagian saat koordinat di posisi 𝑥, 𝑦, 𝑥 −
1, 𝑑𝑎𝑛 𝑦 − 1. Maka syarat batasnya dimodelkan dengan: 
𝐴(𝑥, 𝑦) = 𝑥 ∙ (𝑥 − 1) ∙ 𝑦 ∙ (𝑦 − 1) (4.29) 
Sedangkan untuk mengatasi perubahan 𝑇 terhadap 𝑡 waktu, faktor 𝑡 
akan dilibatkan pada model kandidat sebagai 𝑡(𝑡 − 1) yang 
dinyatakan sebagai berikut:  
𝑇(𝑥, 𝑦) = 𝐴(𝑥, 𝑦) + 𝑥(1 − 𝑥)𝑦(1 − 𝑦)𝑡(𝑡 − 1)𝑁(𝑥, 𝑦, 𝑝) (4.28) 
Pada kasus ke-empat dilakukan modifikasi dibagian 
penghitungan fungsi loss yaitu dengan melibatkan persamaan 
diferensial parsial yang diturunkan terhadap variabel 𝑡. Dari 




ke ruas kanan, sehingga diperoleh nilai fungsi konstan di ruas kanan 
sebagai variabel pengontrol yaitu 𝑓(𝑥, 𝑦, 𝑡) = 0, sehingga loss 
function-nya dinyatakan sebagai berikut: 
𝐿𝑜𝑠𝑠[𝑝] = σ {[(
𝜕2
∂x2
𝑇(x𝑖, y𝑖, 𝑡𝑖) +
𝜕2
∂y2
𝑇(x𝑖, y𝑖, 𝑡𝑖)) c −𝑖
𝜕
𝜕𝑡
𝑇(x𝑖, y𝑖, 𝑡𝑖)] − 𝑓(𝑥, 𝑦)}
2




 akan masuk ke dalam bagian dari neural 
network. Hal ini dimaksudkan untuk dapat mengontrol besar difusi 
pada syarat batas yang bergantung pada variabel waktu atau 𝑡.  
Hasil prediksi (Gambar 4.14) yang diperoleh secara grafik 
visual menunjukkan bahwa trend kurva interpolasi menyerupai trend 
kurva pada penghitungan eksak (Gambar 4.15) akan tetapi kurva 
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penghitungan eksak lebih ramping dibandingkan dengan kurva hasil 
prediksi.  
Tinjauan berikutnya,pada proses training menunjukkan nilai 
saturasi pada epoch ke 20 dan menunjukkan nilai loss/error sebesar 
20 yang tidak berubah (Gambar 4.16). Maka dalam hal ini dapat 
diduga jika perlu adanya modifikasi pada keadaan sayarat batas yang 
melibatkan domain 𝑡, agar diperoleh kandidat model yang tepat.  
 
Gambar 4.14. Hasil visualisasi prediksi difusi pada t=3 dengan ANN, 
memperlihatkan trend yang sama dengan solusi numerik pada Gambar 4.15 
 




Gambar 4.16. Grafik perubahan nilai loss terhadap banyaknya epoch training 
untuk kasus ke-4 
 
Gambar 4.17. Grafik perubahan nilai loss terhadap banyaknya epoch 
training untuk kasus ke-4, jika diamati maka keadaan saturasi mulai terjadi 




Dari model kandidat final yang diperoleh dilakukan visualisasi difusi 





Gambar 4.18 Visualisasi prediksi difusi pada t=4, bagian kiri untuk hasil ANN dan 





Gambar 4.19. Visualisasi prediksi difusi untuk t=5, bagian kiri untuk hasil ANN 





4.2 Perbandingan Perhitungan Persamaan Diferensial Parsial 
Dengan Neural Network Terhadap Hasil Analitik  
4.2.1 Kasus 1 (Persamaan Laplace dengan Syarat Batas 
Dirichlet) 
Pada kasus pertama di persamaan (4.12), diperoleh hasil 
yang signifikan dalam perbandingan nilai antara kenaikan epoch 
dengan nilai RMSE (Root Mean Squared Error) prediksi terhadap 
hasil analitik. Hasil training menunjukkan jika semakin besar nilai 
epoch, maka nilai akurasi terhadap hasil eksak akan meningkat, hal 
ini ditunjukkan dari perbedaan nilai RMSE yang semakin kecil pada 
epoch besar. Akan tetapi pada epoch 500 diketahui nilai RMSE 
menjadi lebih besar dari nilai akurasi hasil numerik terhadap 
analitik. Maka dengan hasil perbandingan di Tabel 4.1, untuk 
endapatkan nilai pendekatan yang optimum proses training 
dilakukan pada batas epoch ke 100 dimana solusi kandidat dapat 
diterima. 
Tabel 4.1. Perbandingan nilai RMSE hasil prediksi dan RMSE Numerik yang 







5 1759,0729 0,1597 0,1482 
10 1661,5173 0,1539 0,1482 
50 1539,2874 0,1459 0,1482 
100 343,8970 0,0317 0,1482 
500 229,8065 0,0716 0,1482 
 
4.2.2 Kasus 2 (Persamaan Laplace dengan Syarat Batas 
Neumann) 
Pada kasus kedua, hasil RMSE pada pendekatan neural 
network, memiliki selisih yang besar dibandingkan dengan 
RMSE pendekatan numerik. RMSE Prediksi ANN secara rata-
rata berada pada nilai 1,04 dan tidak berubah secara signifikan 
terhadapa besarnya nilai epoch. Pada hasil pendekatan numerik, 
besar nilai RMSE numerik yaitu 1/10 dari RMSE Prediksi. Dari 
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perbandingan tersebut, pada kasus syarat batas Neumann, 
neural network tidak optimal dalam proses training-nya. Maka, 
perlu ada peninjauan pada cara penentuan syarat batas 
Neumann pada solusi kandidat.  
Tabel 4.2. Perbandingan nilai RMSE hasil prediksi dan RMSE Numerik 
yang dibandingkan dengan solusi eksak pada kasus kedua. 
Epoch 
ke- 





5 206,6101 1,0426 0,1469 
10 167,2293 1,0423 0,1469 
50 99,7299 1,0418 0,1469 
100 61,1156 1,0416 0,1469 
500 22,8488 1,0413 0,1469 
4.2.3 Kasus 3 (Persamaan Difusi 1 Dimensi dengan 
Syarat Batas Dirichlet) 
Dalam kasus difusi satu dimensi, pada persamaan (4.12). 
perbandingan hasil antara pendekatan neural network dan 
persamaan eksak memberikan nilai RMSE yang lebih tinggi 
yaitu dengan selisih nilai setengah dari RMSE numerik. Nilai 
RMSE dari hasil prediksi terkecil yaitu pada proses training di 
epoch ke 5 yaitu sebesar 7,6228 dengan perbedaan sebesar 
2,8769 dari RMSE numerik. Sehingga dapat ditentukan jika 
nilai yang baik digunakan untuk melakukan training pada 
model ini yaitu epoch lebih kecil, misalnya kurang dari 10. 
Tabel 4.3. Perbandingan nilai RMSE hasil prediksi dan RMSE Numerik 








5 7,0439 7,6228 4,7459 
10 0,4273 8,7292 4,7459 
50 0,0959 12,3591 4,7459 
100 0,0805 12,2263 4,7459 




4.2.4 Kasus 4 (Persamaan Difusi 2 Dimensi dengan 
syarat Batas Dirichlet) 
Perbandingan hasil prediksi dengan neural network 
terhadap analitik untuk kasus difusi 2 dimensi menunjuk selisih 
nilai error terkecil pada epoch ke 100 yaitu sebesar 0,2807. Jika 
diamati dari epoch terkecil ke terbesar, terlihat bahwa besar 
epoch berbanding terbalik terhadap nilai loss dan nilai RMSE 
antara hasil prediksi dan solusi analitik. Maka pada kandidat 
model ini dapat terima untuk memecahkan kasus persamaan 
difusi dua dimensi. Akan tetapi perlu peninjauan ulang pada 
selisih perbedaan kurva dengan epoch yang lebih besar dan 
mengganti beberapa parameter untuk mencegah saturasi 
sebelum diperoleh hasil prediksi yang mendekati analitik. 
 
Tabel 4.4. Perbandingan nilai error hasil prediksi terhadap solusi eksak dan 
error numerik terhadap solusi eksak pada kasus empat 
epoch Loss Error ANN 
Error 
Numerik 
1 879,3709 0,9705 2,2534 
10 122,3903 0,6067 2,2534 
50 122,0878 0,5307 2,2534 
















BAB V  
PENUTUP 
5.1 Kesimpulan 
Dari hasil penelitian ini diperoleh model Artificial Neural 
Network (ANN) yang dapat digunakan sebagai alternatif pencarian 
solusi persamaan diferensial parsial dengan arsitektur single hidden 
layer yang berisi 10 neuron dioptimasi pada parameter bobot. 
Aproksimsi terhadap solusi persamaan diferensial dengan ANN juga 
bergantung pada penentuan keadaan syarat batas, maka model solusi 
kandidat dibedakan menjadi dua yaitu solusi kandidat dengan syarat 
batas Dirichlet dan solusi trial dengan syarat batas Neumann. Pada 
syarat batas Dirichlet, akurasi model mendapatkan nilai yang lebih 
tinggi sebanding dengan metode numerik biasa, yaitu hanya berselisih 
±0.1 pada RMSE. Pada kasus persamaan difusi 3 dimensi yang 
melibatkan variabel 𝑥, 𝑦, dan 𝑡 model kandidat berhasil mendekati nilai 
numerik dengan selisih rata-rata 0,5721. Akan tetapi, pada solusi trial 
dengan keadaan Neumann, nilai akurasi RMSE berselisih 10 kali lebih 
besar dari hasil RMSE numerik.  
 
5.2 Saran 
Pada penelitian berikutnya diharapkan adanya solusi kandidat 
untuk kasus lebih dari dua dimensi dan varisi terhadap bentuk keadaan 
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Lampiran 1. Grafik Visual Hasil Training 
Interpolasi hasil training untuk kasus ke 1  
 
Gambar 1. Epoch ke-5 
 
Gambar 2. Epoch ke-10 
 
Gambar3. Epoch ke-50 
 
Gambar4. Epoch ke 100 
 




Interpolasi hasil training untuk kasus ke 2  
 
Gambar 1. Epoch ke-10 
 
Gambar 2. Epoch ke-5 
 
Gambar 3. Epoch ke-10 
 
Gambar 4. Epoch ke-50 
 
Gambar 5. Epoch ke 100 
 




Interpolasi hasil training untuk kasus ke 3  
 
Gambar 7. Epoch ke-1 
 
Gambar 8. Epoch ke-5 
 
Gambar 9. Epoch ke-10 
 
Gambar 10. Epoch ke-50 
 
Gambar 11. Epoch ke 100 
 













Lampiran 2. Kode Program 
Kode program Kasus 1 
 
import matplotlib.pyplot as plt 
import autograd.numpy as np 
from autograd import grad, jacobian 
import autograd.numpy.random as npr 
from matplotlib import pyplot, cm 
import csv 
from sklearn.metrics import mean_squared_error 
np.random.seed(5) 
from mpl_toolkits.mplot3d import Axes3D 
 
### Neural Network ### 
 
def f(x): 
    out = 0. 




    out = np.maximum(0, X) 




    out = 1. / (1. + np.exp(-x)) 
    return out 
 
def neural_network(W, x, b): 
    a1 = sigmoid(np.dot(x, W[0]) + b[0]) 
    out = np.dot(a1, W[1]) + b[1] 
    return out 
 
def neural_network_x(W, x, b): 
    a1 = sigmoid(np.dot(x, W[0]) + b[0]) 
    out = np.dot(a1, W[1]) + b[1] 
    return out 
 
def A(x): 
    #out = x[1] * np.sin(np.pi * x[0]) 
    #out = x[0] * 2 * x[1] 
    #out = x[0] * x[1] 
    out = x[1] * np.sin(np.pi * x[0]) 
    return out 
 
def psy_trial(x, net_out): 
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    out = A(x) + x[0] * (1 - x[0]) * x[1] * (1 - x[1]) * 
net_out 
    return out 
 
def loss_function(W, x, y, b): 
    loss_sum = 0. 
 
    for xi in x: 
        for yi in y: 
            input_point = np.array([xi, yi]) 
            net_out = neural_network(W, input_point, 
b)[0] 
 
            psy_t_hessian = 
jacobian(jacobian(psy_trial))(input_point, net_out) 
 
            gradient_of_trial_d2x = psy_t_hessian[0][0] 
            gradient_of_trial_d2y = psy_t_hessian[1][1] 
 
            func = f(input_point) 
 
            err_sqr = ((gradient_of_trial_d2x + 
gradient_of_trial_d2y) - func)**2 
            loss_sum = loss_sum + err_sqr 




    return (1 / (np.exp(np.pi) - np.exp(-np.pi))) * \ 
      np.sin(np.pi * x[0]) * (np.exp(np.pi * x[1]) 
- np.exp(-np.pi * x[1])) 
 
def plot2D(x, y, p): 
    fig = pyplot.figure() 
    ax = fig.gca(projection='3d') 
    X, Y = np.meshgrid(x, y) 
    surf = ax.plot_surface(X, Y, p[:], rstride=1, 
cstride=1, cmap=cm.viridis, 
            linewidth=0, antialiased=False) 
 
    ax.set_xlim(0, 1) 
    ax.set_ylim(0, 1) 
    ax.set_zlim(0, 1) 
 
    ax.set_xlabel('$x$') 
    ax.set_ylabel('$y$') 
    plt.savefig('numerik-case-1.png') 
    plt.close() 
 
def laplace2d(p, y, dx, dy, l1norm_target): 
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    l1norm = 1 
    pn = np.empty_like(p) 
 
    while l1norm > l1norm_target: 
        pn = p.copy() 
        p[1:-1, 1:-1] = ((dy ** 2 * (pn[1:-1, 2:] + 
pn[1:-1, 0:-2]) + dx ** 2 * (pn[2:, 1:-1] + pn[0:-2, 1:-
1])) / (2. * (dx ** 2 + dy ** 2))) 
 
        p[:, 0] = 0  # p = 0 @ x = 0 
        p[:, -1] = np.sin(np.pi * y) * 0.5    # p = y @ x 
= 1 
        p[0, :] = 0 # p = 0 @ y = 0 
        p[-1, :] = 0  # p = sin pi*x @ y=1 
 
        l1norm = (np.sum(np.abs(p[:]) - np.abs(pn[:])) / 
                  np.sum(np.abs(pn[:]))) 
    return p 
 
def main(a): 
    #plate size, mm 
 
    w = h = 1 
    #intervals in x-, y-, directions, mm 
    dx = dy = 0.1 
    #thermal diffusivity of stell, mm2.s-1 
    D = 4 
 
    nx, ny = 10, 10 
 
    x_space = np.linspace(0, w, nx) 
    y_space = np.linspace(0, h, ny) 
    # variabel declaration 
 
    nx, ny = 10, 10 
    c = 0 
    dx = 2. / (nx - 1) 
    dy = 2. / (ny - 1) 
 
    #Neural Network adjustable parameter 
    W = [npr.rand(2, 10), npr.rand(10, 1)] 
    #b = [npr.rand(np.size(W[0][0])), 
npr.rand(np.size(W[1]))] 




    learning_rate = 0.01 
 




    print("init weight...") 
 
    loss = [] 
    epoch = [] 
    iter = 0 
    for i in range(a): 
        print('%d' % i) 
        L = loss_function(W, x_space, y_space, b) 
        loss.append(L) 
 
        iter = iter + 1 
        epoch.append(iter) 
 
        loss_grad = grad(loss_function)(W, x_space, 
y_space, b) 
        W[0] = W[0] - learning_rate * loss_grad[0] 
        W[1] = W[1] - learning_rate * loss_grad[1] 
        #b[0] = b[0] - learning_rate * loss_grad[0] 
        #b[1] = b[1] - learning_rate * loss_grad[0] 
 
        print loss[i] 
 
    surface2 = np.zeros((ny, nx)) 
 
    print("neural net solution...") 
    for i, x in enumerate(x_space): 
        for j, y in enumerate(y_space): 
            net_outt = neural_network(W, [x, y], b)[0] 
            surface2[i][j] = psy_trial([x, y], net_outt) 
 
    '''Neural Network Solution''' 
    fig1 = plt.figure() 
    ax = fig1.gca(projection='3d') 
    X, Y = np.meshgrid(x_space, y_space) 
    surf = ax.plot_surface(X, Y, surface2, rstride=1, 
cstride=1, cmap=cm.viridis, 
                           linewidth=0, 
antialiased=False) 
 
    ax.set_xlim(0, 1) 
    ax.set_ylim(0, 1) 
    ax.set_zlim(0, 2) 
 
    ax.set_title('Prediksi ANN') 
    ax.set_xlabel('$x$') 
    ax.set_ylabel('$y$') 
    plt.savefig('gambar-dengan-epoch-{}.png'.format(a)) 




    surface_analytic = np.zeros((ny, nx)) 
 
    '''Solusi Analitik''' 
    for i, x in enumerate(x_space): 
        for j, y in enumerate(y_space): 
            surface_analytic[i][j] = 
analytic_solution([x, y]) 
 
    fig2 = plt.figure() 
    ax = fig2.gca(projection='3d') 
    X, Y = np.meshgrid(x_space, y_space) 
    surf = ax.plot_surface(X, Y, surface_analytic, 
rstride=1, cstride=1, cmap=cm.viridis, 




    ax.set_xlim(0, 1) 
    ax.set_ylim(0, 1) 
    ax.set_zlim(0, 2) 
 
    ax.set_title('Solusi Analitik') 
    ax.set_xlabel('$x$') 
    ax.set_ylabel('$y$') 
    plt.savefig('solusi-analitik-{}.png'.format(a)) 
    plt.close() 
 
 
    fig3 = plt.figure() 
    plt.title('Loss Function Kasus 1') 
    plt.xlabel('epoch') 
    plt.ylabel('loss') 
    plt.plot(epoch, loss) 
    plt.grid() 
    plt.savefig('loss-epoch-{}.png'.format(a)) 
    plt.close() 
 
    '''Solusi Numerik''' 
    ##initial conditions 
    p = np.zeros((ny, nx))  # create a XxY vector of 0's 
    p = laplace2d(p, x_space, dx, dy, 1e-4) 




    with open('RMSEcase1-{}-epoch.csv' .format(a), 'w',) 
as csvFile: 




        delta_ANN = 
np.sqrt(mean_squared_error(surface_analytic, surface2)) 
        delta_Numerik = 
np.sqrt(mean_squared_error(surface_analytic, p)) 
        writer.writerow(['epoch', 'RMSE_Ann_Analitik', 
'RMSE_Numerik_Analitik', 'loss']) 
        writer.writerow(['{}'.format(a), delta_ANN, 
delta_Numerik, loss[a-1]]) 




x = [5, 10, 50, 100, 500] 
for a in x: 




Kode program Kasus 2 
'''Solving Laplace Equation with PDE''' 
 
import matplotlib.pyplot as plt 
import autograd.numpy as np 
from autograd import grad, jacobian 
import autograd.numpy.random as npr 
from matplotlib import pyplot, cm 
np.random.seed(5) 
from mpl_toolkits.mplot3d import Axes3D 
 
 
def plot2D(x, y, p): 
    fig = pyplot.figure(figsize=(11, 7), dpi=100) 
    ax = fig.gca(projection='3d') 
    X, Y = np.meshgrid(x, y) 
    surf = ax.plot_surface(X, Y, p[:], rstride=1, 
cstride=1, cmap=cm.viridis, 
            linewidth=0, antialiased=False) 
    ax.set_xlim(0, 1) 
    ax.set_ylim(0, 1) 
    ax.view_init(30, 225) 
    ax.set_xlabel('$x$') 
    ax.set_ylabel('$y$') 
    #plt.show() 
 
def laplace2d(p, y, dx, dy, l1norm_target): 
    l1norm = 1 
    pn = np.empty_like(p) 
 
    while l1norm > l1norm_target: 
        pn = p.copy() 
        p[1:-1, 1:-1] = ((dy ** 2 * (pn[1:-1, 2:] + 
pn[1:-1, 0:-2]) + dx ** 2 * (pn[2:, 1:-1] + pn[0:-2, 1:-
1])) / (2. * (dx ** 2 + dy ** 2))) 
 
        p[:, 0] = 0  # p = 0 @ x = 0 
        p[:, -1] = y  # p = y @ x = 2 
        p[0, :] = p[1, :]  # dp/dy = 0 @ y = 0 
        p[-1, :] = p[-2, :]  # dp/dy = 0 @ y = 1 
        l1norm = (np.sum(np.abs(p[:]) - np.abs(pn[:])) / 
                  np.sum(np.abs(pn[:]))) 




x = 1 




nx, ny = 10, 10 
c = 1 
dx = 2. / (nx - 1) 
dy = 2. / (ny - 1) 
 
x_space = np.linspace(0, x, nx) 
y_space = np.linspace(0, y, ny) 
 
##initial conditions 
p = np.zeros((ny, nx))  # create a XxY vector of 0's 
 
##boundary conditions 
p[:, 0] = 0  # p = 0 @ x = 0 
p[:, -1] = y_space  # p = y @ x = 2 
p[0, :] = p[1, :]  # dp/dy = 0 @ y = 0 
p[-1, :] = p[-2, :]  # dp/dy = 0 @ y = 1 
 
p = laplace2d(p, y_space, dx, dy, 1e-4) 
plot2D(x_space, y_space, p) 
 
 
### Neural Network ### 
 
def f(x): 
    out = 0 
    return out 
 
def sigmoid(x): 
    out = 1. / (1. + np.exp(-x)) 
    return out 
 
def neural_network(W, x): 
    a1 = sigmoid(np.dot(x, W[0])) 
    out = np.dot(a1, W[1]) 
    return out 
 
def neural_network_x(x): 
    a1 = sigmoid(np.dot(x, W[0])) 
    out = np.dot(a1, W[1]) 
    return out 
 
def B(x): 
    out = x[0] * x[1] + x[1] * np.sin(np.pi * x[0]) 
    return out 
 
def psy_trial(x, net_out): 
    out = B(x) + x[0] * (1 - x[0]) * x[1] * net_out 
    return out 
 
def loss_function(W, x, y): 
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    loss_sum = 0 
    for xi in x: 
        for yi in y: 
            input_point = np.array([xi, yi]) 
            input_point_x1 = np.array([xi, 1]) 
            net_out_xy = neural_network(W, 
input_point)[0] 
            net_out_x1 = neural_network(W, 
input_point_x1)[0] 
            dnet_out_x1 = grad(neural_network)(W, 
input_point)[1][1] 
 
            net_out = net_out_xy + net_out_x1 - 
dnet_out_x1 
            psy_t_hessian = 
jacobian(jacobian(psy_trial))(input_point, net_out)[0] 
            gradient_of_trial_d2x = psy_t_hessian[0][0] 
            gradient_of_trial_d2y = psy_t_hessian[1][1] 
            func = f(input_point) 
            err_sqr = ((gradient_of_trial_d2x + 
gradient_of_trial_d2y) - func) ** 2 
            loss_sum = loss_sum + err_sqr 
 




W = [npr.rand(2, 10), npr.randn(10, 1)] 
learning_rate = 0.01 
 
print neural_network(W, np.array([1, 1])) 
 
loss = [] 
epoch = [] 
iter = 0 
print("init weight...") 
for i in range(100): 
    print('%d' % i) 
    lossval = loss_function(W, x_space, y_space) 
 
    loss.append(lossval) 
    iter = iter + 1 
 
    epoch.append(iter) 
    loss_grad = grad(loss_function)(W, x_space, y_space) 
    W[0] = W[0] - learning_rate * loss_grad[0] 
    W[1] = W[1] - learning_rate * loss_grad[1] 
    print loss[i] 
 
print loss_function(W, x_space, y_space) 
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print("neural net solution...") 
for i, x in enumerate(x_space): 
    for j, y in enumerate(y_space): 
        dif_net_out_x1 = grad(neural_network)(W, [x, 
1])[1][1] 
        net_outt = (neural_network(W, [x, y]) + 
neural_network(W, [x, 1]) - dif_net_out_x1)[0] 





plt.grid(b=None, which='both', axis='both') 
plt.show() 
 
fig = plt.figure() 
ax = fig.gca(projection='3d') 
X, Y = np.meshgrid(x_space, y_space) 
surf = ax.plot_surface(X, Y, surface2, rstride=1, 
cstride=1, cmap=cm.viridis, 










Kode Program Kasus 3 
 
import matplotlib.pyplot as plt 
import autograd.numpy as np 
from autograd import grad, jacobian 
import autograd.numpy.random as npr 
from matplotlib import pyplot, cm 
from sklearn import preprocessing 
from sklearn.metrics import mean_squared_error 
import csv 
np.random.seed(50) 
from mpl_toolkits.mplot3d import Axes3D 
 
### Neural Network ### 
 
def f(x): 
    out = 0. 




    out = 1. / (1. + np.exp(-x)) 
    return out 
 
def neural_network(W, x, b): 
    a1 = sigmoid(np.dot(x, W[0]) + b[0]) 
    out = np.dot(a1, W[1]) + b[1] 
    return out 
 
def neural_network_x(W, x, b): 
    a1 = sigmoid(np.dot(x, W[0]) + b[0]) 
    out = np.dot(a1, W[1]) + b[1] 
    return out 
 
def A(x): 
    out = (1 - x[0]) + (1 - x[1]) * 50 * x[0] * (1 - 
x[0]) + x[1] * (50 * x[0] * (1 - x[0])) 
    return out 
 
def psy_trial(x, net_out): 
    out = A(x) * 0.003 + x[0] * (1 - x[0]) * x[1] * (1 - 
x[1]) * net_out 
    return out 
 
 
def loss_function(W, x, y, b): 
    loss_sum = 0. 




    for xi in x: 
        for yi in y: 
            input_point = np.array([xi, yi]) 
 
            net_out = neural_network(W, input_point, 
b)[0] 
            psy_t_hessian = 
jacobian(jacobian(psy_trial))(input, net_out) 
            gradient_of_trial_d2x = psy_t_hessian[0][0] 
            gradient_of_trial_dt = 
jacobian(psy_trial)(input, net_out)[0] 
             
            func = f(input_point) 
 
            err_sqr = (gradient_of_trial_dt - D * 
gradient_of_trial_d2x - func)**2 
            loss_sum = loss_sum + err_sqr 
 
    return loss_sum 
 
D = 0.003 
n = 1000 
def analytic_solution(x, t): 
    analitik = 0 
    for i in range(1, n, 2): 
        #sum = 400. / ((np.pi**3) * (2.0 * n - 1)) * 
np.sin((2. * n - 1) * np.pi * x) 
        #ganjil = (2 * n) - 1 
        a = 400.0 / ((np.pi ** 3) * (i ** 3)) 
        b = np.sin((i * np.pi * x)) 
        c = np.exp(-D * (i ** 2) * (np.pi ** 2) * t) 
        sum = a * b * c 
        analitik += sum 
 
    return analitik 
 
nx = 10 
nt = 10 
w = 1 
 
x_space = np.linspace(0, w, nx) 
t_space = np.linspace(0, 10, nt) 
 
W = [npr.rand(2, 10), npr.rand(10, 1)] 
b = [np.zeros(np.size(W[0][0])), np.zeros(np.size(W[1]))] 
input = np.asarray(x_space) 
 
def main(a): 
    t = 100 
    tt_space = np.linspace(0, t, nt) 
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    loss = [] 
    epoch = [] 
    iter = 0 
    learning_rate = 0.01 
    for i in range(a): 
        print('%d' % i) 
        L = loss_function(W, x_space, t_space, b) 
        loss.append(L) 
 
        iter = iter + 1 
        epoch.append(iter) 
 
        loss_grad = grad(loss_function)(W, x_space, 
t_space, b) 
        W[0] = W[0] - learning_rate * loss_grad[0] 
        W[1] = W[1] - learning_rate * loss_grad[1] 
        #b[0] = b[0] - learning_rate * loss_grad[0] 
        #b[1] = b[1] - learning_rate * loss_grad[0] 
 
        print loss[i] 
 
 
    '''Plot Analitik''' 
    Z = np.zeros((nx, nt)) 
    for i, t in enumerate(tt_space): 
        for j, x in enumerate(x_space): 
            Z[i][j] = analytic_solution(x, t) 
 
    fig = plt.figure() 
    ax = fig.gca(projection='3d') 
    X, Y = np.meshgrid(x_space, tt_space) 
    surf = ax.plot_surface(X, Y, Z, cmap=cm.coolwarm, 
linewidth=0, antialiased=False) 
    ax.set_title('Solusi Analitik') 
    ax.set_xlabel('$x$') 
    ax.set_ylabel('$t$') 
    plt.savefig('analitik-case2-{}.png'.format(a)) 
    plt.close() 
 
 
    ''' Plot NN''' 
    surface = np.zeros((nx, nt)) 
    for i, t in enumerate(t_space): 
        for j, x in enumerate(x_space): 
            net_out_result = neural_network(W, [x, t], 
b)[0] 






    tt_space = np.linspace(0, 100, 10) 
    X, Y = np.meshgrid(x_space, np.flip(tt_space)) 
    fig = plt.figure() 
    ax = fig.gca(projection='3d') 
    surf = ax.plot_surface(X, Y, surface, 
cmap=cm.coolwarm, linewidth=0, antialiased=False) 
 
    ax.set_title('Hasil Prediksi ANN') 
    ax.set_xlabel('$x$') 
    ax.set_ylabel('$t$') 
    plt.savefig('ANN-case2-{}.png'.format(a)) 
    plt.close() 
 
    plt.plot(epoch, loss) 
    plt.xlabel('epoch') 
    plt.ylabel('loss') 
    plt.grid() 
    plt.savefig('loss-case2-epoch-{}.png'.format(a)) 
    plt.close() 
 
    #Numerik Solution 
    M = 10  # GRID POINTS on space interval 
    N = 10  # GRID POINTS on time interval 
 
    x0 = 0 
    xL = 1 
 
    # ----- Spatial discretization step ----- 
    dx = (xL - x0) / (M - 1.) 
 
    t0 = 0. 
    tF = 1 
 
    # ----- Time step ----- 
    dt = (tF - t0) / (N - 1) 
 
    D = 0.003  # Diffusion coefficient 
    alpha = -3.  # Reaction rate 
 
    r = dt * D / dx ** 2 
    s = dt * alpha; 
 
    print("r =", r) 
 
    # ----- Creates grids ----- 
    xspan = np.linspace(x0, xL, M) 
    tspan = np.linspace(t0, tF, N) 
 
    # ----- Initializes matrix solution U ----- 




    # ----- Initial condition ----- 
    U[:, 0] = 50. * xspan * (1 - xspan) 
 
    # ----- Dirichlet Boundary Conditions ----- 
    U[0, :] = 0.0 
    U[-1, :] = 0.0 
 
    # ----- Equation (15.8) in Lecture 15 ----- 
    for k in range(0, N - 1): 
        for i in range(1, M - 1): 
            U[i, k + 1] = r * U[i - 1, k] + (1 - 2 * r + 
s) * U[i, k] + r * U[i + 1, k] 
 
    X, T = np.meshgrid(tspan, xspan) 
 
    fig = plt.figure() 
    ax = fig.gca(projection='3d') 
 
    surf = ax.plot_surface(X, T, U, cmap=cm.coolwarm, 




    ax.set_xlabel('t') 
    ax.set_ylabel('x') 
    ax.set_zlabel('U') 
    plt.savefig('Numerik-case2-{}.png'.format(a)) 
    plt.close() 
 
    with open('RMSEcase2-{}-epoch.csv' .format(a), 'w',) 
as csvFile: 
        writer = csv.writer(csvFile, delimiter=',', 
lineterminator='\n',) 
        delta_ANN = np.sqrt(mean_squared_error(Z, 
surface)) 
        delta_Numerik = np.sqrt(mean_squared_error(Z, U)) 
        writer.writerow(['epoch', 'RMSE_Ann_Analitik', 
'RMSE_Numerik_Analitik', 'loss']) 
        writer.writerow(['{}'.format(a), delta_ANN, 
delta_Numerik, loss[a-1]]) 
        print 'nilai RMSE', delta_ANN 
 
 
x = [10] 
for a in x: 




Kode Program Kasus 4 
 
import matplotlib.pyplot as plt 
import autograd.numpy as np 
from autograd import grad, jacobian 
import autograd.numpy.random as npr 
from matplotlib import pyplot, cm 
from sklearn.preprocessing import MinMaxScaler 
from sklearn.metrics import mean_squared_error 
import csv 
np.random.seed(5) 
from mpl_toolkits.mplot3d import Axes3D 
 
nx = 10 
ny = 10 
nt = 10 
nu = .05 
dx = 2. / (nx - 1.) 
dy = 2. / (ny - 1.) 
sigma = .25 
#dt = sigma * dx * dy / nu 
dt = 0.1 
 
 
### Analitik ### 
t = 3 
n = m = 100 
 
def part_a(m, n): 
    out = (1 - np.cos((m * np.pi) / 2)) * (1 - np.cos((n 
* np.pi) / 2)) 
    return out 
 
 
def part_b(m, n, x, y): 
    out = np.sin(m * np.pi * x) * np.sin(n * np.pi * y) 
    return out 
 
 
def part_exp(m, n, t): 
 
    out = np.exp(-np.pi / 3 * np.sqrt(m**2 * n**2) * t) 
    return out 
 
 
def analytic(x, y): 
    solusi = 0 
    for i in range(n): 
        for j in range(m): 
73 
 
            iter = (800. / np.pi**2) * part_a(i, j) * 
part_b(i, j, x, y) * part_exp(i, j, t) 
            solusi += iter 
    return solusi 
 
 
### Neural Network ### 
 
def f(x): 
    out = 0. 




    out = 1. / (1. + np.exp(-x)) 
    return out 
 
def neural_network(W, x, b): 
    a1 = sigmoid(np.dot(x, W[0]) + b[0]) 
    out = np.dot(a1, W[1]) + b[1] 
    return out 
 
def neural_network_x(W, x, b): 
    a1 = sigmoid(np.dot(x, W[0]) + b[0]) 
    out = np.dot(a1, W[1]) + b[1] 
    return out 
 
def A(x): 
    out = x[1] * x[0] * (1-x[1]) * (1-x[0]) 
    return out 
 
def psy_trial(x, net_out): 
    out = A(x) + x[0] * (1 - x[0]) * x[1] * (1 - x[1]) * 
x[2] * (1 - x[2]) * net_out 
    return out 
 
def loss_function(W, x, y, t, b): 
    loss_sum = 0. 
 
    for ti in t: 
        for xi in x: 
            for yi in y: 
                input_point = np.array([xi, yi, ti]) 
                net_out = neural_network(W, input_point, 
b)[0] 
 
                psy_t_hessian = 
jacobian(jacobian(psy_trial))(input_point, net_out) 





                gradient_of_trial_d2x = 
psy_t_hessian[0][0] 
                gradient_of_trial_d2y = 
psy_t_hessian[1][1] 
                gradient_of_trial_dt = psy_t_jacobian[2] 
 
                func = f(input_point) 
 
                err_sqr = ((((gradient_of_trial_d2x + 
gradient_of_trial_d2y) * 1/3 - gradient_of_trial_dt) - 
func)**2) 
                loss_sum = loss_sum + err_sqr 





    #plate size, mm 
 
    w = h = 1 
    #intervals in x-, y-, directions, mm 
    dx = dy = 0.1 
    #thermal diffusivity of stell, mm2.s-1 
    D = 4 
 
    nx, ny, nt = 10, 10, 10 
 
 
    x_space = np.linspace(0, w, nx) 
    y_space = np.linspace(0, h, ny) 
    t_space = np.linspace(0, 3, nx) 
    t_space = t_space.reshape(-1, 1) 
 
    scaler = MinMaxScaler(feature_range=(0, 1)) 
    rescaledT = scaler.fit_transform(t_space) 
 
    np.set_printoptions(precision=3) 
 
    W = [npr.rand(3, 10), npr.rand(10, 1)] 
    #b = [npr.rand(np.size(W[0][0])), 
npr.rand(np.size(W[1]))] 




    learning_rate = 0.01 
 




    print("init weight...") 
 
    loss = [] 
    epoch = [] 
    iter = 0 
    for i in range(a): 
        print('%d' % i) 
        L = loss_function(W, x_space, y_space, rescaledT, 
b) 
        loss.append(L) 
 
        iter = iter + 1 
        epoch.append(iter) 
 
        loss_grad = grad(loss_function)(W, x_space, 
y_space, rescaledT, b) 
        W[0] = W[0] - learning_rate * loss_grad[0] 
        W[1] = W[1] - learning_rate * loss_grad[1] 
        #b[0] = b[0] - learning_rate * loss_grad[0] 
        #b[1] = b[1] - learning_rate * loss_grad[0] 
 
        print loss[i] 
 
    surface2 = np.zeros((ny, nx)) 
 
 
    print("neural net solution...") 
    #t = 0 
 
    inverseScaleT = scaler.inverse_transform(rescaledT) 
 
    for ti, t in enumerate(inverseScaleT): 
        for i, x in enumerate(x_space): 
            for j, y in enumerate(y_space): 
                net_outt = neural_network(W, [x, y, t], 
b)[0] 
                surface2[i][j] = psy_trial([x, y, t], 




    fig1 = plt.figure() 
    ax = fig1.gca(projection='3d') 
    X, Y = np.meshgrid(x_space, y_space) 
    surf = ax.plot_surface(X, Y, surface2, rstride=1, 
cstride=1, cmap=cm.coolwarm, 
                           linewidth=0, 
antialiased=False) 
 
    ax.set_xlim(0, 1) 
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    ax.set_ylim(0, 1) 
    #ax.set_zlim(0, 2) 
 
 
    ax.set_xlabel('$x$') 
    ax.set_ylabel('$y$') 
    plt.savefig('gambar-case4-mse-dengan-iterasi-
{}.png'.format(a)) 
    plt.close() 
    plt.show() 
 
 
    '''Bagian Analitik''' 
    X, Y = np.meshgrid(x_space, y_space) 
    R = analytic(X, Y) 
 
    fig = plt.figure() 
    ax = fig.gca(projection='3d') 
    X, Y = np.meshgrid(x_space, y_space) 
    Z = analytic(X, Y) 
    surf = ax.plot_surface(X, Y, R, cmap=cm.coolwarm, 
linewidth=0, antialiased=False) 
    ax.set_xlabel('$x$') 
    ax.set_ylabel('$y$') 
    plt.savefig('gambar-analitik-mse-case4-iterasi-
{}.png'.format(a)) 
    plt.close() 
 
    fig3 = plt.figure() 
    plt.plot(epoch, loss) 
    plt.xlabel('epoch') 
    plt.ylabel('loss') 
    plt.grid(b=None, which='both', axis='both') 
    plt.savefig('case4-mse-loss-epoch-{}.png'.format(a)) 
    plt.close() 
 
    with open('RMSEcase4-mse-{}-epoch.csv' .format(a), 
'w',) as csvFile: 
        writer = csv.writer(csvFile, delimiter=',', 
lineterminator='\n',) 
        delta_ANN = np.sqrt(mean_squared_error(R, 
surface2)) 
        delta_Numerik = np.sqrt(mean_squared_error(R, 
surface2)) 
        writer.writerow(['epoch', 'RMSE_Ann_Analitik', 
'RMSE_Numerik_Analitik', 'loss']) 
        writer.writerow(['{}'.format(a), delta_ANN, 
delta_Numerik, loss[a-1]]) 




x = [50] 
for a in x: 
    main(a) 
 
 
 
