The moments of a random vector based on the definition of the power of a vector, proposed by J. Tatar, are scalar and vector characteristics of a multivariate distribution. Analogously to the univariate case, we distinguish the uncorrected and the central moments of a random vector. Other characteristics of a multivariate distribution, i.e. an index of skewness and kurtosis, have been introduced by using the central moments of a random vector. For the application of the mentioned quantities for the analysis of multivariate empirical data, it appears desirable to construct their respective estimators. This paper presents the consistent estimators of the central moments of a random vector, for which essential characteristics have been found, such as a mean vector and a mean squared error. In these formulas, the relevant orders of approximation have been taken into account.
Introduction
One of the fundamental characteristics of the univariate random variable is the ordinary (raw, uncorrected) and the central moments (e.g. Shao, 2003, Jakubowski and Sztencel, 2004) . Even order moments are measures of dispersion of the distribution of the random variable, the moments of odd order characterize their location. In the analysis of multivariate distributions the product moments (about zero), the central mixed moments or collections thereof, e.g. mean vector, covariance matrix, are considered as classical generalizations of the above quantities (e.g. Johnson, Kotz and Kemp, 1992; Fujikoshi, Ulyanov and Shimizu, 2010) . The uncorrected and central moments of a random vector are also considered as the expectations of relevant Kronecker products of a random vector (e.g. Holmquist, 1988) . Thus, from this definition, they are size vector quantities On the basis of the definition of the power of a vector, Tatar (1996 Tatar ( , 1999 suggested multivariate generalizations of the uncorrected and the central moments of a random variable, which are different from the above. Let us recall the basic definitions.
Definition 1.1. [Tatar 1996 [Tatar , 1999 L be a space of random vectors whose absolute value raised to the rth power has finite integral, that is:
.
In the literature, the measure  
is sometimes called the moment of the order r of a random vector X and designated as   r E X (see Bilodeau and Brenner, 1999) . Tatar (2002) , however, by analogy with the univariate case, defines this expression as the absolute moment of order r of a random vector X . In this study, we will also regard these values as the absolute moments of a random vector. Therefore, let us assume that for the vector
an absolute moment of order r exists. Definition 1.2. [Tatar 1996 [Tatar , 1999 The ordinary (raw, uncorrected) moment of order r of the random vector
Let us note that the uncorrected moment of the first order is the mean vector, that is:
The definition and basic properties of the central moments of a random vector based on the definition of the power of a vector will be presented in the next section.
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The central moments of a random vector
Definition 2.1. [Tatar 1996 [Tatar , 1999 
Assuming further that the random vector (Budny, 2012) using Isserlis theorem (Isserlis, 1919) , setting the algorithm for determination of the central mixed moments of the normally distributed random vector.
For the application of the central moments for the analysis of multivariate, empirical data, it appears desirable to construct their respective estimators. The next section will present their form along with a discussion of basic properties.
The multivariate sample central moments
Construction and basic properties
At the beginning let us recall the form of multivariate sample raw moments with their basic properties useful in the next part of this paper (Budny, 2014) .
Suppose that 
, . Let us therefore proceed to formulate the forms of estimators of the central moments of a random vector. , . Remark 3.2.1. In the following discussion, while examining the properties of multivariate sample central moments, we will assume, without loss of generality, that the mean vector is a zero vector, i.e. 0
, 1
We will begin the analysis of the properties of estimators of the central moments of a random vector by determining the form of their expected values. To do this, we will first introduce some forms of multivariate sample central moments, useful in further considerations.
Theorem 3.1.1. Multivariate sample central moments can be represented as follows:
 estimator of central moments of even order:
The computation leading to explicit forms of the expected value of multivariate sample central moments is tedious and does not bring any relevant elements for further consideration. So, the next theorem will present their form with appropriate order of approximation (for univariate case -see Cramer 1958, p. 336) . Prior to the formulation of this result, let us consider the following lemma.
Lemma 3.1.1. Assume that
. Let us consider a multivariate distribution (in population) for which the absolute moment of order r 2 exists. Then, for every
where the operator " " is defined (Tatar, 2008) as follows:
Proof: see Appendix.
Property   6 . 1 . 3 will play a key role in the study of property of unbiasedness of multivariate sample central moments. It will be used in the proof of the theorem, which presents forms of their expected values with the relevant order of approximation. 
By the assumption
Note that for each   
Clearly, this leads to the conclusion that
Finally, the use of the properties in the following order: unbiasedness of multivariate sample raw moments,   
Indeed, Jensen's and Hölder's inequalities, the properties   This implies, therefore, a property
Note that the reasoning analogous to the one carried out above leads to another property expressed as
Furthermore, the elementary computation establishes the equality we get the property , that takes the form
Reasoning analogous to that shown in the proof of the property   
. Thus, we get the condition Based on the property   
