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Résumé. Nous nous intéressons au problème de la minimisation de l’erreur relative
moyenne dans le cadre des modèles de régression. Nous montrons que l’optimisation de
ce critère est équivalente à la minimisation de l’erreur absolue par régressions pondérées
et que l’approche par minimisation du risque empirique est, sous certaines hypothèses,
consistante pour la minimisation de ce critère.
Mots-clés. Optimisation, MAPE, consistance
Abstract. We study in this paper the consequences of using the Mean Absolute Per-
centage Error (MAPE) as a measure of quality for regression models. We show that finding
the best model under the MAPE is equivalent to doing weighted Mean Absolute Error
(MAE) regression. We also show that, under some asumptions, universal consistency of
Empirical Risk Minimization remains possible using the MAPE.
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1 Introduction
Nous étudions le cadre classique des régressions, en supposant des couples d’observations
Z = (X, Y ), à valeurs dans X × R où X est un espace muni d’une métrique. La qualité
d’un modèle g (fonction définie sur X et à valeurs dans R) est mesurée à partir d’une
fonction de perte l, qui est classiquement les moindres carrés (MSE: Mean Square Error),
l’erreur absolue (MAE: Mean Absolute Error), ou l’erreur relative moyenne (MAPE: Mean
Absolute Percentage Error):
lMAPE(p, y) =
∣∣∣∣
p− y
y
∣∣∣∣
avec les conventions que pour tout a 6= 0, a
0
= ∞ et 0
0
= 1. Le risque d’un prédicteur g
est défini comme l’espérance de la perte: Ll(g) = E(l(g(X), Y )). Le risque empirique est
alors la moyenne empirique de la fonction de perte calculée sur l’ensemble d’apprentissage:
L̂l(g)N =
1
N
N∑
i=1
l(g(Xi), Yi). (1)
1
L’enjeu pratique consiste à déterminer comment minimiser LMAPE(g). D’un point de
vue théorique, nous nous sommes intéressés à la consistance de la méthode de minimisation
du risque empirique (ERM) dans le cas de la MAPE.
2 Résolution pratique
D’un point de vue pratique, le problème consiste à minimiser L̂MAPE(g)N sur une classe
de modèles GN , ce qui revient à résoudre:
ĝMAPE,N = arg min
g∈GN
1
N
N∑
i=1
|g(Xi)− Yi|
|Yi|
.
En considérant les quotients 1
|Yi|
comme des poids, ce problème peut être vu comme un
cas particulier de la régression médiane (elle-même étant un cas particulier des régressions
quantiles) qui minimise l’erreur absolue. Par conséquent, toute implémentation des
régressions quantiles permettant l’utilisation de pondérations peut être utilisée pour trou-
ver le modèle linéaire minimisant la MAPE. C’est par exemple le cas de la librairie R
quantreg [3].
3 Considérations théoriques
D’un point de vue théorique, nous nous sommes intéressés à la consistance des stratégies
d’apprentissage lorsque la fonction de perte est la MAPE. Plus précisément, pour une
fonction de perte l, nous définissons L∗l = infg Ll(g), où le minimum est calculé sur
l’ensemble des fonctions mesurables de X dans R et notons L∗l,G = infg∈G Ll(g), où G est
une classe de modèles.
Dans ce travail, nous nous intéressons à la méthode de minimisation du risque em-
pirique (ERM), pour lequel ĝl,N = argming∈GN L̂l(g)N , et nous montrons la consistance
de l’ERM dans le cas de la MAPE:
∀ǫ > 0,P
{
limn→+∞
(
sup
g∈GN
∣∣∣L̂mape(ĝl,N)N − Lmape(g)
∣∣∣
)
> ǫ
}
= 0
Ce résultat a déjà été établi pour certaines fonctions de pertes (MSE et MAE par
exemple), mais ne peut être généralisé au cas de la MAPE car les propriétés nécessitent
l’hypothèse de continuité uniforme au sens de Lipschitz (voir par exemple le lemme 17.6
dans [1]), qui n’est pas vérifiée dans le cas de la MAPE.
La preuve proposée s’effectue en deux étapes. D’abord nous montrerons qu’il est
possible de borner la probabilité à contrôler par une quantité dépendant du Lp convering
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number de la classe de modèles considérée. Puis, en contrôlant ce dernier par la VC-
dimension de la classe de fonction considérée, nous verrons qu’il est possible, sous certaines
hypothèses, d’assurer la consistance de la méthode de minimisation du risque empirique.
3.1 Lp convering numbers
Etant donnée une classe de modèles GN et une fonction de perte l, nous noterons
H(GN , l) = {h : X × R → R
+, h(x, y) = l(g(x), y) | g ∈ GN},
et
H+(GN , l) = {h : X × R× R → R
+, h(x, y, t) = It≤l(g(x),y) | g ∈ GN}.
Lorsqu’il n’y a pas d’ambiguité compte tenu du contexte, nous simplifierons ces notations
par HN,MAPE pour l = lMAPE et la classe GN considérée.
Pour tout ǫ > 0, une ǫp-couverture de taille p d’une classe de fonctions F définies sur Z
et à valeurs dans R+ est une collection finie f1, . . . , fp de F telle que min1≤i≤p ‖f−fi‖p,D <
ǫ pour tout f ∈ F et un jeu de donné D observé, où ‖.‖p désigne la norme Lp.
Le Lp covering number correspond au nombre de ǫp-couverture de F et est noté
Np(ǫ,F , D). Comme pour tout h1, h2 dans Hn,MAPE la quantité définie par
‖h1 − h2‖∞ = sup
(x,y)∈X×R
||g1(x)− y| − |g2(x)− y||
|y|
n’est en général pas bornée lorsque y tend vers 0, les résultats liés à la MSE et MAE
ne sont pas applicables directement. Dans la suite nous supposerons donc qu’il existe
λ > 0 tel que |Y | ≥ λ
En supposant que pour tout g ∈ GN , ‖g‖∞ ≤ BGN , et |Y | ≥ λ, on peut montrer que
BH(GN ,lMAPE) = 1 +
BGN
λ
et le théorème 9.1 de [2] donne (avec BN,l = BH(GN ,l)):
P
{
sup
g∈GN
∣∣∣L̂l(g)N − Ll(g)
∣∣∣ > ǫ
}
≤ 8E
(
Np
( ǫ
8
, H(GN , l), D
))
e
− Nǫ
2
128B2
N,l . (2)
Ce qui permet d’avoir une borne de la quantité à contrôler.
3.2 VC-dimension
Une façon de borner les covering numbers consiste à utiliser les VC-dimensions. On peut
montrer k points sont séparés par H+(GN , lMAE) si, et seulement si, ils sont également
séparés par H+(GN , lMAPE). En d’autres termes, la VC-dim de la classe de fonction
considérée est inchangée selon que la fonction de perte est la MAE ou la MAPE. D’après
le théorème 9.4 de [2], si Vl = V Cdim(H
+(GN , l)) ≥ 2, p ≥ 1, et 0 < ǫ <
BN,l
4
, on a alors
Np(ǫ,H(GN , l), D) ≤ 3
(
2eBpN,l
ǫp
log
3eBpN,l
ǫp
)Vl
. (3)
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3.3 Consistance
La consistance de l’algorithme ERM dans le cas de la MAPE peut être montrée de façon
similaire au théorème 10.1 de [2]. Supposons donnée une série de classe de modèles,
(Gn)n≥1 telle que ∪n≥1Gn est dense dans l’ensemble des fonctions mesurables de Rp dans
R selon la norme L1(µ) pour toute mesure µ. Supposons en outre les Gn uniformément
bornés par BGn et de VC-dim finie Vn = V Cdim(H
+(Gn, lMAPE)). Remarquons que,
pour que ces conditions restent compatibles avec l’hypothèse de densité il est nécessaire
que limn→∞ vn = ∞ et limn→∞BGn = ∞.
Alors, en supposant que |Y | ≥ λ (presque surement) et que limn→∞
vnB
2
Gn
logBGn
n
= 0,
on obtient à partir des équations 2 et 3:
P
{
sup
g∈GN
∣∣∣L̂l(g)N − Ll(g)
∣∣∣ > ǫ
}
≤ K(n, ǫ),
avec
K(n, ǫ) = 24
(
16eBn
ǫ
log
24eBn
ǫ
)vn
e
− nǫ
2
128B2n et Bn = 1 +
BGn
λ
.
Les hypothèses garantissent
∑
n≥1K(n, ǫ) < ∞ pour tout ǫ > 0, ce qui assure la
convergence presque sure de LMAPE(ĝlMAPE ,n) vers L
∗
MAPE
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