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The response of the immune system to dierent vaination patterns is studied with a simple
model. It is argued that the history and harateristis of the pattern denes very dierent seondary
immune responses in the ase of infetion. The memory funtion of the immune response an be
set to work in very dierent modes depending on the pattern followed during immunizations. It
is argued that the history and pattern of immunizations an be a deisive (and experimentally
aessible) fator to tailor the eetiveness of a spei vaine.
PACS numbers: 82.39.-k, 82.39.Rt, 87.18.-h
I. INTRODUCTION AND OVERVIEW
From the physial sientist standpoint, the immune
system (IS)[1, 2℄ (with ell-mediated and/or humoral
responses) ranks amongst the most omplex naturally-
ourring nonlinear many-body problems we an nd[3℄.
The IS involves interations amongst several entities
(antibodies (ATB), antigens (ATG), immune omplexes
(IC), natural-killer (NK) ells, plasma ells (PC), T-
ells, B-ells, antigen presenting ells (APC), et) with
omplex anities and dynamis. The understanding of
the IS response, even at a qualitative level, is of prime
importane for urrent issues in immunology, ranging
from HIV[4℄ and other immunodeienies, to tumor
immunotherapy[5℄. Some of the omponents of the IS
(like T, NK, or B-ells) have omplex internal dynam-
is of their own, resulting in dierentiation, division, and
mutation. The dynamis of the IS presents a problem
with a hierarhy of omplexities at dierent levels; the
IS response is to a ell what soiology is to an individ-
ual, having both internal and emergent properties arising
from their inherent omplexity.
Mathematial modelling in theoretial immunology
has ome as an aid in the understanding of the IS. This
is in part due to the unpreedented growth in omputer
memory and proessor speed, but also due to a better
understanding of the dynamis of the IS. Extensive re-
views of the early pioneering work in the mathematial
modelling of the IS an be found in the literature[3℄.
Admittedly, in spite of more than two deades of re-
searh, the modelling of the IS response is still in its
infany. The shear omplexity of the problem is not
the only reason, but also the fat that many miro-
sopi interations among dierent omponents are either
not fully understood, diult to measure, or no reason-
able parametrization is known for them. There is also
∗
Eletroni address: Pablo.Ethegoinvuw.a.nz
the widespread opinion that not all of the fundamental
moleules partiipating in the IS response might have
been fully identied[3℄, in partiular ompounds related
to inter-ell signalling and ommuniation.
Despite all these shortomings, the development of
models is an important advane in our understanding
and a lear aid in the development of intuition and strate-
gies to guide the IS in the right diretion to ombat dis-
eases like AIDS or aner. Monolonal antibodies (MA)
and interferon based therapies have beome nowadays
part of the standard repertoire in aner treatment, while
many other types of immunotherapy, suh as aner va-
ines (CV), remain largely experimental. CV's onsist in
most ases of a soure of aner-related material (anti-
gen) whih is injeted to further stimulate the IS. The
experimental hallenge so far has been to nd better anti-
gens with enough eetiveness to enhane the patient's
IS to ght aner ells.
This paper fouses on a very spei aspet of the IS:
the amplitude of the seondary immune response aord-
ing to dierent training programs established in the vai-
nation pattern (primary response). In general terms, the
most basi task of the immune system is pattern reogni-
tion; a task whih the IS ahieves through the mehanism
of lonal seletion, eluidated more than 40 years ago[6℄.
Clonal seletion prepares the memory of the IS to deliver
a strong response (the seondary response) if the antigen
reappears. The initial steps of the seondary response
are ruial to the faith of the organism in its ability to
ght a reurring antigen. If the IS has not been trained
before, a massive attak from an antigen leaves the organ-
ism to rely only on the primary response. This has the
disadvantage that there is an assoiated delay, beause
the ell population needs to enlarge before substantial
amounts of antibodies an be produed. This is partly
the reason why illnesses from highly mutating antigens
like inuenza are more diult to ght by the IS than
more severe, but at the same time more stable, antigens.
The former leaves the IS at the mery of the primary
response, while the latter an be more eetively fought
2through vaination.
The way the IS develops a memory is based on its
training (vaination) program. It will be argued that the
ability to develop a memory, like in many other pattern
reognition problems, is strongly dependent on the type
of training. The possibility of playing with the timing
and sequene of the vaination program to tailor and
maximize the eetiveness of the IS seondary response
is suggested.
II. THE IMMUNE SYSTEM AS A LEARNING
MACHINE
On very general theoretial grounds the IS is a learning
mahine for pattern reognition of the epitopes of anti-
gens. Forrest et. al[7℄ have onsidered the adaptability
of the IS response as a pattern reognition and learning
proess using a geneti algorithm[8℄ on a binary string
model. After Ref. [8℄, geneti algorithms are stohas-
ti searh methods managing a population of simultane-
ous searh positions; they evaluate the target funtion
to be optimized at some randomly seleted points of the
denition domain. At this level of abstration, there is
a strong overlap between the learning properties of the
IS and many onepts in stohasti neural networks, in-
luding learning algorithms and optimization. As far as
the experimental evidene is onerned, there is no lear-
ut demonstration on the exat algorithm the IS uses to
learn. Other options dierent from geneti algorithms
like Boltzmann or Hebbian learning[8℄ should be onsid-
ered on an equal foot.
Several radially dierent types of models have been
proposed for the IS, going from oupled systems of (non-
linear) dierential equations[3, 9, 10℄, to spin-glasses[11℄,
to ellular automata (CA)[12, 13℄. Segel pointed out[14℄
that a hallmark of omplex phenomena is that they an
not be modelled by a single approah or, alternatively,
that they are prone to several dierent representations,
depending on the spei aspet we want to understand.
The aspets of training, learning, and pattern reognition
we want to study are more easily implemented on CA ver-
sions of the IS. We shall use, aordingly, one of the well
established CA models of the immune response[12, 13℄ to
address the issues we raised before, trying to draw analo-
gies with aspets of learning in neural networks where
appropriate.
For the sake of argument, onsider the ase of Boltz-
mann learning in a simulated annealing proess of the
type used for neural networks[8℄. Simulated annealing,
whih is a speial ase of the Monte Carlo method, was
brought into the mainstream of numerial optimization
of networks after the seminal paper by Kirkpatrik and
oworkers[15℄. The learning proess has here a diret
physial meaning: it is equivalent to the previous ther-
modynami history of the network in its searh for the
global minimum of the total energy. This is the learest
example in whih it is obvious that the outome of the
learning proess strongly depends on the thermodynami
yles and patterns followed in the annealing. One quik
temperature jump followed by a rapid quenh will have
a ompletely dierent eet than a sustained and grad-
ual temperature drop, even if the amount of energy put
in is the same. The dierenes will be more pronouned
the more omplex the energy landsape or the network.
It is objetive of this paper to show that the same phe-
nomenon exist in simple models of the IS, thus showing
the importane of the pattern followed in the training
period (vaination).
III. THE MODEL
We do not to validate a new model for the IS here.
Instead we adopt a well established CA-model for the
IS (IMMSIM), rst introdued by Celada and Seiden[12℄
and further developed by Kleinstein and Seiden[16℄. We
omment very briey on the model and refer to the pub-
lished literature[12, 13, 16℄ for the details. Essentially,
the model follows the evolution in a CA (spatial lymph-
node) of: antigen presenting ells, antibodies, antigens,
B-ells, immune omplexes (IC), plasma ells, and T-
ells. We use the 8-bit string implementation with the
parametrization suggested by Kleinstein and Seiden[16℄.
It is well known that even the simplest automata with the
simplest interation rules an lead to extremely omplex
behavior inluding haoti dynamis, unstable periods,
and omplex spatiotemporal patterns[17℄. An automata
like the one used in IMMSIM has the additional om-
pliation that some of its entities hange over time in
a stohasti manner, from hyper-mutations to the nite
lifetime of the ells; its dynamis an only be assessed
by diret simulation on a grid. Further details of the
model an be found in the original papers[12, 13, 16℄. It
is assumed that all memory ells (APC, B-, and T-ells)
have an innite lifetime while the non-memory version
of the same ells have an average half-life of τ =10 y-
les, dened as the probability P = exp(−ln2/τ) to die in
eah yle. The permanene/extintion of a ell is deided
stohastially in eah iteration, a feature that transforms
the IMMSIM model into an stohasti ellular automata.
Diret interation between IC's and B-ells are not on-
sidered in the model[12, 13, 16℄. The relative shorter
lifetimes of B-ells as ompared to the total vaination
period makes the total number of B-ells to be dominated
mostly by memory B-ells. We shall use, aordingly, the
total number of B-ells as a measure of the gained im-
mune memory in the next setion.
IV. RESULTS AND DISCUSSION
We adopt a few denitions: We dene two periods (a)
a vaination/inoulation or training period in whih the
CA is trained by exposing it to a small quantity of anti-
gen with dierent temporal patterns, and (b) an infetion
3period in whih the CA is exposed to muh larger quanti-
ties of antigen whih is injeted at regular short intervals
in the dynamis; thus simulating a quasi-ontinuous pro-
dution of antigen aused by illness or external agents.
We will judge the ability of the IS to overome infetion
by its ability to redue the amount of existing antigen
to exatly zero, during the infetion period. This is a
somewhat arbitrary denition but it will reveal, preisely,
the dierent types of behavior that an be generated in
the CA aording to the training pattern.
Form the experimental point of view, one an antigen
or a modied form of antigen has been produed for a
trial, there are very few variables left exept for: (a) the
amount of antigen to be introdued as vaine, and (b)
the number of inoulations and the length of the training
program. The results in this paper suggest that for ex-
atly the same amount of antigen used as a vaine, the
IS may respond in ompletely dierent ways depending
on how that vaine is spread over the training period.
We rst onentrate on the onepts of infetion and
primary response for the purpose of the modelling here.
Figure 1 shows the example of of a CA whih has not been
vainated, i.e. it has no previous reolletion of an en-
ounter with the antigen, and it is exposed at some point
to an infetion in the terms dened above. The CA has
a standard population of T-, APC, and B-ells of∼ 103
and no antigen is present initially. Here we are testing
the ability of the model-IS to ope with an infetion by
means of its primary response only. In a CA the y-
les play the role of time; they an be used as synonyms
in this ontext. In Fig. 1(a) the CA is injeted from
t = 0 onwards with 104 antigens every 10 yles. The
positions where the antigens are introdued are marked
with vertial arrows. In Fig. 1(a) we see that after 4 ex-
posures to the periodi outbreak of antigen the CA has
managed to redue the antigen ontent to zero. This is
a ase where, with some delay, the IS is able to ontrol
the infetion by means of its primary response. On the
ontrary Fig. 1(b) shows an example where the primary
response annot ope with the outbreak. Here we injet
5× 10
4
antigens every 10 yles and monitor again the
amount of antigen present in the CA. After a rapid in-
rease, there is a hint of a slowdown in the amount of
antigen present, i.e. the primary response is responding
and ghting bak partially the infetion. But eventually
the onstant inrease of antigen at regular times wins and
the amount of antigen inreases ontinuously and annot
be ontrolled. We are interested now on how a vaina-
tion program with a small amount of antigen an help
the IS to ope with this latter situation.
We now dene a vaination program. From the re-
sponse in Fig. 1 we an dedue that 10
3
iterations is a
very long time ompared to the response of the CA. In
addition, an injetion of a total of 10
4
antigens spread
over 103 yles an be easily handled by the model-IS.
We dene a vaination program, aordingly, based on
a total antigen intake of 104 (the vaine) spread in dif-
ferent ways over a period of 103 yles (the training pe-
riod). Figure 2 shows the result of dierent vaination
patterns. A measure of the ability of the system to mem-
orize the presene of the antigen for future infetions is
the total number of B-ells present in the system. As
one of the primary targeting enters of antigens, B-ells
play a deisive role on the memory of the IS to trigger a
fast seondary response. The total number of B-ells is
dominated by the memory B-ells, as explained before.
Figure 2 shows then the B-ell population resulting
from 3 dierent vaination patterns with the same to-
tal amount of antigen: (a) a single inoulation with 104
antigens at t = 0, (b) two inoulations with 5× 103 anti-
gens at t = 0 and t = 500 yles, and (c) 10 inoulations
with 103 antigens every 100 yles. It is evident from
the B-ell population that the build up of immune mem-
ory is very dierent depending on the pattern followed
during vaination, even if the total amount of antigen
is the same in all ases. Smaller doses spread-out over
the training period result in better memory retention as
far as the B-ell population is onerned; but the pi-
ture of the better memory gain with small doses is in
fat subtler. A naive onlusion from Fig. 2 would be
that we have to ontinue making the doses smaller and
more frequent. But there is in fat a tradeo between
the amount, frequeny, and lifetime of the antigens. The
gain in B-ell population for 20 inoulations with half of
the dose is negligible, for example, and for 50 inoula-
tions the nal population of B-ells after vaination is
smaller than in the 10 inoulation program, as we shall
show later.
The three dierent senarios in immune memory gain
in Fig. 2 result naturally in three ompletely dierent
seondary immune responses in the event of infetion.
Figure 3 exemplies this with an infetion of the type
shown if Fig. 1(a), i.e. 10
4
antigens every 10 yles. The
IS ontrols the infetion now muh faster than the∼ 35
yles it takes to the primary response, as expeted, but
signiant dierenes are seen in the dynamis of the
three ases. The single inoulation training ontrols the
infetion only after the seond antigen injetion, while
the 2 and 10 inoulations approahes, ontrol the out-
break right after the rst appearane of the antigen and
before the seond injetion. During that time the dy-
namis manages to lear the CA from antigen; the 10
vaination approah being the fastest. It may seem a
priori obvious that the more vaines the better the pro-
tetion, but let us stress that all vaination programs
are arried out with exatly the same amount of antigen;
i.e. more inoulations does not mean more vaine, but
rather the same amount of vaine distributed dierently.
The eet of the dierent vaination programs and
the dierent immune memory gains is more dramati in
outbreaks that annot be ontrolled by the primary re-
sponse of the IS. This is expliitly shown in Fig. 4: a
CA trained with the vaination programs of Fig. 2 is
exposed now to an infetion outbreak of 5× 104 antigens
every 10 yles. Figures 4(a) and (b) show the responses
of the single and double vaination programs. After an
4initial inrease, there a sub-linear slowdown in the popu-
lation of antigen whih is a mixture of primary and se-
ondary response. But the outbreak eventually dominates
and the antigen population inreases out of ontrol from
there on. The 10 inoulations program, on the other
hand, ontrols the outbreak immediately after the se-
ond antigen injetion. We show a few more yles after
the seond to demonstrate that the outbreak eetively
remains under ontrol and that the model-IS manages
to redue the antigen population to zero in between in-
jetions. The dierene in the training program during
vaination represents, in this model, the dierene be-
tween life and death for the IS.
The important question is then how to maximize the
memory of the IS, given a ertain amount of vaine. As
pointed out before, it is not as simple as spreading out
the dose as muh a possible over the training period by
means of more frequents inoulations with less amount of
antigen. Let us rst show expliitly the behavior of the
CA for more frequent vainations. Figure 5 shows the
inrease in B-ell population for a 20 and 50 inoulations
program with the same total amount of vaine used in
Fig. 2. It an be appreiated in the gure that a 20
inoulations program nishes with the same number of
B-ells as the training with 10 vaines (ompare with
Fig.2) and, moreover, a 50 inoulations treatment results
in a smaller number of B-ells than the previous ones. An
obvious alternative is a training program with a graded
vaination dose of antigen. Figure 5 shows an example
where the 104 antigens used as vaine are spread in four
doses of 500, 1500, 2500, and 5500 at t = 0, 250, 500, and
750 yles, respetively. This an other similar vaination
patterns annot surpass the total immune memory gain
of the 10 vaine training.
From here we are left with the question of: why does
the immune memory inreases by spreading the vai-
nation antigen evenly during the training period, up to
a maximum number of doses above whih the eet re-
verses? The answer to this omes from a ombination of
eets: the lifetime of the ells, the primary response, and
the umulative immune memory gained during the va-
ination period. The ideal vaination program should
aim at having: (i) a minimum of primary response per
vaination, (ii) a minimum eet of seondary response
from the previous vaines, and (iii)) a maximum mem-
ory imprint on future immunologial responses. The gain
of memory, in partiular, beomes more and more di-
ult when a previous history of vaination is already
present, for the new dose is diretly exposed to a se-
ondary response with prodution of antibodies and rapid
elimination of the new antigen. This explains the slow-
down in the immune memory gain seen in Fig. 5. For real
immune systems, the tailoring of the dose has to be de-
ided experimentally. In partiular, it depends strongly
on the type of antigen, whih is some ases is diult to
obtain (like in aner vaines) and may not provoke a
full immunologial response. A ne balane between the
eetiveness of dierent vaination programs and the
type of antigen an only be ahieved through experimen-
tal studies on large populations. Real systems have also
outbreaks with ontinuous prodution of antigen rather
than the "model-outbreak" studied here. We observed
qualitatively similar results by spreading the antigen in
the outbreaks in dierent manners, but it is not obvious
in general that a more omplex or realisti automata will
not display dierent dynamis depending on the nature
of the outbreak.
The important qualitative lesson learnt from the sim-
ulations here, however, is that the timing of the vai-
nation program may provide an additional variable to
inrease the eetiveness of vaines. The eet exist,
at least, in a basi model of the IS with the essential
variables and omponents.
V. CONCLUSIONS
The eet of dierent programs of exposure to anti-
gen in a model IS have been investigated with the aim
to understand the mehanisms to ahieve maximum im-
mune memory for a xed amount of antigen. The gain
of immune memory is a deliate ompromise between the
inrease in the population of defending ells and the gen-
eration of antibodies through the fast seondary response
whih tends to blok the eet of further doses. As far as
the predition of simple ellular automata is onerned,
the results in this paper demonstrate that multiple small
doses of vaine with the same total amount of antigen
an boost the immune memory to the extent that it an
make the dierene between survival or death for the or-
ganism. A separate study of long-term eets of the va-
ination program on the immune response is in progress
and will be published elswhere[18℄.
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Figure 1: (a) Primary response of an outbreak of 10
4
antigens
every 10 yles in a non-vainated CA. The system opes
with the outbreak and redues the amount of irulating anti-
gen to zero after∼ 35 yles. In (b) the outbreak is of 5× 10
4
antigens every 10 yles. There is a small slowdown in the
inrease of the antigen population after the initial response
of the IS, but the infetion eventually wins and the antigen
population inreases indenitely. This would be a ase of an
infetion overoming the apaity of the IS to ope with an
unknown antigen only by means of its primary response.
6Figure 2: Total number of B-ells as a funtion of time (yle)
for a 10
3
-yles vaination program with 10
4
antigens. Three
ases are shown: 1 inoulation with the full dose of 10
4
at
t = 0, 2 inoulations at t = 0 and 500 with 5× 10
3
antigens,
and 10 inoulations with 10
3
antigens every 100 yles. The
total population of B-ells is dominated by memory B-ells
whih have an innite lifetime (unlike normal ells with a
half-life of 10 yles). The distributed vaination program
ahieves a total memory for a seondary response whih is
more than twie the memory gained with a single inoulation.
7Figure 3: Response of the IS to the infetion in Fig. 1(a)
after vaination. For the single inoulation ase the infetion
is ontrolled only after the seond antigen injetion around∼
16 yles. The small vertial arrows at the bottom of the
urves show the plaes where the infetion is ontrolled for
the rst time in the three ases. The two and 10 inoulations
program ontrol the infetion within the rst injetion, but
with marked dierenes in response time. See the text for
further details.
8Figure 4: Same as Fig. 3 but for the infetion in Fig. 1(b).
The three ases of vaination are shown in dierent plots for
larity. This is an infetion whih annot be ontrolled by
the primary response, as shown in Fig. 1(b). The one and
two inoulations programs ((a) and (b)) annot ontrol the
outbreak after vaination despite a small slowdown in the
antigen population at shorter times. The infetion prevails in
the long run and the antigen quantity inreases indenitely.
The 10-dose program (see Fig. 2) in () sueeds to ontrol
the antigen population after two injetions. Further injetions
of antigen are ontrolled before the next one omes in; three
suessive injetions after the seond are shown in (). The
vertial arrow shows the plae where the infetion is ontrolled
for the rst time. The IS is in omplete ontrol of the outbreak
in this ase. For the same amount of vaine, the dierene
between life and death for this model IS resides in the way
the vaine is implemented.
9Figure 5: Eet of further dilution in the vaination doses.
A 20 vaine program attains approximately the same num-
ber of B-ells than a program based on 10 vaines (ompare
with Fig. 2). A 50-vainations programm with the same
total number of antigens ahieves a total memory on B-ells
whih is even smaller. The gure shows also a program with
four doses of 500, 1500, 2500, and 5500 antigens at t = 0,
250, 500, and 750 yles, respetively. The unsurpassed re-
sult of the 10 vainations program in Fig. 2 is ahieved by
a ompromise among: small primary response per dose, life-
time of non-memory B- and T-ells and APC's and minimum
seondary response from the aumulated memory. See the
text for further details.
