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To state our main result, we define a = (a, , aI ,..., a,), 44 a, C) = II 4 -a0 /lo + (l/t) II 4 -a0 -ad I/I + ..* + (l/t") 11 $J -a, -art -1.. -u,(P/p!)li, , $EXO, O<t<l, L(t, a) = +ir$ L(t, a,+). 0
We prove the following theorem.
THEOREM.
The following are equivalent.
(i) There exists a function u satisfying (1) .
(ii) L(t, a)-+ 0 us t + 0.
(iii)
With the notation ak = (0 ,..., 0, uk , 0 ,..., 0), and when p > 2, L(t, ak) --f 0 us t + 0 for each k E (1, 2 ,..., p -l}.
Remarks. (1) When p = 1, no condition on a, and a, is required; for any given a, E X0 and a, E XI there always exists a function u E C([O, 11; X0) n Cl([O, 11; X,) such that u(0) = a, and u'(0) = a, . This follows from our proof that (ii) 3 (i) and from Lemma 2 (upon setting # = (4 -a# and b = a, there). However, when p > 2 it can happen that (iii) is not satisfied for some choice of a, so that no function u satisfying (1) exists.
(2) We prove a slightly stronger form of the theorem: that (iii) implies existence of a function u satisfying (1) with the additional property u E cy]O, 11; X0).
(3) One may also ask a different question. Given X0 C X, C ... C X, , what condition ensures that for any given initial values uR E X, , 0 < k < p, there exists a function u such that (1) holds ? By a direct argument, T. Kato (private communication) has proved that the answer is positive in the following case. Let A be a densely defined, closed linear operator in X, with the property Ij(A + A)-l I/ < M/X, X > 0, and take x0 3 ww, x, = D(A-) for 1 < k < p.
The following corollary connects our result to interpolation theory [2] , in which the function K is familiar. To prove the theorem we use two lemmas. . We now show that, for each fixed k E (0, l,..., p}, the vector ak can be expressed as a linear combination of the a(Aj), so that a, is admissible by (a) and (b).
To this end, we note that the system k fixed, i = 0, l,..., p We show that for every a, E X0, a, E Xl, u2 E X, there exists a function u satisfying (1) . Because (iii) 3 (i) in the theorem, we need only prove that for 
and claim that, as s + 0, 9" II ~(~NY~ + II 4s) -aI /iHl + &II u(s) -a, llL, -0.
For, multiplying (7a) by U, by --du, and by u -a, , respectively, and integrating by parts, we obtain iI u -a, iii, < s Ii grad u lir, II gra+ -QIL~ I
where u = U(S). Now (8) and (9) show that II u liHl < Ii al 11~1 ,
and it follows from (10) that u ---f a, in L, as s ---f 0. But the set {U(S)}, being bounded in H1, is relatively weakly compact there, and (by a standard argument) u -a, in 251, the broken arrow denoting weak convergence. Moreover, by (1 1 
