The possibility of extending the application of the formalism used for the electron and meson fields, as developed from the equation dkfikilf = iK \Jr to other types of field, is investigated. It is shown that, subject to the conditions that (1) the equations must contain no subsidiary conditions, (2) either the total energy must be positive definite, or it must be possible to quantize the equations according to Fermi statistics without using an indefinite metric in Hilbert space, no such extension is possible.
In setting up field equations which, on quantization, describe elementary particles of non-zero rest mass, three general methods have been used . One can start from a vector or a spinor field, which is required to satisfy a simple differential equation; from an invariant Lagrangian function, bi-linear or quadratic in the field components and their derivatives; or from the homogeneous first-order equation where the fik are hyper-complex numbers on which certain restrictions must be placed to ensure the Lorentz invariance of the system, and a : is a real number. Dirac (1936) and Fierz (1939) have investigated the application of the first method to particles of spin greater than one-half. The equations studied by them contain, in addition to the equations of motion which determine the development of the field from given initial conditions, subsidiary conditions which reduce the number of degrees of freedom. These subsidiary conditions cannot be obtained as quantum mechanical equations of motion, but have to be arbitrarily imposed in the quantized theory. Removal of the subsidiary conditions gives rise to indefinite total charge, in the case of half-integral spin, and to indefinite total energy in the case of integral spin. Fierz & Pauli (1939) have shown that these equations can be derived from a Lagrangian function. The method adopted is to introduce auxiliary field functions, and to determine the coefficients in the Lagrangian so that the auxiliary fields vanish, and the subsidiary conditions are fulfilled, as a consequence of the variational equations. This means, howe ver, that the equations of motion of the auxiliary fields [ 253 ] cannot be obtained as quantum mechanical equations, and the number of degrees of freedom is less than the number of field components. One form of the Dirac equation for the electron is of the type given for the third method. Kemmer (1939) has shown th at the equations for mesons of spins zero and one can also be put in this form. In both cases the representation of the can be chosen so that some of the components of ijr (which we shall call the redundant components) are defined explicitly in terms of the spatial derivatives of the others (the essential components), and the time derivatives of the essential components are given explicitly in terms of all the components and their spatial derivatives. The redundant components can thus be eliminated, and the whole of the equations of motion obtained as quantum equations. In the Dirac equation there are no redundant components.
The presence of subsidiary conditions is not im portant in the theory of fields without interaction, but when interactions with other fields are introduced it is essential that they be so chosen th at they do not increase the number of degrees of freedom. Fierz & Pauli (1939) have shown th at neglect of this condition leads to singularities in the solutions for weak interaction. I t is, therefore, of interest to consider the extension of the third type of formalism to particles of higher spin, with the restriction that the equations shall not contain implicit subsidiary conditions. Bhabha (1945) has investigated such an extension with the restriction (which holds in the electron and meson equations) th at the infinitesimal operators of the representation of the Lorentz group contained in the algebra generated by the should be given by r _/?/?/? / ?
The results are of considerable interest in th at some of the equations so obtained describe ' composite5 particles which have states of different spin and rest mass, but which, in the state of lowest rest mass, have spin one-half. I t is suggested th at the proton and neutron might be described by one of these equations. The equations, however, are such th at the total energy and the total charge are both indefinite in all cases except the Dirac and the meson equations, and it is therefore impossible to obtain physically significant results from them by quantiza tion by the usual methods. Bhabha has proposed quantization according to FermiDirac statistics, using an indefinite metric in Hilbert space to overcome this difficulty, but the general interpretation of such a formalism is somewhat uncertain. The pur pose of the present paper is to investigate the possibility of extending the formalism of the meson and Dirac equations to particles of higher spin, without recourse to this device.
The general formalism in which we are interested is set out in § 3 in order to delimit clearly the field of inquiry. The rest of the paper is concerned with defining the permissible forms of the matrices used in the theory, and with the discussion of the results.
. N o t a t io n
We use the four-vector notation with real co-ordinate:
Small Latin letters from the middle of the alphabet will be used for vector indices. Such indices are raised and lowered by the metric tensors gik and gik, with y°° = 000 = 1 > 9 ik = 9 ik = -$ik
( f o r
Small Greek letters will be used for spinor indices. They are raised and lowered by the metric forms e*^.and ea/J: ei2 = g21 -~e 2i = -e 12 = 1, ea# = 0 (for J3 = a).
The summation convention is extended to apply to a repeated index which appears once as a dotted and once as an undotted index:
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Small Latin letters from the end of the alphabet will be used as indices for general purposes and also sometimes as matrix suffixes. The Dirac bracket notation will also be used occasionally for component submatrices of the matrices under discussion. The symbol -denotes complex conjugate of a number, and Hermitian conjugate of a quantum mechanical operator. ~ denotes the transpose of a matrix, and * denotes Hermitian conjugate of a matrix defined by xjr* = \jr.
3. T h e f i e l d e q u a t io n s a n d q u a n t iz a t io n We consider a set of functions of space-time, denoted by the single column matrix *jr, which satisfy the equations dkfiki/r = iiajr, 
We assume also the existence of a matrix A, which has the properties ) where U is the transformation defined in (2).
All the equations (1), (2) and (3) are unaltered by the change of basis
f -+ 8 f t pk-+SfikS~\ U-+SUS-1, A^S -^A S -K
I t is important th a t the metric form A transforms differently from the linear operators of the system except in unitary transformations. I f such a matrix A exists, then A* also satisfies (3). We can, therefore, without loss of generality, choose A to be Hermitian. This we shall do.
W ith these assumptions we can define a stream-vector and a momentum-energy tensor for the field ^ by gk = f* A (4)
I t follows from (3a) and (2) th at these quantities have the correct transformation properties, and from (36) and (1) th a t they obey the conservation laws dksk = 0 and dkTik = 0.
The quantization of the equations is now straightforward. We take as the Hamil tonian for the system H = c 3 where
Consider a representation of the /?* in which Afi° (which is Hermitian by virtue of (36) and our choice of A) is diagonal, with diagonal elements, say, A,. Those equations of the set 8 4^ = iicAf
which correspond to zero values of constitute a set of inhomogeneous equations for the corresponding components of ^ which contain no time derivatives. If the equations can be solved, the solutions can be taken as definitions of these com ponents, which are then redundant in the sense used in § 1. The commutation rules
(x is the vector with components x \ x 2, Ag 4= 0, together with the quantum-mechanical equations of motion
give the remaining equations of (7). But it will be shown in § 5 th at in the cases with which we are concerned, A can be chosen to be non-degenerate, so th at (1) follows from (7). The quantized theory is thus fully equivalent to the classical theory.
The commutation rules (8) can be written in matrix form
where [i/r, ijr*] is the matrix defined by
In this form the commutation relations are invariant to change of basis.
To complete the theory it is necessary to establish the Lorentz invariance of the commutation relations. We do not consider this problem here.
I t may happen th at the equations for the redundant components are not in general consistent, and th at the condition for consistency imposes restrictions on the permissible solutions for the essential components. This is one way in which implicit subsidiary conditions may arise. It will be shown in § 6 th at this situation does not arise if satisfies a certain reality condition, f
The commutation relations (8 a) are always consistent, since the eigenvalues of A/3° are real, but the use of them gives indefinite total energy in the quantized theory unless the total energy in the classical theory is positive definite. The use of commutation relations (86) makes it possible to use the well-known subtraction formalism to get positive definite energy in the quantized theory from a classical theory with indefinite energy, but these relations are self-consistent only if all the non-zero eigenvalues of A/3° are positive. If, as a consequence of implicit subsidiary conditions, the components of \Jr which correspond to negat are necessarily zero, it may still be possible to quantize according to Fermi statistics (86), but corresponding subsidiary conditions must still be imposed in the quantized theory. Pauli (1941) has shown that fields of half-integral spin always give indefinite energy, and that for integral spin quantization according to Fermi statistics is always inconsistent. We have to consider, therefore, only the eigenvalues of Afi° for half-integral spin, and the sign of the total energy for integral spin.
Ch o ic e o f r e p r e s e n t a t io n
In order to investigate further the matrices and A, we shall define the repre sentation more precisely.
The conditions for Lorentz invariance (2), show that the components of ijf form the basis of a representation of the Lorentz group. We choose the representation of the j3k so that this representation of the Lorentz group is the direct sum of its irreducible constituents, all equivalent constituents are equal, and the representa tion of the rotation group contained therein is unitary.
E. Wild
Further: Each irreducible representation of the complete Lorentz group with k + l is to be the direct sum of two irreducible representations and
, and the representative of the reflexion operator, , defined by
In the second line of (10), the first suffix refers to the representation L(k, 0), and the second to L (0 , k). b may have the value + or -1, and a the value 1 or for k + half-integral, 1 for k + l integral.
(In this representation the basis of L(k, 0) is a set of linear combinations of the independent components of a symmetrical spinor anc^ tlm t of L(0,k) the same set of linear combinations of the components of a symmetrical spinor i-"®**).
The infinitesimal operators of a representation of the Lorentz group, are defined by the correspondence xi-^xi + e\kxk is represented by (1 + (e infinitesimal, eik = -Iik = -Iki). In the representation we have chosen Iok is Hermitian, and Iik skew-Hermitian (k, i=j=0).
For the validity of equations (2) and (3a) it is necessary and sufficient th at the corresponding equations for the infinitesimal operators and for T should be true.
We shall restrict the choice of representation still further in § 5. The representation so defined will be called the standard representation.
T he metric form A
Equations (3a) give for Iik the relations AIok = -IokA, AIik = We also have from (10) and from the well-known properties of the Lorentz group
We label the irreducible representations of the Lorentz group which occur in the representation of the /?fc r, s , etc.; (11) and (12) 
u.r -i r
By a well-known theorem it follows from (13) th at is zero (and therefore A rs is zero) unless the representations r and s are equivalent, in which case (since equivalent representations are equal) it is a multiple of the unit matrix.
T~X A can therefore be brought to diagonal form by a unitary transformation which does not affect the representation of the Lorentz group, and when this is done, A is of the form A rs = A
By the further non-unitary transformation
all the constants in (14) can be made equal to 4-1, 0, or -1 (or ± i for double valued representations with T 2 = -1). (It is obvious th at in of equations such as (1) only components with the same sign of occur. This possibility does not affect the subsequent arguments, and it will not be referred to again.)
If some A, A,, say, is zero, then, since Afik is Hermitian, for all s such th at A" is not zero we must have /?£. = 0. The /? algebra, therefore, is reducible (though not necessarily completely reducible). The equations for the components do not contain \Jrr, and i]rr does not enter in the momentum-energy tensor or the stream vector. The equations (1), therefore, are equivalent to those obtained from them by leaving out those equations which contain \]fr, and A may be assumed to be non degenerate.
We have also A 2 = 1, and (36) gives also Afik* = (5kA. From ( 
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In this section we need to make use of the matrices ua(k), va(k), introduced by Dirac (1936) , and further studied by Fierz (1939) . The relevant properties of these matrices are ua(k) is a rectangular matrix with 2k + 1 rows and 2k columns, va(k) is a rectangular matrix with 2k rows and +1 columns,
define a transformation which reduces the representation D{\) x D(Jc) of the rotation group into the direct sum of its irreducible constituents + £) and -\):
From the u(k) and v(k) we can form the single-column matrices and the single row matrices B:
which are symmetrical in all spinor indices, and which satisfy the relations (16) and (17) the unit matrix of appropriate rank is to be understood as a factor on the right-hand side where necessary. We shall not in general mention such factors explicitly.)
The above relations were given by Fierz. We introduce also the matrices Q : 
({j} means the integral part of j.) (In (18) and (19) we use the convention that, when the representative index a appears in two places with different subscripts, say ar and at, then the indices represented by at are an arbitrary permutation of those represented by ar, and contraction over repeated indices is implied. The sum Z(Perm at) then extends over all such permutations. When the representative index has the same subscript in f The sign factor in (17) is not given in the paper by Fierz. both places, the indices represented by it are to have the same order in both places, and contraction is again implied.)
To return to the discussion of the /?*, equations (2) give, for the infinitesimal operators / w, the well-known relations
First we note th a t (20) defines fik in terms of and I ok (fe + O). From (20) and (11) we have Afik = A/PPk+ P kA/P, so that, in a representation in which Aft0 is diagonal, (Afik)rs = 0, where r and s refer to a row and a column for which Afi° has the eigenvalue zero. If now /?° is Hermitian in the standard representation, A and /?° can be brought simultaneously to diagonal form by a unitary transformation (since in this representation A com mutes with fi°). When this is done, equations (7) define the redundant components of xlr explicitly in terms of the space derivatives of the essential components, so th a t no subsidiary conditions arise from the elimination of the redundant components. Bhabha (1945) has shown th at from (20) it follows th a t the spinor components of the /?* must be of the form The first line of (22) ensures the consistency of the representation of T, and the second line that of the unitary property of the representation of the rotation group.
If r, t and s, u denote two pairs of inequivalent irreducible representations of the proper Lorentz group, such th at r goes into t and s into u by reflexion, it follows directly from (22) and from the fact that T commutes with /?°, that we must have cr3 = -ciu. The corresponding relations for coupling to a representation are given at the end of this section.
From (22) and (15) it follows th at crs = ±csr( -l)2(fc+Z), according as T~xA r and T8X A8 have the same or opposite signs.
This completes the investigation of the form of A and fik in the standard repre sentation. To study the sign of the eigenvalues of Afl°, and the sign of the total energy, we transform to a representation in which the representation of the rotation group contained in each irreducible representation of the proper Lorentz group is the direct sum of its irreducible constituents, equivalent representations again being equal. In this representation, since A and /?° both commute with Ikl l = 1 = 0), these matrices have no components which couple inequivalent representations of the rotation group, and a component which couples equivalent representations is a multiple of the unit matrix.
The transformation is given by
fik->S/3kS~\ A -+ S A S -1,
with S defined by (for k^l)
For l > k we interchange l and k and interchange dotted and undotted indices in the definitions, and multiply by ( -1)2& .
I t follows from (17), (18) and (22) th at $ and so defined are, in fact, reciprocal, and from (22) for k^rl:
(In (24a) the component couples two inequivalent irreducible representations of the proper Lorentz group. In (246) it is a multiple of part of the unit matrix of a single such representation.)
For the (j,j') component of the component of /?° which couples the repr tions r (= L(k,l) ) and s ( = L(k',l')) of the proper Lorentz group we have (again omitting normalizing factors except in the final results)
for the coupling
(24/ )
The coupling components for all other values of k and l can be obtained from the results given in (24c-/) by the use of (22). The component of
, which corresponds on reflexion to the inverse of (24 for k' = .
These last relations, together with those given earlier in this section between associated values of crs, give the correct commutation relations of /?° with T and A. By use of (24) we can add to the relations between associated values of cr8:
In all representations r = L'(k, k) of the complete Lorentz group T must have the same sign for any one representation (say D(0)) of the rotation group; and if s -L(k + k -\) and t = L(k -\,k + \) are representations of the proper Lorentz which go into each other by reflexion and are coupled to r, then -+ ( -l)2*^ according as this sign is positive or negative.
The points in (24) which are of importance in the rest of the discussion are the dependence of sign on,; in (246) and (24e),'and the fact th a t no (j,j) components m the range k + l> j> \k -l\ , k are zero.
I t is convenient now to consider the cases of integral and half-integral spin separately.
7, H a l f -in t e g r a l s p i n
We wish to find the forms of /?° which give eigenvalues of Afi° of one sign only. The /? algebra may contain any representation L'(Jc,l) of the complete Lorentz group such th a t k + l is half-integral.. Suppose first th a t a representation L'(Jc,l) with k^l + \, or a representation L'(k + k )i n which the two constituents L(k + k) and L(k, k+ \) are not coupled in /?°, is included. Then, in the standard representation, multiplication on the left by A interchanges the rows corresponding to the two constituents L(k, l) and and the corresponding diagonal elements of A ft0 are zero. A/3°, therefore, is a Hermitian matrix with zero diagonal elements a t the intersection of some non-zero rows and columns. From this, by considering the (unitary) transformation which brings it from diagonal form to the form considered, it can easily be shown th a t Afi° m ust have eigenvalues of both signs.
Suppose, then, th a t only representations L'(k+ k) in which the two constituents are coupled in /?° occur. Then, if in any case &#=0, after the transformation (23) the diagonal elements of Afi° arising from this coupling which correspond to representa tions D(j + \) of the rotation group with j even and ji odd are of opposite sign (from (24)). AfiQ , therefore, is a Hermitian matrix with diagonal elements of both signs, and it follows in the same way as above th a t it has eigenvalues of both signs.
The only permissible representation, therefore, is Z/(£, 0). I t is obvious th a t a system in which this representation occurs more than once is reducible. I f it occurs once only, the /?° are determined to within a numerical factor by the considerations of § 6, and the equation so determined is the Dirac equation.
Our conclusion, then, is th a t the only irreducible equation for half-integral spin which satisfies our conditions is the Dirac equation. I t should be noted th a t the reflexion operator is not completely determined by these considerations (T 2 = ± 1).
I n t e g r a l s p i n
For integral spin the condition to be satisfied is th at the total energy must be positive. The /? algebra may contain any representation L'(k,l) of the complete Lorentz group such th at k + l is integral. We consider first the case in which is Hermitian in the standard representation. In this case A commutes with /?°, and A and can be brought simultaneously to diagonal form by a unitary transformation from the standard representation. Now for each eigenvalue \ # 0 of for which, if A and ft0 are both in diagonal form, the total energy has th as the corresponding eigenvalue of A. Thus, for the total energy to be always posi tive, it is necessary th a t the eigenvalues of which correspond to negative eigen values of A should be zero. Since all the eigenvalues of A are + 1 or -1 this implies B ut this relation is invariant to unitary transformations, and therefore, in the present case, must hold also in the standard representation.
Consider, then, a representation of the complete Lorentz group with Jc' =t= V contained in the ft algebra. In the standard representation on the left by A interchanges the rows which correspond to the two constituent representations of the proper Lorentz group, and (25) can be satisfied only for com ponents of ft0 which couple both these constituents to the same representation the proper Lorentz group. Inspection of the fist of permissible couplings (21) shows th at this representation must be of the type L(Jc, The only permissible couplings, then, are of the type (246) now shows that (25) is not satisfied unless the couplings are such that, after the transformation (23) they have a non-zero component in only one representation of the rotation group. This reduces the possibilities to 1,0) and L'(\, | ) ... 1/ ( 0,0), which may not occur together.
For each type it follows, as in the case of half-integral spin, th at only one irre ducible equation arises. These equations are respectively those for mesons of spin one and spin nought.
If ft0 is not Hermitian in the standard representation, assume first th at it can be brought to diagonal form, and has real eigenvalues. Then, in the representation in which it is diagonal, it is Hermitian and therefore commutes with A. A and can again be brought simultaneously to diagonal form in such a way th at the eigen values of A are -f 1 and -1, and for positive definite total energy (25) must hold. On transforming back to the standard representation, we have the relation where S is the matrix of the transformation. S*S is a positive definite matrix, and (26) therefore implies that for any column, say the rth, of ft0 and Aft0, (ft0)* (Aft°)r is greater than 0. Now in the st representation as transformed by (23), those components of a column of ft0 and of the same column of Aft0 which correspond to a coupling L '(k,l)... L'(k',l') 
This time, however, these cases are excluded by the fact th at the inverse couplings give opposite signs of (fir)* (A/?°)r. If J3° can be brought to diagonal form but has complex eigenvalues, it can be shown th at these must occur in conjugate pairs, and th at the contribution to the energy density of the spatially constant solutions corresponding to such a pair, say r and s ,i s _ _ frY s + VaVrThe sign of this contribution can be changed by changing the sign of ^r, and the total energy may therefore be negative.
Finally, if /?° cannot be brought to diagonal form, the number of independent spatially constant solutions of equations (1) is less than the number of components whose time derivatives appear in the equations. I t can, in fact, be shown by con sidering a representation in which /?° is in the * canonical form 5 for non-Hermitian matrices (/?® g = 0 unless s = ro r less than the number of non-zero eigenvalues of
The equations therefore contain subsidiary conditions.
The conclusion for integral spin, then, is th at the only irreducible equations which satisfy our conditions are the meson equations.
A p p e n d i x
We have to evaluate the expression (A l) where the indices at are an arbitrary permutation of the indices ocr, and the summation convention is implied:
The expression is unaltered by permutation of v indices among themselves and of u indices among themselves. We therefore arrange them in the order
where
r, u is the number of indices which occur as v, u indices in Q^ij, , k) and as u, v indices in Qat (k, l, j') .
We can now remove the matrices with indices S by the use of (16), replacing them by the factor (A2) (2) We now interchange the factors v&(j + and uyi(j + £.s) in Q^ij, l, k) by (16) giving (_ i )w-M(2,-+ , ) er1Ai_«i>.y + j « _ j ) er1y + j <_ j) .
W ith the term eyiA we remove the factor Vpt(j' + |s ') uyi(j' + £<$') from Qat (k, l, j') , giving the further factor ( _ y^r+s'^j'+ sf + 1).
The factor vyi(j + \s -\)can be moved to the right, giving a change of sign each interchange with a u, since the eW# term arising from the interchange applied to uyv (...)uyw(...) gives zero. Finally, the contracted products + |<s')uy(j' + |s ') and uP(k + \u) vftk + \u) can be calculated, giving a factor ( _ l) 2fc+«+l+ 2i'+a'(2j' + 1) (2k + u). Thus the result of each half of this operation is to remove one and one index from each half of the original expression, the corresponding matrix factors being replaced by a numerical factor.
We repeat this process until all the ft or all the y in resulting expression contains a factor uy (x + uy(x) or v@(x) + 1), and is therefore zero by (16). Thus Qar( j,l, k) Qat(k, l, j') = 0 unless = If j' -j , the factor arising from the elimination of the first ft and y is (2 j + s + 1) ( t) . The factor arising from the removal of all and y indices is thus 
