Multichannel processing of high-speed underwater acoustic communication signals requires computationally intensive receiver algorithms. The size of adaptive filters, determinsd by the extent of ocean multipath, increases with signaling rate and limits system performance through large noise enhancement and increased sensitivity of computationally efficient algorithms to numerical errors. To overcome these limitations, reduction in receiver complexity is achieved b• exploiting the relationship between optimal diversity combining and beamforming. Under relatively simple conditions, two adaptive receivers, one ba.'ied on diversity combining which does not rely on any spatial signal distribution, and the other based on optimal beamforming, are .';hown to achieve the same performance. The beamforming approach, however, leads to a receiver of lower complexity. Carrying these observations over to a general case of broadband transmission through an unknown channel, a fully adaptive receiver is dew:loped which incorporates a mnlti-inpttt multi-output, many-to-few combinet, and a reduced-complexity multichannel equalizer. Receive-operations are optimized jointly to ensure minimum mean-squared error performance of data detection. Results of processing experimental shallow water data demonstrate the capability to fully exploit spatial diversity of underwater multipath while keeping the complexity at an acceptable level. ¸
INTRODUCTION
A major problem for achieving reliable, high-speed underwater acoustic (UWA) communications is the large amount of intersymbol interference (ISI) encountered in many of the ocean channels. Examples of dynamic multipath ocean channels include mainly the horizontal channels, such as long-range deep water channels, in which many propagation paths meet at multiple convergence zones, and various shallow water channels in which multipath is comprised of both deterministic and random, bottom, volume an--surface reverberation. Depending on the signaling rate used, ocean multipath can impose severe limitations on coherenl reception, due to both its large time and frequency spreads.
Two basic strategies for dealing with multipath in UWA communications are (l) to design signals which ensures the absence of ISI, and (2) to design receivers capable of compensating for the ISI. The first group includes the simplest strategy, in which the transmitted pulses of the same frequency are separated in time far enough to ensure that all channel reverberation will die out before each subsequent pulse is to be received, • and the more complex systems which use spread-spectrum signals to reject multipath. •-Both of these techniques sacrifice data throughput to eliminate the ISI. The more sophisticated systems of the second group allow for the ISI in the received data sequence, thus •upporting high-speed communications through efficient use of the available bandwidth. Several types of channels, name ly long- suggesting that the receiving strategy be moved from beamforming to equalization to diversity combining as the range increases relative to depth.
Multichannel, or spatial diversity equalization, analyzed in Reft 9 represents a more general approach to spatial and temporal signal processing, effecfve for all range-to-depth ratios. This multichannel equalizer demonstrated superior performance over the single-channel case in configurations with only few channels. However, although it achieves nearoptimal performance, its computational complexity significantly increases with the number of array sensors. This becomes a major limitation at high signaling rates when each of say, 20 input channels needs a 100-tap equalizer. Besides the increase in computational time, very large adaptive filters, which must operate with computationally efficient algorithms, imply increased sensitivity to numerical errors. Unfortunately, some of the fast RLS algorithms •3 preserve numerical stability only at the expense of sacrificing the tracking speed. As an alternative, a class of LMS algorithms with improved tracking properties has been proposed 14 for application in UWA equalization; however, its performance in the dynamic, nonstationary UWA environment still lacks the fast convergence properties of the RLS algorithms. Another disadvantage of large multichannel equalizers, and perhaps the critical one, lies in their increased noise enhancement, which significantly limits the gain obtained by increasing the number of channels.
These issues motivate the search for a different multichannel processing strategy in which the size of the adaptive filter will be reduced, but multipath diversity gain preserved. To this end, we start out in Sec. I by investigating the relationship between optimal diversity combining and beamforming. While beamforming is associated with large arrays, whose geometry permits them to reject interference by steering nulls in some directions, diversity combining can be performed with as few as two sensors, which only need to be separated far enough from each other to ensure independence of the received signals. Diversity combining alone does not account for channel equalization, and thus has to be used in conjunction with it. On the other hand, due to the large amount of multipath present in the UWA channels, an array could be used to repeatedly steer nulls in the directions of all but one signal reflection, and subsequently combine the ISIfree signals. In other words, a conventional beamformer, as termed in the array processing literature, would be used to cancel the unwanted signal interference, TM while a diversity combinet, as found in communications literature, would try to make use of repetitive signal arrivals. 16,1? While there is a fundamental difference between the two techniques, both are used to mitigate ISI and fading caused by multipath propagation. We explore this fact to arrive at the optimal beamforming/combining strategy.
The analysis of optimal combining gives rise to two classes of adaptive implementations depending on whether knowledge of the spatial signal distribution is used by the receiver. The first class does not rely on such knowledge and corresponds to pure diversity combining. 9 The receivers of the second class exploit the fact that there exists a certain relationship between the array signals, and correspond to optimal beamforming. To compare the two approaches considered, a condition is derived in Sec. II for equivalence between a fully adaptive multichannel equalizer of the first class, and a less complex receiver which has perfect knowledge of the angles of multiple signal arrivals and uses it in a fixed beamformer. Performance of several beamforming strategies is studied on a simulation example, revealing that the interpretation of an optimal receiver as a beamformer and subsequent combinet leads to a receiver structure which significantly reduces the complexity of a pure diversity combiner, while achieving the same performance.
These ideas, derived from a narrow-band case, are extended in Sec. III to a broadband underwater acoustic communication scenario. In this case, the reduced-complexity receiver configuration is structurally suboptimal; nevertheless, it allows simultaneous optimization of the "beamformer" and the multichannel equalizer. Such an approach provides the desired reduction in complexity, and hence, improved algorithm stability and reduction in noise enhancement. An essential part of a practical receiver is a multichannel carrier phase estimator which provides necessary reference for coherent combining of multichannel signals. The key feature of the proposed algorithm is joint optimization of the combinet, or spatial processor, the multichannel decision-feedback equalizer (DFE) and the accompanying digital phase-locked loops (PLL), based on minimization of the mean-squared error (MSE) in the data detection process. The algorithm derivation is presented and the issues concerning its imple- 
The noise components n,(t) are assumed to be independent of the signal. The signal u(t) depends on the underlying transmitted sequence of data symbols {d(n)} as
where g(t) is the vector of overall path responses g•(t) = %(t)*g(t), which include all the transmitter and receiver filtering g(t). Wit.h this notation, the received signal (i) is written as 
is the vector of overall channel responses.
B. The role of beamforming in the optimal combiner
Assuming that the noise vector n(/) is zero-mean, temporally white, Gaussian, with a known covariance Rn, the optimal, maximum likelihood (ML) receiver consists of a combinet and a postprocessor for detecting the transmitted data sequence. 9 The optimal combinet incorporates a bank of K matched filters with i•npulse responses f•(-t), whose outputs are summed and sampled at the signaling rate. The combinet output, produced at discrete intervals of time n T, is given by (prime denotes conjugate transpose) y(n)= Lrtt--nr)R,7v(t)dt (5) and it constitutes the' decision variable for determining the transmitted sequence {d(n)}. Regardless of the detection process, which can be re•,lized as maximum-likelihood sequence estimation or stone form of sequential detection based on equalization, the .:ombining process is described by Eq. (5). Since we are primarily concerned with the combining problem, we shall stay with linear equalization methods, as the simplest to analyze, for the rest of our present discussion. A practical receiver, based on decision-feedback equalization which is especially suitable for UWA signal processing, will be described in Sec. IlL So far, we have made no assumptions about the spatial distribution of signals across the array. Should there exist a relationship between signals observed at different sensors, the optimal combinet has a special interpretation. For the narrow-band case and plane-wave propagation, for which the spatial signal distribution is given by (4), the output of the optimal combinet can be represented as y(n)= fr•g'(t--nr)aa'Rj •v(t)dt. (6) This expression implies a different combiner structure in which the parts corresponding to "beamforming," and those corresponding to matched filtering and coherent combining are clearly separated. The beamforming part is identified as depending only on the angles of signal arrivals, and is represented by a KX P beamforming matrix •b. The P signals at its oulput are associated aith the P propagation paths, and the P fillers are matched to the individual path responses gv(t). The gain obtaiued in the optimal combinet in the case of uncorrelated multipath is proportional both to the number of sensors and to the nulnber of propagation paths.
C. Two classes of adapt;ve combiners
Although theoretically identical, the two combiner structures discussed give rise to different adaptive implementations depending on whether knowledge of the spatial signal distribution is available at the receiver. If the receiver has no information about the angles of signal arrivals, a pure K-channel diversity combiner of Fig. 2 can be implemented. Alternatively, a beamlbrmer followed by a P-channel equalizer can be chosen as shown in Fig. 3 
II. COMPARISON OF COMBINERS
If the number of sensors is larger than the number of propagation paths, the class of receivers which rely on the spatial signal distribution has a lower computational complexity. For applications such as high-rate telemetry over severely dispersive channels, any reduction in comp'exity becomes extremely important. On the other hand, a fully adaptive K-channel equalizer has the main advantage in not requiting any a priori knowledge of the spatial distribution of signals, such as the number of multiple arrivals. It is therefore insensitive to any model mismatch, in the sel•se that it implicitly estimates the model parameters during the process of adaptation. Hence, a question arises as to whether there are beamforming strategies which could perform equally well but are not constrained on the explicit knowledge of propagation conditions.
A. Condition for equivalence between the two classes of combiners
Now we wish to compare the performance cf a fully adaptive K-channel equalizer to that of a reduced-complexity structure which employs an arbitrary KXP beamforming matrix B and an adaptive P-channel equalizer. We assume a stationary environment, described by fixed angles of signal 
Whenever the chosen beamformer B satisfies this simple condition, the performance of the reduced-complexity receiver will equal that of the full K-channel equalizer. This is an interesting conclusion since it says that any kind of beamforming, which'satislies the condition (28), can be used to reduce the computational complexity of the full multichannel equalizer. In other words, it is not necessary to use B=• of the optimal combinet, since as long as (28) is satisfied, the P-channel equalizer will be able to achieve the overall MMSE solution. By inspection, we see that the optimal combinerN beamformer B =(I) •atisfies the equivalence condition (28). 'Thi• is also true lb' the conventional beamformer •5 B--•,tI)'•) •, which produces at its output an estimate of the spatially separated signals u(t). In fact, whenever B can be expressed as a product of the angle matrix (I) and an arbitrary invertible matrix, it will satisfy the equivalence condition. The necessary condition for the equivalence (2.8) to hold is that the s•ze o; the matrix B, i.e., the reduced number of channels to be equalized, not be smaller than the number of propagation pat•s.
B. Reduced-complexity unconstrained combining
While the two approaches considered in Sec. I represent two extremes, the above analysis encourages us to combine them, in order to reduce the computational complexity of the fully adaptive multichannel equalizer, but make no explicit assum0tions about the underlying spatial signal distribution. This can be accomplished by using a KX P adaptive beamforiner of unconstrained structure, together with a P-channel 
The beamformer coefficients (29) and the equalizer coefficients a from (12) will be used together to obtain the algorithm for joint adaptation of the beamformer and the equalizer, as described in more detail in the following section. With each of the equalizers having length N, a total of K X P + P x N taps have to be computed per iteration, as opposed to the KXN taps of the full diversity combinet.
Although this receiver structure resembles a subarray beamformer, Is both the matrix beamformer and the reducedcomplexity multichannel equalizer remain adaptive. As long as there exists an underlying spatial signal distribution which permits the decomposition of the optimal combiner into the beamformer and the reduced-complexity equalizer, no performance degradation need result from the reduction in complexity.
C. Simulation example
The purpose of this simulation is to illustrate the impact of the choice of a combining strategy on the receiver performance and its complexity. The performance of these three fixed beamformers operating with a 2-channel adaptive equalizer is illustrated through the simulation results shown in Fig. 4(a) The performance of the two receivers is shown in Fig. 4 
(b).
Not only does the reduced-complexity receiver achieve the same performance as the unconstrained diversity cmnbiner, but their performance is equal to that of the fixed matrix beamformers of Fig. 4(a) . This demonstrates the possibility of achieving a reduction in complexity by carefully designing an adaptive receiver to match the propagation conditions. For K several times greater than P, and a large rolmher of equalizer tap weights, a significant reduction in complexity will be achieved, A slight degradation observed in peffortnance of the full K-channel equalizer is explained by its higher noise enhancement. In practice, the angles of signal arrivals will be time varying. While both of the fully adaptive receivers are capable of tracking these variations, additional estiaiation of the angles of arrival will have to be incorporated into the receiver which relies on the B=• type of beamforming. Describing the perfornlance of the beamformers by their beampatterns is not as meaningful from a data-detection point of view as it is from the viewpoint of interference cancellation because the beamformer and the multichannel equalizer are optimized joiatly to achieve the best MSE performance. Hence, the task of ISI-suppression is shared between them. To illustrate tkis, Fig. 6 shows the beampatterns of several beamformers use. d. The angles of arrival of 2 ø and -26 ø correspond to the above-mentioned shallow water scenario. Only the conventional and the split beamformer have any deep nulls placed interchangeably in the directions of the two signal arrivals. Rather than by nulls, the optimal beamformer is characterized by the points of maxima, which it places in the directions of the two signal arrivals. Finally, the beampattern of the unconstrained adaptive beamformer in steady-state indicates neither distinct minima nor distinct maxima. This is easily understood from the fact that the solution for the beamforming matrix B is not unique. Any so- UWA channels, high-speed communications over these channels are inherently broadband. Hence, the full-complexity multichannel processor is the optimal choice for this case.
Nevertheless, there are many practical advantages of using the "beamforming'Vequalization approach, even if it represents a structurally suboptimal solution. Joint, unconstrained optimization of the spatial and temporal processor parts will ensure best performance of the chosen receiver structure, providing at the same time the needed reduction in complexity.
A reduced-complexity combiner can be used in conjunction with any type of equalization method (linear, DFE or ML sequence estimation). We focus on a multichannel DFE, as it has proven to be an adequate choice for UWA channels characterized by extremely long impulse responses. 3
A. Receiver structure and algorithm
The complete structure of a practical receiver is shown in Fig. 7 . The complex baseband input signals v•(t), k= 1 ..... K, are assumed to be bandlimited to the signaling rate l/T, and frame synchronized prior to sampling at twice the signaling rate (Ts= TI2). The front part of the practical receiver is equipped by a multichannel digital PLL which enables coherent combining. In cases when sufficient coherency between phases can be expected, phase correction can be performed at a point after combining using only P distinct phase estimates, or only a single phase estimate for all the channels can be used. These modifications are easy to carry out, and we concentrate on the case when all K phase estimates are computed. The KxP combiner performs spatial signal processing only, while temporal processing and final combining are performed in a bank of P feedforward equalizers. Receiver parameters are updated once per symbol interval and the output of the linear part of the receiver is accordingly delivered to the feedback section. The receiver parameters to be optimized are defined below: 
Because there is no unique solution for the combiner/ equalizer coefficients, i.e., there are infinitely many solutions which lead to the global minimum of the MSE, proper initialization must be used to set the starting point outside the region of a local minimum, e.g., not all the coefficients can be taken to be zero. Section II discussed possible solutions for the combinet which allow the equalizer coefficients to reach the jointly optimal solution in the case of a stationary environment with fixed and known angles of signal arrivals from multiple propagation paths. One of these solut tons is to choose each of the beamforming vectors ct, equal to the steering vector corresponding to the pth propagation path. However, since it is unlikely that such detailed krowledge about propagation conditions will be available at the receiver, a more general initialization procedure is desired. Without showing its optimality, we have found the following initialization procedure to yield good results. At the start of adaptation, the combiner value is kept. fixed at t.n initial value, while the equalizer coefficients are updated from an all-zero condition. When the equalizer has converged (in a time interval corresponding to about twice the number of its taps), the beamformer begins its update. The initial values of the beamformer vectors c•, can be chosen to have all zeros and a one at position p. In this way, the beamformer initially passes to the equalizer the P arbitrarily chosen channels, without processing them. Later, it gains access to all K channels, and begins their combining toward reducing the output MSE, Since a separate update is used for the combinet and the equalizer, both the type of algorithm and the rate of its convergence can be chcsen independently for the two updates, When very long channel responses are to be equalized, the multichannel DFE operates under a fast, numerically stable RLS? 3 On the other hand, the combiner's algorithm can be chosen even as standard RLS when KP is small enough to justify such choice. A choice of slightly different RLS forgetting factors, which allows faster convergence of the combiner, may help improve the convergence rate of the overall algori thin.
With currently available processing speeds, and relatively low candidate symbol rates for long-range UWA telemetry, computational complexity of fast RLS algorithms allows a moderate number of channels to be processed in real-tone. (With 50 Mflop•, and equalizer lengths on the order of several tens, which is representative of 500-1000 symbols per second transmissions used in the experiment described below, less. than ten channels can theoretically be accommodated.) Although the increased number of channels allows shorter feedforward equalizers to be used, this does not alleviate the computational complexity problem. At shorter ranges, which support much higher data rates, the allowable number of channels reduces to only a few, making the use of reduced-complexity receivers, together with computationally efficient algorithms, imperative for processing a large number of chartnels.
Even when the computational complexity allows the use of optimal, lhll-complexity multichannel equalization, with increased number of taps to be updated, numerical stability imposes additional restrictions for use of the fastest RLS algorithms. To preserve stability, the forgetting factor of this algorithm has to be chosen These values may be too high to provide adequate tracking for many of the UWA channels. In such a case, reducedcomplexity multichannel !:rocessing provides an alternative to usiug other types cf RLS algorithms, such as lattice algorithms, which are inherently stable at the expense of increased complexity.
Finally, noise enhancement in large adaptive filters represents a serious problem for full-complexity multichannel equalitation. 9 The reduced-complexity approach plays a vital role in this case, since it euables the multiple sensor signals to be combined prior to equalizatiom thus additionally exploiting the spatial variabihty of the ocean channel. Equalizing the so-obtained smaller number of signals has the important feature of keeping the noise enhancement at a minimum.
B. Experimental results
The reduced-complexity multichannel equalization method was tested for application in long-range UWA telemetry. The algorithm described in this section was used to process the data obtained during a As an example, we shall study the case of a 500 sps 8-PSK transmission over 48 nautical miles. Spatial variability of the long-range shallow water channel at 48 nautical miles is illustrated in Fig. 8 . Shown in the figure are the instantaneous channel responses as a function of receiver depth. Clearly, there is a large variation in the shape of the channel response across the length of the array. The channel closest to the surface exhibits a relatively strong principal arrival, while as the depth is increased, a strong second, and eventually third reflections emerge.
Suppose that a full-complexity multichannel equalizer is restricted to operate in a configuration with only three of the 20 channels available. Because of the high spatial variability of the underwater channel, significantly different performance quality may result depending on the choice of the three channels. On the other hand, preceding the threechannel equalizer by an adaptive combiner which operates on all 20 channels increases the number of coefficients to be computed per iteration only by 20X3. If each of the equalizer branches has 60 taps, which is sufficient for about 60 ms of significant multipath at 500 sps, the increase in computational complexity is the same as if one more channel were added to the full-complexity equalizer. However, while the fourth channel may contain a low-quality signal, the 20X3 combiner will adaptively form the best 3-channel combination and pass it to the multichannel equalizer. The only condition that needs to be satisfied to achieve such performance is that the receiver parts be optimized jointly.
Considering the example of 500 sps 8-PSK transmission over 48 nautical miles, the performance of a full-complexity 3-channel equalizer ranges from the best-case output SNR of about 16 dB to cases where the three channels chosen contained such low-quality signals that the algorithm was unable to maintain convergence after the training period. Combining both high-and low-quality channels in a jointly optimal The results obtained demonstrate several important features of simultaneous reduced-complexity combining and equalization. First, the capability to adaplively choose the best P-channel combination among the K channels available eliminates the strong spatial dependency observed in both the single-channel and thg full-complexity multichannel receiver. Second, a multichannel processing gain is obtained over the same-size, full-complexity multichannel receiver, thus demonstrating the capability to additionally exploit spatial diversity of the oce• multipath at no increase in computational cost or noise enhancement. Finally, comparison of the performance of reduced-complexity structures to that of their full-complexity counterparts which operate on all the avaiktble channels shows the saturation in the output SNR.
Hence, the receiver peffo. rms equally well in a configuration that has a small nurrber of equalizer channels. '[he optimal receivers. nonlinear and linear, consist of an identical combiner, while all the subsequent processing is performed in a single, discrete-time channel. If there exists a relationship between the signals at different sensors, such as in the narrow-band case, the optimal combiner can be identified as a beamformer and a bank of path-matched filters. In contrast to conventional multipath suppression techniques, it is designed to make ase of all signal reflections rather than treating them as unwanted interference.
The optimal combiner gives rise to two classes of adaptive implementations. The first class makes no assumptions about the relationship between the received signals, while the second class explicitly use• knowledge of the angles of signal ar-ivals. The receiver of the second class relies heavily on the assumption that the: spatial distribution of signals is known and will be sensitive to any model mismatch. The receiver of the first class, while independent of the existence of any spatial distribution of signals, has a very high computational complexity when a large array is used together with long equalizers.
To compare the •pproaches considered, a simple condition for equality between tlae two classes of receivers is ob-tained. It shows that when the number of sensors is larger than the number of propagation paths, the beamforming interpretation of the optimal combinet offers the possibility of reducing the complexity of a pure diversity combinet, while retaining the same performance. Split beamforming, in which parts of the array are dedicated to beamforming toward individual propagation paths, cannot achieve the performance of a full-matrix beamformer. Both the conventional and the "optimal" beamformer, on the other hand, achieve the same performance as the fully adaptive multichannel equalizer. Hence, proper spatial combining offers the means of reducing the sometimes unacceptable computational complexity of pure diversity combining. For an unknown spatial signal distribution, this is accomplished by jointly optimizing an unconstrained matrix beamformer and a reducedcomplexity multichannel equalizer. In practice, such an approach is preferable to the explicit angle of arrival tracking because it does not require accurate initial estimates, nor does it rely on any assumptions such as plane-wave propagation, and therefore eliminates the sensitivity to modeling errors.
A practical receiver proposed uses this type of combining simultaneously with multichannel carder phase recovery and decision-feedback equalization. Regardless of the specific spatial signal distribution, combining a large number of array signals into a smaller number which are then processed in a multichannel equalizer offers a solution for reducing the receiver complexity without sacrificing the available spatial diversity gain. Joint optirnjzation of the beamformer, the multichannel carrier phase estimator and the DFE provides compatibility of coherent spatial and temporal MMSE combining.
Experimental results demonstrate the excellent performance of the reduced-complexity adaptive combining/ equalization algorithm at 50 nautical miles in shallow water with data rates up to 2000 bits per second. Besides providing an additional multichannel processing gain at little or no increase iri computational complexity, the receiver overcomes spatial dependency of previous multichannel equalizers without requiring a priori knowledge of propagation conditions. Further potential of reduced-complexity multichannel equalization will become apparent in the case of multiuser signal reception where in addition to multipath recombining, the beamformer will accomplish spatial separation of the desired signal from multiple-access interference.
