Abstract. In this note we present a theoretical analysis of some Krylov subspace approximations to the matrix exponential operation exp(A)v and establish a priori and a posteriori error estimates. Several such approximations are considered. The main idea of these techniques is to approximately project the exponential operator onto a small Krylov subspace and carry out the resulting small exponential matrix computation accurately. This general approach, which has been used with success in several applications, provides a systematic way of defining high order explicit-type schemes for solving systems of ordinary differential equations or time-dependent Partial Differential Equations.
1. Introduction. The problem of approximating the operation exp(A)v for a given vector v and a matrix A is of considerable importance in many applications. For example, this basic operation is at the core of many methods for solving systems of ordinary differential equations (ODE's) or time-dependent partial differential equations (PDE's). Recently, the use of Krylov subspace techniques in this context has been actively investigated in the literature [2, 3, 4, 9, 10] . Friesner et al. [2] and Gallopoulos and Saad [3] introduced a few different ways of applying this approximation to the solution of systems of ordinary differential equations. The paper [3] presents some analysis on the quality of the Krylov approximation and on the ODE integration schemes derived from it. In this note we make the following contributions.
1. We introduce and justify a few new approximation schemes (Section 2); 2. We analyze the Krylov subspace approach from an approximation theory viewpoint. In particular we establish that the Krylov methods are equivalent to interpolating the exponential function on the associated Ritz values (Section 3); 3. We generalize some of the a priori error bounds proved in [3] (Section 4); 4. Finally, we present a posteriori error bounds (Section 5) that are essential for practical purposes. The basic idea of the Krylov subspace techniques considered in this paper is to approximately project the exponential of the large matrix onto a small Krylov subspace. The only matrix exponential operation performed is therefore with a much smaller matrix. This technique has been successfully used in several applications, in spite of the lack of theory to justify it. For example, it is advocated in the paper by Park and Light [10] following the work by Nauts and Wyatt [7, 8] . Also, the idea of exploiting the Lanczos algorithm to evaluate terms of the exponential of Hamiltonian operators seems to have been first used in Chemical Physics, by Nauts and Wyatt [7] . The general Krylov subspace approach for nonsymmetric matrices was used in [4] for solving parabolic equations, and more recently, Friesner et al. [2] demonstrated that this technique can be extended to solving systems of stiff nonlinear differential equations. In the work by Nour-Omid [9] systems of ODEs are solved by first projecting them onto Krylov subspaces and then solving reduced tridiagonal systems of ODEs. This is equivalent to the method used in [10] which consists of projecting the exponential operator on the Krylov subspace. The evaluation of arbitrary functions of a matrix with Krylov subspaces has also been briefly mentioned by van der Vorst [13] .
The purpose of this paper is to explore these techniques a little further both from a practical and a theoretivcal viewpoint. On the practical side we introduce new schemes that can be viewed as simple extensions or slight improvements of existing ones. We also provide a-posteriori error estimates which can be of help when developing integration schemes for ODE's. On the theoretical side, we prove some characterization results and a few additional a priori error bounds.
Krylov subspace approximations for e
A v . We are interested in approximations to the matrix exponential operation exp(A)v of the form
where A is a matrix of dimension N , v an arbitrary nonzero vector, and p m−1 is a polynomial of degree m − 1. Since this approximation is an element of the Krylov subspace K m ≡ span{v, Av, . . . , A m−1 v}, the problem can be reformulated as that of finding an element of K m that approximates u = exp(A)v. In the next subsections we consider three different possibilities for finding such approximations. The first two are based on the usual Arnoldi and nonsymmetric Lanczos algorithms respectively. Both reduce to the same technique when the matrix is symmetric. The third technique presented can be viewed as a corrected version of either of these two basic approaches.
2.1. Exponential propagation using the Arnoldi algorithm. In this section we give a brief description of the method presented in [3] which is based on Arnoldi's algorithm. The procedure starts by generating an orthogonal basis of the Krylov subspace with the well-known Arnoldi algorithm using v 1 = v/ v 2 as an initial vector.
Algorithm: Arnoldi 
from which we get H m = V T m AV m . Therefore H m represents the projection of the linear transformation A onto the subspace K m , with respect to the basis V m . Based on this, the following approximation was introduced in [3] :
Hm e 1 .
Since V T m (τ A)V m = τ H m and the Krylov subspaces associated with A and τ A are identical we can also write
for an arbitrary scalar τ . The practical evaluation of the vector exp(τ H m )e 1 is discussed in Section 2.4. Formula (4) approximates the action of the operator exp(τ A) which is sometimes referred to as the exponential propagation operator. It has been observed in several previous articles that even with relatively small values of m a remarkably accurate approximation can be obtained from (3); see for example [3, 2, 9] .
2.2. Exponential propagation using the Lanczos algorithm. Another wellknown algorithm for building a convenient basis of K m is the well-known Lanczos algorithm. The algorithms starts with two vectors v 1 and w 1 and generates a bi-orthogonal basis of the subspaces K m (A, v 1 ) and K m (A T , w 1 ).
Algorithm: Lanczos
If we set, as before,
where I is the identity matrix. Let us denote by T m the tridiagonal matrix
An analogue of the relation (2) is
and an approximation similar to the one based on Arnoldi's method is given by
in which as before β = v 2 . The fact that V m is no longer orthogonal may cause some nonnegligible numerical difficulties since the norm of V m may, in some instances, be very large.
What can be said of one of these algorithms can often also be said of the other. In order to unify the presentation we will sometimes refer to (3) in which we use the same symbol H m to represent either the Hessenberg matrix H m in Arnoldi's method or the tridiagonal matrix T m in the Lanczos algorithm. In summary, the features that distinguish the two approaches are the following:
• In the Arnoldi approximation V m is orthogonal and H m is upper Hessenberg; • In the Lanczos approximation H m is tridiagonal and V m is not necessarily orthogonal; • In the symmetric case V m is orthogonal and H m is tridiagonal and symmetric.
Corrected schemes .
In this section we will use the same unified notation (3) to refer to either the Arnoldi based approximation (3) or the Lanczos based approximation (7). In the approximations described above, we generate m + 1 vectors v 1 , ..., v m+1 but only the first m of them are needed to define the approximation. A natural question is whether or not one can use the extra vector v m+1 to obtain a slightly improved approximation at minimal extra cost. The answer is yes and the alternative scheme which we propose is obtained by making use of the function
To approximate e A v we write
and we approximate φ(A)v by
Denoting by s m the error s m ≡ φ(A)v 1 − V m φ(H m )e 1 and making use of the relation (2) we then have
The relation (10) suggests using the approximation (11) which can be viewed as a corrected version of (3). As is indicated by the expression (10), the error in the new approximation is βAs m .
The next question we address concerns the practical implementation of these corrected schemes. The following proposition provides a straightforward solution.
Proposition 2.1. Define the (m + 1) × (m + 1) matrix
where c is any row vector of length m. Then,
The proof of the proposition is an easy exercise which relies on the Taylor series expansion of the exponential function. Taking c = h m+1,m e T m , it becomes clear from the proposition and (11) that the corrected scheme is mathematically equivalent to the approximation:
Hm e 1 (14) whose computational cost is very close to that of the original methods (3) or (7) . In the remainder of the paper the matrix H m is defined with c = h m+1,m e T m . Note that the approximation of φ(A)v is an important problem in its own right. It can be useful when solving a system of ordinary differential equationsẇ = −Aw + r, whose solution si given by w(t) = w 0 + tφ(−tA)(r − Aw 0 ). A transposed version of the above proposition provides a means for computing vectors of the form φ(H m )c which can be exploited for evaluating the right hand side of (9) . In addition, the φ function also plays an important role in deriving a-posterior error estimates, see Section 5.
2.4. Use of rational functions. In this section we briefly discuss some aspects related to the practical computation of exp(H m )e 1 or φ(H m )e 1 . Additional details may be found in [3] . Since m will, in general, be much smaller than N , the dimension of A, it is clear that any of the standard methods for computing exp(H m )e 1 may be acceptable. However, as was discussed in [3] , for large m the cost may become nonnegligible if an algorithm of order m 3 is used especially when the computations are carried out on a supercomputer. In addition, the discussion in this section is essential for the development of the a posteriori error estimates described in Section 5.
Consider the problem of evaluating exp(H)b where H is a small, possibly dense, matrix. One way in which the exponential of a matrix is evaluated is by using rational approximation to the exponential function [3, 4] . Using a rational approximation R(z), of the type (p, p), i.e., such that the denominator has the same degree p as the numerator, it is more viable and economical to use the partial fraction expansion of R, see [3] ,
where the θ i 's are the poles of R. Expressions for the α i 's and the θ i 's for the Chebyshev approximation to e −z on the positive real line are tabulated once and for all. The approximation to y = exp(H)b for some vector b can be evaluated via
which normally requires p factorizations. In fact since the roots θ i seem to come generally in complex conjugate pairs we only need about half as many factorizations to be carried out in complex arithmetic. The rational functions that are used in [3] as well as in the numerical experiments section in this paper are based on the Chebyshev approximation on [0, ∞) of the function e −x , see [1] and the references therein. This approximation is remarkably accurate and, in general, a small degree approximation, as small as p = 14, suffices to obtain a good working accuracy. We also observe that the Hessenberg or tridiagonal form are very desirable in this context: assuming the matrix H is of size m it costs O(pm 2 ) to compute exp(H)e 1 when H is Hessenberg and only O(pm) when it is tridiagonal. This is to be compared with a cost of O(m 3 ) for a method that would compute exp(H m ) based on the Schur decomposition.
Concerning the computation of vectors of the form φ(A)b it is easily seen that if the rational approximation R(z) to e z is exact at z = 0, i.e., if R(0) = 1, then we can derive from the definition (8) the following rational approximation to φ(z):
As a result, the same tables for the coefficients α i and the roots θ i can be used to compute either exp(H)b or φ(H)b. This is exploited in Section 5.
3. Characterization and Exactness. Throughout this section we will refer to the eigenvalues of the matrix H m (resp. T m ) as the Ritz values 1 . We will denote by σ(X) the spectrum of a given square matrix X.
There are two theoretical questions we would like to address. First, we would like to examine the relation between the methods described earlier and the problem of approximating the exponential function. As will be seen, these methods are mathematically equivalent to interpolating the exponential function over the Ritz values. Second, we would like to determine when the Krylov approximation (3) becomes exact.
Characterization.
The following lemma is fundamental in proving a number of results in this paper.
Lemma 3.1. Let A be any matrix and V m , H m the results of m steps of the Arnoldi or Lanczos method applied to A. Then for any polynomial p j of degree j ≤ m − 1 the following equality holds
Proof. Consider the Arnoldi case first. Let π m = V m V T m be the orthogonal projector onto K m as represented in the original basis. We will prove by induction that
The result is clearly true for j = 0. Assume that it is true for some j with j ≤ m − 2. Since the vectors A j+1 v 1 and A j v 1 belong to K m we have
Using the induction hypothesis we get,
This proves the result for the Arnoldi case. The proof for the Lanczos approximation (7) is identical except that π m must be replaced by the oblique projector V m W T m . Let now q ν be the minimal polynomial of an arbitrary matrix A, where ν is its degree. We know that any power of the matrix A can be expressed in terms of a polynomial in A, of degree not exceeding ν − 1. An immediate consequence is that if f (z) is an entire function then f (A) = p ν−1 (A) for a certain polynomial of degree at most ν − 1. The next lemma determines this polynomial. Recall that a polynomial p interpolates a function f in the Hermite sense at a given point x repeated k times if f and p as well as their k − 1 first derivatives agree at x. Lemma 3.2. Let A be any matrix whose minimal polynomial is of degree ν and f (z) a function in the complex plane which is analytic in an open set containing the spectrum of A. Moreover, let p ν−1 be the interpolating polynomial of the function f (z), in the Hermite sense, at the roots of the minimal polynomial of A, repeated according to their multiplicities. Then:
See [5] for a proof.
Consider now a Hessenberg matrix H. It is known that whenever h j+1,j = 0, j = 1, 2, ..., m − 1, the geometric multiplicity of each eigenvalue is one, i.e., the minimal polynomial of H is simply its characteristic polynomial. Therefore, going back to the Hessenberg matrix provided by the Arnoldi process, we can state that
where the polynomial p m−1 interpolates the exponential function on the spectrum of H m in the Hermite sense. We are now ready to state our main characterization theorem.
Theorem 3.3. The approximations (3) and (7) are mathematically equivalent to approximating exp(A)v by p m−1 (A)v, where p m−1 is the (unique) polynomial of degree m − 1 which interpolates the exponential function in the Hermite sense on the set of Ritz values repeated according to their multiplicities.
Proof. In both the Arnoldi and Lanczos cases, the approximation to exp(A)v is defined by βV m e Hm e 1 , where H m must be replaced by the tridiagonal matrix T m in the Lanczos case. Using the previous lemma, we have
where p m−1 is the polynomial defined in the theorem. Using lemma 3.1 this becomes,
As is well-known Krylov subspace methods tend to provide better approximations for the eigenvalues located in the outermost part of the spectrum than for those located in the interior. Therefore, from the above result, one can expect that the components of the approximations (3) in the eigenvectors associated with the outermost part of the spectrum will be more accurate.
We now state an analogous result concerning the corrected schemes of Section (2.3). Proof. By a proof analogous to that of the previous theorem we can easily see that the corrected scheme consists of approximating exp(A) by I + Ap m−1 (A) where p m−1 (z) interpolates the function φ(z) on σ(H m ) in the Hermite sense. We notice that
Let ν i be the multiplicity of the Ritz valueλ i . Then, in addition, we have
as can be seen by comparing the successive derivatives of p m (z) ≡ 1 + zp m−1 (z) and e z = 1 + zφ(z) and the fact that
This implies that p m (z) interpolates e z on σ(H m ) {0}, in the Hermite sense.
The above result justifies the term "corrected schemes" used for the techniques derived in Section 2.3, since these correspond to adding one additional constraint to the approximations. They can therefore be expected to be slightly more accurate than the parent schemes while their costs are essentially identical.
3.2. Exactness. By analogy with conjugate gradient algorithms, we might wonder if the degree of the minimal polynomial of v with respect to A is also an upper bound on the dimension m needed to get the exact solution by the formula (3). As will be shown the answer is yes. In this section we consider only the Arnoldi based method of Section 2.1.
Consider the case where at some step m we have h m+1,m = 0 in the Arnoldi process. In this situation, the algorithm stops. This is referred to as a 'lucky breakdown' because (2) simplifies into AV m = V m H m , which implies that K m is an invariant subspace. Moreover, it is clear that K m will be the first of the sequence of Krylov subspaces K i for which this happens; otherwise the algorithm would have stopped at an earlier step. As a result of the above relation we will have
for all k and the Taylor series expansion of the exponential function shows that the approximation (3) is exact. Clearly, (4) is also exact for any τ in this situation. As is well-known, this 'lucky breakdown' occurs if and only if the minimum degree of v is equal to m and we have therefore proved the following result.
Proposition 3.5. When the minimal polynomial of v is of degree equal to m, the Krylov approximation (4) is exact for all τ . In particular, since the minimum degree of v cannot exceed N , the algorithm will deliver the exact answer for m ≤ N . The above exactness condition is also sufficient, as is shown next.
Theorem 3.6. The following three conditions are equivalent: (i) e τ A v = βV m e τ Hm e 1 , ∀τ ; (ii) The Krylov subspace K m is invariant under A, and no subspace K i with i < m is invariant; (iii) The minimal polynomial of v is of degree equal to m.
Proof. That (iii) is equivalent to (ii) is a simple and well-known result on Krylov subspaces and was essentially proved above, see also [11] . In addition, the previous proposition shows that (ii) → (i).
It remains to show that (i) → (ii). Taking the derivative of order k (with respect to τ ) of the condition in (i) we get,
In particular, taking τ = 0 leads to the relation
This proves in particular that any vector in AK m which is a linear combination of the vectors A k v, k = 1, . . . , m is in K m . As a result K m is invariant under A. Moreover, we cannot have a K i invariant under A with i<m; otherwise the dimension of K m would be less than m, which would be a contradiction since V m is an orthogonal basis of K m .
We note that the characteristic properties shown in the previous section could also have been used to prove the above theorem.
4. General a priori error bounds. In this section we establish general a priori error bounds for the approximations defined in Section 2. Related results have been shown in [3] 
Proof. As a result of the relation f (z) = p m−1 (z) + r m (z) we have
Similarly to (22) we can write for H m
To complete the proof, we substitute (24) in (23) and the resulting equation in (22) to get, after multiplying through by β
Note that for Arnoldi's method the orthogonality of V m immediately yields
whereas for the Lanczos process we can only say that
The following lemma will be useful in proving the next results. Following the argument in the proof of Theorem 1 in [12] , we notice that as m increases the term inside the integrand becomes an increasingly narrow spike centered around τ = 1. As a result the function e (1−τ )x in that narrow interval can be assimilated to the constant function whose value is one and we can write
which proves the first part of (27). The inequality in the right-hand-side of (27) is obtained by using the inequality e (1−τ )x ≤ e x in the integral (28).
4.2.
A priori error bounds for the basic schemes. We will now prove the following theorem. Theorem 4.3. Let A be any matrix and let ρ = A 2 . Then the error of the approximation (3) obtained using Arnoldi's method is such that
Similarly, the error of the approximation (7) obtained using the Lanczos method is such that
Proof. The proof of the theorem makes use of the particular polynomial s m (z) where s m is defined in Lemma 4.2. For this polynomial, we have,
We consider first the Arnoldi case. We can prove that similarly to (31) we have
Observing (e.g. from (28)) that t m is an increasing function of x for x positive, and thatρ ≤ ρ, we obtain
Substituting (33), (32) and (31) in inequality (25) yields the first part of the result (29). The second part of (29) is a consequence of the inequality in Lemma 4.2.
For the Lanczos case, (32) becomes
Unfortunately, in this case we cannot relateρ and ρ. Moreover, the norm of V m is no longer equal to one. The result (30) follows immediately from (26), (31) and the above inequality.
We would like now to briefly discuss an asymptotic analysis in an attempt to determine how sharp the result may be in general. First, for m large enough in the above proof, the norm A 2 can be replaced by the spectral radius of A. This is because A is asymptotically equivalent to |λ max | j , where |λ max | is the spectral radius. Secondly, as is indicated by Lemma 4.2, t m (ρ) is in fact of the order of ρ m /m!. In reality, we therefore have
Moreover, as is indicated in [12] , the polynomial s m−1 will be (asymptotically) near the polynomial that best approximates the exponential function on a circle centered at the origin. Therefore, if the eigenvalues of A are distributed in a circle of radius |λ max | one can expect the above inequality to be asymptotically optimal. In fact we now address the case where the matrix A has a spectrum that is enclosed in a ball of center α located far away from the origin. In such a case, the polynomial used in the above proof is inappropriate, in that it is likely to be far from optimal, and the following lemma provides a better polynomial. In the following D(α, ρ) denotes the closed disk of the complex plane centered at α and with radius ρ. 
Proof. From Lemma 4.2 for any z with |z − α| ≤ ρ we have
Multiplying both sides by e α yields (34). As an application, we can prove the following theorem. Theorem 4.5. Let A be any matrix and ρ α = A − αI 2 where α is any real scalar. Then the error of the approximation (3) satisfies
Proof. The proof is identical with that of Theorem (4.3) except that it uses the polynomial c m−1,α defined in the previous lemma.
Ideally, we would like to utilize the best α possible in order to minimize the righthand side of the inequality (36). However, this seems to be a rather difficult minimization problem to solve. The important factor in the inequality of the theorem is the term ρ α , which may be made much smaller than ρ, the norm of A, by a proper choice of α. As a result we can nearly minimize the right-hand side of (36) by minimizing ρ α with respect to α, since the term e ρα is asymptotically unimportant. According to (36) and to the discussion prior to the theorem, we can say that in the case where the eigenvalues of A are distributed in a disk of center α, and radius r, the error will behave asymptotically like e α r m /m!, and this is likely to be an asymptotically sharp result. In practice the interesting cases are those where the spectrum is contained in the left half of the complex plane. An important particular case in some applications is when the matrix A is symmetric negative definite. Corollary 4.6. Let A be a symmetric definite negative matrix and let ρ = A 2 . Then the error of the approximation (3) satisfies
Proof. We apply the previous theorem with α = − A 2 /2 and use the fact that the 2-norm of a Hermitian matrices is equal to its spectral radius. Since A is symmetric definite negative, we have that ρ α = |ρ/2| = −α. The proof follows immediately from (36).
In [3] it was shown that the term e ρ in the right-hand side of (29) can be replaced by the term max(1, e η ) where η = max{λ i (A + A T )/2)} is the 'logarithmic norm' of A.
4.3.
A priori error bounds for the corrected schemes. The corrected schemes are based on approximations using polynomials of the form p(z) = 1 + zp m−1 (z), i.e., polynomials of degree m satisfying the constraint p(0) = 1. In this section we prove results similar to those of the Section 4.2, for the Arnoldi-based corrected scheme. We 5. A posteriori error estimates. The error bounds established in the previous section may be computed, provided we can estimate the norm of A or A − αI. However, the fact that they may not be sharp leads us to seek alternatives. A posteriori error estimates are crucial in practical computations. It is important to be able to assess the quality of the result obtained by one of the techniques described in this paper in order to determine whether or not this result is acceptable. If the result is not acceptable then one can still utilize the Krylov subspace computed to evaluate, for example, exp(Aδ)v where δ is chosen small enough to yield a desired error level. We would like to obtain error estimates that are at the same time inexpensive to compute and sharp. Without loss of generality the results established in this section are often stated for the scaled vector v 1 rather than for the original vector v.
Expansion of the error.
We seek an expansion formula for the error in terms of A k v m+1 , k = 0, 1, ..., ∞. To this end we need to define functions similar to the φ function used in earlier sections. We define by induction,
We note that φ k+1 (0) is defined by continuity. Thus, the function φ 1 is identical with the function φ used in Section 2. It is clear that these functions are well-defined and analytic for all k. We can now prove the following theorem. Recall that we are using a unified notation: H m may in fact mean T m in the case where Lanczos is used instead of the Arnoldi algorithm. Theorem 5.1. The error produced by the Arnoldi or Lanczos approximation (3) satisfies the following expansion:
while the corrected version (14) satisfies,
Proof. The starting point is the relation (10)
in which we now define, more generally,
Proceeding as for the development of the formula (10), we write (44) and (10) we get
It remains to show that A j s j m converges to zero. This is a consequence of the following inequality satisfied for any nonnegative x:
which immediately follows from the Taylor series expansion of φ j . As a consequence the norm of the vector s j m as defined above can be bounded above by a term in the form C/j! where C is a constant, and the two results in the theorem follow from (46).
Notice by comparing (42) and (43) that the first term in the first expansion is nothing but the correcting term used in the corrected schemes. In the next subsection we will show how to exploit these expansions to derive computable estimates of the error.
Practical error estimates.
The first one or two terms in the expansion formulas established in the previous theorem will usually suffice to provide a good estimate for the error. Thus, for the Arnoldi and Lanczos processes the first term of this series is h m+1,m e T m φ 1 (H m )e 1 v m+1 whose norm yields the error estimate
As a result of Proposition 2.1, this is rather straightforward to implement in practice. It suffices to use any means, e.g. rational approximations, to computeȳ = exp(H m )βe 1 . Then the vector consisting of the first m components ofȳ is equal to y = exp(H m )βe 1 which is needed to compute the actual approximation via u = V m y, while the last component multiplied by h m+1,m is the desired error estimate.
If a rough estimate of the error is desired, one may avoid invoking the φ 1 function by replacing φ 1 (H m ) by exp(H m ) leading to the estimate
The above expression is reminiscent of a formula used to compute the residual norm of linear systems solved by the Arnoldi or the Lanczos/ Bi-Conjugate Gradient algorithms.
For the corrected schemes a straightforward analogue of Er 2 is
We can also use the first term in the expansion (43) to get the more elaborate error estimate for the corrected schemes:
The above formula requires the evaluation of the norm of Av m+1 . Although this is certainly not a high price to pay there is one compelling reason why one would like to avoid it: if we were to perform one additional matrix-vector product then why not compute the next approximation which belongs the Krylov subspace K m+2 ? We would then come back to the same problem of seeking an error estimate for this new approximation. Since we are only interested in an estimate of the error, it may be sufficient to approximate Av m+1 using some norm estimate of A provided by the Arnoldi process. One possibility is to resort to the scaled Frobenius norm of H m :
which yields
There remains the issue of computing e T m φ 2 (H m )(βe 1 ) for Er 4 and Er 5 . One might use a separate calculation. However, when rational approximations are used to evaluate exp(H m )(βe 1 ), a more attractive alternative exists. Assume that the vector y = exp(H m )(βe 1 ) is computed from the partial fraction expansion
A consequence of Proposition 2.1 is that the last component of the result is e T m φ 1 (H m )(βe 1 ) but we need e T m φ 2 (H m )(βe 1 ). Now observe that if instead of the coefficients α i we were to use the coefficients α i /θ i in (47) then, according to the formula (17) in Section 2.4, we would have calculated the vector φ 1 (H m )(βe 1 ) and the last component would be the desired e T m φ 2 (H m )(βe 1 ). This suggests that all we have to do is to accumulate the scalars
a combination of the last components of the consecutive solutions of (47), as these systems are solved one after the other. The rest of the computation is in no way disturbed since we only accumulate these components once the solution of each linear system is completed. Notice that once more the cost of this error estimator is negligible. We also point out that with this strategy there is no difficulty in getting more accurate estimates of the error which correspond to using more terms in the expansion (43). For example, it suffices to replace α i /θ i in (48) by α i /θ 2 i to get e T m φ 3 (H m )e 1 , and therefore a similar technique of accumulation can be used to compute the higher order terms in the expansion.
These error estimates have been compared on a few examples described in Section 6.
5.3.
Error with respect to the rational approximation. The vector e Hm e 1 in (3) may be evaluated with the help of a rational approximation to the exponential of the form (15), i.e., the actual approximation used is of the form
In the symmetric case, the Chebyshev rational approximation to the exponential yields a known error with respect to the exact exponential, i.e., using the same rational function R,
is known a priori from results in approximation theory. As a result one may be able to estimate the total error by simply estimating the norm of the difference
Proposition 5.2. The following is an exact expression of the error made when
Proof. We have
Using once more the relation (2) we have and a j = (2 j − 1)/(N + 1) for j = 1, 2, ..., N/2. In the first example the vector v was selected so that the result u = exp(A)w is known to be the vector T . In the second example it was generated randomly. To compute the coefficient vector y m we used the rational approximation outlined in Section 2.4. Moreover, for the corrected schemes we used the same rational approximations and the a posteriori errors have been calculated following the ideas at the end of Section 5.2. The rational function used in all cases is the Chebyshev approximation to e x of degree (14,14) on the real negative line [3] . Table 1 shows the results for example 1 using the Arnoldi method which in this case amounts to the usual symmetric Lanczos algorithm. The estimates are based on the formulas Er 2 and Er 1 of Section 5.2. Using the corrected version of the Arnoldi algorithm we get the results in Table 2 . Tables 3 and 4 show similar results for example 2. Note that as expected the columns Er 1 and Er 3 are identical.
We can make the following observations. First, the estimate Er 1 is far more accurate than the estimate Er 2 for the basic Arnoldi-Lanczos methods. However, we start seeing some difficulties for large values of m. These are due to the fact that the rational approximation does not yield an accurate enough answer for exp(H m )e 1 . In fact for larger values of m the actual error stalls at the level 2.3 10 −11 while the estimates continue to decrease sharply. Unfortunately, we did not compute the coefficients of the rational approximation, as described in Section 2, beyond the degree (14, 14) used here. In fact one can speculate that the estimated errors in the tables should be close to the actual error that we would have obtained had we used more accurate rational approximations. Second, the estimates Er 1 and Er 5 based on just one term of the expansion of the error shown in Theorem 5.1, are surprisingly sharp in these examples. Finally, note that, as expected from the theory, the corrected approximations are slightly more accurate than the basic approximations. The tables indicate that, roughly speaking, for the larger values of m we gain one step for free. Note also that for these examples the scaled Frobenius norm seems to give a rather good estimate of the norm Av m+1 2 as is revealed by comparing the values of Er 4 and Er 5 .
7.
Conclusion. The general analysis proposed in this paper shows that the technique based on Krylov subspaces can provide an effective tool for approximating the exponential propagation operator. This has already been confirmed by numerous experiments elsewhere [3, 4, 9, 10] .
The a posteriori error estimates of Section 5, are mandatory for implementing general purpose software for computing exp(A)v. The numerical experiments reported show that the simple estimates based on just one term of the expansion of the error developed in Section 5, are sufficient to provide enough accuracy for practical purposes. These estimates may be combined with step-reduction strategies to build efficient integrators for systems of ordinary differential equations with constant coefficients, with possible extensions to more general problems.
