Model reduction of linear and nonlinear systems using balancing methods by Chikkerur, Vishal
c© 2010 Vishal Chikkerur
MODEL REDUCTION OF LINEAR AND NONLINEAR SYSTEMS
USING BALANCING METHODS
BY
VISHAL CHIKKERUR
THESIS
Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Aerospace Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2010
Urbana, Illinois
Adviser:
Professor N S Namachchivaya
ABSTRACT
This thesis presents a review of the existing body of knowledge pertain-
ing to model reduction using balancing techniques. A simple linear system
is studied in a noisy environment with noisy sensors and linear balancing
techniques are performed. Following, a more complex system in that of a
spring-mass system with nonlinear damping is studied using the analysis set
forth by J.Scherpen [11] and A.Newman [8]. The connection between linear
and nonlinear balancing techniques is established and possible existant meth-
ods that reduce the complexity of the analysis involved are presented. We
consider nonlinear filtering theory in the context of 2-point Vortex motion
with inroads made towards the prospect of data fusion in regards to the data
provided by a number of Lagrangian tracers.
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CHAPTER 1
INTRODUCTION
It is an unfortunate truth that as mathematical models of physical systems
become more precise, the more intractable both analytically and numeri-
cally the systems become. Greater accuracy is often time synonymous with
a greater number of variables and system equations that are required to
capture the increased resolution. Even large systems which enjoy linearity
present a special challenge for the scientist who wishes to reduce the com-
plexity of the system. To date only a few well studied tools exist that aid in
the reduction of system complexity and they all fall under the well known
analytical field of model reduction. Of the few well known tools that exist,
even fewer are applicable when dealing with nonlinear systems. Woerkom[18]
made a thorough survey of the existing model reduction tools that are used
with linear systems that arise in Aerospace Systems. His survey distills this
vast field into six main methods that to date aptly describe the state of the
art;
(i) Parameter Optimization
(ii) Aggregation
(iii) Singular Perturbation
(iv) Modal Dominance
(v) Component Cost Analysis
(vi) Internal Balancing
in the linear case all six methods are concerned with first taking a system in
state space form:
˙¯x = Ax¯+Bu¯ (1.1)
y¯ = Cx¯+Du¯
1
which captures the system dynamics embodied in the true state vector x¯
with dim(x¯) = n. Here, vector u¯ respresents the system input which may
contain noise (only white Gaussian noise is considered in this paper) with
dim(u¯) = m, and y¯ is the output of the system, the measurement vector
containing all of the relevant information that it is possible to discern from
the system with dim(y¯) = p . The system matrices A, B, C, and D may
contain time independent or, time varying coefficients if the characteristics of
the system evolve with time. The problem therefore occurs when n is large.
Here, model reduction attempts to transform this system to one with the
same structure but lesser degree:
˙¯xr = Arx¯r +Bru¯ (1.2)
y¯r = Crx¯r +Dru¯
with dim(x¯r) = nr ≪ n and dim(y¯r) = dim(y¯) = p. Although the tech-
niques used will fundamentally change the system matrices and the nature
of the internal state of the system, the transformations are performed with
the specific aim of preserving the value of the output vector. Hence model
reduction has as its aim to reduce the degree of the system while minimising
the error between the full system and the reduced order output. That is, we
wish to minimise δy¯ = y¯ − y¯r.
While there are advantages to each of the main contending techniques that
exist for model reduction, the method which places the greatest emphasis on
preserving the input-output map of the system is that of internal balancing
followed by reduction or what is commonly referred to as Balanced Trunca-
tion. It is the contention of this thesis.
A number of seminal works have been written with regard to Balanced
Truncation. It’s merits as a potential tool to reduce the order of linear sys-
tems arose first in a paper by Moore[14]. More than a decade following
the extension of the method to more general nonlinear systems was made
by Scherpen[11] with a clear understanding of the computational framework
needed to compute the technique established only recently as given by New-
man and Krishnaprasad[7]. In this paper the procedure for Balanced trunca-
tion is established from the basics of control theory and the full extension to
the nonlinear scenario is realised with applications presented for both linear
2
and nonlinear systems.
A brief background in control theory is provided here following which a
general outline of the contents of this thesis is given.
1.1 Controllability, Observability, and Linear
Balancing
Here we establish the philosophy behind Balanced Truncation. Mathematical
details and proofs may be found in [1] and [2].
1.1.1 Controllability
Integrating the dynamics (1.1) gives us for the state at some time τ > 0
x(τ) =
∫ τ
0
eA(τ−t)Bu(t)dt (1.3)
the image of this linear map between input u(t) and output x(τ) is a
subspace of the state space known as the controllable subspace which is
denoted by CAB. It can be shown that CAB = Image(C). Where C is the
controllability matrix defined as
C = [B AB A2B ... An−1B] (1.4)
Similarly the controllable subspace CAB = Image(XC) where XC is the
controllability gramian; an n× n matrix defined by
XC =
∫ τ
0
eAtBB†eA
†tdt (1.5)
where kernel(XC) forms the uncontrollable subspace.
If C is full rank then there exists an input signal u(t) that leads to the
state x(τ) and the system matrices (A,B) are said to be a controllable pair.
1.1.2 Observability
Observability is quantified by those initial states which do not lead to a null
output with zero control input. Integrating the system dynamics for the
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output with null control input gives
y(t) = CeAtx0 (1.6)
The image of this linear map forms the observable subspace OCA. The
observability matrix O and observability gramian YO are respectively defined
as
O =


C
CA
.
.
.
CAn−1


(1.7)
YO =
∫ τ
0
eA
†tC†CeAtdt (1.8)
It can be shown
OCA = Image(O) = Image(YO) (1.9)
and similar to the case for controllability ker(YO) forms the unobservable
subspace.
If O is full rank then the matrices (C,A) are an observable pair.
1.1.3 Interpreting Controllability and Observability
Operating under the assumption that (C,A) and (A,B) are observable and
controllable pairs respectively and that A has all its eigenvalues in the left
hand complex plane (an asymptotically stable system) it is noted that such
a system is what is known as a minimal realization in that all of the sys-
tem states shall be controllable and observable. Given such a system it is
worthwhile deriving a set of metrics that quantify to what degree the states
are controllable and observable. Taking the L2 norm of the output signal
generated by intial condition x0 with null input gives
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||y||22 =
∫ ∞
0
y†(t)y(t)dt
=
∫ ∞
0
x0
†eA
†tC†CeAtx0dt
= x0
†YOx0 (1.10)
Scaling with respect to the norm of the initial state gives a measure of the
observability in the direction of this initial state vector.
||y||22
||x0||22
=
x0
†YOx0
x0†x0
(1.11)
Similarly we may quantify the degree to which a controllable state is con-
trollable by looking at the optimal control needed to be applied over a time
horizon [−∞, τ ] that takes the state from x = 0 to x = x0. It can be shown
that this optimal control is expressed in terms of the controllability gramian,
XC as follows
||uopt||22 = x†0X−1C x0 (1.12)
The smaller the control required to drive the current state to the desired
state the more controllable the desired state is. Similar to the case for quan-
tifying observability of a state we scale the above expression with respect to
the norm of the desired state and take its inverse to yield
||uopt||22
||x0||22
=
x†0XCx0
x†0x0
(1.13)
Thus we see that asides from the observability and controllability matrices,
(1.7) and (1.4), giving us information pertaining to whether the system is
controllable or observable respectively, in addition to this one may look to
the gramians to quantify just how controllable and observable these states
are. Balancing as it shall be seen in both the linear and nonlinear cases is a
process used to tie the notion of observability and controllability together in
order to quantify just how important a state is to the input-output map of
the system.
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1.2 Filtering
The benefit of the state space form (1.1) lies in its ease of applicability with
regards to commanding the state x via the control u based on observations
y. When however, both the system state and the output are disturbed by
noise we have,
˙¯x = Ax¯+Bu¯+ Cξ¯ (1.14)
y¯ = Dx¯+ Eu¯+ F η¯
where ξ¯ and η¯ are commonly considered independent Gaussian noise pro-
cesses. Filtering theory seeks to reconstruct a best estimate of the system
state by filtering out the noise that appears in the observation equation.
For linear continuous time gaussian systems (the noise processes are ’white’)
the Kalman-Bucy filter provides the desired set of equations that provide the
best estimate of the system state based on noisy observations. In the case of
nonlinear systems we have the following state equations,
˙¯x = f(x, u) + g(x)ξ¯ (1.15)
y¯ = h(x) + w(x)η¯
For nonlinear systems that are well behaved a decent filtration can be
achieved through the use of the Extended Kalman Filter (EKF) which lin-
earizes the state equations about the current state and evolves the state
density by projecting it through this linearization. However, in the instance
of highly nonlinear systems the EKF does not apply and we need to turn
to methods that aptly describe the non-gaussian evolution of the probability
density of the state. This is achieved through consideration of the Fokker-
Planck equation and its integration into the framework of a nonlinear filter.
Particle filters on the other hand form an entirely numerical method that
negates the need for an exact analytic expression for the evolution of the
state probability density.
Figure 1.1 represents the procedure involved in particle filtering. Three
distinct time steps are shown. The steps involved during one time step are
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Figure 1.1: Particle Filtering Procedure
summarized as follows,
1. At tk−1 sample the distribution p(xk−1|y1, . . . , yk−1) Ns times and as-
sociate each sample with a probability weighting wk−1. So we have
{xik−1, wik−1}Nsi=1.
2. Evolve each sample through the nonlinear system dynamics; xik =
f(xik−1, ξk).
3. Update the weights associated with each sample when a new observation,yk,
becomes available according to; wik = w
i
k−1
p(yk|x
i
k
)p(xi
k
|xi
k−1
)
q(xi
k
|xi
k−1
,yk)
where q is the
initial proposal density.
4. The evolved samples and their updated weights forms the discrete pos-
terior density p(xk|y1, . . . , yk) that is required.
It is seen then that the particle filter captures the nonlinear nature of the
system unlike the EKF which makes a linear approximation to the system
at each time step.
All three forms of filtration are introduced in this thesis. In chapter 2 the
Kalman-Bucy filter is used to validate the method of balanced truncation.
In chapter 4 an Extended Kalman Filter [36] is used to estimate the position
of 2 point vortices. The theory behind the associated non-linear filtration
via the Fokker Planck Equation and particle filters is also established for the
vortex prediction problem.
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1.3 Thesis Outline
In chapter two we analyse a proposed version of the balancing coordinate
transformation for linear systems. The significance of states to the input-
output map of the system Ψ : u → y is quantified through the definition
of the Hankel Singular Values. The accuracy of the resulting balanced and
truncated system is then compared to that of the full system by simulation
with the addition of white noise and applying a standard Kalman-Bucy filter.
Details regarding the transformation from a truncated system estimate back
to that of a full system estimate are provided aswell. Linkages are then
established with internal state balancing and a balancing procedure that may
be gleaned from information theory. Chapter 3 then provides the extension
of the procedure to nonlinear systems, with a clear exposition regarding the
various coordinate transformations that need to be made to express a control-
affine nonlinear system in an analogous balanced form. The main crux of
this chapter is the ability to derive an exact expression for the controllability
energy function via the consideration of stochastically perturbed dynamical
systems. The notion of the singular value functions is then apparant and
a means by which states for a nonlinear system are classified according to
significance to the input-output map is arrived at. A full numerical procedure
was also constructed in Matlab for both chapters 2 and 3 with details of
the algorithms provided in Appendix C. In chapter 4 we digress from the
problem of model reduction and look to the concepts related to nonlinear
filtering and observability in contrast to the linear ideas just developed. The
problem of two point vortex motion is considered from the point of view of
Nonlinear Filtering Theory and an Extended Kalman Filter EKF employed
to quantify the observability of the system given the presence of one or two
Lagrangian tracers (tracers capable of providing the trajectories of particles
in the system).
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CHAPTER 2
LINEAR BALANCING
Considering the relationship established connecting the controllability and
observability gramians to the degree to which a state is controllable or ob-
servable the procedure known as balanced truncation involves deducing a
linear coordinate transformation that simultaneously equivalises and diago-
nalises the gramians thereby allowing one to use the produced matrix as a
measure of the importance a corresponding state has to the system input-
output map Ψ. System states that are very controllable may be among the
least observable and those that are very observable may be very difficult to
control. The states which dominate the input-output map of the system are
those that are easily driven by the control input to a desired state and are
easily detected at the output. It is the aim of balanced truncation to intro-
duce a linear coordinate transformation which allows for the isolation of the
states that dominate the input-output map of the system.
2.1 The Contragredient Transformation
We start with a definition of the controllability and observability gramians
on an infinite time horizon:
Definition 2.1.1. (Controllability and Observability Gramians) Con-
sidering the simple linear system x˙ = Ax+Bu, y = Cx, with initial condition
x(0) = x0, the Controllability and Observability gramian matrices are both
defined respectively as follows:
XC =
∫ ∞
0
eAtBB†eA
†tdt (2.1)
YO =
∫ ∞
0
eA
†tC†CeAtdt (2.2)
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It can be shown that these matrices exist with a stable system matrix, A, i.e.
A is Hurwitz.
With stable system matrix and the gramians defined over an infinite time
horizon as above both gramians are known to be the unique solutions of the
following Lyapunov equations.
AXC +XCA
† +BB† = 0 (2.3)
A†YO + YOA+ C
†C = 0 (2.4)
The following lemma can be found in [15] without proof, the proof of the
lemma however will be provided here.
Lemma 2.1.1. (Contragredient Transformation) A linear transforma-
tion x = T x˜ when applied to the simple linear system transforms the gramians
to the following form:
X˜C = T
−1XCT
−1† (2.5)
Y˜O = T
†YOT
−1†, (2.6)
and ∃ T such that
X˜C = Y˜O = Σ, (2.7)
where Σ is a diagonal matrix. We can find Vc, Λc, U , Λ such that the
transformed gramians become equal and diagonal if T has the form:
Tk = VcΛcUΛ
−k (2.8)
with k = 1/2.
Proof. Making a linear change of coordinates x = T x˜ transforms the simple
linear system to the following form:
T ˙˜x = ATx˜+Bu (2.9)
y = CTx˜
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So we obtain the final form of the linearly transformed system:
˙˜x = T−1ATx˜+ T−1Bu (2.10)
y = CTx˜
The linear transform T is constrained by restricting the way the observ-
ability and controllability gramians are correspondingly transformed under
its operation. Their respective transformation under T is found by substi-
tuting A˜ = T−1AT , B˜ = T−1B, C˜ = CT for A, B, and C in (2.1) and
(2.2).
X˜C =
∫ ∞
0
eτ(T
−1AT )(T−1B)(T−1B)†eτ(T
−1AT )†dτ (2.11)
Using the standard power series expansion for matrix exponentials:
eX =
∞∑
k=0
1
k!
Xk (2.12)
We have
eτ(T
−1AT )T−1 = (I + τ(T−1AT ) +
1
2
τ 2(T−1AT )(T−1AT ) + ...)T−1
= T−1(I + τA+
1
2
τ 2A2 + ...)
= T−1eτA (2.13)
Similarly it is verified that
(T−1)†eτ(T
−1AT )† = eτA
†
(T−1)† (2.14)
Substituting (2.13) and (2.14) equalities into (2.11) yields
X˜C =
∫ ∞
0
T−1eτABB†eτA
†
(T−1)†dτ
⇒ X˜C = T−1XC(T−1)† (2.15)
We follow a similar process to derive:
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Y˜O = T
†YOT (2.16)
The process of balancing the linear system requires finding a contragre-
dient transformation T , that is one that shall simultaneously equivalise and
diagonalise XC and YO.
Now XC and YO are symmetric orthogonal positive definite matrices, that
is:
XC = X
†
C > 0
YO = Y
†
O > 0
⇒ ∃Vc s.t. V ′cXCVc = Λ2c
Where Λ2c is a diagonal square matrix. Similarly ∃ U s.t. :
U †((VcΛc)
†YO(VcΛc))U = Λ
2
Thus we can find Vc and Λc and hence also U and Λ. We now choose the
form of our linear transformation T and show it to be the required contra-
gredient transformation. Let T = VcΛcUΛ
−k and substituting this form of T
into (1.4) gives:
X˜C = T
−1XC(T
−1)†
= (VcΛcUΛ
−k)−1XC((VcΛcUΛ
−k)−1)†
= ΛkU−1Λ−1c V
−1
c XC(V
−1
c )
†(Λ−1c )
†(U−1)†Λk
Now U, Λc, Vc are orthogonal symmetric positive definite matrices,
⇒ X˜C = ΛkU−1Λ−1c Λ2cΛcUΛk
= ΛkU−1(Λ−1c Λc)(Λ
2
c)UΛ
k
= ΛkU−1Λ2cUΛ
k
as Λ2c = I we have
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X˜C = Λ
2k (2.17)
Substituting the proposed form for T into (2.16) gives,
Y˜O = T
†YOT
= (VcΛcUΛ
−k)†YO(VcΛcUΛ
−k)
= (Λ−k)−1U †Λ†cV
†
c YOVcΛcUΛ
−k
= Λ−k(U †(VcΛc)
†YO(VcΛc)U)Λ
−k
= Λ2Λ−2k
= Λ2−2k (2.18)
Hence it is seen that the proposed transform diagonalises both gramians
and indeed they will both be equal with k = 1
2
. So the form used in order to
perform the balancing of the linear system is:
T = VcΛcUΛ
−1/2 (2.19)
2.1.1 Balanced Truncation
The above linear transformation when used to transform the simple linear
system will yield a system who’s gramians are now equal and diagonal as
follows:
X˜C = Y˜O =


h11 0 · · · 0
0 h22 0 0
0 0
. . . 0
0 0 0 hnn

 (2.20)
As established previously the values on the diagonals are an effective mea-
sure known as the Hankel Singular Values (HSV’s) of the corresponding
states contribution to the input-output mapping of the system. The Hankel
norm of the system is defined as follows:
Definition 2.1.2. (Hankel Norm) The Hankel norm is defined as the
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largest Hankel Singular Value for the system:
||G||2H = σ2max (2.21)
, with the formal definition of the Hankel Singular Values being:
Definition 2.1.3. Hankel Singular Values The HSV’s are the eigenval-
ues for the similarity invariant matrix (a matrix invariant under similarity
transformations), XCYO, that is, the product of the gramians.
σi = (λi(XCYO))
1/2 i ∈ n (2.22)
An opportunity for model reduction presents itself if it is seen that the
order of the HSV’s when arranged along the diagonal in order of descending
magnitude changes by an order of magnitude or more. If this takes place
the HSV’s partition the system matrices into two separate models, one that
includes the most relevant states to the input-output map of the system
and one that includes the most insignificant states with respect to this map.
So starting with the transformed system equations we have the following
partition:
˙˜x =
[
A˜11 A˜21
A˜12 A˜22
]
x+
[
B˜1
B˜2
]
u (2.23)
y˜ =
[
C˜1 C˜2
]
x+Du (2.24)
Where the system matrices have been partitioned according to an order of
magnitude change in the corresponding HSV’s. Following truncation then,
we have:
˙˜xtr = A˜11xtr + B˜1u (2.25)
y˜tr = C˜1xtr +Du
This procedure forms the basic linear balancing routine when applied to a
simple deterministic set of state space equations. Balancing as a model re-
duction technique gains its popularity through the existence of a tidy formula
that defines the error between the full and truncated systems. As presented
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in [17], with G and Gtr the full and truncated system transfer functions, we
have:
||G−Gtr||H ≤ ||G−Gtr||∞ ≤ 2
n∑
i=r+1
σi (2.26)
Where ||.||∞ is the H∞ − norm defined in Appendix A. Thus it is seen
that the full and truncated systems are closer together with respect to the
input-output mapping if the subsystem that is discarded has a smaller trace
for its balanced gramians, which is intuitive as it implies that we have dis-
carded those states that are comparatively less important to the input-output
mapping.
2.2 The Kalman-Bucy Filter
Balancing in the context of a linear system with system and observation
noise as the driving input to the system brings us to the theory of Data
Driven Dynamical Systems (DDDS) and that of filtration. The system of
equations considered here are as follows where ξt and ηt are independant
white noise processes (follow a Gaussian distribution with mean zero). Note
also the multi-dimensional equations are presented here with A(t) ∈ Rn×n,
B(t) ∈ Rn×p, C(t) ∈ Rm×n, and D(t) ∈ Rm×r.
X˙t = A(t)Xt +B(t)ξt (2.27)
Y˙t = C(t)Xt +D(t)ηt
The Kalman-Bucy filter is the continuous time version in which obser-
vations occur continuously distinguished from the discrete time version of
the filter in which the system and observation processes proceed at discrete
instants. Indeed there are many forms of the solution equations that are
presented below that are essentially equivalent. One may refer to [19] for
details on variations such as a continuous system with discrete observations.
The Filtering problem essentially consists of estimating the unknown state
at a particular time Xt via noisy observations of a noisy system made con-
tinuously and making the best use of the observations up until time t. That
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is, the estimate Xˆt will be a functional of Y
t
0 = {Ys, 0 ≤ s ≤ t}; the set of
observations. It may be shown that the optimal estimation given a set of
observations will be given by the conditional expectation E[X t0] which gen-
erally can be a complex function of Y t0 . However in the case of Gaussian
processes which is what we consider, the conditional expectation coincides
with the estimate being a function of the orthogonal projections onto the lin-
ear space generated by Y t0 [21]. By ’optimal’ we are referring to the estimate
that minimises the mean square error P (t) = E(Xt − Xˆt)2. The Kalman
filter equations provide this optimal estimate. For system (2.27) the filtering
equations are presented below [20]:
˙ˆ
Xt = (A− PC†(DD†)−1C)Xˆt + PC†(DD†)−1Y˙t (2.28)
P˙ = AP + PA† − PC†(DD†)−1CP +BB†
With initial conditions as,
Xˆ0 = E[X0] (2.29)
P (0) = E[(X0 − E[X0])(X0 − E[X0])†]
The above filtering equations form a DDDS wherby the entity driving the
system is the innovation sequence, that is the difference between observa-
tion and estimated observation. This form of filter is dependant only on the
system matrices as is evidenced by the equations and is thus easily imple-
mented numerically. It will be used in validating the efficacy of the balanced
and truncated realisation when compared to the corresponding full system.
2.3 Balanced Truncation and Estimation
The procedure followed when reducing the model of a simple linear system
subject to gaussian noise and estimating the unknown state is summarised
in the following steps,
• Find the balancing transformation and apply it to the deterministic
system
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• Truncate the system to desired complexity/accuracy
• Perform on-line filtering of truncated and full systems driven by Gaus-
sian noise
• Transform truncated estimates back to full state estimates
It is the final step that will be explained further in order to completely
specify the above procedure.
A similar procedure is followed in [16], in which the authors perform
a filtration on a time-dependent quasigeostrophic storm track model that
presents a large scale state vector for estimation but only has a small dy-
namically relevant subspace. This type of system is directly ammenable to
accurate model reduction through balanced truncation. The following pro-
cedure is prescribed in order to define a pair of biorthognal basis matrices
that correctly relate the full state vector to the truncated state vector.
As presented in [16] and [26] we may construct a projection operator
through matrices X and Y with X ∈ Rn×r and Y ∈ Rn×r satisfying Y †X =
Ir, with the projection thus being P = XY
†. This projector shall have as a
property that the full system state may be approximated from the reduced
system state by
x = Xxr
and the reduced system state given by
xr = Y
†x
with the reduced system matrices being given by
{A˜11, B˜1, C˜1, D} = {Y †AX, Y †B,CX,D}
It is shown in [26] that the required biorthogonal basis matrices can be
constructed as follows.
The controllability and observability gramians are first decomposed ac-
cording to their Cholesky factorisations,
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XC = S
†S (2.30)
YO = R
†R (2.31)
We now obtain a singular value decomposition (SVD) of the product of
respective factors of the decomposition,
SR† = UΣV † (2.32)
The biorthogonal basis projection matrices X and Y are thus defined, for
a truncated system of dimension r where the full state is of dimension n we
retain the first r columns of the matrices U , Σ, and V resulting from the
SVD.
Y = R†VrΣ
−1/2
r (2.33)
X = S†UrΣ
−1/2
r (2.34)
Thus through state projection we may transform from reduced system
state estimates to full state estimates.
2.4 Application to a Coupled Spring-Mass System
We now present the results for the above procedure when applied to a system
of springs as considered without noise in [22] with the input being the force
applied to the mass directly connected to the wall and the output read as the
displacement of the mass furthest from the wall at the free end as shown in
the figure below. The input is multiplied by gaussian noise with mean 0 and
variance 1 and a Kalman filter is used to estimate the state from observations.
The system matrices will be given by:
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Figure 2.1: Simple Spring System
A =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−2k
m
k
m
0 −2b
m
b
m
0
k
m
−2k
m
k
m
b
m
−2b
m
b
m
0 k
m
−k
m
0 b
m
−b
m


, B =


0
0
0
1
m
0
0


(2.35)
C =
[
0 0 1 0 0 0
]
The above is evaluated with spring constant k = 3, damping factor b = 0.5
and body masses m = 1.
Solving the Lyapunov equations for the gramians and computing the trans-
formation algorithm gives the balancing transformation
Tbal =


−0.2204 −0.1355 0.5506 0.3147 −0.4853 0.2483
−0.3210 −0.3140 0.0552 0.1826 0.2905 −0.3451
−0.3730 −0.4140 −0.2157 −0.3252 0.0036 0.1644
−0.0979 0.1907 0.6691 −1.4520 −0.7605 −1.6468
−0.2266 0.2654 0.3346 0.0307 1.0675 1.5841
−0.3005 0.3002 −0.5849 0.6028 −0.5130 −0.5334


which simultaneously equivalises and diagonalises the gramians to
X˜c = Y˜c = diag{1.6895 1.4901 0.1404 0.1079 0.0076 0.0077} (2.36)
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Thus we see an order of magnitude difference between the second and third
Hankel singular values and therefore may truncate the transformed system
matrices to order 2. The transformed and truncated system matrices are
thus given by
A˜tr =
[
−0.0412 −0.7745
0.7745 −0.0575
]
, B˜tr
[
0.3730
0.4140
]
(2.37)
C˜tr
[
−0.3730 −0.4140
]
figures 2.3 through 2.5 are the results of the filtration comparing the esti-
mates gained from the full system kalman filter and the estimates gained by
applying a filtration to the balanced and truncated system and transforming
the estimates back to full system order. 2.2 is a comparison of the system
frequency responses. The results showing the full system estimates with the
true state are shown in Appendix B.
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2.5 Minimal Information Loss Realisations and Model
Reduction
An alternative method to balanced truncation comes from considering the
information content of the state as the primary metric to determine a new
truncated system. Zhang and Sun [23] present a method which is concerned
with deriving a reduced order model that has been minimised with respect
to the information loss between the reduced order model and the full order
system. The method is outlined here and a comparison to the same system
considered for the balancing procedure given.
The truncation procedure here is performed via state projection as was
defined previously. A projection matrix P ∈ Rn×n is defined and decomposed
multiplicatively into V ∈ Rn×k and Λ ∈ Rk×n, that is we have; P = V Λ .
The truncated system of dimension k is then given by the system matrices
(Ak, Bk, Ck) = (ΛAV,ΛB,CV ) so that x(t)tr = Λx(t) with the projection
matrix found such that ΛV = Ik.
As in the previous section with white noise disturbance we are interested
in maximising the information content of the reduced state vector which will
be a multivariate-gaussian vector. The information content of a state vector
is quantified by the well known information theoretic concept of entropy. The
definition of entropy in this context is given below [24],
Definition 2.5.1. Differential Entropy The differential entropy of the
random variable X which has pdf fX(x) is given by,
−
∫ ∞
−∞
∫ ∞
−∞
· · ·
∫ ∞
−∞
lnfX(x)fX(x)dx (2.38)
Substituting the standard probability density for a multivariate gaussian
into the above form will yield the following expressions for the entropy of the
full and reduced state vectors,
H(x(t)) =
n
2
ln(2πe) +
1
2
ln|Σ| (2.39)
H(x(t)tr) =
n− r
2
ln(2πe) +
1
2
ln|Σn−r| (2.40)
Σ and Σn−r in the above equations in this particular procedure will be the
24
steady state covariance of the full and reduced systems respectively defined
by,
Σ = limt→∞E[x(t)x(t)
†] (2.41)
Σtr = limt→∞E[x(t)trx(t)
†
tr] (2.42)
The full system steady state covariance matrix can be calculated by setting
P˙ to zero in the kalman filter equations which yields a Lyapunov equation,
AΣ + ΣA† +BQB† = 0 (2.43)
where Q is the covariance of the system input noise. Substituting x(t)tr =
Λx(t) into (2.42) yields also that Σk = ΛΣΛ
†, with n− r = k.
Defining information loss as the difference in entropy between the full and
reduced state systems, Li(x, xtr) = H(x)−H(xtr) we have,
Li(x, xtr) = H(x)−H(xtr)
=
k
2
ln(2πe) +
1
2
(ln|Σ| − ln|Σtr|)
=
k
2
ln(2πe) +
1
2
(ln|Σ| −
k∑
i=1
ln(σi)) (2.44)
where the σi are the eigenvalues of the truncated covariance matrix Σk =
ΛΣΛ†. Thus it is seen that in order to minimise the information loss or
conversely maximise the entropy within the reduced system states from ex-
pression (2.44) we must maximise the eigenvalues of the truncated system
covariance matrix. This will be accomplished via the appropriate choice
of projection established previously. The appropriate choice is specified by
choosing the unitary matrix T of orthonormal eigenvectors of the full state co-
variance matrix and letting Λ contain the first k rows of T . According to the
previously defined projection this then gives (Ak, Bk, Ck) = (ΛAΛ
†,ΛB,CΛ†)
as the truncated system with minimal information loss.
Results comparing the system impulse responses for the full, balanced and
truncated, information loss minimised and truncated systems appear below.
It is seen that for the linear system as defined above the balanced trunca-
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Response
tion proved a better approximate to the full system. This can beunderstood
by comparing the differences in the truncation procedure that took place for
both of the methods. It is noted that the Minimal Information Loss method
essentially maximises the information content in the reduced state vector
through defining projection matrices that diagonalise the covariance matrix
whereas the projection matrices in balanced truncation are chosen such that
both the system gramians are diagonalised. The two methods are essentially
equivalent except for this one difference. The tighter restriction on the trans-
formation used in the construction of T for the balancing procedure ensures
a closer approximation to the input output map of the system. The one
advantage of the entropic method is that no restriction need be made on the
stability of the system which is a fundamental requirement when computing
the gramians.
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CHAPTER 3
NON-LINEAR BALANCING
3.1 Introduction
The transformation found in chapter 1 that allowed for the simultaneous di-
agonalisation and equivalisation of the gramians of the linear system formed
an intuitive tractable procedure primarily due to the ability for us to express
the input and output energies of the system in a quadratic form with respect
to the system gramians (see equations (1.10) and (1.12)) and all of the in-
formation regarding the significance of the system states to the input-output
map was contained in the gramians. In the nonlinear setting however we
must look directly at the definition of the controllability and observability
energy functions in order to establish the importance of states to the input-
output map. Following the formal definition of these functions we traverse
the method of balancing for nonlinear systems. As presented thoroughly in
[11] and [8] the method hinges on establishing transformations that transform
these functions into quadratic forms, following which a balancing procedure
is established and a measure of how important a state is to the input-output
map of the system is arrived at analagous to the linear case. In order to study
the features of nonlinear balancing algorithms in line with the presentation
in [8] have been created and a nonlinear spring system is studied.
The nonlinear control system studied is represented in state-space form as
˙x(t) = f(x(t)) +
k∑
i=1
gi(x(t))ui(t) (3.1)
y(t) = h(x(t)) (3.2)
with u ∈ U ⊂ Rm, y ∈ Rp, and x ∈ Rn with f and g smooth functions
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and f(0) = 0 and h(0) = 0, f is also assumed to be asymptotically stable
around the critical point 0 without loss of generality.
3.2 Energy Functions
The measure of a systems ’input’ and ’output’ energy are encapsulated in the
controllability and observability functions of the system. The controllability
function represents the minimal energy required to reach a given state from 0
while the observability function represents the output energy generated with
a given initial condition.
Definition 3.2.1. (Controllability Function) The controllability func-
tion, Lc : R
n → R, is given by,
min
u∈L2(−∞,0)
x(−∞)=0,x(0)=x0
1
2
∫ 0
−∞
||u(t)||22dt (3.3)
Definition 3.2.2. (Observability Function) The observability function,
Lo : R
n → R, is given by,
1
2
∫ ∞
0
||y(t)||22dt x(0) = x0 u(t) ≡ 0, t ≥ 0 (3.4)
The existence of the controllability function is ensured by the assumption
of asymptotic stability of f on a neighbourhood of 0 and the function is
positive definite for points on this neighbourhood given the nonlinear sys-
tem is asymptotically reachable from 0 on this same neighbourhood. The
observability function is guaranteed to exist if in addition to this the system
is zero-state observable, implying that the system output is only null when
the input state is null and at no other times.
Satisfying these underlying properties the system shall exhibit controllabil-
ity and observability functions which will be given by the following theorem.
We begin with a theorem established by Scherpen [11].
Theorem 3.2.1. With 0 an asymptotically stable equilibrium point of −(f+
gg†(∂Lc
∂x
)†) on a neighbourhood of 0. Then for all points on this neighbourhood,
Lc is the unique smooth solution of
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∂Lc
∂x
(x)f(x) +
1
2
∂Lc
∂x
(x)g(x)g†(x)(
∂Lc
∂x
(x))† = 0, Lc(0) = 0 (3.5)
also in a neighbourhood of 0 Lo(x) is the unique smooth solution of
∂Lo
∂x
(x)f(x) +
1
2
h†(x)h(x) = 0, Lo(0) = 0 (3.6)
Proof. Looking at the definition of the controllability and observability func-
tions we see that the controllability function is the result of minimising the
integral expression over all admissable controls. This solution may be sought
through the results of optimal control theory. We formulate the general set-
ting for the well known Hamilton-Jacobi-Bellman (HJB) equation and seek
conditions that will yield the controllability function as defined above. We
use a formulation of the HJB equation as presented in Bryson and Ho [5].
For system dynamics given in the general non-linear setting with input
control as follows,
˙x(t) = f(x(t), u(t)), t0 ≤ t ≤ T (3.7)
x(t0) = x0 (3.8)
with u(.) ∈ U the space of admissable control inputs. The aim of optimal
control theory is to find that function which minimises a cost function
Jx0,t0(u(.)) =
∫ T
t0
β(x(t), u(t))dt+ γ(x(T )) (3.9)
that is, we wish to find V (x0, t0) = infu(.)∈U Jx0,t0(u(.)). This solution to
the optimal control problem is given as the solution to the following HJB
Partial Differential Equation boundary value problem
∂V
∂t
(x, t) +H(
∂V
∂x
(x, t), x) = 0 (3.10)
V (x(T ), T ) = γ(x(T )) (3.11)
Here, H is the Hamiltonian which is given by
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H(
∂V
∂x
(x, t), x) = min
u∈U
{f(x, u).∂V
∂x
(x, t) + β(x, u)} (3.12)
Inspecting the definition of the controllability function we see then that
J = −
∫ −∞
0
1
2
u†(t)u(t)dt (3.13)
β = −1
2
u†(t)u(t) (3.14)
γ = 0 (3.15)
Lc(x0) = V (x0, 0) (3.16)
which gives
H = min
u∈U
{∂Lc
∂x
(x)(f + gu)− 1
2
u†u} (3.17)
⇒ u = g†∂
†Lc
∂x
(x) (3.18)
⇒ H = ∂Lc
∂x
(x)f +
1
2
∂Lc
∂x
(x)gg†
∂†Lc
∂x
(x) (3.19)
We see also that ∂Lc
∂t
(x, t) = 0. Substituting the above into the HJB
boundary value problem gives the required PDE to be solved for Lc (3.5).
The equation for the observability function is found by a straight forward
substitution of the proposed solution equation into the definition of the ob-
servability function with the added assumption that f(x) is asymptotically
stable around equilibrium 0.
Although we have a set of equations with the desired functions as solutions
solving the PDE’s is not easily amenable to numerical computation. Instead
we now look at stochastic methods which will allow for an exact solution
to the controllability function in certain special instances. The observability
function can be directly computed from its definition by varying the initial
condition over the state space and simulating the system up to some finite
time T which is several times the time constant for the system. Due to the
asymptotic stability assumption the response of the system will die down
over time and the appropriate hyper-surface can be generated.
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3.3 The Fokker-Planck Equation
Considering an identical nonlinear system as defined previously in the affine
sense we now add as the forcing a white noise process which is expressed as
the consequent stochastic differential equation
d
dt
Xt = f(Xt) +
m∑
i=1
gi(Xt)(ξt)i (3.20)
(dXt)i = f¯i(Xt)dt+
m∑
i=1
gi(Xt)(dWt)i, i ∈ n¯ (3.21)
with
f¯i(Xt) = fi(Xt) +
1
2
n∑
j=1
m∑
k=1
∂gik
∂Xj
(Xt)gjk(Xt), i ∈ n¯ (3.22)
which are the correction terms as established by Wong and Zakai [6].
For such a system the state is a Markov process which has a state prob-
ability density governed by the dynamic Fokker-Planck (Also known as the
Forward Kolmogorov Equation) equation given by,
∂p
∂t
(x, t;x′, t′) = −
n∑
i=1
∂
∂xi
(f¯i(x)p(x, t;x
′, t′))+
1
2
n∑
i=1
n∑
j=1
∂2
∂xi∂xj
(bij(x)p(x, t;x
′, t′))
(3.23)
with initial condition and diffusion tensor given respectively by,
p(x, t;x′, t′) = δ(x− x′) (3.24)
bij(x) =
m∑
k=1
gik(x)gjk(x) = ((g(x)(g(x))
†)ij (3.25)
The steady state probability density is thus given by the following (setting
∂p
∂t
= 0)
−
n∑
i=1
∂
∂xi
(f¯i(x)p∞(x)) +
1
2
n∑
i=1
n∑
j=1
∂2
∂xi∂xj
(bij(x)p∞(x)) = 0 (3.26)
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The system that is later analysed via the method of nonlinear balancing is
that of a simple nonlinear spring which constitutes a second order mechanical
system. Hence we adopt the formulation of [8]. The second order system is a
hamiltonian system perturbed by dissipation and forcing and the equations
of motion will be given by the following
dQi =
∂H
∂Pi
dt (3.27)
dPi = −( ∂H
∂Qi
+
n∑
j=1
cij
∂H
∂Pj
)dt+
m∑
k=1
dik(dWt)i (3.28)
where Q and P are the generalised displacement and momenta of the sys-
tem and H is the Hamiltonian (sum of the system kinetic and potential
energy). For a system expressed above we substitute the drift and diffusion
expressions into (3.26) to yield the following where the Poisson bracket (defi-
nition and properties provided in Appendix A) has been used to simplify the
expression
n∑
i=1
(− ∂
∂Qi
(
∂H
∂Pi
p∞) +
∂
∂Pi
(
∂H
∂Qi
p∞))
+
n∑
i=1
(
∂
∂Pi
(
n∑
j=1
cij
∂H
∂Pj
p∞) +
1
2
n∑
j=1
∂2
∂Pi∂Pj
(bijp∞)) = 0 (3.29)
{p∞, H}+
n∑
i=1
(
∂
∂Pi
(
n∑
j=1
cij
∂H
∂Pj
p∞) +
1
2
n∑
j=1
∂2
∂Pi∂Pj
(bijp∞)) = 0 (3.30)
with
bij =
m∑
k=1
dikdjk = (dd
†)ij (3.31)
Subject to vanishing probability flow boundary conditions the above will
yield the stationary probability density of the associated Markov process
describing the states of the second order mechanical system.
Fuller [12] presents a number of solution forms to Fokker-Planck equations
that satisfy certain restricting conditions. In the case where the equipartition
of energy is satisfied, that is, when
cij
bij
= l is constant we have
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p∞(q, p) = Cexp(−2lH(q, p)) (3.32)
where C is found by setting
∫
p∞ = 1 in the above expression.
For the second order system equations when expressed in state-space form
(also given in Appendix A) it can be shown that the associatedHJB equation
as was derived in the previous section (equation (3.5)) is expressed as
{Lc, H}+
n∑
i=1
(
∂Lc
∂pi
n∑
j=1
(−cij ∂H
∂pj
+
1
2
bij
∂Lc
∂pj
)) = 0 (3.33)
In this instance it is seen by simple substitution that the controllability
function that satisfies the HJB takes the form
Lc(q, p) = −log(p∞(q, p)) + C ′ (3.34)
= 2lH(q, p) + C ′ (3.35)
Where C ′ is constant such that Lc(0) = 0.
Thus we see for a specific class of problems the exact solution to the HJB
equation may be found by considering a stochastically excited nonlinear sys-
tem.
We now turn our attention to the balancing procedure.
3.4 Nonlinear Transformations
Thus far attention has been given to methods which allow for the analyti-
cal expression of the controllability function with the observability function
easily defined numerically by simulating the system response. It is seen in
the case of a gaussian noise driven control-affine nonlinear system an ex-
act analytic expression is available for second order mechanical systems that
satisfy the equipartition of energy restriction. Given both of these energy
functions, we now further restrict the class that they belong to by imposing
the conditions of theMorse Lemma on them. Milnor provides a clear enunci-
ation of the Morse lemma and its proof [10], elements of which we shall now
cover as gathered from [28] in order to clearly describe the set of nonlinear
transformations required to bring the energy functions into balanced form.
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Theorem 3.4.1. (Morse Lemma) Considering a function g : Rn → R
that satisfies the following
• g ∈ Cp, p ≥ in a neighbourhouud of 0, U , with U ⊂ Rn
• g(0) = 0 w.l.o.g
• gx(0) = 0 (establishes that 0 is a critical point of the function)
• gxx(0) = ( ∂
2g(0)
∂xi∂xj
) ≡ Q which is the n× n Hessian should be symmetric
and nondegenerate (its determinant must be non-zero)
Then there exists a near identity change of coordinates in the neighbourhood
U given by
ξ(x) = T (x)x (3.36)
where T (x) is an n×n matrix and T (0) = I (near identity transformation)
such that
g(x) =
1
2
< Qξ, ξ >=
1
2
ξ†Qξ (3.37)
A function which satisfies the above criteria is commonly referred to as a
Morse function.
Certain elements of the proof of existence of the above proposed transfor-
mation will be helpful in constructing a numerical simulation.
Substituting the transformation into (3.37) gives
g(x) =
1
2
< QTx, Tx >=
1
2
< T †QTx, x > (3.38)
Using Taylor’s remainder theorem we have
g(x)− g(0) =
∫ 1
0
d
dt
g(tx)dt =
∫ 1
0
gx(tx)dtx
=
∫ 1
0
gx(tx)xd(t− 1)
= [(t− 1)gx(tx)x]10 −
∫ 1
0
(t− 1) d
dt
[gx(tx)x]dt (3.39)
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with (3.39) found via integration by parts the first term of which is seen
to vanish as g(0) = 0 and the second term is given by
∫ 1
0
(1− t) < gxx(tx)x, x > dt (3.40)
So finally we have
g(x)− g(0) = g(x) = 1
2
< Bx, x > (3.41)
with
B = B(x) = 2
∫ 1
0
(1− t)gxx(tx)dt (3.42)
where it is apparant that B(0) = Q
Hence if the transform T exists we wish to find it through the following
equivalence
g(x) =
1
2
< T †QTx, x >=
1
2
< Bx, x > (3.43)
that is, such that
T †(x)QT (x) = B(x) (3.44)
Assuming such a T exists within [8] a method of approximating the re-
quired transformation arises out of the consideration that it is a near identity
transformation. With T (x) ≈ I(x) + o(x)⇒ T (x) ≈ T †, QT (x) ≈ T (x)Q⇒
T (x) ≈ (Q−1B(x)) 12 .
Applying this transform we can express the function in the transformed
coordinate system as a quadratic form 1
2
ξ†Qξ and Q is non-singular and
symmetric as was presented in the specification of the properties of function
g(x). Then, this being the case, there exists P which is orthogonal such that
P−1QP = diag{λ1, · · · , λk;λk+1, · · · , λn} = Qˆ (3.45)
that is, with ξ = Pη we have
ξ†Qξ = η†P †QPη = η†Qˆη =
n∑
j=1
λj|η|2j (3.46)
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After rescaling the η to ξ and making the coefficients ±1 gives
n∑
j=1
λj|ηj|2 = −
k∑
i=1
η2i +
n∑
i=k+1
η2i (3.47)
Thus we observe that T : x → ξ and we can now construct a T ′ : ξ → η
such that our Morse function can be expressed as
g(η) =
1
2
η†η (3.48)
At this point we now have enough mathematical machinery to approach
the question of balancing the observability and controllability functions Lc(x)
and Lo(x) with x ∈ U . As Lc(x) is assumed to satisfy the conditions of a
Morse function we may apply the transform (T ′ ◦ T (x)) : x→ η to yield
Lc(η) =
1
2
η†η (3.49)
Lo(η) = β(η) (3.50)
where β is some nonlinear function of the new coordinate η which preserves
the critical point 0, that is β(0) = 0. This being the case, equations (3.39) -
(3.42) may be applied to the observability function in these new coordinates
to yield
Lo(η) =
1
2
< Mη, η > (3.51)
with
M =M(η) = 2
∫ 1
0
(1− t)Loηη(tη)dt (3.52)
and M(0) = ∂
2Lo
∂η2
(0), it is a helpful feature also that the entries of M are
smooth functions of η and that M is symmetric.
So we now have the functions in form
Lc(η) =
1
2
η†η (3.53)
Lo(η) =
1
2
η†Mη (3.54)
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A lemma is now made use of that allows us to diagonalise M while pre-
serving the structure of Lc [29].
Lemma 3.4.1. If a neighbourhood Uˆ of 0 exists on which the number of
distinct eigenvalues of M(η) are constant for η ∈ Uˆ , then on Uˆ the eigen-
values λi(η) are smooth functions of η as well as the associated normalized
eigenvectors.
This lemma implies that M(η) is smoothly diagonalizable on Uˆ and be-
cause M(η) is symmetric we may now find a spectral decomposition with
orthogonal P such that
M(η) = P (η)Λ(η)P †(η) (3.55)
Thus we now have
Lo(η) =
1
2
η†P (η)Λ(η)P †(η)η (3.56)
and with a new coordinate defined as z = P †(η)η we have
Lo(z) =
1
2
z†Λ(z)z (3.57)
and noting that z†z = η†P (η)P †(η)η† = η†η as P (η) is orthogonal, we have
also that
Lc(z) = z
†z (3.58)
So we are now able to specify a transformation T˜ : η → z, that is (T˜ ◦T ′ ◦
T )(x) = z that transforms the energy functions into the forms
Lc(z) = z
†z (3.59)
Lo(z) =
1
2
z†Λ(z)z (3.60)
This form of the energy functions is the equivalent input-normal form for
a nonlinear system which is a direct analogy to the linear system case as is
noted by setting k = 0 in the proposed linear balancing coordinate transform
(2.8) which yields X˜C = I and Y˜O = Λ
2. In order to reach the balanced form
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there is one final coordinate transformation that takes place. We construct
it as follows.
Λ(z) that appears in the previous form of the observability function written
out explicitly looks like


µ1(z) 0 · · · 0
0 µ2(z) 0 0
0 0
. . . 0
0 0 0 µn(z)

 (3.61)
We now define the balancing coordinate transform as z¯ = Γ(z)z where
Γ(z) is given by


µ1(z)
1
4 0 · · · 0
0 µ2(z)
1
4 0 0
0 0
. . . 0
0 0 0 µn(z)
1
4

 (3.62)
Considering the inverse of this transform operates on z¯, the inverse is then
defined by z = Γ−1(z¯)z¯. Substituting this z into equations (3.59) and (3.60)
gives
Lc(z¯) =
1
2
z¯†Γ−1(z¯)†Γ−1(z¯)z¯ (3.63)
Lo(z¯) =
1
2
z¯†Γ−1(z¯)Λ(z¯)Γ−1(z¯)z¯ (3.64)
Now
Γ−1(z¯)†Γ−1(z¯) =


µ1(z¯)
− 1
2 0 · · · 0
0 µ2(z¯)
− 1
2 0 0
0 0
. . . 0
0 0 0 µn(z¯)
− 1
2

 (3.65)
Γ−1(z¯)Λ(z¯)Γ−1(z¯) =


µ1(z¯)
1
2 0 · · · 0
0 µ2(z¯)
1
2 0 0
0 0
. . . 0
0 0 0 µn(z¯)
1
2

 (3.66)
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hence we now have the final balanced form of the energy functions as
Lc(z¯) =
1
2
z¯†W−1(z¯)z¯ (3.67)
Lo(z¯) =
1
2
z¯†W (z¯)z¯ (3.68)
These equations are the direct nonlinear analogy with equations (1.10) and
(1.12) for the linear case. The functions µi(z¯)
1
2 on the diagonal of W (z¯) are
known as the singular value functions of the nonlinear system and they are
the direct analogy with the Hankel singular values of the linear balancing
case, however here we don’t have constant numbers rather functions defined
over the domain of the transformation. This reflects the fact that in nonlinear
systems certain states may share a greater significance to the input-output
map of the system over certain regions of the state-space while their signif-
icance to this map may decrease with respect to other states over different
regions of the state-space.
3.5 Numerical Implementation and Results
The system studied is a single spring-mass system with a nonlinear restoring
force profile for the spring given by
Figure 3.1: Nonlinear Spring-Mass System
F (x) = kx+ ǫx3 (3.69)
40
Where x is a displacement away from a datum placed perpendicular to
the spring axis at its neutral position. The spring studied also has torsional
damping. Thus we have kinetic (T ) and potential (V ) energies of the system
given by
T =
1
2
mx˙2
V =
∫ x
0
kx+ ǫx3dx
=
1
2
kx2 +
ǫ
4
x4
The Hamiltonian and Lagrangian are then respectively
H =
1
2
mx˙2 +
1
2
kx2 +
ǫ
4
x4
L =
1
2
mx˙2 − 1
2
kx2 − ǫ
4
x4
with the equations of motion given by
d
dt
(
∂L
∂x˙
)− ∂L
∂x
= F − ∂R
∂x˙
⇒ mx¨+ kx+ ǫx3 = F − bx˙
where F is any external system forcing and R = 1
2
bx˙2, the dissipation due
to damping.
The corresponding state space form is thus given by
[
x˙1
x˙2
]
=
[
x2
− 1
m
bx2 + kx1 + ǫx
3
1
][
x1
x2
]
and we observe the position away from equilibrium so g(x) = [0, 1]† and
we are defining (x1, x2) = (x, x˙).
So we can simulate the system dynamics with null input as per the defini-
tion of the observability energy function and obtain an integral value up to
some time T sufficiently large for each state on a subset of R2. Thus over
x ∈ U ⊂ R2 we numerically define the observability function. Figure 3.2 be-
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low show an example of the system dynamics with null input over a range of
initial values and the corresponding surface generated thus effectively defin-
ing Lo(x) on U .
For purposes of illustrating the procedure when generating the observabil-
ity surface the first figure appearing withing figure 3.2 was carried out with
9 points equally distributed over the state space x ∈ [−0.8, 0.8]× [−0.8, 0.8].
The surface however was generated using the same method with a finer res-
olution including approximately 400 evenly distribted points over the same
domain.
We can now make use of the previously derived analytic expression for the
controllability function aswell. For this second order mechanical system we
have
Lc = 2lH + C
′
= mx22 + kx
2
1 +
ǫ
2
x41 (3.70)
where it is seen that C ′ = 0 and l = 1. We are thus able to generate
the corresponding controllability energy surface over the same state space as
shown below.
The development of the balanced realisation for the energy functions re-
sulted in four transformations of the state space
T : x→ ξ
T ′ : ξ → η
T˜ : η → z
Γ : z → z¯
The transformations of the state-space that result are shown in sequence
below
The nature of the T coordinate transform being a near identity transfor-
mation is emphasised in figure 3.4 where a contraction of the state space
is observed, however the input normal transformation which takes η → z
(shown in figure 3.5 along with the balancing transform) shows the nonlinear
nature of these tranformations. The balancing transformation Γ as it is a
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Figure 3.2: System Response over State Space and Corresponding
Observability Function
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mere rescaling is almost an identity mapping.
Finally we present the singular value functions in figure 3.6, which are the
values of the functions appearing on the diagonal of the balanced observabil-
ity function considered over the entire transformed state space.
We have thus successfully implemented the balancing procedure to a simple
one dimensional nonlinear system whose state space is of second order. While
the singular value functions certainly provide insight into the contribution
to the input-output map made by each state it is noted that truncation in
the nonlinear case isn’t valid in that system states are coupled, its main use
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
−1
0
1
State Space Transformations
−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
−1
0
1
−0.6 −0.4 −0.2 0 0.2 0.4 0.6
−0.5
0
0.5
1
Figure 3.4: Coordinate Transformations x→ ξ → η
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Figure 3.5: Coordinate Transformations z → z¯
therefore is to understand what states contribute to the input-output map
over certain regions of the state space.
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CHAPTER 4
NONLINEAR OBSERVABILITY AND
VORTEX MOTION
4.1 Introduction
Till now we have focussed on the problem of effectively reducing the state
dimension for linear and nonlinear systems but if such methods simply aren’t
tractable we are forced to make the best possible estimate of the full state
dynamics from any observations we can discern. As such this chapter presents
the theory of nonlinear filtering and its application to vortex detection [46]
with some inroads made towards the concept of maximizing the available
information present through the study of nonlinear observability [25].
The main focus of filtering is to combine computational models with sensor
data to predict the dynamics of large-scale evolving systems. Filtering deals
with recursive estimation of a signal or state of a random dynamical system
from noisy measurements. When the signal and the observation model is
linear and Gaussian, the filtering equation is linear as well and it is given by
the well-known Kalman-Bucy filter as was discussed in chapter 1. Otherwise
the filter has a more complicated nonlinear structure. The signal that is rep-
resented by a Markov process cannot be accessed or observed directly and is
to be “filtered” from the trajectory of the observation process which is statis-
tically related to the signal. Suppose we make a forecast about the behavior
at a future time of a complex system with some uncertainties (randomness)
and there is near-continuous data available from remote sensing instrumenta-
tion networks. As new information becomes available through observations,
it is natural to ask how to best incorporate this new information into the
estimation and prediction.
The optimal estimate is given by the conditional expectation and can be
generated by a recursive equation, called filter, driven by the observation
process. Sensor data usually contain noise, and mathematical models are
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limited in accuracy due to model uncertainties. But, when used together,
the resulting prediction of the state of large-scale dynamical systems must
be superior to using either models or data alone.
4.2 Modeling: Vortex-Driven Tracer Dynamics
To obtain the point-vortex model, one starts with the 2-D vorticity equations.
If viscous and external forces are neglected, the vorticity-transport equation
corresponding to the Euler equations is [39],[42]:
∂ω
∂t
+ (u · ∇)ω = (ω · ∇)u with ∇ · ω = 0, (4.1)
where the vorticity vector ω ≡ ∇ × u. These equations simplify for two-
dimensional flows in (x1, x2) plane to
∂ω
∂t
+ (u · ∇)ω = 0 with ∇2ψ = ω, (4.2)
where ω ≡ ωx3 is the vorticity component normal to the (x1, x2) plane and
ψ is the stream function defined by
ux1 = −
∂ψ
∂x2
ux2 =
∂ψ
∂x1
If ω consists of isolated, well-separated vortices, then a reasonable approxi-
mation is to consider the vortices as singularities or “point” vortices. In this
case we express the vorticity field as
ω(x, t) =
n∑
i=1
Γiδ
(
xit − x
)
with xi0 = x
i, (4.3)
where Γi 6= 0 is the circulation of vortex i. By inserting (4.3) in the Euler
equations (4.1), and using the divergence free constraint along with Biot-
Savart law, one obtains
x˙it =
n∑
j,j 6=i
Γj
2π
(
x
j
t − xit
)⊥
|xjt − xit|2
with xi0 = x
i. (4.4)
48
Point vortex models that account for viscous effects also exist. Chorin [33]
introduced the first random point vortex method to simulate viscous in-
compressible flows. Later Marchioro and Pulvirenti in [40] considered a
continuous-time random vortex method with Gaussian random walks re-
placed by independent Brownian motions and proved a corresponding mean
field type result. It was shown by Marchioro and Pulvirenti [40] and Agullo
and Verga [31] that a stochastic vortex dynamics model approximates the
evolution of vorticity with viscosity, in the same way in which the deter-
ministic vortex dynamics simulates the Euler equations. Vortex dynamics
with viscosity are governed by a set of Langevin or stochastic differential
equations:
x˙it =
n∑
j,j 6=i
Γj
2π
(
x
j
t − xit
)⊥
|xjt − xit|2
+
√
2νξit and x
i
0 = x
i, (4.5)
where ξi(t) ≡ (ξi1(t), ξi2(t)) are zero mean white noise processes and equa-
tions (4.5) show that the velocity of each vortex is the sum of two terms,
namely, the fluid velocity at the vortex position and a diffusive (stochastic)
perturbation proportional to the fluid viscosity.
Lagrangian meters, such as ocean drifters and floats, provide a substantial
part of ocean data which are used to reconstruct mean large-scale currents,
estimate the rate of relative dispersion and give insight into the formation,
movement and interactions of coherent structures such as point vortices and
eddies. Based on the near-continuous data available from these instrumen-
tation networks and to lower computational costs, we would like to develop
more practical techniques required to analyze and interpret the data for dis-
persion modeling.
Trajectories of a Lagrangian tracer contain quantitative information about
the dynamics of the of the underlying flow [36]; a tracer is advected according
to
y˙it = J
n∑
j
Γj
2π
yit − xjt
|yit − xjt |2
+
√
2νηit and y
i
0 = y
i. (4.6)
The coupling between the dynamical model of the vortices and the tracer
allows us to extract maximal information about the vortices by tracking the
tracer. We can also correct the model variables on the fly using data from
the tracers.
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The theory of nonlinear filtering forms the framework in which problems
of data assimilation for the nonlinear models will be treated. This can also
be achieved using the idea of reduced dimensional nonlinear filtering as ex-
plained in Park et al. [43], where dimensional reduction made it possible in
principle to reduce the cost of such filtering algorithms by a considerable
factor.
4.3 Analytical Results:Continuous Signal and Discrete
Observations
The theoretical aspect of data assimilation will be accomplished by con-
structing nonlinear filter equations based on continuous dynamics and dis-
crete observation. Consider, for example, a two-vortex problem. Its state
variables are the positions and velocities of the vortices. In the deterministic
two-vortex problem, the distance between the vortices r is a constant of mo-
tion and the pair of point vortices rotate rigidly about the center of vorticity
with a constant angular frequency. We use (x1, x2) and (x3, x4) to represent
the position coordinates of the first and second vortices respectively. The
dynamics of the signal process Xt ≡ {x1t , x2t , x3t , x4t} is governed by
dx1t = −
Γ2
2π
(x2t − x4t )
r2
dt+
√
2νdW 1t , dx
2
t =
Γ1
2π
(x1t − x3t )
r2
dt+
√
2νdW 2t
dx3t = −
Γ2
2π
(x4t − x2t )
r2
dt+
√
2νdW 3t , dx
4
t =
Γ1
2π
(x3t − x1t )
r2
dt+
√
2νdW 4t ,
where r =
√
(x1 − x3)2 + (x2 − x4)2. For various practical reasons, the initial
value of the signal X0 = x¯ is unknown, but the distribution of the initial
condition x is given by p(x). Now we introduce relative and “center of mass”
coordinates as
xr = x3 − x1, xc = Γ1x
1 + Γ2x
3
Γ1 + Γ2
(4.7)
yr = x4 − x2, yc = Γ1x
2 + Γ2x
4
Γ1 + Γ2
. (4.8)
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Then by Itoˆ lemma


dxrt
dyrt
dxct
dyct

 =


Γ1+Γ2
2pi
yr
r2
−Γ1+Γ2
2pi
xr
r2
0
0

 dt+
√
2ν


−1 1 0 0
0 0 −1 1
Γ1
Γ1+Γ2
Γ2
Γ1+Γ2
0 0
0 0 Γ1
Γ1+Γ2
Γ2
Γ1+Γ2




dW 1t
dW 2t
dW 3t
dW 4t


Defining
z = {xr, yr, xc, yc}, τ = Γ1 + Γ2, and κi = Γi
Γ1 + Γ2
the generator of the Markov process is given by
(L f) = ν (κ21 + κ
2
2)
(
∂2f
∂z2
3
(z) + ∂
2f
∂z2
4
(z)
)
+ 2ν (κ2 − κ1)
(
∂2f
∂z1∂z3
(z) + ∂
2f
∂z2∂z4
(z)
)
+ τ
2pi
1
z2
1
+z2
2
(
−z2 ∂f∂z1 + z1
∂f
∂z2
)
+ 2 ν
(
∂2f
∂z2
1
(z) + ∂
2f
∂z2
2
(z)
)
(4.9)
for f ∈ C2(R4). The probability density is governed by the forward Kol-
mogorov equation
∂P
∂t
= L ∗P (4.10)
where L ∗ is the adjoint operator.
4.3.1 Continuous Signal : Two-vortices with Equal Strengths
In this section, we consider a special case of the signal process. Our signal
process is given by the two-vortex dynamics given in (4.7) with equal vortex
strengths, that is, κ1 = κ2 = 1/2. Then the generator (4.9) of the signal
process is separable into the “relative” and “center of mass” coordinates. The
center of mass (xc, yc) and relative distance (xr, yr) evolve independently;
if one solves the forward equation (4.10) with initial conditions such that
p(z, t0) = pc(x
c, yc, t0)pr(x
r, yr, t0), then p(z, t) = pc(x
c, yc, t)pr(x
r, yr, t) for
all time t > t0. This suggests that the evolution equation - here a PDE with
four spatial dimensions - can be simplified by considering the evolution of
(xc, yc) and (xr, yr) separately.
The evolution equation for the density of (xc, yc) is simply the heat equa-
tion. So we are left with the evolution of the density of (xr, yr), which in
polar coordinates is given by the generator
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(L r,θf) =
τ
2π
1
r2
∂f
∂θ
+ ν
(
∂2f
∂r2
+
1
r
∂f
∂r
+
1
r2
∂2f
∂θ2
)
. (4.11)
We can rescale time and redefine ν so that the constant τ/2π is removed
from the equations.
We use a Green’s function approach to find a solution from an arbitrary
initial condition. Let ρ(r, θ, t) be a probability distribution evolving according
to this law. Then
ρ(r, θ, t) =
∫
ds s
∫ 2pi
0
dφP (r, θ, t; s, φ)ρ(s, φ, 0), (4.12)
where P (r, θ, t; s, φ) is the solution to
∂P
∂t
= (L r,θ)∗P (4.13)
with initial condition P (r, θ, 0; s, φ) = δ(r − s)δ(θ − φ). Without loss of
generality we can set φ = 0.
An exact solution is available for this initial value problem, due to Agullo
and Verga[31]; we state the final result here.
P (r, θ, t; s, 0) =
1
4πνt
∑
p∈Z
eipθe−(r
2+s2)/(4νt)Iµp(
rs
2νt
) (4.14)
where Im(z) is the modified Bessel function of the first kind with order m
and argument z and µ2p = p
2 + ip/ν, and the root should be chosen so that
Re(µp) ≤ 0. In terms of the variables (xc, yc, xr, yr) our probability density
is
P (xr, yr, xc, yc, t) = pr(x
r, yr, t)pc(x
c, yc, t) (4.15)
where
pr(x
r, yr, t) =
1
4πνt
∫ ∫
dξdη e−(|x¯
r|2+|ξ¯|2)/(4νt) ×[∑
p∈Z
eip tan
−1(yr/xr)−ip tan−1(η/ξ)Iµp(
|x¯r||ξ¯|
2νt
)
]
pr(ξ, η, 0),
pc(x
c, yc, t) =
1
πνt
e−((x
c)2+(yc)2)/(νt) (4.16)
and x¯r ≡ (xr, yr) and ξ¯ ≡ (ξ, η).
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Figure 4.1: The left figure shows the superimposed distributions of (x1, x2)
and (x3, x4) at t = 1. The right figure shows t = 5.
We use this formula to observe the evolution of a pair of vortices, initially
at a distance r = 1 and θ = 0. We evaluate the modified Bessel functions
using a freely available code developed for Coulomb functions [44], of which
the Bessel functions are a subset. We show the distribution of the vortex
positions at t = 1 and t = 5. These can be compared to the histograms
presented in Fig. 3 of [31].
4.3.2 Discrete Observations: Tracer Advection
The observations are defined by the tracers and are taken at discrete time
instants tk. The model that we will use for y is the following:
yik = hi(zk, yk−1) + v
i
k, zk = ztk , y
i
k = y
i
tk
, i = 1 . . . 2n (4.17)
The sensor functions are given by first-order approximation to the tracers’
equations of evolution (4.6); in the case of one tracer, we have
h1(zk, yk−1) = y
1
k−1 +∆t
(−(y2k−1 − (yc − yr/2))
r21,2
+
−(y2k−1 − (yc + yr/2)
r23,4
)
h2(zk, yk−1) = y
2
k−1 +∆t
(
y1k−1 − (xc − xr/2)
r21,2
+
y1k−1 − (xc + xr/2)
r23,4
)
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where
r1,2 ≡ |(y1, y2)− (x1, x2)|2 = |(y1, y2)− (xc − xr/2, yc − yr/2)|,
r3,4 ≡ |(y1, y2)− (x3, x4)|2 = |(y1, y2)− (xc + xr/2, yc + yr/2)|
give the distances of the tracer from the first and second vortices respectively.
vk = vtk is a R
2-valued white Gaussian noise process independent of zk, that
is vk ∼ N(0, Rvk). Here z = (x1, x2), (x3, x4) are the signal variables, and
(y1, y2) are the observation variables; corresponding formulas would be used
for additional tracers.
Once again the observation σ-field
F
y
t = σ{yl sup
0≤t≤T
0 ≤ tl ≤ t} = {yl sup
0≤t≤T
l = 1, 2, · · · , n;nτ ≤ t}
where τ is the sampling intervals. F Yt contains all the information available
upto time instant t. To solve the filtering problem, for each t ≥ 0, we would
like to find the conditional pdf called the posterior density. Assume that the
conditional probability distribution of the state zt, given the observation up
time t, denoted by
πt(dz) = P (zt ∈ dz|F yt )
has a conditional pdf p(z, t|F yt ).
4.3.3 Nonlinear Filters
Hence, between observarions, the conditional pdf p(z, t|F yt ) is governed by
the Kolmogrov’s forward equation [37, 38], that is,
∂
∂t
p(z, t|F ytk) = L ∗p(z, t|F ytk), tk < t < tk+1, (4.18)
with lim
t→tk
p(z, t|F ytk) = p(z, tk|F ytk).
where (L )∗ is the adjoint of the operator given in (4.9). This implies that
in the discrete observation case, once we know the initial condition at t = tk
given by p(z, tk|F ytk), we can compute the conditional pdf p(z, t|F ytk) using
the explicit solution (4.15) at any time t > tk. However, at time t = tk+1,
we get more information from the observation yk+1, which has to be used to
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update this conditional pdf at t = tk+1.
The natural question is how to determine the initial conditional pdf p(z, tk|F ytk)
at t = tk given in (4.18), knowing the previous evolution p(z, tk|F ytk−1) eval-
uated at t = tk, and the new information yk. Then, by Bayes’ rule we have
p(z, tk
∣∣F ytk) = p
(
yk
∣∣{z, tk},F ytk−1) p (z, tk∣∣F ytk−1)
p
(
yk
∣∣F ytk−1) (4.19)
The denominator in (4.19) is just the normalization of the numerator and
can be calculated from
p
(
yk
∣∣F ytk−1) =
∫
p
(
yk
∣∣{z, tk},F ytk−1) p(z, tk∣∣F Ytk−1)dz. (4.20)
The conditional pdf on the right-hand side of (4.19)
p
(
z, tk
∣∣F Ytk−1)
is given by (4.15). Since {vk} is a white noise and zk is independent of vk,
the conditional pdf
p
(
yk
∣∣{z, tk},F ytk−1) ,
from the observation yk can be simplified somewhat. The observation yk at
time k conditioned on zk, is independent of all other measurements but yk−1.
p
(
yk
∣∣{z, tk},F ytk−1) = p (yk∣∣{z, tk}, yk−1) = p (yk∣∣zk, yk−1) . (4.21)
Once p
(
yk
∣∣z, yk−1) is determined, we can get the desired map for the condi-
tional density at an instant of observation.
Consider the observation equation (4.17). Since vk is Gaussian and yk is
linear in vk, for a given value of zk = z and yk−1 = y
p
y
(
yk
∣∣zk = z, yk−1 = y) = pvk (yk − h(z, y, tk)) |∂vk∂yk | = pvk (yk − h(z, y, tk))
Since vk ∼ N(0, Rk) we can explicitly write
p
(
yk
∣∣z, y) = 1
(2π)
m
2 |Rk| 12
exp
{
−1
2
(yk − h(z, y, tk))T R−1k (yk − h(z, y, tk))
}
(4.22)
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We can summarise the results by combining the equations (4.15), (4.19),
(4.21) and (4.22) as follows. The conditional pdf p(z, t|F yt ) satisfies the
following partial differential equation
∂
∂t
p(z, t|F yt ) = L ∗p(z, t|F yt ), tk < t < tk+1, (4.23)
with the initial conditions at tk given by the updating equations
p(z, tk|F Ytk ) = Ck ψk(z) p(z, t|F ytk−1), (4.24)
where
ψk(z) = exp
{
−1
2
(yk − h(z, yk−1, tk))T R−1k (yk − h(z, yk−1, tk))
}
,
Ck is a normalizing factor and F
Y
tk−1
the information on Y up to the instant
in time right before tk. The equation (4.23) has an explicit solution given
by (4.15). The first equation (4.23) is the Kolmogorov’s forward equation
which is used to compute predictions between measurements, while the sec-
ond equation (4.24) is used to update the information about the state via
Bayes’ rule.
4.4 Numerical Results: Particle Filters
One of the recent, more efficient and most popular classes of filtering methods
is called particle methods. Importance sampling Monte Carlo offers powerful
approaches to approximating Bayesian updating in sequential problems. Spe-
cific classes of such approaches are known as particle filters. The particles in
these methods refer to independent samples generated with the Monte Carlo
method, and they include sequential Monte Carlo, ensemble Kalman filter
and interacting particle filters. The popularity of particle methods is attested
by the recent surge of papers in this area. Particle algorithms are techniques
for implementing a recursive Bayesian filter by MC simulations [35] (see for
example, Arulampalam et al [32]). In all particle methods, we evolve the
particles between measurements by a set of random samples with associated
weights and update the ensemble using Bayes’ rule at the measurement time
based on these samples and weights. This method has recently given rise to
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extensive mathematically rigorous studies, see for instance [41, 34] for the
nonlinear filtering problem.
The idea is based on the Importance Sampling technique, that is, we can
calculate an expected value
E[f(zk)] =
∫
f(zk)p(zk|y1:k)dzk =
∫
f(zk)
p(y1:k|zk) p(zk)
p(y1:k) q(zk|y1:k)
q(zk|y1:k)dzk(4.25)
by using a known and simple proposal distribution q(). This can be further
simplified to
E[f(zk)] =
∫
f(zk)
wk(zk)
p(y1:k)
q(zk|y1:k)dzk, where wk(zk) = p(y1:k|zk) p(zk)
q(zk|y1:k) (4.26)
is defined as the filtering non-normalized weight at step k. Hence,
E[f(zk)] =
Eq[wk(zk) f(zk)]
Eq[wk(zk)]
= Eq[wˆk(zk) f(zk)], (4.27)
where wˆk(zk) =
wk(zk)
Eq [wk(zk)]
(4.28)
These procedures rely on the simulation of samples or ensembles of the
unknown quantities and the calculation of associated weights for the en-
semble members. Hence, using Monte-Carlo sampling from the distribution
q(zk|y1:k) we can write
E[f(zk)] ≈
N∑
i=1
wˆk(z
i
k) f(z
i
k), (4.29)
where wˆk(z
i
k) =
wk(z
i
k)∑N
i=1wk(z
i
k)
(4.30)
In addition that our proposal distribution q() satisfies the Markov property,
it can be shown that wˆk(z
i
k) satisfies a cursive relationship. The basic ideas
of particle filters are: 1) represent the required posterior density function by
a set of random samples with associated weights; 2) compute estimates based
on these samples and weights.
In principle, armed with these algorithms, we should be able to handle a
large class of nonlinear filtering problems. The problem of this method is
that for high dimensional systems, these stochastic algorithms are usually
slow and computational complexity grows too quickly with dimension. In
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extreme cases, after a sequence of updates the particle system can collapse
to a single point or to several particles with so much internal correlation
that summary statistics behave as if they are derived from a substantially
smaller sample. To compensate, large numbers of particles are required in
realistic problems. Hence, the method is not always implementable in real
time nonlinear applications when the state space is too large.
4.4.1 Data Fusion
The results presented thus far are, in general, well understood in terms of
single sensor filtering theory. However, when there are multiple sensors, then
the problem of combining information from them arises. We consider some
approaches generally proposed in the literature and discuss some criticisms
associated with them.
To begin with, we assume thatM sensors are available and the observations
from the kth are given by the vector yk ∈ Rm ( i.e., the number of observations
m is the same for all sensors). What is now required is to compute the global
posterior distribution p(z|y1, y2, · · · , yM), given the information contributed
by each sensor. We shall assume that each sensor provides either a local
posterior distribution p(z|yk), or a likelihood function p(yk|z).
Since the information is received from different sensors, the natural ques-
tion to ask in tackling the problem of fusion, is how relevant and how reliable
is the information from each sensor. One of the ways to address this problem
is by attaching a weight to the information provided by each sensor.
On the other hand when each information source has common prior in-
formation, i.e. information obtained from the same origin, the situation is
better described by the independent likelihood pool, which is derived as fol-
lows. According to Bayes’ theorem for the global posterior, we obtain
p(z|y1, y2, · · · yM) = p(y
1, y2, · · · yM |z)p(x)
p(y1, y2, · · · yM) . (4.31)
For a system of tracers it is reasonable to assume that the likelihoods from
each tracer p(ym|z),m = 1, 2, · · · ,M are independent since the only param-
eter they have in common is the state x of the vortices., that is,
p(y1, y2, · · · yM |z) = p(y1|z)p(y2|z) · · · p(yM |z).
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Thus, the Independent Likelihood Pool is defined by the following equation
p(z|y1, y2, · · · yM) = p(z)ΠMm=1p(ym|z). (4.32)
As may be seen from the above both the Independent Opinion Pool and
the Independent Likelihood Pool more accurately describe the situation in
multi-sensor systems where the conditional distribution of the observation
can be shown to be independent. However, in most cases in sensing the
Independent Likelihood Pool is the most appropriate way of combining in-
formation since the prior information tends to be from the same origin. If
there are dependencies between information sources the Linear Opinion Pool
should be used.
4.5 Nonlinear Observability
To the end of determining the value of having more observers certain results
from nonlinear observability play an important to the extent that they pro-
vide definite results regarding the minimum number of observers required
for an estimation scheme to work. The estimation scheme being referred to
here can be any of the methods described previously for nonlinear systems
inluding particle filters and extended kalman filters (EKF ). The section
deals with establishing some quantitative data pertaining to the usefulness
of additional observers following the theory of nonlinear observability. A di-
rect application to the case considered to now in that of two point vortices
moving in the plane with the presence of either one or two Lagrangian type
tracers is studied in a paper by Krener [25] in which an important result
concerning the observability of the vortex system is deduced.
Supposing the standard nonlinear system without input
x˙ = f(x), x(0) = x0 (4.33)
y = h(x)
with the state x ∈ Rn and the observation y ∈ Rp. The system is consid-
ered observable if every initial state leads to a unique trajectory from which
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the initial state may be discerned. The weaker condition of local observabil-
ity is satisfied when the output trajectories in a local neighbourhood of some
state produce unique trajectories.
In order to determine whether a particular nonlinear system is observable
dependant on its structure we first define the notion of an exterior derivative
and that of a Lie Derivative as follows.
Definition 4.5.1. (Exterior Derivative) The exterior derivative of a
function h(x¯) with x¯ ∈ Rn is given by
dh(x) =
∂h
∂xj
(x)dxj
=
n∑
j=1
∂h
∂xj
(x)dxj (4.34)
So for a column vector h¯(x¯) (i.e. h : Rn → Rn) we have
dh¯(x¯) =


∑n
j=1
∂h1
∂xj
(x¯)dxj
...∑n
j=1
∂hn
∂xj
(x¯)dxj

 (4.35)
=


< ∇h1, dx¯ >
...
< ∇hn, dx¯ >

 (4.36)
where dx¯ = (dx1, . . . , dxn).
Definition 4.5.2. (Lie Derivative) The Lie Derivative of a function h(x) :
Rn → Rn by a vector field V = (f1(x), . . . , fn(x)) is given by
Lf (h)(x) =


∑n
j=1
∂h1
∂xj
(x¯)fj(x)
...∑n
j=1
∂hn
∂xj
(x¯)fj(x)

 (4.37)
=


< ∇h1,V >
...
< ∇hn,V >

 (4.38)
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with the derivative operator recursively defined as
Lrf (h)(x) =
∂Lr−1h(x)
∂xj
(x)fj(x) (4.39)
Definition 4.5.3. Observability Rank Conditions The observed system
(4.33) satisfies the Observability Rank Condition (ORC) pointwise at x if the
set; {dLrf (h)(x) : r = 0, 1, 2, . . .} contains n linearly independent covectors.
The system thus satisfies the ORC if it satisfies this condition over all x ∈
Rn.
The observed system satisfies the strong observability rank condition (SORC)
at x if the vectors in the set; {dLrf (h)(x) : r = 0, 1, 2, . . . ,∧(n/p) − 1} are
linearly indpendent and the set {dLrf (h)(x) : r = 0, 1, 2, . . . ,∧(n/p)} contains
n linearly independent covectors. The system thus satisfies the SORC if it
satisfies this condition over all x ∈ Rn. Here ∧(n/p) signifies the smallest
integer greater than or equal to n/p.
The idea behind the ORC is to define a set of n equations at each point in
time which when solved simultaneously will result in distinguishing the state
of the dynamic system, as per the definition for the ORC these equations are
generated by the Lie Derivative operator and the idea behind the SORC is
that only a minimal of Lie Derivatives are required for a flow that satisfies
the SORC in order to distinguish the state from observations at each point in
time. For short-time local observability the flow needs to satisfy the ORC and
the SORC is a condition that guarantees the convergence for an estimation
scheme [27].
In [25] the method used to simulate vortex flows aswell as for the data
assimilation routine follows that of [36] and it is also the estimation scheme
that was developed here through the use of an Extended Kalman Filter. Here
the Lagrangian observations ξ ∈ R2 augment the vortex state vector x where
for a single vortex x ∈ R3, the first two elements are the location of its centre
and the last its strength. Thus we have an augmented state vector and the
corresponding dynamics and observation with m Lagrangian tracers defined
as
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z =


x
ξ1
...
ξm

 (4.40)
z˙ = g(z) =


f(x)
u(x, ξ1)
...
u(x, ξm)

 (4.41)
w(z) =


ξ1
...
ξm

 (4.42)
where the u(x, ξi) are the velocities of the individual tracers. In order
to gain insight into the value of adding observers the results of nonlinear
observability as established in [25] give that with a single Lagrangian tracer
in a subset of the state space in which the observer is not collinear with the
centres of the two vortices
rank


dw(x)
dLg(w)(x)
dL2g(w)(x)
dL3g(w)(x)

 = 8 (4.43)
and in this instance we have the dim(z) = 8 with dim(w) = 2 and thus a
minimal number ( p
n
) of derivatives is required to distinguish the state vector
via observations at each point in time. Hence except for a subset of measure
zero of the state space the augmented system satisfies the SORC. With two
Lagrangian tracers we have
rank


dw(x)
dLg(w)(x)
dL2g(w)(x)

 = 10 (4.44)
therefore with dim(z) = 10 and dim(w) = 4 the required condition for
the SORC is satisfied and it is presented that it is satisfied over the entire
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Figure 4.2: Two Vortex Flow With Two Lagrangian Tracers
state space. Also it has been proven that if for a system in state space form
the SORC holds then the associated EKF will be convergent in the sense
that the true state and the estimate will approach eachother as t→∞ with
the EKF simulated in the presence of zero system and observation noise.
We construct the EKF used in [36] with the details of the filter provided in
C. The results are given in figures 4.2 through 4.5 for the case where data
assimilation is performed with one and two Lagrangian tracers respectively
and their distance from the true state is given as a measure of their accuracy.
The figures depict the deterministic flow of the vortices and their associated
tracers followed by the motion with the addition of system noise of standard
deviation 0.5m2s2. The interesting thing to note is that the EKF estimates
of both vortex positions is comparable under the measurements provided
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by either one or two tracers however it was found that the EKF diverges
far more frequently when just one tracer is present. With the simulations
being run for 100 seconds in duration it was found that under one tracer the
EKF diverged on average one out of every two trials before 100 seconds and
under two tracers the estimate rarely diverged. This is deemed quantitative
evidence of the theoretically established result that under two tracers the
system is observable over the entire state space while under one tracer there
will be moments in time whereby the system is unobservable.
While the above analysis doesn’t negate the usefulness of adding further
observers it does establish the bare minimum number of observers required
for a successful estimation scheme.
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CHAPTER 5
CONCLUSIONS AND FUTURE WORK
Reviewing the results obtained from linear balancing we see that the trun-
cated system offers an excellent trade-off in that a state space of dimension 6
may be reduced to one of 2 dimensions while preserving the input-output map
quite well. At the least balanced truncation provides a tool that can be used
obtain quick and easy computations regarding the motion of a system with a
large state space. There is some disadvantage in the computations involved
in that computing the required decompositions of large dense matrices may
be computationally expensive. There are methods that have been suggested
by a number of authors [30] that propose alterations and realated methods
that alleviate the problem of this computational burden. The biggest ad-
vantage provided by linear balancing comes from the fact that a closed form
expression 2.26 exists and although the H∞−norm provides a better approx-
imation in comparison to the consideration of Hankel maps it is much more
difficult to calculate for a system. The Minimal Information Loss method
promises some rich future work prospects. Quantifying the information con-
tent of the states from the point of view of the time varying covariance matrix
E(x†(t)x(t)) will be the extension of this method to time varying systems.
The methods presented showcasing the ideas behind nonlinear balancing
exemplify the added complexity when considering a nonlinear system. The
method does not offer a means of reducing the state space order but rather
offers a method that will yield insight into the separate importance of the
states to the input-output map. The central disadvantage to the described
procedure is that the class of nonlinear systems that may be considered is
highly restricted by the criteria that the energy functions need to satisfy in
order for the method to work. The difficulty associated with solving the
HJB PDE for the controllability function equates to a huge computational
burden unless stochastically perturbed systems are considered in which case
we have seen that a few special cases of mechanical systems shall yield an
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exact analytic expression for the energy function. The computational burden
of accurately describing the observability function increases exponentially as
the number of state dimensions increase also. Future work in this area will
address these weaknesses in the method.
The estimation problem with regards to the accurate prediction of com-
plex flows is a problem of great value. Accurate prediction of this nonlinear
flow is made possible through the consideration of the particle filter formu-
lation which can deal with nonlinear flows far better than the corresponding
EKF formulation. The problem of correctly quantifying the added benefit of
adding extra Lagrangian tracers remains open although considerations as ob-
served through the theory of nonlinear observability offer the insight that the
bare minimum number of tracers that are required for the system to remain
observable over the entire state space is that of 2. The key question though
of what the value add is of extra tracers will be answered by constructing
a metric that correctly describes the information content in the measure-
ments provided by the tracers independently with respect to the problem of
specifying the coordinates of the centres of the vortices being observed.
68
APPENDIX A
DEFINITIONS
Definition A.0.4. (H∞-norm)
With the transfer functions of the full and reduced order systems found as
follows via Laplace transform
T (s) = C(sIN − A)−1B +D, Tˆ (s) = Cˆ(sIn − Aˆ)−1Bˆ + Dˆ
and the respective Fourier transforms of the input and outputs given by
uf (ω) = Fu(t), yf (ω) = Fy(t), yˆf (ω) = F yˆ(t)
we have the transfer functions in the frequency domain given by
yf (ω) = T (jω)uf (ω), yˆf (ω) = Tˆ (jω)uf (ω)
defined over all t ∈ (−∞,+∞). Now the energy of a signal given by its L2
norm is preserved by the fourier transform up to a multiplicative constant as
follows
||xf (ω)||2 =
√
2π||x(t)||2
The H∞−norm is defined as the largest possible increase in energy between
input and output for a dynamical system given thus by
||T (jω)||∞ = supuf 6=0||T (jω)uf (ω)||2/||uf (ω)|| (A.1)
Definition A.0.5. (Poisson Bracket)
The Poisson bracket is defined as follows,
{f, g} =
n∑
i=1
(
∂f
∂pi
∂g
∂qi
− ∂f
∂qi
∂g
∂pi
)
where f and g take (q,p) from Rn to R.
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If f is a function of the Hamiltonian H then the Poisson Bracket {f, g} = 0.
Definition A.0.6. [8] (Standard State Space Form of Second Order
Mechanical System)
fi =
∂H ′
∂pi
, i = 1, . . . , n
fi = −∂H
′
∂qi
−
∑
j
= 1nc′ij
∂H ′
∂pj
, i = n+ 1, . . . , 2n
(gk)i = 0 i = 1, . . . , n; k = 1, . . . ,m
(gk)i = dik, i = n+ 1, . . . , 2n; k = 1, . . . ,m
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APPENDIX B
LINEAR BALANCING RESULTS
The following figures depict the level of tracking of the Kalman filter described
in chapter 2 for the full system and also depicts the true system states.
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Figure B.1: Comparison of True and State Estimates x1
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Figure B.2: Comparison of True and State Estimates v1
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Figure B.3: Comparison of True and State Estimates x2 and v2
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Figure B.4: Comparison of True and State Estimates x3 and v3
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APPENDIX C
NUMERICAL DETAILS
All of the coding performed for the purposes of;
• Linear Balancing and Minimal Information Loss Realisations
• Nonlinear Balancing Realisations
• Extended Kalman Filtering for the 2-Vortex problem
was done in Matlab. Here we provide a brief description and the critical
features of the coding for parts (b) and (c).
C.1 Nonlinear Balancing Realisation
The key calculation present is that of the expression given by (3.42). The
code required to compute this entity for a given function g(x) is as follows
Smooth Function Decomposition
Outputs
∫ 1
0
∂g
∂x
(xt)dt
function [IFX,IFY]=smfd(Lo,a,b)
dt=0.05;
t=0:dt:1;
Compute the First Partial Derivative of a Surface (in this case Lo)
[Fy,Fx]=gradient(Lo,b,a);
Having found the partial derivative vectors of g(x)
compute the functions g_x(xt) varying t over the required
interval (0,1)
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for m=1:length(t)
for i=1:length(a)
for j=1:length(b)
x=a(i)*t(m);
y=b(j)*t(m);
Fxt(i,j,m)=interp2(b,a,Fx,y,x);
end
end
end
for m=1:length(t)
for i=1:length(a)
for j=1:length(b)
x=a(i)*t(m);
y=b(j)*t(m);
Fyt(i,j,m)=interp2(b,a,Fy,y,x);
end
end
end
Perform the Integration
for i=1:length(t)
FXdt(:,:,i)=Fxt(:,:,i)*dt;
FYdt(:,:,i)=Fyt(:,:,i)*dt;
end
IFX=sum(FXdt,3);
IFY=sum(FYdt,3);
In the above the input function Lo was decomposed according to this smooth
function decomposition by applying the above code to each of the output vec-
tors IFX, IFY, yielding in total 4 surfaces h11, h12, h21, h22 over the state
space. These surfaces define how the matrix B(x) varies over the state space.
They are shown in figure C.1 below
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Figure C.1: B Matrix for a Decomposition of the Controllability Function
C.2 2-Vortex EKF
The EKF for the 2-vortex problem was formulated in the same way Ide et.al.
[36] make the formulation. This was done because the EKF presented there
defined the state space form of the nonlinear system in the same way Krener
in [25] constructs the expressions used to evaluate the observability of the
system.
The state equations are given over the complex field with the R2 positions
of the vortices given as the real and imaginary components to the following
evolution equations for state and observations made by the tracers respectively
z˙tm =
i
2π
NF∑
l=1,l
Γl
zt∗m − zt∗l
+ ηFm(t)
ξ˙tm =
i
2π
NF∑
l=1,l
Γl
ξt∗m − zt∗l
+ ηDm(t)
The augmented state vector is thus defined by
x =
[
z
ξ
]
With the error covariance evolution as
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P˙ =MP + P †M † +Q
Here M is the linearized dynamics operator given by
M =
∂M(xt, t)
∂x
(C.1)
The dynamics equations thus need to be computed via the derivative oper-
ators defined in [36]
where system noise covariances are
Q = R = 2σ2I (C.2)
The observation process is given by
yOj = H[x
′(tj)] + ǫj
and the estimate xa is finally given by
xa = xf +K1(y
O −Hxf ) +K2(yO −Hxf )∗ (C.3)
where the forecast xf is calculated through the deterministic component of
the state dynamics between observations.
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