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Abstract 
The objectives and contributions of this paper are mathematical and numerical analyses of a 
stochastic control problem of bounded population dynamics under ambiguity, an important but 
not well-studied problem, focusing on the optimality equation as a nonlinear degenerate parabolic 
partial integro-differential equation (PIDE). The ambiguity comes from lack of knowledge on the 
continuous and jump noises in the dynamics, and its optimization appears as nonlinear and 
nonlocal terms in the PIDE. Assuming a strong dynamic programming principle for continuous 
value functions, we characterize its solutions from both viscosity and distribution viewpoints. 
Numerical computation focusing on an ergodic case are presented as well to complement the 
mathematical analysis. 
 
Keywords Model ambiguity; degenerate parabolic partial integro-differential equation; viscosity 
solution; distribution solution; biological management 
 
AMS Classification 
93E20: Optimal stochastic control 
35K65: Degenerate parabolic equations 
49L25: Viscosity solutions 
35D30: Weak solutions 
65M06: Finite difference methods  
2 
 
1. Introduction 
Many biological processes are stochastic and bounded because of some nonlinearity as found in 
the classical logistic dynamics [1]. Diffusion processes having bounded ranges, the simplest one 
being the stochastic logistic-type model [2], are commonly found as efficient stochastic models 
of biological processes. Jump-diffusion processes and regime-switching diffusion processes have 
been employed as advanced alternatives to the models based on bounded diffusion processes. 
Epidemiological models under complete information [3, 4] and incomplete information [5] have 
been theoretically analyzed with bounded diffusion processes. Yoshioka [6] discussed an infinite-
horizon problem of algae population management in rivers based on controlled jump processes. 
A multi-dimensional sediment-algae interaction problem has also been considered Yoshioka et al. 
[7]. The model of Lungu and Øksendal [2] has been used as a growth curve of fish [8]. Often the 
bounded noises are more adequate than the unbounded ones in physics and engineering as well 
[9]. Furthermore, some stochastic epidemic models assume bounded population dynamics [10]. 
From a management viewpoint, modeling a target phenomenon is often not the goal, 
but is a path toward its optimization. Stochastic optimal control [11] provides a platform for 
modeling, analysis, and optimization of a variety of system dynamics in the real world. A 
conventional deterministic optimal control problem can be seen as a non-stochastic counterpart 
of a stochastic control problem. The application examples are diverse, ranging from biology [12] 
to mathematical physics [13], environmental sciences [14], and social sciences [15] even if only 
to recent research. Stochastic models in applications often involve some ambiguities, or 
equivalently misspecifications, due to our lack of knowledge of the target system dynamics.  
The multiplier robust control [16] is the mathematical concept for efficiently handling 
this issue based on a differential game between the decision-maker and the opponent player, called 
nature, representing worst-case ambiguity. The modeling approach based on the multiplier robust 
control has been successfully applied to problems with unbounded and often analytically tractable 
dynamics in finance [17], energy and economics [18, 19], and insurance [20, 21]. Application of 
the approach to environmental problems has been carried out as well, demonstrating its versatility 
[22]. However, application of the multiplier robust control to problems with bounded diffusion 
and jump-diffusion processes are much rarer despite their relevance in applied problems like 
biological management, except for several recent research [6, 23, 24]. Especially, to the authors’ 
best of knowledge, mathematical analysis like solvability and regularity of the optimality equation 
in such a case has not been carried out so far. This is the motivation of this paper. 
 The objective of this paper is to carry out mathematical analysis of the optimality 
equation, which is a Hamilton-Jacobi-Bellman-Isaacs (HJBI) equation associated with a model 
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bounded jump-diffusion process. Using HJBI equations in stochastic control has a clear advantage 
that is the optimal controls are found without resorting to statistical simulation based on Monte-
Carlo type methods. Our model problem considers single-species population dynamics as a 
generalization of the stochastic logistic model [2], and is driven by ambiguous continuous and 
jump noises. The HJBI equation is a degenerate parabolic partial integro-differential equation 
(PIDE) having nonlinear and nonlocal terms. The model generalizes several population dynamics 
models, and the HJBI has not been found in the literature. We demonstrate that the HJBI equation 
can be solvable in both continuous viscosity solutions [25, 26] and distribution [27, 28] senses. 
The latter seems to be less common for analyzing HJBI equations. Note that we avoid using the 
conventional term “weak solution” for the distribution solution since a viscosity solution is also 
a weak solution of the HJBI equation as well in a different sense. 
Both the viscosity and distribution approaches have pros and cons. An advantage of the 
viscosity approach is its ability to analyze existence and uniqueness of continuous, but possibly 
non-smooth solutions, in a unified manner under relatively weak regularity conditions of the 
coefficients. Often even the continuity assumption of solutions is unnecessary. On the other hand, 
its disadvantage is that analyzing regularity of the solutions, such as their differentiability, is not 
always easy. In contrast, the distribution approach requires relatively stronger regularity 
conditions on the coefficients, but solutions obtained belong to some weighted Sobolev spaces 
that can guarantee some boundedness of the solutions and their partial derivatives. Linkages 
between the viscosity solutions and the distribution solutions are nontrivial even for linear 
problems without nonlocal terms [29]. In this paper, we employ both approaches to obtain deeper 
understanding of solutions to the HJBI equation. Assuming a strong dynamic programming 
principle as in the past research [16,17, 20-22], we demonstrate that the HJBI equation has at least 
the two characterizations based on the separate approaches. Furthermore, we show that a simple 
finite difference scheme verifying the desirable mathematical properties [30] can numerically 
handle the HJBI equation in a stable, monotone, and consistent manner. Demonstrative 
computational results are presented as well. 
 The rest of this paper is organized as follows. Section 2 presents the model problem and 
derives the HJBI equation. Section 3 is devoted to unique solvability and regularity results of the 
HJBI equation. A part of Section 3 focuses on its numerical computation. Section 4 concludes 
this paper and presents our future perspectives. 
 
 
2. Mathematical model 
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2.1 Mathematical setting 
We consider population dynamics of single species, which is some animal population or some 
index like water quality, in a habitat or a region [6, 23, 24, 31]. All the stochastic processes 
appearing this paper are defined in a standard complete probability space as in the conventional 
cases [11]. The decision-maker, the observer, tries to control the dynamics so that a performance 
index is minimized. On the other hand, nature as an opponent maximizes the performance index. 
The time is denoted as 0t   and the population is set as a càdlàg variable tX  at time 
t  with the initial condition  0,1x  . The 1-D standard Brownian motion is denoted as tB  
at time t . The standard compound Poisson process with the intensity 0i   and the jump 
probability density ig  is denoted as 
 i
tN  at time t  ( 1,2i  ). The processes   0t tB  , 
  1
0
t
t
N

, and 
  2
0
t
t
N

 are assumed to be mutually independent. For each 1,2i  , the jump 
magnitude iz  of 
 i
tN  is assumed to be valued in a compact set in the open set  0,1 . Therefore, 
each ig  is compactly support in  0,1  and satisfies  
1
0
d 1ig z z   and 
 1
0
0 d
1
ig z z
z
  

. 
A natural filtration generated by  
0t t
B

, 
  1
0
t
t
N

, and 
  2
0
t
t
N

 is denoted as  
0t t
F F . 
 
2.2 Nominal model 
Our SDE is a minimum logistic-type SDE considering growth, migration/immigration, and 
continuous/jump noises of controlled single-species population. The model SDE without 
ambiguity is formulated in the Itô’s sense as 
 
      
     
0 1
1 2
0 0
d d d d 1 d
d 1 d
t t t t t t
t t t t
X a X r q t B X t X t
X N X N
  
 
    
  
, 0t  , (1) 
which is a generalization of the logistic model [2, 4]. In the right-hand side of (1), the first term 
is the continuous stochastic growth term with the density-dependent growth rate :a  , 
where 0r   and 0   are the magnitudes of the deterministic and stochastic parts of the 
growth, respectively. The deterministic growth rate r  is controlled through the intervention 
 
0t t
q

 adapted to F  having the compact range  max0,Q q  with a constant max 0q  . We 
assume r  is Lipschitz continuous in Q . Set  max max 0
q Q
r r q

  . The second term represents 
the decaying and/or migration with the intensity 0 0   and the third term represents the 
immigration with the intensity 1 0  . The fourth and fifth terms are the jump decrease and 
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increase of the population, respectively. The SDE (1) is a simple generalized mathematical model 
of stochastically varying bounded population dynamics having a martingale term (the term with 
d tB ), a decreasing term (the term with 
 1
d tN ), and an increasing term (the term with 
 2
d tN ). We 
employ Assumption 1 for well-posedness of the SDE (1) following the logistic type framework 
of stochastic population dynamics [2, 32]. 
 
Assumption 1 
   0 1 0a a  , 0a   in  0,1 , and a  is Lipschitz continuous in  . 
 
Remark 1 
By Assumption 1, the SDE (1) is uniquely solvable in the path-wise strong sense, and the 
solution  
0t t
X

 is a.s. in  . This statement follows from a contradiction argument [2] 
combined with the Itô’s formula for jump-diffusion processes. 
 
Remark 2 
The fourth and fifth terms of (1) are chosen based on a formal symmetry to simplify the model. 
In fact, they satisfy 1 0d t tX z X    and    2 0d 1 1t tX z X      at jumps, respectively. 
 
2.3 Ambiguous model 
The SDE (1) is extended to an ambiguous counterpart based on the multiplier robust formalism 
[16]. The model ambiguity in this framework is represented as distortions of the reference 
probability measure denoted as . Formally, we consider the distorted (misspecified) processes 
generated from  
0t t
B

, 
  1
0
t
t
N

, and 
  2
0
t
t
N

: 
0
ˆ d
t
t s tB s B   , and 
 ˆ i
tN  is the 
compound Poisson processes having the jump probability density ig  and the intensity 
 i
i t   at 
time t  ( 1,2i  ).  
0t t


 and 
  
0
i
t
t


 ( 1,2i  ) are adapted to F  and valued in 
 max max,     and  max0,   with sufficiently large constants max max, 0   . We 
accordingly obtain a non-ambiguous model when 
 
1
i
t   and 0t  . We consider 0ln0 0 . 
Assume 
      
0
ln 1 d
t
i i i
s s s s       a.s. and 
       0exp ln 1 d
t
i i i
s s s s       
in the mean for 0t   and 1,2i  . Then, set a new probability measure , which is related to 
the original probability measure  through the Radon-Nikodym derivative (See, Hansen and 
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Sargent [16] and Hu and Wang [33]) 
 
     0 1 2d
d
t t t    , (2) 
where 
 
 0 2
0 0
1
exp ds d
2
t t
t s s sB 
 
    
 
  , (3) 
 
           10 0 0exp ln d 1 d d
t t
i i i i
t s s s i iN g z z s         ( 1,2i  ). (4) 
Then,  is considered as a probability measure under distortions due to the noise ambiguity. 
Now, the ambiguous counterpart of the SDE (1) under  is formulated as 
 
      
       
0 1
1 2
0 0
ˆd d d d 1 d
ˆ ˆd d 1 d
t t t t t t
t t t t t t
X a X r q t B X t X t
a X t X N X N
  
  
    
   
, 0t  . (5) 
There exists an additional distortion term in the SDE (5). All the expectations appearing below 
are defined in the sense of the probability measure . 
 
Remark 3 
By Assumption 1, the SDE (5) is also uniquely solvable in the path-wise strong sense, and the 
solution tX  is almost surely bounded in the compact domain   for 0t  . 
 
2.4 HJBI equation 
The performance index is an expectation to be minimized by the decision-maker while maximized 
by nature: 
 
             
2
1 2
0
1
, ; , , , d
T
i
s s s i s
t
i
t x q f X h q g g s     

  
     
  
 , (6) 
where 0tX x  . f  is a non-negative Lipschitz continuous function in D  with 
max max 0f f

   representing the net disutility caused by the population, h  is a non-negative 
and Lipschitz continuous function in Q  as a unit-time control cost. Each 
 i
g  is the entropic 
penalization term, which is defined following the multiplier robust approach [16, 19, 33] as  
  
2
0
02
s
sg



 ,          ln 1i i i iii s s s s
i
g

   

    ( 1,2i  ), (7) 
where 0 , 1 , 2  are the positive constants serving as the ambiguity-aversion parameters of 
the ambiguity on the processes  
0t t
B

, 
  1
0
t
t
N

, 
  2
0
t
t
N

, respectively. Each coefficient in 
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(7) is proportional to the relative entropy between the true and distorted models, and thus 
penalizes deviations between them. The decision-maker sets i , and its larger value means more 
ambiguity-aversion to the corresponding noise. The case 0i    means the ambiguity-neutral 
case that the decision-maker ignores the ambiguity. 
The admissible set A  of the process  
0t t
q

 as a collection of the control variables 
chosen by the decision-maker is set as 
  
0
 is measurable, adapted to  ,
and valued in  for 0.
t t
t t
q
q
Q t
 
  
 
F
A . (8) 
The admissible set B  of the triplet     1 2
0
, ,t t t
t
  

 as a collection of the control variables 
chosen by nature, the opponent, is set as 
 
    
    1 21 2
0
, ,  is measurable, adapted to  ,
, ,
and valued in  for 0.
t t t t
t t t
t
t
  
  

  
  
    
F
B . (9) 
The value function is set as the worst-case minimum value of the performance index 
  
   
    
1 2
1 2
, ,
, inf sup , ; , , ,
q
t x t x q
  
   


 
A B
, (10) 
which can be seen as an upper-value of a zero-sum game of a worst-case minimization type [16]. 
Clearly, we have the upper- and lower-bounds 
     max0 ,t x T t f    , (11) 
suggesting that the limit  1lim ,
T
T t x

 , namely the ergodic limit, exists for each  ,t x  and 
 1 max0 ,T t x f
   . This point is numerically explored in Section 3. 
The optimizer of the right-hand side of (10) in the framework of Markov control [11] 
is called the optimal controls, and are denoted as 
   1 * 2 ** *, , ,t t t tq    , 0t  . The goal of our 
problem is to find the optimal controls.  
The HJBI equation is the governing PIDE of  . Set :H    as 
            
2
0
, max min
2q Q
H x p f x r q a x p h q a x p




 
       
 
, x , p . (12) 
In addition, set ,K M  acting on generic functions in   as 
            1 11 00
1
min 1 d ln 1K x x g z z x z


    

 
         
 
 , x , (13)
8 
 
            1 22 00
2
min 1 d ln 1M x x g z z z x z


    

 
          
 
 , x . (14) 
Their right-hand sides are further calculated as (See, Remark 6) 
   
      
1
1 1
0
1 d
1
1
1
x g z z x z
K x e


 
     
 
 
   
 
 
, (15)
   
      
1
2 2
0
1 d
2
2
1
x g z z z x z
M x e


 
      
 
 
   
 
 
, (16) 
respectively.  
Set  0,D T  . Assuming a strong dynamic programming principle for continuous 
value functions, our HJBI equation is 
    
2 2
2
0 12
1 ,
2
a x x x H x K M
t x x x

 
     
                  
 in D  (17) 
with the terminal condition  , 0T x   for x . The operators ,K M  in (17) act only on 
the second arguments. The right-hand sides are nonlinear as well as nonlocal. The Isaacs condition 
holds (17) since the maximization and minimization in H  can be carried out separately. 
 
Remark 4 
Continuity of the value function   on D  follows from the uniform continuity of the 
performance index   on D  independent of the choice of control variables. This follows from 
the Lipchitz continuity of the coefficients of the SDEs and the Lipschitz continuity of f . 
 
Remark 5 
One may consider time-dependent a , r , and  . The mathematical analysis results in Section 
3 holds true in this case as well if their dependence on r  is smooth. 
 
Remark 6 
In the framework of Markov control, the optimal controls as functions in D  are found as 
        * , arg max
q Q
q t x r q a x h q
x
 
   
 
, (18) 
    
2
*
0
, arg min
2
t x a x
x

 

 
   
 
, (19) 
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   
      
1
1 1
0
, , 1 d
1 *
,
t x g z t z x z
t x e


 
     
  ,    
      
1
2 2
0
, , 1 d
2 *
,
t x g z t z z x z
t x e


 
      
  . (20) 
In this sense, finding   yields the optimal controls. Notice that the interior solutions (20) are 
obtained with a sufficiently large max 0   by the uniform bound (11), which we assume in what 
follows. 
 
 
3. Mathematical analysis and numerical computation 
3.1 Key Lemmas 
This section presents key lemmas on the terms in the right-hand sides of (17). The proof of 
Lemma 1 is not presented because it can be checked directly. This lemma provides a basic result 
important both for the viscosity and distribution solution approaches. It would be important to 
recall that   is a compact interval, meaning that any  u C   is uniformly continuous in   
and belongs to  u L  . 
 
Lemma 1 
For each x ,  ,H x   is Lipschitz continuous in  with the Lipschitz constant  HL a x  
with max maxHL r   . 
 
Lemma 2  
For each  1 2, C    , there is a constant 0C   such that 
    
 1 2 1 2 C
K K C

       in  . (21) 
(Proof of Lemma 2) 
Choose  1 2, C    . We have a constant 0L   such that 1 2, L    because   is 
compact. For each x , we have 
    
             
1 1
1 1 1 1 1 2 1 2
0 0
1 d 1 d
1
1 2
1
x g z z x z x g z z x z
K K e e
 

   
            
         . (22) 
Then, we get 1212
L
C e
  because 
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   
   
          
 
        
 
1
1
1
1 2
21
1 11 2 1
1 1 2 1 1
0 0
1
2
1 1 2 1 2 1
0
2
1 1 2
1 d 1 d
1 1 d
2
L
L
C
L
C
x x
K K e
g z z x z g z z x z
e g z z x z x z
e










 
   
     
       
  
 
 . (23) 
□ 
 
Lemma 3 
For each  1 2, C    , there is a constant 0C   such that 
    
 1 2 1 2 C
M M C

      , x . (24) 
 
The proof of Lemma 3 is omitted because it is essentially the same with that of Lemma 2. 
Lemmas 2 and 3 show the mapping property    , :K M C C   , with which we can define 
a (continuous) viscosity solution as presented in Definition 1. 
 The following two lemmas are key for the analysis in the distribution sense. 
 
Lemma 4 
For each  u L  , each  1 2, C    , any 0  , there is a constant 0C   
(independent from  ) such that  
               
1 1 2 2
1 2 2 1
0 0
1
d du x K x K x x C u x x x x

 
       
 
  . (25) 
(Proof of Lemma 4) 
A straightforward calculation like that in the proof of Lemma 2 shows 
 
        
                1
1
1 2
0
1 1
2
1 1 2 1 2 1
0 0
d
1 1 d dL
u x K x K x x
e g z u x x x u x z x z x z x
  
       

 
. (26) 
For any 0  , the first integral in the right-hand side of (26) is evaluated with the classical 
Cauchy-Schwartz inequality as 
 
             
     
1 1 1
1 2 1 2 1
0 0 0
1 2 2
2 1
0
d d d
1 1
d
2
g z u x x x z x u x x x x
u x x x x

    
 
    
 
  

. (27) 
On the second integral in the right-hand side of (26), we have 
11 
 
 
         
         
         
1 1
1 2 1
0 0
1 1 22
1 2 1
0 0
1 1 1 22
1 2 1
0 0 0
1 1 d d
1 1
1 1 d d
2
1
d 1 1 d d
2 2
g z u x z x z x z x
g z u x z x z x z x
u x x g z z x z x z x




   
 
      
 
     
 
 
  
. (28) 
A change of variables  1y z x   gives 
 
             
 
    
1 1 1 12 2
1 2 1 1 2 1
0 0 0 0
1 1 2
2 1
0 0
1
1 1 d d d d
1
d d
1
z
g z z x z x z x g z y y y z
z
g z
z x x x
z

      

 
   
 
   
 
. (29) 
Consequently, we have 
 
        
 
 
   1
1
1 2
0
1 12 22 1
1 2 1
0 0
d
1
1 d d
2 1
L
u x K x K x x
g z
e u x z x x x
z
 

  
  
         

 
. (30) 
Choosing 
 
1
1
21
1
0
1 d
1
Lg zC z e
z

 
  
 
  completes the proof. 
□ 
 
Lemma 5 
For each  u L  , each  1 2, C    , any 0  , there is a constant 0C   
(independent from  ) such that  
               
1 1 2 2
1 2 2 1
0 0
1
d du x K x K x x C u x x x x

 
       
 
  . (31) 
 
The proof of Lemma 5 is omitted because it is essentially the same with that of Lemma 4. 
 
3.2 Viscosity solution approach 
Viscosity solutions are candidates of appropriate weak solutions to problems of degenerate 
parabolic types, especially for those arising in control problems. Our HJBI equation is not an 
exception. Its viscosity solutions are defined following Azimzadeh et al. [25] and Øksendal and 
Sulem [11] where test functions do not appear in the nonlocal terms.  
 
Definition 1 
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Viscosity sub-solution 
A function    C D USC D  such that  , 0x T   for x  is a viscosity sub-
solution if the following conditions are satisfied; for each  ,t x D , 
    
2 2
2
0 12
1 ,
2
a x x x H x K M
t x x x
    
 
    
                  
 at  ,t x  (32) 
for any test functions  2C D   such that   is locally maximized at  ,t x  and 
   in a neighborhood of this point. 
Viscosity super-solution 
A function    C D LSC D  such that  , 0x T   for x  is a viscosity super-
solution if the following conditions are satisfied; for each  ,t x D , 
    
2 2
2
0 12
1 ,
2
a x x x H x K M
t x x x
    
 
    
                  
 at  ,t x  (33) 
for any test functions  2C D   such that   is locally minimized at  ,t x  and    
in a neighborhood of this point. 
Viscosity solution 
A function  C D  is a viscosity solution if it is a viscosity sub-solution as well as a viscosity 
super-solution. 
 
We show uniqueness of viscosity solutions to the HJBI equation (17) through a 
comparison argument. 
 
Theorem 1 
The HJBI equation (17) admits at most one viscosity solution. 
(Proof of Theorem 1) 
The proof here follows that of Proposition 3.8 of Yoshioka and Yoshioka [34]. The proof below 
is more involved because the present model has nonlinear and nonlocal terms. The variable 
transformation t T t   is applied to rewrite the terminal value problem as an initial value 
problem, which fits to the argument in the literature. It is sufficient to show that for any couple of 
a viscosity sub-solution   and a viscosity super-solution  , we have     in D . In 
addition, the transformation    , , Rtt x t x e   with a constant 0R   is used. Then, in the 
HJBI equation (17), we should formally replace  f x  by   Rtf x e  and modify other terms 
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accordingly as well. The modified , ,H K M  (not time-dependent in a continuous manner) are 
represented in the same notations. 
Set 
T t


   

 with a sufficiently small 0  . Clearly, we have 0    
for t T . Assume  sup 0
D
   . Set        , , , , , , , ,f s t x y s x t y s x x y      , 
      2 21, , ,
2
s t x y x y s t

     in D D . This f  attains a maximum in D D  
because it is upper semi-continuous and 0  . The maximizer of f  is denoted as 
 , , ,s t x y D D      . Then, we have 
        , , , , , , , ,f s t x y f s s x x s x s x           for  ,s x D . (34) 
Following the standard argument of the doubling of variables [26], we can choose a sequence 
k   with lim 0k
k


  such that 
 0lim limk kk k
s t s 
 
  , 0lim limk kk k
x y x 
 
   (35) 
  
21
lim 0
k kk
k
s t 

  ,  
21
lim 0
k kk
k
x y 

   (36) 
with some  0 0,s x D  such that      0 0 0 0, , sup 0
D
s x s x       . Hereafter, we only 
consider such a sub-sequence with sufficiently large k . We have 
        0 0 0 0, , , ,s x s x s x s x       for  ,s x D . (37) 
Rearranging the equation yields 
        0 0 0 0, , , ,s x s x s x s x      . (38) 
We see that       , , , , ,s x t y s x t y          is maximized at  ,s x   and 
      , , , , ,t y s x s x t y          is minimized at  ,t y  . We then use 
     , , , , , , ,s x s x t y s x t y               as a test function for the viscosity sub-solution and 
     , , , , , , ,t y s x t y s x t y              as a test function for the viscosity super-solution, 
respectively. 
Set 
x y
p  


  and 
s t
q  


 . By Ishiis’ lemma [26], there exist 1 2,M M  such 
that 
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1
2
01 0 1 13 3
00 1 1 1
M
M 
    
      
     
 (39) 
with 
 
     
       
2
2
1 0 1, 1
2
, , ,
q R s x a x M x x p
H s x p K M s x
       
     

         
   
, (40) 
and 
 
     
       
2
2
2 0 1, 1
2
, , ,
q R t y a y M y y p
H t y p K M t y
      
    

         
   
. (41) 
Combining (40) and (41) yields 
 
                
       
2 2
2 2
1 2
, , , ,
, , , ,
2 2
R s x t y K M s x K M t y
H s x p H t y p a x M a y M
         
       
 
       
   
. (42) 
By Lemma 1 and the structure condition [35], which is fulfilled by the HJBI equation with the 
transformation of variables, there exists a non-negative and continuous function c  in   with 
 0 0c   such that the right-hand side of (42) is bounded by     1c p p O t s       . Then, 
we get 
 
                
    
, , , ,
1
R s x t y K M s x K M t y
c p p O t s
         
   
       
   
. (43) 
Letting 0    in (40) and (41) yields  1 0p p     by (36), and thus 
       0R K M K M           at  0 0,s x . (44) 
Because we have    0 0 0 0, , 0s x s x    and 0R  , (44) leads to 
     0K M K M       at  0 0,s x . (45) 
Now, we prove    K M K M      at  0 0,s x . Firstly, we prove K K    at 
 0 0,s x . Assume K K    at  0 0,s x . Then, we should have 
              
1 1
0 0 1 0 0 0 0 1 0 0
0 0
, , 1 d , , 1 ds x g z s z x z s x g z s z x z          . (46) 
We have 
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         
        
      
   
1 1
1 0 0 1 0 0
0 0
1
1 0 0 0 0
0
1
1 0 0 0 0
0
0 0 0 0
, 1 d , 1 d
, 1 , 1 d
, , d
, ,
g z s z x z g z s z x z
g z s z x s z x z
g z s x s x z
s x s x




    
    
  
  
 


 (47) 
by  
1
1
0
d 1g z z  . Substituting (47) into (46) gives the contradiction 
        0 0 0 0 0 0 0 0, , , ,s x s x s x s x     . (48) 
Thus, K K    at  0 0,s x . Similarly, we have M M    at  0 0,s x . Consequently, we 
have    K M K M      at this point, which contradicts with (45). Therefore, we have 
   0 0 0 0, , 0s x s x   . Because  0 0,s x D  is arbitrary, we get the desired result: 0    
in D . Finally, we take the limit 0   . 
□ 
 
 Theorem 1 is useful in convergence of numerical solutions to monotone, stable, and 
consistent numerical methods [25, 30] toward the viscosity solution by the fundamental theorem 
of convergence [36]. The following result is a byproduct of Theorem 1, from which the 
uniqueness of the HJBI equation (17) follows. 
 
Corollary 1 
For any viscosity sub-solution   and viscosity super-solution  ,    in D . 
 
3.3 Distribution solution approach 
Unique solvability of the HJBI equation (17) from the viewpoint of distribution solutions, which 
are alternative weak solutions defined in an appropriate Banach space with a weighted norm, is 
presented. Our result is non-trivial because of using the specific weighted Sobolev space, which 
is utilized to handle the degenerate diffusion coefficient. In general, standard Sobolev spaces, like 
1H , are not appropriate for degenerate parabolic problems even in linear cases [28] because of 
the difficulty to have coercivity of the corresponding bilinear form. In addition, analyzing 
distribution solutions to the HJBI equation may open the door to its numerical approximation with 
finite element and related schemes. 
The discussion here is based on the approach with the weighted Sobolev space 
(Proposition 12.1 of Bensoussan [27]) combined with a weight that harmonizes with the 
degenerate diffusion coefficient (Oleinik and Radkevič [28]). 
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Set   1:g g C  W . For any ,v wW , set the scalar product 
         
0
2
0 1
, dx x x xw v a x w v wv x wv wv 
   W . (49) 
Define 0W  as a Hilbert space obtained by closing W  with respect to the norm  
0
,w w
W
. Here, 
the notation x
w
w
x



 was utilized. Consider the function space 
    2 2 *0 00, ; , 0, ;tL T L T    H W W  with a free parameter 0   (See, Eq. (50)) and *0W  
is the dual of 0W , which is chosen later. This space is equipped with the norm  : 
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       for vH . (50) 
Dependence of the norm   on the parameter   is suppressed here for the sake of simplicity 
of description. We assume 
0 1 0   . The mathematical results in this sub-section can be 
straightforwardly applied to the case 
0 1 0    by omitting the corresponding terms from the 
equations and the norms following Oleinik and Radkevič [28]. 
Hereafter, set 
1 2     and 1 2     for the sake of simplicity of presentation. 
The case, 
1 2   and/or 1 2   can be handled without technical difficulties. Based on the 
boundedness result (11), distribution solutions to the HJBI equation (17) are defined as follows. 
 
Definition 2 
A bounded function uH  is a distribution solution if 
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 for all vH . (51) 
 
The following theorem is our second main result, which gives a second characterization of 
solutions to the HJBI equation (17). The assumption  2a C   assumed in the theorem is 
common in logistic type models [2, 32]. 
 
Theorem 2 
Assume  2a C  . Then, the HJBI equation (17) subject to the terminal condition  , 0T x  , 
x  admits at most one distribution solution for sufficiently large 0  . 
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(Proof of Theorem 2) 
The proof is based on a contraction mapping argument. Without any loss of generality, set 2 1  . 
The calculation here can be justified with a conventional density argument. Firstly, set the map 
 ：H H ,  v u   for vH , as the solution uH  to the linear PDIE 
 
  
     
2
2
1 0 12
1
2
, x
u u u
a x
t x x
H x v K M v
  
  
    
  
  
,  ,t x D  (52) 
with  , 0u T x   in  . This map   is well-defined. This is because of the unique solvability 
of the linear equation 
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with  , 0u T x   in   follows from the argument with the Garding’s inequality. 
To prove the statement, it is sufficient to show that   is a contraction mapping for 
sufficiently large 0  . For 1 2,v v H , set  1 1v u  ,  2 2v u  , 1 2v v v  , and 1 2u u u  . 
We have  , 0u T x   for x  and 
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Testing the equation (54) with u  yields 
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The left-hand side of (55) is calculated as 
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The first term in (56) becomes 
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By an integration by parts, the second term in (56) becomes 
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The third term in (56) becomes 
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By Lemmas 4 and 5, there exists a global constant 0L   such that 
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with an arbitrary constant 0  . In addition, by Lemma 1, we have 
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Therefore, we get 
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and thus 
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The right-hand side of (63) is estimated from above as 
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with  max , / 2HL L L  . On the other hand, the left-hand side of (63) is bounded from below as 
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with    0 12 maxH x x xxC L L a a aa    
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sufficiently large 0   such that 1C   . Consequently, we have  
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and thus 
 
2 21
2
u v . (67) 
The inequality (67) shows   is a contraction in H  with the above-specified 0  . 
□ 
 
 The following corollary is the byproduct of Theorem 2 showing boundedness of 
distribution solutions. 
 
Corollary 2 
Under the assumption of Theorem 2, for sufficiently large  , we have the explicit bound 
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maxu Cf . (68) 
(Proof of Corollary 2) 
As in the proof of Theorem 2, we have 
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By Lemmas 4 and 5, there exists a constant 0L   such that 
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with arbitrary L  . Combining (69) and (70) leads to 
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By choosing 2L  , the left-hand side of (71) is bounded from below as 
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with sufficiently large   such that 
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With such a  , combining (71) with (72) yields 
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 completes the proof. 
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□ 
 
Another important outcome of Theorem 2 is the following comparison principle, 
characterizing dependence of the solution to the parameters and coefficients. Assume that 
 ,H H x p  continuously depends on a real parameter   for each  ,x p  , and this 
parameter dependence is expressed with a subscript as H . Assume the monotone dependence 
2 1
H H   for 1 2  . Then, we can state the following corollary. The proof is omitted here since 
it just follows the Proof of Proposition 12.3 of Bensoussan [27]. 
 
Corollary 3 
The solution to the HJBI equation (17) with 
j
H H  is denoted as ju  ( 1,2j  , 1 2  ). Then, 
2 1u u . 
 
The specific form of H  further leads to the next result, clearly showing that a less costly and/or 
less ambiguity-averse performance index leads to s smaller value function. 
 
Corollary 4 
The solution to the HJBI equation (17) with is increasing with respect to the parameter 
0  and 
functions f  and h . 
 
3.4 Numerical computation 
Demonstrative computational examples of the HJBI equation (17) are presented focusing on a 
single-species population management problem where the population should be kept near a 
prescribed value through human interventions [31]. Here, an ergodic limit (well-mixed limit, 
T  ), which is a topic that has not been mathematically analyzed above, is numerically 
explored. A particular focus is put on dependence of the value function and optimal controls on 
the model parameters to complement the mathematical analysis results. 
 
3.4.1 Numerical method 
A monotone, stable, and bounded finite difference scheme is used to discretization of the HJBI 
equation (17). The scheme used here is the maximum use of central difference [37] combined 
with the linear interpolation discretization of the nonlocal terms [25]. The temporal integration is 
carried out in a fully-implicit way. Theorem 1 shows that a necessary (but not sufficient) 
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condition of convergence of numerical solutions toward the viscosity solution locally and 
uniformly in D . To guarantee full convergence, one should check monotonicity, stability, and 
consistency of the scheme [36]. The discretization methods are monotone and stable, and the 
scheme is consistent. Then, numerical solutions converge to the value function if the value 
function is the unique viscosity solution. Formal convergence rate of monotone schemes, 
including ours, is at most first-order in space-time because the scheme uses a monotone 
discretization in space and a fully-implicit discretization in time. 
The discretized system is solved at each time step with a standard policy iteration 
algorithm [30]. Each iteration in the algorithm solves one linear system based on the Thomas 
method [38]. The domain   is discretized into 500 cells with 501 vertices. The temporal 
integration of the HJBI equation (17) is carried out backward in time with the time increment 
0.005 . This computational resolution has been found to be sufficiently fine for the analysis below. 
The computation is carried out from the terminal time t T  toward the initial time 0t   since 
(17) is a time-backward problem. 
max  and max  are set as 100, which are sufficiently large 
values such that the computed * ,  
1 *
 , and  
2 *
  are valued inside of their admissible ranges. 
 
3.4.2 Problem without the control q  
The present model is firstly applied to a simplified problem without the control q  chosen by the 
human ( 0q  ), in which the optimal controls are symmetric with respect to the center 0.5x   of 
the domain  . This problem is considered as a worst-case estimation of the average net disutility. 
We specify the coefficients as follows: 1  ,  1a x x  , 1 2 1     , 0 0.5  , 
1 2 0.5     ,    max 2 1,1 2f x x x   , 50T  , unless otherwise specified. In the present 
case, the function f  implies that the population should be kept near its minimizing point 
0.5x   and we have 
max 1f  . The terminal time T  is chosen so that the optimal controls are 
sufficiently close to a time-independent state (an ergodic state) at the initial time 0t  . In such a 
case, based on the ergodic ansatz [34, 39], the control variables are time-independent and 
0E const
t

   

 over   as t  decreases, where E  is the effective Hamiltonian 
identified as a limit of the time-averaged value function in  . The numerical approach taken 
here is the large T  method that has been effectively applied to an environmental control problem 
[34]. The problem with large T  is well-posed by the mathematical analysis results. 
Figure 1 shows the computed normalized value function min

   ( 3m 8in .665

   in 
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this case) and the optimal controls * ,  1 * , and  
2 *
  at 0t  . The value function   is 
symmetric with respect to 0.5x  , and the controls  1 *  and  
2 *
  are symmetric with each 
other. The control *  has a point symmetry at 0.5x  . The computed 
t



 with a backward 
difference is sufficiently converged to a constant 0.7943E   in   at 0t  , supporting the 
ergodic ansatz. 
Parameter dependence of the optimal controls and the effective Hamiltonian are explored 
numerically. Figures 2 and 3 show *  for different values of 
0  and 
 1 *  for different values 
of  , respectively, in   at 0t  . The amplitudes of the controls *  and  
1 *
  become larger 
as the potential ambiguity, namely 
0  and  , increases as expected. Figure 4 shows the 
effective Hamiltonian E  for different values of 0  and  . Theoretically, we should have 
max0 1E f   , which is clearly satisfied in the numerical solution. The effective Hamiltonian 
E  is increasing with respect to 0  and  , and continuously approaches toward max 1f   from 
below. Corollary 4 supports the increasing nature of E  because it can be seen as a minimum 
value of the time-averaged  . 
 
3.4.3 Problem with the control q  
The present model with the coefficients specified in the previous sub-section is applied to the 
problem with the control q  in which the distributions of the controls are asymmetric. The 
coefficients   1r q q   and   0.1h q q  , max 1q   are specified that in turn lead to a bang-
bang type optimal control representing the intervention to suppress the growth ( * 1q  ) and no 
intervention ( * 0q  ). We expect that, at each t T , there exists a sub-domain 
1  of   such 
that  * , 1q t x   in 1  and  
* , 0q t x   outside of 1 , because the interventions decrease 
the population and should not be carried out at least if the population is small. An interest here is 
dependence of this sub-domain on the parameters in the performance index  . 
Figure 5 shows the computed normalized value function min

    ( 3m 7in .003

   
in this case) and the optimal controls * ,  
1 *
 ,  
2 *
 , and *q  at 0t  . The symmetry of the 
value function and the optimal controls are now broken due to the non-zero *q . The 
computational results imply that including the human interventions, despite that it is costly, 
reduces the value function. The effective Hamiltonian. The computed 
t



 is sufficiently 
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converged to a constant E  in   at 0t   in the present case as well, and E  for different 
values of 0  and   are included in Figure 4. The computational results again comply with 
the theoretical results as in the problem without q . The computed optimal control *q  suggests 
a bang-bang control having two switching points, with which the population can be effectively 
confined near the minimum point of f . The control should not be activated if the population is 
sufficiently large or small, suggesting an intensive management policy focusing on the situation 
when the population is close to the desired state. Figures 6 and 7 show the dependence of the sub-
domain 1  (where  
* 0, 1q x  ) on 0  and  , respectively. The computational results 
suggest that doing no intervention is optimal if the decision-maker puts a sufficiently small trust 
on the model. We see that the optimal control *q  is affected not only by the ambiguity of 
diffusion but also those by jumps, suggesting the non-negligible interactions between the controls 
and ambiguities. Overall, the computational results in this paper suggest that the model problem 
has a continuous dependence on the parameters 0  and   on ambiguity.  
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Figure 1. The computed min

    (black), *  (blue),  
1 *
  (red), and  
2 *
  (green). 
 
 
Figure 2. Computed *  for different values of 0 . 
 
 
Figure 3. Computed 
 1 *  for different values of 0 . 
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Figure 4. Computed E  for different values of 0  and  . The solid lines are E  for the 
problem without considering q  and circles are that for the problem with q . 
 
 
Figure 5. The computed min

    (black), *  (blue),  
1 *
  (red),  
2 *
  (green), and *q  
(grey). 
 
 
Figure 6. Dependence of the sub-domain 1  on 0 . 
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Figure 7. Dependence of the sub-domain 1  on  . 
 
 
4. Conclusions 
An HJBI equation associated with a biological management problem of a bounded and ambiguous 
stochastic population dynamics was mathematically analyzed from the standpoints of viscosity 
and distribution solutions. The presented formalism provides an efficient way for optimization of 
stochastic systems subject to model ambiguity. The problem turned out to be well-posed from 
both standpoints. It was demonstrated that its numerical solutions can be reasonably computed 
with a simple finite difference scheme under an ergodic limit. 
 The presented mathematical analysis can be extended to problems of multi-dimensional 
jump-diffusion processes with ambiguity where some of the variables are bounded. Mathematical 
analysis of problems with unbounded ambiguity, which would be subject to a worse regularity of 
the Hamiltonians, is an open issue to be addressed in future research. Models with more 
complicated problems where the diffusion part is also controlled [34] are encountered in modern 
environmental management problems. A more generic bounded jump noise [40, 41] and/or a more 
realistic drift [42] can be considered in the present modeling framework. Considering the 
incomplete information structure [5] is interesting as well. Application of specific related models 
to modeling and control of other biological phenomena, like algae bloom, is undergoing [43]. 
Their analysis will be a key future research topic. Mean field modeling considering a number of 
decision-makers (stakeholders) [44] is also an interesting topic. In applications, not only the 
optimal controls, but also the controlled state dynamics are of importance as well [45], which 
would require a well-balanced numerical method having satisfactory accuracy. This research 
topic is currently undergoing. We have assumed a strong dynamic programming principle for our 
problem, but establishment of a dynamic programming principle is in general not a trivial issue 
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[46, 47]. Verifying this assumption is a remaining issue, especially if the control variables are 
allowed to be unbounded. Addressing these issues would be able to advance modeling and 
analysis on environmental and ecological management. 
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