Random code-trees with necks were introduced recently to generalise the notion of V -variable and random homogeneous sets. While it is known that the Hausdorff and packing dimensions coincide irrespective of overlaps, their exact Hausdorff and packing measure has so far been largely ignored. In this article we consider the general question of an appropriate gauge function for positive and finite Hausdorff and packing measure. We first survey the current state of knowledge and establish some bounds on these gauge functions. We then show that self-similar code-trees do not admit a gauge functions that simultaneously give positive and finite Hausdorff measure almost surely. This surprising result is in stark contrast to the random recursive model and sheds some light on the question of whether V -variable sets interpolate between random homogeneous and random recursive sets. We conclude by discussing implications of our results.
Introduction and Random Models
Let k ∈ N, and let Λ ⊂ R k be a non-empty compact set. We will use Λ to index our random choice of iterated function systems and associate with it a Borel probability measure µ compactly supported on Λ. For λ ∈ Λ let I λ = {f according to some probability measure P. We first describe the general set-up, before talking about specific methods of picking the function τ .
We denote the space of all possible functions (and hence labellings) of the full tree by T and refer to individual realisations by τ ∈ T . In this full tree we address vertices by which branch was taken; if v is a node at level k we write v = (v 1 , v 2 , . . . , v k ), with v i ∈ {1, . . . , N } and root node v = (.). We write Σ k for the nodes at level k and Σ * = k∈N0 Σ k for the set of all nodes, where N 0 = N ∪{0} and Σ 0 = {(.)}. Thus, Σ * = {{(.)}, {(1), (2), . . . , (N )}, {(1, 1), (1, 2), . . . , (1, N ), (2, 1), . . . , (N , N )}, . . . }.
We slightly abuse notation and consider τ both as a function τ : Σ * → Λ, where τ (v) ∈ Λ and as a labelled full tree. Given a node v ∈ Σ * we define the shift σ v τ to be the full subtree starting at vertex v, with σ (.) τ = τ . At this point we note that since Λ was a compact topological space, the set of all realisations T is also a compact topological space with respect to the obvious product topology by Tychonoff's theorem.
We write e j λ for the letter representing the map f j λ ∈ I λ . For each labelled full tree τ , we construct another rooted labelled N -ary tree T τ , where each node is labelled by a 'coding' describing a composition of maps. Given two codings e 1 and e 2 , we write e 1 e 2 = e 1 ⊙ e 2 for concatenation. We let ε 0 be the empty word and use the symbol ∅ as a multiplicative zero, i.e. ∅ ⊙ e = e ⊙ ∅ = ∅, to represent the empty function. Similarly, if {e 1 , . . . , e n } is a collection of codings, then {e 1 , . . . , e n } ∪ ∅ = {e 1 , . . . , e n }. This letter ∅ is used to 'delete' a subbranch if the number of maps in an IFS is less than N . Definition 1.1. Let T τ be a labelled tree, we write T τ (v) for the label of node v of the tree T τ . The code-tree T τ is then defined inductively:
T τ ((.)) = ε 0 and T τ (v) = T τ ((v 1 , . . . , v k )) = T τ ((v 1 , . . . , v k−1 )) ⊙ e We can now define the attractor of the code-tree.
Definition 1.2. Let L be a collection of IFS and let τ ∈ T . The attractor of a code-tree F τ is the compact set satisfying
where ∆ is a sufficiently large compact set, satisfying f i λ (∆) ⊆ ∆ for all λ ∈ Λ and 1 ≤ i ≤ N λ .
This general -and somewhat abstract -way of describing geometric objects is very flexible. For example, let Λ = {0, 1, 2, 3}, f l (x) = x/2, f r (x) = x/2 + 1/2 and set I 0 = {}, I 1 = {f l }, I 2 = {f r }, and I 3 = {f l , f r }. Then, T k τ represents subsets of all dyadic intervals of length 2 −k and F τ is the lim sup set of a sequence of decreasing dyadic intervals. Therefore, constructing τ in the appropriate way, we can recover every compact subset of the unit interval with a code-tree.
Instead of constructing code-trees with a certain set in mind, we could also choose τ at random. In the above example, choosing each I i with probability 1/4 at every step in the construction gives rise to Mandelbrot percolation of the unit line, an example of stochastically self-similarity. We now describe the main ways of choosing τ .
The random recursive measure
Random recursive attractors are random sets that exhibit a stochastic self-similarity. They were first investigated in the 1980s by Falconer [Fal86] and Graf [Gra87] and we will summarise their and later results in Section 2. These random fractals satisfy the following equality (in distribution), where λ is chosen according to some compactly supported Borel probability µ on Λ.
There exists a natural measure P T on the collection of code-trees, induced by µ which describes the same model. We avoid giving a description here, and briefly comment that P T can be obtained by choosing τ such that for every open set O ⊆ Λ, the probability that τ (v) ∈ O is µ(O) for every v ∈ Σ * . Further, given distinct v, w ∈ Σ * and (not necessarily distinct) open sets O v , O w ⊆ Λ, the probability that τ (v) ∈ O v and τ (w) ∈ O w are independent.
The homogeneous measure
Another natural measure, P H , is obtained by choosing an iterated function system of L according to µ at every level k of the construction and applying the same random IFS to all nodes at level k. While the IFS is still chosen i.i.d. with respect to the tree levels, all nodes at the same level share the same label. This is why it is called the homogeneous measure.
For this model one does not need the full abstract model of random code-trees and we will use the following, somewhat simpler, notation. Consider each IFS I λ as a self-map on compact subsets of
We will index random realisations by an infinite sequence with entries in Λ. The set of realisations, denoted by Ω, is given by Ω = Λ N and realisations ω ∈ Ω are chosen according to the product (probability) measure P H = µ N .
Definition 1.3. The k-level coding with respect to realisation
The set of all finite codings C * ω is defined by
Definition 1.4. The k-level prefractal F k ω and the random homogeneous random attractor
and
where JJLS16, JJWW17] in the context of self-affine maps with random translates and is the model that we will adopt in this manuscript. We note that setting this model up in the right way allows us to recover both V -variable and random homogeneous attractors.
The central property that was crucial for the proofs in both the V -variable and the codetree setting was the almost sure existence of necks. Informally, these necks are levels in the construction at which point all subtrees are identical. Thus, these models still possess some homogeneity which is exploited in proofs. Definition 1.5. Let T be the space of all mappings τ :
be a strictly increasing sequence of integers such that
We say that N k is a neck level and that N is a neck list.
All that is left to describe is a measure of how individual relations are to be picked. Here we consider a very general approach and all that we require are some properties of the measure with respect to a dynamical system on (T , N N ) we call the neck shift.
where N is a strictly increasing sequence of natural numbers. We define the neck shift Π :
where 1 N1 is the node at level N 1 consisting solely of 1s.
Whereas P was the product measure for random homogeneous systems above, we now only require P to be an ergodic Π-invariant Borel probability measure such that the first neck has finite expectation and necks are independent.
where N is a strictly increasing sequence of natural numbers, and let Π be the neck shift. A code-tree measure is any Π-invariant Borel measure on (T × N N ) such that
and for all open
The topology here is the product topology of the previously stated topology of T with the discrete topology on N N .
We note that condition (1.1) guarantees independence between neck levels, which further implies strong mixing and ergodicity of the neck shift. Without loss of generality we assume that all (τ, N) ∈ (T , N N ) have infinitely many necks, since this set has full measure with respect to the neck measure P.
Clearly, the shift map σ on Ω for random homogeneous attractors satisfies the conditions of a neck measure and so does the natural measure for V -variable sets. In Section 4.2 we will prove that this model does not admit any gauge function but we will first consider simple reductions of this model.
We end by referring the reader to [RU11] and [Tro17b] for other approaches using random graphs which overlap with this model to some extend.
Hausdorff and packing measure of random attractors
We often have to assume some conditions on the overlaps of images in the iterated function systems to state meaningful dimension theoretic results. In this article we will make use of the uniform open set condition, but remark that some of the quoted results require slightly different overlap conditions. s for λ ∈ Λ and note that we assume Condition 2.2. Let (L, µ) be a random iterated function system. We assume that there exists N such that N λ ≤ N for all λ ∈ Λ and there exist 0 < c min ≤ c max < 1 such that c min ≤ c j i ≤ c max for all i ∈ Λ and j ∈ {1, . . . , I i }. For the random recursive model we further assume E(S 0 λ ) > 1 and for the random homogeneous model we assume E(log S 0 λ ) > 0. We note that Condition 2.2 implies that c s min ≤ S s λ < N and s log c min ≤ log S s λ < log N for all s ≥ 0. We immediately obtain that E(S s τ1 ) < ∞ (random recursive) and E(log S s ω1 ) < ∞ (random homogeneous) for all s ≥ 0. Note that under these conditions we also have Var(log S If such s exists it must necessarily be the almost sure Hausdorff dimension, i.e.
Proposition 2.4 (Graf [Gra87] ). Let (L, µ) be a random iterated function system satisfying the UOSC and Condition 2.2 with associated random recursive set F τ and write
For random homogeneous attractors an analogous result holds. This is a special case of the one considered in [RU11] .
Proposition 2.5 (Roy and Urbanski [RU11] ). Let (L, µ) be a random iterated function system satisfying the UOSC and Condition 2.2 with associated random homogeneous set F ω with almost sure Hausdorff dimension
In fact, more is known. If an attractor is not almost deterministic the packing measure of the random homogeneous attractor F ω and the random recursive attractor F τ is infinite almost surely, see Roy and Urbanski [RU11] and Berlinkov and Urbanski [BM02] , respectively.
Exact Hausdorff and packing measure for random recursive constructions
Recall that a gauge function h :
is a left-continuous, non-decreasing function such that h(r) → 0 as r → 0. If there exists a constant λ > 1 such that for all x > 0 we have h(2x) ≤ λh(x) we say that h is doubling. Recall the definition of the h-Hausdorff measure.
Definition 2.6. Let F ⊆ R d and let h be a gauge functions. The h-Hausdorff δ-premeasure of F is
where the infimum is taken over all countable δ-covers. The h-Hausdorff measure of F is then
Note that the gauge function need only be defined and non-decreasing on [0, r 0 ] for some r 0 > 0 since we are only concerned in its limit as r → 0. Without loss of generality we shall assume that h(t) ≤ h := min{1, sup h(s)} where the supremum is taken over the largest interval where h is defined and non-decreasing. Further we set h(t) = h for all t > r 0 . For example, by writing h(t) = t log log(1/t) we mean h(t) = log t log log(1/t) for t ≤ r 0 r 0 log log(1/r 0 ) for t > r 0 , where r 0 is the unique solution to log log(1/r 0 ) = (log(1/r 0 )) −1 , its unique stationary point. For the random recursive case, Graf, Mauldin, and Williams determined the natural gauge that gives positive and finite Hausdorff measure.
Theorem 2.7 (Graf, Mauldin, and Williams [GMW88, MGW87] ). Let (L, µ) be a random iterated function system that is not almost deterministic. Let F τ be the associated random recursive attractor. Assume that
The authors then proceed to give technical conditions under which 
For the packing measure to be positive and finite the appropriate gauge function is
with m = ess inf N > 1 Berlinkov and Mauldin [BM02] provide the following, more general result for the packing measure of random recursive sets. Under the same almost deterministic condition they show that the s-dimensional packing measure is positive and finite almost surely. When this fails, the packing measure is ∞ almost surely, assuming the UOSC in both cases. Let s denote the almost sure packing dimension. The authors prove that for the gauge function
the packing measure is almost surely finite. We remark that the constant β may not exist and only coincides with the β 0 in the Hausdorff measure statement in trivial cases. Additionally, Berlinkov and Mauldin give an integral test [BM02, Theorem 6] to determine whether the packing measure is 0 almost surely. They further conjecture a lower bound that Berlinkov proved in [Ber03] : If the random variable S s λ is of exponential type, i.e. if
for some C, β > 0 and all a ∈ (0, 1), then the packing measure is positive and finite almost surely with gauge function h s β (t).
Bounds on the gauge function for random homogeneous constructions
It is of course of interest to determine the gauge functions for which one obtains positive and finite measure for random homogeneous systems. In particular, self-similar and selfconformal sets that satisfy the open set condition have positive and finite Hausdorff measure. One might expect that random homogeneous are of a similar nature and that a gauge function of the form t s (log log(1/t)) β for some exponent β should work for all natural random code-tree constructions.
However, we will show that this turns out not to be the case. Indeed, for s = F ω , we argue that the correct gauge function should be of the form h 1 (t) = t s exp (log(1/t))(log log log(1/t)) .
Let β, γ ∈ R, we similarly define
Equicontractive homogeneous random attractors
The first thing to note is that h 1 (t, β, γ) is doubling in t.
Lemma 3.1. Fix β, γ > 0. There exists t 0 , ρ > 0 such that
Proof. Let κ ∈ R and
This is well defined for log log β(x + κ) > 1 =⇒ x > e e /β − κ. It can easily be seen that this function is strictly increasing in x, and differentiating we obtain,
.
Now substituting κ = − log 2 and x = − log t, i.e. x+κ = log(1/2t), we obtain, for 0 < t < t 0 and t 0 > 0 small enough, 0 ≤ β log(1/(2t) log log(β log 1/(2t)) − β log(1/t) log log(β log 1/t) ≤ ρ 0 , and
as required.
We require some further results on homogeneous systems satisfying the UOSC. Let ε > 0 and O be the open set guaranteed by the UOSC. We define Ξ ε (ω) be the words in C * ω such that |f e (O)| ≤ ε, but |f e − (O)| > ε for all e = e 1 e 2 . . . e k ∈ Ξ ε (ω), where e − = e 1 e 2 . . . e k−1 .
Lemma 3.2. Assume that (L, µ) satisfies the UOSC. Then
for all z ∈ F τ and ε ∈ (0, 1], where O is the open set guaranteed by the UOSC.
A proof for this lemma can be found in [Tro17a, Lemma 5.1.5] and [Tro17c] .
For ease of exposition we deal with the basic case where all maps in a fixed IFS contract equally. Recall that we assume E(S 0 ω1 ) > 1 throughout. Theorem 3.3. Let F ω be the random homogeneous attractor associated to the RIFS (L, µ) satisfying the UOSC and suppose that c i λ = c λ ∈ [c min , c max ] for every i ∈ {1, . . . , #I λ } and λ ∈ Λ, where 0 < c min ≤ c max < 1. Let ε > 0, s = ess dim H F ω and β = Var(log S s ω1 )/η for some η ∈ R (arising in the proof ), then
To prove this we need the Law of the iterated logarithm (LIL), see e.g. Athreya and Lahiri [AL06] .
Proposition 3.4 (Law of the iterated logarithm (LIL)). Let {X i } i∈N be a sequence of i.i.d. random variables on a probability space (Ω, P ) with mean m 0 = Ω X 0 dP (ω) and variance V 0 = Var(X 0 ). Then, almost surely,
and similarly
Proof of Theorem 3.3. Let O be the open set guaranteed by the UOSC, we assume without loss of generality that |O| = 1. From the definition of Hausdorff measure
Note that we can apply the law of the iterated logarithm, Y i ≤ −(1 − ε/2) 2vk log log(vk) for infinitely many k ∈ N = 1 Let (i 1 , i 2 , . . . ) be a sequence of indices where the above inequality holds. Note that c min ≤ C k ω < c max for all ω and k, and so log c min ≤ log C k ω < log c max . Therefore, for some uniform η ∈ [log c min , log c max ], we have log C i k ω / η ≥ 1 for infinitely many k, for almost all ω. We can thus choose η the greatest value for which this is satisfied.
We get, almost surely,
completing the proof.
We note that if c λ = c for every λ, then η = log c. Note also the following corollary which implies that the 'fine dimension', i.e. the dimension according to the gauge function, is distinct from the random recursive case.
Corollary 3.5. Let F ω be the random homogeneous attractor associated to the RIFS (L, µ) satisfying the UOSC and suppose that c i λ = c λ ∈ [c min , c max ] for every i ∈ {1, . . . , #I λ } and λ ∈ Λ, where 0 < c min ≤ c max < 1. Let h s β (t) = t s (log log(1/t)) β , where s = ess dim H F ω and β > 0, then H
This
While the proof can be found in a number of places (e.g.
[Ols03]), we recall it for completeness.
Proof. Consider any countable open cover
But then, taking the infimum for each δ > 0, we have
Theorem 3.7. Let F ω be the random homogeneous attractor associated to the RIFS (L, µ) satisfying the UOSC and suppose that c i λ = c λ ∈ [c min , c max ] for every i ∈ {1, . . . , #I λ } and λ ∈ Λ, where 0 < c min ≤ c max < 1. Let ε > 0, s = ess dim H F ω and β 0 = η 0 Var(log S s ω1 ) for some η 0 ∈ R (arising in the proof ), then
Proof. We use the same notation of the proof of Theorem 3.3. Let ε > 0 be given and write v = Var(Y 1 ). Then the law of the iterated logarithm, Theorem 3.4, implies
Y i ≤ −(1 + ε) 2vk log log(vk) for infinitely many k ∈ N = 0 and so, writing
for any C ∈ R. Since c λ is bounded away from 0 and 1, the sequence η k (ω) is uniformly bounded in k and ω. Therefore there exists uniform η 0 such that (3.1) holds with η k (ω) replaced by η 0 . Then, on a full measure set,
holds for all k ≥ l 0 (ω).
We define a random measure ν ω on F ω . Assume e ∈ C k ω for some k ∈ N, for every basic cylinder we set
This extends to a unique random measure ν ω on F ω for every ω ∈ Ω by Carathéodory's extension theorem. We now show that, almost surely, there exists
, by Lemma 3.2, where k(u) is the common length of all e ∈ Ξ u (ω). Note that by assumption k(u) ≥ l 0 (ω). Therefore, using (3.2),
Recall that h 1 is doubling, c ω1 c ω2 . . . c ω k = D k (ω) < u, and so there exists κ > 0 such that
Now, using the mass distribution principle, Theorem 3.6, we conclude
The desired conclusion follows from the fact that C was arbitrary.
Note that the constants η and η 0 might not coincide, and thus β = β 0 might not hold. Both Theorems 3.3 and 3.7 seems to suggest that h 1 (t, β, 0) with β = β 0 is the correct function that gives positive and finite Hausdorff measure. However, we will now show that not only is there no β such that
but there does not exist any gauge function h that gives positive and finite Hausdorff measure.
4 The non-existence of gauge functions for self-similar code-trees with necks
In this section we will prove our main result, namely that random code-trees with necks and random homogeneous attractors do not admit a gauge function, provided they are not almost deterministic. First, we will prove the equicontractive random homogeneous case as its proof is considerably simpler than the full case. Further, the simplistic equicontractive case gives a better intuition as to why the gauge function cannot exist, something that can more easily get lost in full generality.
Before we deal with these we first show that we can without loss of generalisation assume h(t) is of the form h(t) = t s+g(t) where g(t) ր 0 from below as t → 0. Consider a self-similar code-tree with necks. By Condition 2.2 the attractor has positive Hausdorff dimension. Since having Hausdorff dimension greater than α > 0 is a tail event, ergodicity implies that there exists an almost sure Hausdorff dimension s. Thus log(h(t))/ log(t) → s and g(t) → 0. Further, H s (F τ ) = 0 almost surely and we must have g(t) ≤ 0 for positive h-Hausdorff measure. Lastly, we can assume g(t) to be increasing as there is no 'preferred' scale, i.e. the contractions that are randomly chosen are bounded away from 0 and 1 and the expected block size is finite, and having positive and finite measure is a tail event with probability 0 or 1.
Equicontractive homogeneous random attractors
Let us first consider the case when (L, µ) satisfies the UOSC and all maps in all IFSs have the same contraction rate c ∈ (0, 1). Then,
As we will show below, finding a gauge function for positive and finite Hausdorff measure reduces to the problem of finding a gauge function such that
Therefore, the problem of finding a suitable gauge function becomes equivalent to finding a (fixed) sequence (h k ) such that lim inf k→∞ h k + k i=1 X i is positive and finite for some sequence of i.i.d. random variables X i with positive variance. Something that clearly does not exist by the Central Limit Theorem.
Since the general case is somewhat more complex to deal with, we will first prove the same result for equicontractive sets using methods that will generalise more readily. Throughout the remainder of this section we assume that (L, µ) satisfies the UOSC and is equicontractive, i.e. for every λ ∈ Λ all maps f i λ ∈ I λ have contraction ratio c i λ = c λ . This is slightly more general than the case considered just above. We will continue to assume Condition 2.2 and that (L, µ) is not almost deterministic. In particular, this means that there exists 0 < γ < 1 and ε > 0 such that
where s is the almost sure Hausdorff dimension of the homogeneous random attractor F ω with ω ∈ Ω = Λ N and P H = µ N . Let h be an arbitrary gauge function. Given ω ∈ Ω we obtain
The equicontractive case is simpler for two reasons. First, it allows us to write the sum of gauge values as the product of the number of descendants with the gauge function at a single value. Further, the equicontractive property also implies that the Hausdorff measure is given by the lower limit of the sums of gauge functions values.
Lemma 4.1. Let (L, µ) be a RIFS that satisfies the UOSC, Condition 2.2, is equicontractive, and let F ω be the associated random homogeneous attractor. Then, for any gauge function h, and all ω ∈ Ω there exists κ ω > 0 such that
Proof. Let O be the open set guaranteed by the UOSC. Clearly,
and so
for some κ ω . For the lower bound, we see that {f e (O)} e∈C * ω is a Vitali cover. A standard argument then gives that for every ε > 0 there exist subsets of C k ⊂ C * ω such that for every v, w ∈ C k , neither v is a parent of w or vice versa, and that every v ∈ C k has length at least k. Using Lemma 3.2, we can extend C k to a full tree by admitting at most (4/c min ) d many further cylinders. Thus, for some set
Now note that by homogeneity, we can assume that all e ∈ C ′ k must be at the same tree level k. This follows from the observation that, if e and f are two different nodes in levels k e > k f then there exists a parent of e, say e ′ , in level k f that does not have f as a descendant. Further, there exists a (non-trivial) collection of descendants e i such that h(c ei ) ∼ h(c f ). But since all the descendants of f behave exactly as the descendants of e ′ , we do not need to consider the children of e ′ for an efficient cover. By induction this extends to a comparable cover over a single tree level and
for some κ ω > 0. Since ε was arbitrary, the desired conclusion follows.
We are now ready to state and prove our main theorem of this section.
Theorem 4.2. Let (L, µ) be a RIFS that satisfies the UOSC, Condition 2.2, is equicontractive, and let F ω be the associated random homogeneous attractor. Let h be a gauge function, then for almost all ω ∈ Ω, H h (F ω ) ∈ {0, ∞}.
In particular, there exists no gauge function such that the h-Hausdorff measure is positive and finite almost surely.
Proof. In light of Lemma 4.1 all that remains is to show that the right hand side of (4.2) is 0 or ∞ almost surely, irrespective of h. Now {0 < H h (F ω ) < ∞} is a tail-event and thus has probability 0 or 1 by Kolmogorov's Zero -One Law. Therefore, we assume for a contradiction that
Recall equation (4.1), which implies that there exists positive probability p 0 such that a letter λ is picked that lowers the sum. Call the set of letters B. Using the assumption that h(t) = t s+g(t) for some decreasing g(t) ≤ 0, let ε > 0 be as given in (4.1) and choose t 0 such that g(t) ≥ −ε for all 0 ≤ t < t 0 . Then,
for some 0 < γ < 1 as given in (4.1).
For i ∈ Z, we define level sets E i by
Clearly, i∈Z E i is a disjoint union with full measure and there exists j 0 ∈ Z such that P H (E j0 ) > 0. Since c max < 1, there exists k 0 such that c e < t 0 for all e ∈ C k ω , where k > k 0 . For ω ∈ i∈Z E i we write ζ k (ω) for the k-th time of being close to the lower limit, i.e.
Recall that positive and finite Hausdorff measure is a tail event. Thus, inserting a letter almost never changes the Hausdorff measure from a positive and finite value to one in {0, ∞}. We therefore assume, without loss of generality, that the insertion of a letter does not change the word belonging to the tail event {0 < H h (F ω ) < ∞}.
Now consider E j0 (i), where
and ω ζj (ω ′ )+1 ∈ B, and ω k+1 = ω
Further, for every ω ∈ E i , the letters at positions ζ j (ω) cannot be followed by a letter b ∈ B. This is because if such a letter was at this position, by equation (4.3), ω ∈ E l for some l < i, a contradiction to the initial hypothesis. Since ω ζj (ω)+1 / ∈ B we must also have E j0 (i) ∩ E j0 (i ′ ) = ∅ for all i = i ′ , as otherwise it would contradict the ordering of exceptional positions. But then
proving our main statement.
Gauge functions for random code-trees with necks
The proof for equicontractive systems is fairly straightforward and its generalisation above relied to a heavy degree on the comparability of the evaluation over level sets with the Hausdorff measure. Allowing different contraction rates, this no longer holds for all ω. Our proof for the general case will imply that they are still comparable almost surely, but this is a trivial conclusion and we do not know this a priori. Instead, we will consider splitting up the tree and assigning values to each node corresponding to the minima achieved below it. We will then adopt the method above to obtain a similar contradiction to the positivity and finiteness assumption. We start by extending the almost deterministic condition to random code-trees with necks.
Definition 4.3. Let L be a family of IFSs that satisfy the UOSC and Condition 2.2. Further, let P be a code-tree measure (see Definition 1.7). We call the random code-tree fractal associated with P almost deterministic if
where s is the almost sure Hausdorff dimension of F τ .
Since N 1 (τ ) = 1 for all random homogeneous attractors, these definitions coincide. Note, as in the equicontractive random homogeneous case, that if the random code-tree fractal is not almost deterministic, there exist 0 < p 0 , ε, γ < 1 such that
where s is again the almost sure Hausdorff dimension of F τ . This allows us to establish a similar drop in the gauge function.
Lemma 4.4. Let L be a family of IFS that satisfy the UOSC and Condition 2.2. Let P be a random code-tree measure and assume that F τ is not almost deterministic. Further, let h(t) be any gauge function. Then there exist B ⊂ T and t 0 ∈ (0, 1) such that P(B) = p 0 > 0 and for all 0 < t ≤ t 0 , sup
The proof is almost identical to the first part of the proof of Theorem 4.2 and omitted here. If we were able to prove that
we could use the same strategy as in Theorem 4.2. However, it seems unlikely to hold in generality as we have no control over the behaviour in between neck levels. We shall use a different, yet in same ways similar strategy to prove our main theorem.
Theorem 4.5 (Main Theorem). Let L be a family of IFS that satisfy the UOSC and Condition 2.2. Let P be a random code-tree measure and assume that F τ is not almost deterministic. Further, let h(t) be any gauge function. Then,
In particular, there does not exist a gauge function that gives positive and finite measure almost surely.
Before we give the proof we recall the notion of sections and minimal sections.
Definition 4.6. Let Σ * be the N -ary tree. A finite subset M ⊂ Σ * is called a section if every long enough node v ∈ Σ * has an initial word in M . That is, there exists some l 0 such that for every l ≥ l 0 and every v ∈ Σ l there exists w ∈ M of length l w such that v i = w i for all 1 ≤ i ≤ l w . A section M is referred to as a minimal section if no proper subset of M is a section.
Proof of Theorem 4.5. Recall that O is the set guaranteed by the UOSC. We start by assuming, for a contradiction, that with positive probability 0 < H h (F τ ) < ∞. Since we are again dealing with a tail event, we can further assume that P{0 < H h (F τ ) < ∞} = 1 by Kolmogorov's Zero -One Law. Instead of relating the Hausdorff measure to level sets, we will relate them to tree sections.
For any section M ⊂ Σ * ,
for some κ τ > 0. In particular this holds for all minimal sections, and we will use these to obtain a lower bound to the Hausdorff measure. Let M k be a minimal section such that every v ∈ M k has length at least k and let M k be the set of all such minimal sections. Assuming the uniform strong separation condition, i.e. f λ1 (∆) ∩ f λ2 (∆) = ∅ implies λ 1 = λ 2 , where λ 1 , λ 2 ∈ Λ and ∆ is as in Definition 1.2, it is easy to show that
We refer the reader to Furstenberg [Fur14] which provides a proof for h(t) = t s . The general gauge function case is identical and left to the reader. First, notice that by similar reasons to Theorem 4.2 we can, without loss of generality, assume
However, we are interested in the case where L satisfies the UOSC rather than the uniform strong separation condition. To this end, we can modify our sections to only allow elements that do not overlap, thus artificially forcing strong separation. That is,
for some κ τ . But, using Lemma 3.2,
We conclude,
and redefine κ τ such that
, ∞}. Instead of tree levels, we consider minimal subsections at neck levels. Let M * = M k and set S τ (t) = inf
Clearly,
as the leftmost sum is non-decreasing in k, for all τ ∈ T . So, our initial assumption is also equivalent to
) converging to some non-zero and finite value from below for almost every τ .
Let T ′ denote the full measure set for which there exist infinitely many necks. We define
to be the set of realisations that converge properly to its limit. First, we assume that P(E) > 0 to derive a contradiction in a similar spirit to the homogeneous case. Let k 0 be such that c Tτ (v) < t 0 for all v ∈ k≥k0 Σ k . For i ∈ Z, we analogously define level sets E i by
where γ is given in Lemma 4.4. Again, E * = i∈Z E i is a disjoint union with full measure and so P(E * ∩ E) > 0. Thus there exists j 0 ∈ Z such that P(E ∩ E j0 ) > 0. For τ ∈ E * we write ζ k (τ ) for the k-th neck level not less than k 0 such that a 'jump' in value occurs at the next neck. i.e.
First note that for a given τ ∈ E * , there must be some v ∈ Σ * of length
) as otherwise the value would not jump. Further, this jump implies that the shift σ v k τ / ∈ B for v k = (1, 1, . . . , 1) ∈ Σ N k . Thus we can form a new set by inserting a new neck block at this jump value that decreases the Hausdorff measure and set
Now P is invariant with respect to neck-shifts and in-between necks are independent. We can therefore conclude that P( E j0 (i)) = p 0 P(E j0 ) > 0 and obtain
and so P(E) = 0.
Since we have reached a contradiction, we must conclude that
has full measure. We immediately conclude that sums of any section with word length at least k 1 (τ ) give an upper bound. Since neck levels are independent we can also conclude that K ∩ B ∩ T ′ has full measure. Let S be all minimal sections such that all v ∈ S have length greater than k 1 (τ ) and
There must exist
we can use the maximal contraction rate c max and the maximal splitting N to conclude that there cannot be more than n 0 = (N k+1 −N k ) log(N (c max )
s−ε )/ log γ consecutive necks in B. However, under our assumptions, the value of S σ v 0 (T τ (v 0 )) does not depend on the order of the letters past l 0 and there cannot be more than n 0 occurrences of necks in B after k 1 (τ ). Hence there are only finitely many necks shifts in B, a contradiction. We conclude that, almost surely, the h-Hausdorff measure is zero or infinite.
Exact packing measure
The packing measure can be considered the dual of the Hausdorff measure. For arbitrary gauge functions we define it thus. 
Which can easily be seen to be similar to the definition of the Hausdorff measure with one important difference; we need to to take the second infimum (5.1) to guarantee the measure is countably stable.
We note that there are topological conditions that can help us avoid taking the second infimum. Recall that dim P (F ) = dim B (F ) if F is compact and dim B F ∩ O = dim B F for every open set O that intersects F non-trivially, see [Fal14, Corollary 3.10] . Similarly, we can prove the following Lemma.
Lemma 5.2. Let L be a family of IFS and let P be a random code-tree measure with associated attractor F τ . Let h(t) be a doubling gauge function and assume that all maps f i λ ∈ I λ ∈ L are strict contractions such that there exist 0 < c min ≤ c max < 1 such that
for all λ ∈ Λ and i and all x, y ∈ R d . Let τ ∈ T , then
Note that we did not make any assumption on the contractions and separation conditions in this Lemma.
Proof. Equation (5.3) follows from the definition of P h and it remains to show (5.2), i.e. we need to show that
is compact, and so we can assume that {E i } is finite. Thus there exists k and j such that there exists v j ∈ Σ N k (τ ) with f Tτ (vj ) (F σ v j τ ) ⊂ E j . So, for some n dependent on the cover,
where the infimum is taken over all finite covers and κ is a finite constant arising from the maximal distortion of the map f (.) (bounded by c 
Bounds for equicontractive RIFS
Inspired by the recent progress on the packing measure of random recursive attractors mentioned above, we would hope that using the gauge h 1 (t, β, γ) should give similar similar convergence and divergence, depending on the sign of γ. This can be achieved by considering the natural dual to h 1 . Let s ≥ 0, γ ∈ R and β > 0, we set h * 1 (t, β, γ) = t s exp − 2β log(1/t) log log(β log(1/t))
We remark that, in light of Lemma 5.2, we only sketch proofs.
Theorem 5.3. Let F ω be the random homogeneous attractor associated to the self-similar RIFS (L, µ) satisfying the UOSC and suppose that c i λ = c λ ∈ [c min , c max ] for every i ∈ {1, . . . , #I λ } and λ ∈ Λ, where 0 < c min ≤ c max < 1. Let ε > 0, s = ess dim H F ω = ess dim P F ω and β * 0 = η 0 Var(log S s ω1 ) for some η * 0 ∈ R (arising in the proof ). Then P h * 1 (t,β * 0 ,ε) (F ω ) = ∞ almost surely.
Proof. By Lemma 5.2 we only have to analyse lim δ→0 P h * 1 (t,β * 0 ,ε) δ (F ω ). Let X denote the compact convex hull of X. Since c λ is uniformly bounded away from 0 and 1 and sup λ∈Λ #I λ < ∞ there exist l and there exists at least one e ch (ω) ∈ C l ω for which we have f e ch (ω) ( F ω ) ⊂ F ω . Thus we get, in a similar fashion to the Hausdorff measure argument,
collection of balls with 2r i < δ and
) and having used the law of the iterated logarithm in the last step.
Finally, we also obtain an upper bound.
Theorem 5.4. Let F ω be the random homogeneous attractor associated to the self-similar RIFS (L, µ) satisfying the UOSC and suppose that c i λ = c λ ∈ [c min , c max ] for every i ∈ {1, . . . , #I λ } and λ ∈ Λ, where 0 < c min ≤ c max < 1. Let ε > 0, s = ess dim H F ω = ess dim P F ω and β * = η Var(log S s ω1 ) for some η * ∈ R (arising in the proof ), then
holds almost surely.
Proof. By the homogeneity of the construction
for some κ > 0 depending on the diameter of F ω and the doubling properties of h 1 only. So, for an appropriately chosen η, we obtain the desired conclusion from the law of the iterated logarithm.
Existence of a gauge function
Lemma 5.2 is unfortunately not sufficient to allow us to prove the non-existence of a gauge function with positive and finite packing measure using the same approach as in Section 4. However, the underlying idea still holds as the packing measure should, intuitively behave like lim sup
We therefore conjecture
Conjecture 5.5. Let L be a family of IFS that satisfy the UOSC and Condition 2.2. Let P be a random code-tree measure and assume that F τ is not almost deterministic. Further, let h(t) be any gauge function. Then,
Implications for a random implicit theorem
There are two notable implications that our result has for random attractors in general. One concerns a random analogue of the implicit theorem due to Falconer [Fal89] , whereas the other concerns the question on whether V -variable models interpolate between random homogeneous and random recursive sets.
The implicit theorems
The implicit theorems are two statements about metric spaces that give a checkable condition for the set to have equal Hausdorff and upper-box counting dimension. Further, they give sufficient conditions for positive and finite Hausdorff measure. Both appeared first in Falconer [Fal89] but can also be found as [Fal97, Theorems 3.1 and 3.2].
Proposition 6.1. Let F be a non-empty subset of R d and let a > 0 and r 0 > 0. Write s = dim H F and suppose that for every set U that intersects F such that |U | < r 0 there is a mapping g : U ∩ F → F with a|x − y| ≤ |U | · |g(x) − g(y)| for every x, y ∈ F . Then, H s (F ) ≥ a s > 0 and the upper box-counting dimension of F coincides with s.
Heuristically, this means that if every small enough piece of a set F can be embedded into the entire set F without 'too much distortion', the Hausdorff measure is positive and all the commonly considered dimensions such as Hausdorff, packing, and box-counting dimension, coincide. Similarly, the second implicit theorem is.
Proposition 6.2. Let F be a non-empty compact subset of R d and let a > 0 and r 0 > 0. Write s = dim H F and suppose that for every closed ball B with centre in F and radius r < r 0 there exists a map g : F → B ∩ F satisfying ar|x − y| ≤ |g(x) − g(y0| for all x, y ∈ F . Then H s (F ) ≤ 4 s a −s < ∞ and the upper box-counting dimension is s.
Here, the intuitive picture is that every ball centred in F contains a 'not too small' copy of the entire set F . We remark that the second theorem can be applied to all self-similar and self-conformal sets and thus we conclude that their box-counting and Hausdorff dimensions coincide regardless of any overlap conditions. Further, we can conclude that their Hausdorff measure is always finite. If we additionally have overlap conditions such as the open set condition, we can apply the first implicit theorem and get not just finite but also positive measure.
It has been a long-standing question whether there exists some random analogue of such statement. It is certainly feasible that such a statement can exist, as it is known that the Hausdorff and box-counting dimensions agree for many common random models such as random recursive, V -variable, and also graph directed models, see [Tro17b] and references therein.
However, a general statement for random sets that includes a conclusion of positive and finite measure has been more elusive. It was known for a while that the Hausdorff measure of random recursive sets is 0 almost surely for reasonable random self-similar sets, as we have discussed in Section 2. Any potential implicit theorems with results on the positivity of the Hausdorff measure must have taken into account the underlying process and would have been associated with a gauge function for that process.
Our results show, however, that even though random homogeneous sets are very natural and should surely have come under the scope of such a theorem, the non-existence of a gauge functions means that there could not be such a general implicit statement.
The best one could hope for for such an implicit theorem is just a statement about the coincidence of Hausdorff and box-counting dimension, i.e. that it does not matter whether one takes the infimum over all coverings, but restricts oneself to coverings with sets of equal diameter.
V -variable interpolation
The V -variable model was first introduced to interpolate between the random homogeneous and the random recursive process. It was suggested in Barnsley et al. [BHS12] that the Hausdorff dimension of (reasonably picked) V -variable sets should interpolate between the two models. That is, let F V be the random set created by a V -variable process sharing the same RIFS (L, µ). Further, denote by F ∞ the random attractor of the associated random recursive set. Barnsley et al. claim in [BHS12] that ess dim H F V → ess dim H F ∞ as V → ∞ but only support this with some computational evidence. As far as we are aware, there is no known proof that the dimension converges. What is more, it is not even known whether this sequence of dimensions is increasing. The computational evidence seems to suggest the following conjecture.
