ABSTRACT Short-term traffic state forecasting is critical for real-time traffic control, but due to its complexity and its nonlinear nature, it is difficult to obtain a high degree of precision. The ''k-nearest neighbors'' model has been widely used to solve nonlinear regression and time series forecasting. This paper presents a traffic state forecasting method using adaptive neighborhood selection based on expansion strategy to search manifold neighbors to get higher precision with manifold neighbors. We propose a method of linear structure to handle the traffic data in Euclidean space to find a manifold neighbor that is more suitable for predicting traffic states. The results of extensive comparison experiments indicate that the proposed model can produce more accurate forecasting results than other classic algorithms.
I. INTRODUCTION
Traffic congestion is one of the severe problems that people face in daily life, causing great waste of resources and security risks. Advanced Traveler Information Systems (ATIS) as the part of the Intelligent Transportation Systems (ITS) can provide real-time traffic information to travelers, guide the drivers to make a reasonable choice of paths to ease traffic congestion. Moreover, short-term traffic state forecasting is an integral part of ATIS, and information services provided by ATIS need to be generated based on short-term forecast traffic conditions. Without short-term forecasting, the traffic information provided by ATIS can be lagging. Furthermore, traffic states involve many measures (such as speed, volume, occupancy, and so forth.) and the inherent nonlinearity and complexity of traffic flow affect the real-time prediction accuracy of traffic flow time series. A good forecasting model not only needs to make full use of the predictable characteristics of historical data to get the more accurate forecast, but also can adapt to the difference of spatial and temporal in traffic flow to ensure the stability of the forecasting result. Therefore, accurately and timely prediction of traffic state is still a very challenging issue.
In the past three decades, the research on short-term traffic forecasting methods can be divided into two categories: one is traditional mathematics and physics-based prediction methods, including the historical average model and time series model [1] - [6] , Kalman filtering model [7] - [9] , and exponential smoothing models, among others. The other category comprises prediction methods based on non-mathematical models, including neural networks (NN) [10] , [11] , nonparametric regression models [12] , [13] , and support vector regression (SVR) [14] , [15] . Due to the uncertainty, non-linearity, and complexity of the evolution of traffic flow, some scholars have applied the traffic flow model to explain the inherent law of the dynamic change of traffic flow and to predict the evolution of traffic flow according to this law. However, using the prediction method based on the mathematical model presents challenges to obtaining the spatial-temporal evolution of traffic flow. In contrast, the prediction methods of non-mathematical models-such as NN and SVM-do not require the construction of complex mathematical models, and the prediction accuracy can meet the requirements of ITS. However, such methods require more time to adjust the parameters, and often display weak adaptability. Nonparametric regression is one of the prediction methods of the non-mathematical model that do not require any prior knowledge of historical data. The new observation data can be easily added to the model, and the algorithm has better adaptability than traditional mathematics and physicsbased prediction methods. The k-nearest neighbor (KNN) model is one of the most commonly used methods in nonparametric regression. Chang et al. [16] , Guo et al. [17] , Bernaś et al. [18] , and Cai et al. [19] have all utilized KNN-based methods to predict traffic flow. The results showed that the prediction accuracy and computational efficiency compared with the traditional KNN model could be improved, and avoid the influence of subjective classification. Thereby, KNN-based model has been extensively used for short-term traffic state prediction.
The motivation for this article is the need for a more accurate and timely algorithm so that the evolution of the traffic state can be predicted effectively. One of the complexity-related features of traffic flow is the spatiotemporal feature [20] ; small differences in spatiotemporal characteristics can lead to significant differences in forecast results. A common KNN-based approach is to find traffic patterns with similar spatiotemporal characteristics [19] , [21] - [26] . Several methods have been proposed to find the similar traffic pattern. Yildirimoglu and Geroliminis [27] processed the original dataset through PCA to reduce its dimensions and to remove the noise; the resulting principal components were then used to cluster the days with similar traffic patterns. Zhang et al. [28] employed the Gray-Level Co-occurrence Matrix (GLCM) to extract spatiotemporal traffic features. Habtemichael and Cetin [21] obtained the similar traffic pattern by using the enhanced KNN with weighted Euclidean distance, which gives more weight to recent measurements. Guo et al. [17] utilized a hybrid of KNN and SVM as a prediction model to choose traffic patterns. Cai et al. [19] improved the KNN model to enhance forecasting accuracy based on spatiotemporal correlation and to achieve multistep forecasting. Chen et al. [26] defined a new Euclidean distance measured by the covariance of data attributes for extracting similar traffic patterns. However, one of the model's limitations is that KNN based on the Euclidean distance cannot consider the manifold characteristics of traffic flow in the neighborhood selection. The regularity of traffic flow at different times and locations can vary widely, such as on different dates and on different ramps. As shown in Fig.1 , A is the target point, and the blue dotted circle represents the neighbors of the target point A. Fig.1(a) uses Euclidean distance to select the nearest neighbors of target point A, and Fig.1(b) uses manifold distance to select the nearest neighbors of target point A. Fig.1 (b) selects adjacent points in the direction of the manifold curve according to the local feature of traffic flow.
The main contributions of this paper are listed as follows. We have defined a measure of linear structure for traffic flow data and proposed a neighborhood selection strategy, which was an adaptive neighborhood selection based on expansion strategy (ANSES) for traffic state prediction. To evaluate the effectiveness of the proposed method, real-world traffic flow data were collected from a freeway called US-26 in Portland, Oregon, USA. Extensive experiments were conducted to test and compare different parameters, and a traffic model for the short-term forecast is given. The experimental results show that the proposed traffic model can achieve better forecasting accuracy. Moreover, the model includes the novel application of Minkowski distance to the analysis of traffic flow characteristics.
The remainder of this paper is structured as follows. Section 2 describes the spatial-temporal characteristic of traffic flow, which accounts for the flow fluctuation by a manifold adaptive mechanism. Section 3 presents the proposed traffic state forecasting based on ANSES. In this section, we show how traffic data with different spatial-temporal information can be extracted by ANSES and predicted the future traffic state. Section 4 presents the real traffic data, extensive experiments, and detailed results analysis. Finally, we draw some conclusions in section 5.
II. DEFINITION OF SHORT-TERM TRAFFIC STATE FORECASTING

A. DESCRIPTION OF TRAFFIC STATE FORECASTING
Traffic prediction is an essential prerequisite for developing traffic management and control strategies by using forecasting algorithms, analyzing traffic flow data, and accurate and timely predicting the traffic state in the future. Accurate predicting the traffic state requires a large number of traffic flow data collection devices to enable the system to grasp realtime and historical the evolution of traffic flow. Traffic state prediction can be described as a machine learning problem, as shown in Fig.2 , which predicts the traffic state of the next period (blue) given the traffic state of the current and past series of prediction periods (red). The detector can detect the current data in real time and from a historical database. A valid prediction model must be able to make full use of the data in the database. In addition, upstream detector data can also provide useful information for predictive models.
The data that can be used for traffic state prediction includes multiple parameters such as speed, volume, and occupancy. The speed can vividly describe the evolution of traffic conditions and can be used to quantify traffic conditions. As shown in Table 1 , the grouping of traffic state at a speed of 20 km/h can be roughly transformed into the level of service.
B. SPATIAL-TEMPORAL CHARACTERISTICS OF THE TRAFFIC FLOW
The evolution of traffic flow is influenced by residents' travel, weather, road conditions and other factors. By analyzing a large number of traffic detectors' data, it is found that traffic flow has periodicity and similarity over a longer timescale. The spatial characteristics of traffic flow describe the geospatial distribution of vehicles on the road network. In the case of a road, there are significant differences of traffic flow in different sections, different driving directions and different lanes in a short period of time. As shown in Fig.3 , firstly, the historical traffic flow time series data at different positions show different fluctuation characteristics; secondly, the spatiotemporal characteristics have the manifold features, and the dissipation and accumulation are not accomplished in a single step. Thirdly, the spatiotemporal features that characterize the evolution of traffic flow are extracted, which helps to construct the traffic flow prediction model.
III. METHODOLOGY
Throughout the existing neighborhood selection algorithm, the researchers did not consider the influence of manifolds on neighborhood selection. Manifolds are smooth locally and are homeomorphic to Euclidean space; it is therefore necessary to construct each model neighborhood among the choice of neighborhoods to reflect the local smoothness of the manifolds-that is, linear structures with low dimensions locally. At the same time, in order to obtain a representation of the connected neighborhood map as accurately as possible, the adjacent neighborhoods must overlap as much as possible, and each neighborhood should contain as many points as possible.
A. THE MEASURE OF LINEAR STRUCTURE
Principal Component Analysis (PCA) is widely used as a classic linear dimension reduction technology. Given a data matrix X = (x 1 , x 2 , . . . , x n ), where x i ∈ R D is a vector, the goal of PCA is to map data matrix into a D dimensional linear subspace, which minimizes the error between projected data and the original data to the greatest possible extent. The formula is expressed as follows:
Where V is a matrix of D × d, and satisfied with V T V = I. The optimal solution is composed of the eigenvectors corresponding to the first d maximum eigenvalues of the sample covariance matrix XX T (assuming the sample has a mean value of 0). Let λ i be ith eigenvalue of the sample covariance matrix
Substituting this optimal solution into (1) and simplifying it gives:
tr(·) represents the trace of a matrix. The above is the view of classical PCA. In fact, given the dimension D, suppose the goal is to determine the extent to which the point of the data set X is close to D dimension linear subspace (In manifold learning, it is generally assumed that the dimension D of the manifold is known as a priori knowledge). The formula (2) gives a good heuristic. If all the points in a data set X are in the linear subspace of D dimension, the minimum value of formula (1) is 0. Intuitively, the closer the X and D dimension subspace, the smaller the minimum value. Projection error D i=d+1 λ i can measure the proximity degree of a point set X to D dimensional linear subspace, but this error does not consider the divergence of X itself, and its value depends on specific problems. It is necessary to consider the dispersion degree of X , normalized to the projection error. Then we use tolerance threshold η to measure the linear degree of X . The larger the value of η, the higher linear degree of X .
Given tolerance threshold, η ∈ (0.5, 1], if the formula 4 is established, it can be considered that all the points of X are located within a D-dimensional linear subspace.
B. THE DESCRIPTION OF ANSES
Based on the analysis in Section 3.1, assuming that the dimension of the manifold of data is d, a good neighborhood should satisfy both of the following criteria : 1) All the points in the neighborhood lie in some d-dimensional linear subspace;
2) Each neighborhood should contain as many points as possible.
Corresponding to these two principles, the adaptive neighborhood selection based on expansion strategy (ANSES) proposed in this paper uses (4) to measure the linearity of the finite point set. While ensuring that each neighborhood has a linear structure (given a tolerance threshold η), an expansion strategy is used to construct neighborhoods for each point. The basic idea of an expansion strategy is to initially assign a smaller neighborhood to each point and then expand the neighborhood to include as many points as possible while maintaining the neighborhood's linear structure. The specific steps are shown in table 2.
C. TRAFFIC STATE PREDICTION BASED ON ANSES
Considering that the traffic flow has the characteristic of manifold fluctuation, the traffic flow evolution of manifold VOLUME 6, 2018 fluctuation should be included in the neighborhood selection. As shown in Figure 4 , the main idea of traffic state prediction based on ANSES is as follows: firstly, in the preparation stage, we construct the historical traffic flow database. The traffic flow data collected by the cross-section detectors are used to construct a traffic flow database. Secondly, in the training phase, we extract the manifold features of the traffic flow data. The training data is selected from the database which can represent the characteristics of the manifold fluctuation, including the data collected by the target section and its upstream and downstream detectors. Thirdly, in the prediction stage, the ANSES strategy is used to reconstruct the neighborhood of the traffic flow data to be predicted. We utilize KNN, which is enhanced by ANSES and Minkowski distance, to select nearest cluster with the traffic flow data to be predicted as a forecast result. Such two measures of performance provide an in-depth understanding of the nature of the forecast errors. For example, MAPE provides the forecast error in terms of the percentage difference between the observed and predicted flow rates, RMSE provides the forecast error in terms of differences in the count of vehicles.
Where Y i is the ith observed value,Ŷ i is the ith forecast value, n is the number of samples.
IV. EXPERIMENTS A. DATA USED
The data used to evaluate the performance of the proposed model was collected in loop detectors provided by PORTAL (The Portland Oregon Regional Transportation Archive Listing) from Dec. 1st to Dec. 31st, 2016. These loop Insufficient forecast intervals will reduce the value of forecasting information; as the forecasting interval becomes larger, the probability of the occurrence of uncertain contingencies will increase, which will affect the accuracy of forecasting. The respective prediction intervals used in our experiments are 5 minutes, 10 minutes, and 15 minutes.
B. CONFIGURATION
In order to evaluate the performance of the proposed shortterm traffic flow forecasting model, we have conducted extensive experiments based on the above traffic data set. In this paper, two kinds of analysis modes are used for traffic state prediction: one is traffic state parameter prediction (selecting speed measure); the other is traffic state level prediction. We compare these with some widely applied traffic flow prediction algorithms, including KNN, MLP, Ridge regression and SVR. For KNN, k is set to 7. For MLP, we have used two hidden layers to enhance the learning capability of neural network and the popular RELU activation function because of its superior performance. The number of neurons in each layer is chosen from {16,32,64,96} such that optimal performance is achieved. For SVR, the Gaussian kernel function shows good features and strong learning capability; in our experiments, we also chose the Gaussian kernel function for forecasting. All of these algorithms were implemented in a Python environment on a PC with Intel(R) Core(TM) i5-2450M CPU and 12GB DDR3 RAM. Keras (a high-level neural networks toolbox) was employed to construct the MLP model, while Scikit-learn (a machine learning toolbox) was used to build KNN, Ridge, and SVR models. The parameters for ANSES algorithm are shown in Table 4 . 
C. SPATIOTEMPORAL FEATURES EXTRACTION WITH ANSES
First, the nearest neighbors are constructed by KNN and ANSES, as shown in Figure 6 . They are the nearest neighbors schematic diagram of KNN and ANSES. The nearest neighbors of the target A, which are chosen by the KNN (k=3, 7). KNN is measured by Euclidean distance. ANSES not only chooses the nearest neighbors of the manifold direction, but also selects the data points of the similar manifold in different spatiotemporal regions. The neighborhoods of the target B are relatively smooth, and when ANSES constructs neighborhoods, it contains most of the data points in the manifold direction. ANSES can choose neighborhoods adaptively according to manifold characteristics. Secondly, the Minkowski distance is used as a similarity measure to describe the temporal and spatial characteristics of traffic states. Figure 7 (a) is a map of traffic congestion propagation. The capacity of the bottleneck is reduced and the congestion vibration waves propagate to upstream. Figure 7(b) is the contour map of the traffic state of the traffic flow data drawn throughout the day in December 5, 2016. The red area LOS is A, and so on, the white area LOS is E. The blue line indicates the time span of congestion: the congestion area is filled with red and brown, and there are two periods of congestion in the whole day of US-26, which are 4:50-11:50 and 16:00-18:40.
The Minkowski distance is not a single distance, and instead is a group of distances. For the two vectors  A(x 1 , x 2 , . . . , x n ) and B(y 1 , y 2 , . . . , y n ) of n dimensions, the Minkowski distance is
As shown in Table 5 , when p = 1, the Minkowski distance is changed into the Manhattan distance. When p = 2, the Minkowski distance is exactly the Euclidean distance. When p → ∞, the distance is the Chebyshev distance.
Taking traffic flow data in December 5th, 2016 as an example, there are two congestion periods throughout the day: the morning peak and the evening peak, as shown in Figure 8 (a). Starting from 0:00 of the speed time series, the Minkowski distance between each time series at 0:00 to 24:00 is calculated in turn, as shown in Figure 8 (b) ; red is Manhattan distance, black is Euclidean distance, and blue is the Chebyshev distance.
The three distance measurement methods can all describe the traffic flow congestion evolution on December 5th. However, when the traffic flow is quantified in Manhattan distance, there is more space to describe the nonlinear variation of traffic flow, so we choose the Manhattan distance to extract the temporal and spatial characteristics of traffic flow. (Specific analysis of distance measurement in the 4.5 section).
D. CHOOSING LAG DURATION AND TOLERANCE THRESHOLD
For the proposed ANSES, several variables must be predetermined so that the prediction error is as small as possible. These variables include comparing the appropriate manifold dimension d, candidate neighborhood m, lag time and tolerance threshold η.
First of all, with regard to the manifold dimension d, the main role of this parameter is to transform highdimensional data into low-dimensional data. In our experiments, the dimension of temporal and spatial feature vectors is 17856, and the dimension of traffic flow feature vector is 3, so the total sample size of input data is 17856 × 3 = 53568. Two-dimensional space make it easy to understand and identify physical characteristics of traffic flow, so d is set to 2 (the specific physical characteristics will be further studied in the next step). Second, with regard to candidate neighbors m, the role of this parameter is to determine the number of neighbors in the manifold direction. In each 24-hour a day, the peak period is generally about 10 hours, so m was set to 8 (10×60min/ 15min = 40).
It is also very important to use the best lag time and tolerance threshold in order to minimize prediction error. Lag time affects the performance of ANSES-based traffic prediction because it is a major variable for searching similar traffic states. The study considered a series of lag durations, ranging from 1 hour to 6 hours. To a certain extent, the shorter lag times are suitable for short-term traffic forecasting, while relatively long times are suitable for long-term traffic forecasting. Another variable that affects the accuracy of forecasting methods is tolerance threshold. In this paper, a large number of different thresholds of tolerance are considered, from 0.6 to 0.95. The impact of time lag and the number of candidates on forecast accuracy is shown in Figure 9 . It can be seen that as the lag duration increases, the prediction error increases, then starts to decrease slightly. This shows that the best lag period to identify similar traffic patterns should be relatively short; Likewise, thresholds of tolerance also affect the accuracy of the forecast, but to a lesser extent than the impact of the lag duration. As shown in Figure 9 , it can be seen that the deeper the color, the higher the MAPE and RMSE, and the larger the prediction error. The error is smaller when time lag is set to 1. Moreover, when the tolerance threshold η is greater than 0.75, MAPE and RMSE will also increase; giving consideration to both, the tolerance threshold η in this experiment is set to 0.75, and the time lag is set to 1 hour.
E. SPATIOTEMPORAL FEATURE OF TRAFFIC FLOW BASED ON Minkowski DISTANCE
Based on Minkowski distance, the temporal and spatial characteristics of traffic flow are visualized and analyzed, and 24 hours a day is divided into three time periods (Time Slot 1-before 5:00; Time Slot 2-5:00 to 20:00; Time slot 3-after 20:00) as shown in Figure 10 .
From the point of view of spatial characteristics, The traffic flow state of different lanes is basically similar by Minkowski distance. Taking p = 1 as an example, 100625, 100626 and 100627 detectors were smooth in Time Slot 1 and 3, and there are different levels of traffic congestion appear alternately. Although the milepost of the three detectors is 72.17, there are subtle differences. For example, the Minkowski distance of the 100627 detector is less than 100625 and 100626 during the evening peak period, which means that the traffic flow condition is more likely to evolve into LOS A.
In terms of temporal characteristics, the gradation of the Minkowski distance of Time Slot 1 and 3 are distinct, except that as p → ∞, the Minkowski distance of the 100625 and 100627 detectors overlaps, as shown in Figure 10 (g), (i). Time Slot 2 has a large fluctuation in Minkowski distance, which means that traffic flow is changing frequently. In the subsequent traffic state prediction, the parameter p of Minkowski distance is set to 1.
F. PREDICTION PERFORMANCE COMPARISON
To intuitively illustrate the prediction results of different methods (KNN, MLP, Ridge, SVR, and ANSES), we have shown the actual traffic flow, the predicted traffic flow, and the associated residual obtained by each method for 100625 detector in Fig. 11 . From these results, we can observe that the forecasting results of our method is closer to the actual traffic flow than any other competitors, which means the forecasted traffic flow has a similar pattern to the observed traffic flow. Thereby, the proposed ANSES model is able to minimize prediction error. The results indicate our method successfully selects the manifold neighborhoods of each traffic flow data point, thus providing an effective and reliable estimation of traffic flow evolution in practice.
The prediction errors (MAPE and RMSE) obtained by all methods are listed in Table 6 each method, except the proposed ANSES, is selected from 1 to 6 such that the best performance is achieved. From these results, we can observe that the performance of MLP, Ridge, SVR and ANSES are better than KNN. Among these four models, ANSES is better than MLP, Ridge, and SVR, especially the traffic state prediction in 5 minute intervals. When the relationship between the upstream and the downstream is also linear or close to linear, these three models (MLP, Ridge and SVR) can yield better performance in shortterm forecasting. However, the variations in traffic flow are inherently complex and highly nonlinear, especially in the case of transportation networks, where many potential factors may affect the traffic flow at the target site. In the spirit of machine learning, MLP with two hidden layers and SVR with Gaussian kernel function achieve better results than the Ridge model. Actually, MLP outperforms Ridge on five detectors in terms of prediction error, thus demonstrating strong nonlinear mapping ability. Owing to the kernel function introduced, SVR is able to solve nonlinear prediction problems in an elegant manner, thus producing notably smaller errors in comparison with Ridge. These results verify that the traffic flow has inherent nonlinear characteristics that must be taken into account. The proposed ANSES outperforms all other methods, regardless of the specific target site. For example, in comparison with KNN, it improves the performance by 10%-48%, depending on specific site. These results demonstrate that ANSES considering manifold neighbors is able to provide more accurate predictions of the future traffic state. To evaluate the performance of forecasting each traffic state, detector 100625 is taken as an example. For comparison, all the methods are performed on the same training set and testing set. As shown in Figure 12 , the first comparison is the performance of five methods in different traffic states. The MAPE and RMSE of the five traffic states generally show a downward trend; that is, the prediction accuracy of traffic state 1 is lower and the prediction accuracy of the traffic state 5 is higher. The reason for this trend is strongly related to the traffic flow data. According to the analysis in section 4.3, most of the traffic flow is steady; that is, the traffic level is 5. Similarly, the number of the traffic level 1 data is small, and the data used for training are correspondingly smaller, which directly affects the prediction accuracy. In comparison with KNN, MLP, Ridge, and SVR, ANSES has some advantages, especially when the traffic state level is 1, and MAPE is less than 4%. RMSE is similar to KNN, MLP, Ridge, and SVR, especially when traffic states are at levels 2, 3, and 4. ANSES-based forecast error is lower than the KNN, and it can extract more spatiotemporal features from the traffic data. Figure 13 shows the box plots of the five prediction methods within 24 hours. The horizontal bars represent the prediction errors of 90%, 75%, median, 25% and 10%, respectively. The squares in the Figure 13 represent the mean and do not contain outliers. ANSES has some advantages over other classic models, especially at 75% quantile.
V. CONCLUSION
The ability to promptly and accurately predict the evolution of traffic is vital to proactive traffic management and to provide travelers with reliable travel times. In this paper, we propose a short-term traffic state forecasting method, which is based on ANSES, to predict traffic states. Also, ANSES model variables are optimized, applied to different detectors collected from different sites, and compared with other models to estimate the performance of the method. The experimental results verify that the proposed model is able to achieve better forecasting performance in comparison with other widely applied approaches. This study provides the following findings:
• Manifold features of traffic flow that exists within the datasets can be used to provide reliable and accurate short-term traffic state forecast.
• ANSES is an effective strategy to identify the trend and regularity of the traffic flow from large sets of archived data. One of the limitations of ANSES is that the collection of speed data was based only on the highway system, and does not take urban roads into account. Another limitation is that the impact of factors affecting traffic operations-such as weather conditions, the proportion of heavy vehicles, and the occurrence of incidents-have not been addressed. Future work will focus on traffic state forecasts at the network level, as well as understanding the physical meaning of Minkowski distance corresponding to the traffic states, and the forecasting model will include external factors which can influence traffic operations. 
