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Введение. Искусственная нейронная сеть находит эффективное 
применение в различных областях [1–5]. В течение последнего десяти-
летия технологии машинного обучения занимают ведущую роль в обла-
сти искусственного интеллекта [1]. Это подтверждают последние дости-
жения в области обработки изображений, видео, речи, естественного 
языка, больших объемов данных и их визуализации и т. д. [1–5]. Эти 
достижения прежде всего связаны с новой парадигмой в области ма-
шинного обучения, а именно с глубоким обучением и глубокими нейрон-
ными сетями [2, 6–18]. Однако во многих существующих приложениях 
важной проблемой являются ограниченные вычислительные мощности, 
которые не позволяют использовать глубокие нейронные сети. Поэтому 
дальнейшее развитие упрощенной архитектуры является достаточно 
важной задачей. В особенности следует отметить, что для многих суще-
ствующих приложений, упрощенная архитектура может показать точ-
ность, сопоставимую с глубокими нейронными сетями. 
Сверточные нейронные сети (convolutionalneuralnetworks, CNN) 
являются дальнейшим развитием многослойного персептрона и неоко-
гнитрона и широко используются для обработки изображений. Общая 
концепция конволюционных сетей была предложена в 1989 г. и затем 
была доработана в 1998 г. введением архитектуры сверточной сети 
LeNet-5. Основателями данного класса сетей являются Ян Лекун (Yann 
LeCun) и Иошуа Бенджио (Yoshua Bengio) [19, 20]. Нейробиологической 
основой для создания сверточных нейронных сетей являются исследо-
вания зрительной коры головного мозга кошки нейробиологами Д. Хью-
белом и Т. Визелом. Они открыли два типа клеток в зрительной коре: 
простые и сложные. Простые нейроны следят за своим рецептивным 
полем и выделяют примитивные (низкоуровневые) характеристики 
образа, такие, как прямые линии под разными углами и т. д. Сложные 
нейроны осуществляют интеграцию примитивных характеристик обра-
за для построения высокоуровневых признаков. 
Сверточные нейронные сети в отличие от многослойного персеп-
трона позволяют учитывать топологию изображений и являются инва-
риантными к сдвигам, масштабированию и другим искажениям входно-
го образа. В настоящее время их эволюция происходит по пути увели-
чения количества слоев (глубины), в результате чего появились глубо-
кие сверточные нейронные сети (deep CNN). Благодаря глубокой ар-
хитектуре такие сети позволяют достичь точности распознавания ру-
кописных цифр (база данных MNIST) 99.65% на тестовой выборке. 
В данной работе показано, что высокая точность распознавания 
может быть получена на редуцированной сверточной сети без при-
менения дополнительных приемов к обучению (искажение цифр, 
регуляризация и т. д.). В работе рассматриваются основные принци-
пы построения и обучения сверточных нейронных сетей. Разработа-
на упрощенная архитектура сверточной нейронной сети, которая 
позволяет классифицировать рукописные цифры с точностью 
99.29% (ошибка тестирования 0.71%), что является лучшим резуль-
татом в классе неглубоких (shallow) сверточных нейронных сетей 
(http://yann.lecun.com/exdb/mnist/). 
 
1. Анализ предыдущих результатов и постановка задачи. 
Дана база данных MNIST, которая содержит 60 000 изображений для 
обучения и 10 000 изображений для тестирования. Каждое изобра-
жение имеет размерность 28х28 пикселей в градациях серого. На 
рис. 1 приведены примеры рукописных цифр из данной базы. 
 
 
Рисунок 1 – Пример первых 12 цифр из обучающего набора MNIST 
 
Имеются лучшие результаты одиночных сверточных нейронных 
сетей по распознаванию рукописных цифр, которые приведены в 
таблице 1 (http://yann.lecun.com/exdb/mnist/). 
Как следует из таблицы, результаты применения нейронных сетей 
различаются в зависимости от использования образов из обучающей 
выборки: с искажениями (distortion) или без искажений (nodistortion). 
Лучший результат с использованием искажений показывает глубокая 
сверточная сеть с ошибкой тестирования 0.35%, а без использования 
искажений – глубокая сверточная сеть с ошибкой тестирования 0.53%. 
В классе неглубоких нейронных сетей лучший результат достигается 
0.4% при использовании искажений и 0.95% (LeNet-5) без применения 
искажений. Исходя из анализа данных результатов видно, что ошибка 
тестирования снижается при эволюции сверточной сети в глубину 
(увеличение количества слоев) и применении искажений к обучающей 
выборке. Однако часто возникают задачи получения приемлемой точ-
ности распознавания в условиях ограниченных вычислительных ре-
сурсов. В этом случае можно использовать только ограниченную (не-
глубокую) нейронную сеть с эволюцией слоев в обратном направле-
нии, то есть уменьшении их количества. 
Поэтому целью работы является разработка и реализация про-
стой сверточной нейронной сети высокой точности для эффективно-
го распознавания рукописных цифр в условиях ограниченных вы-
числительных ресурсов. 
 
2. Построение сверточной нейронной сети. Сверточная 
нейронная сеть объединяет три подхода, используемые для обработ-
ки изображений. Это – использование локального рецептивного поля 
для каждого нейрона сверточного слоя, формирование сверточных 
слоев в виде набора карт, нейронные элементы которых имеют одина-
ковые синаптические связи и наличие карт подвыборочного 
(subsampling) слоя, который повышает инвариантность сети к искаже-
ниям. Использование локального рецептивного поля позволяет нейро-
нам одной карты признаков детектировать один и тот же стимул в 
разных фрагментах изображения. Применение идентичных нейронов в 
каждой карте позволяет сократить количество настраиваемых синап-
тических связей сети. Подвыборочный слой осуществляет локальное 
усреднение или операцию максимума для каждого неперекрывающего 
фрагмента карты сверточного слоя, что позволяет уменьшить размер-
ность соответствующих карт признаков. Общая архитектура сверточ-
ной сети показана на рис. 2. Она состоит из совокупности сверточных 
слоев С1, С3, С5 и подвыборочных слоев S2 и S4. 
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Таблица 1 – Сверточные нейронные сети различной архитектуры 
Convolutionalnets 
Convolutionalnet LeNet-1 subsamplingto 16x16 pixels 1.7 LeCunetal. 1998 
Convolutionalnet LeNet-4 none 1.1 LeCunetal. 1998 
Convolutional net LeNet-4 with K-NN instead of last layer none 1.1 LeCunetal. 1998 
Convolutional net LeNet-4 with local learning instead of last layer none 1.1 LeCunetal. 1998 
Convolutional net LeNet-5, [no distortions] none 0.95 LeCunetal. 1998 
Convolutional net LeNet-5, [huge distortions] none 0.85 LeCunetal. 1998 
Convolutionalnet LeNet-5, [distortions] none 0.8 LeCunetal. 1998 
Convolutional net Boosted LeNet-4, [distortions] none 0.7 LeCunetal. 1998 
Convolutional net, cross-entropy [affine distortions] none 0.6 Simardetal., ICDAR 2003 
Convolutional net, cross-entropy [elastic distortions] none 0.4 Simardetal., ICDAR 2003 
large conv. net, random features [no distortions] none 0.89 Ranzatoetal., CVPR 2007 
large conv. net, unsup features [no distortions] none 0.62 Ranzatoetal., CVPR 2007 
large conv. net, unsuppretraining [no distortions] none 0.60 Ranzatoetal., NIPS 2006 
large conv. net, unsuppretraining [elastic distortions] none 0.39 Ranzatoetal., NIPS 2006 
large conv. net, unsuppretraining [no distortions] none 0.53 Jarrettetal., ICCV 2009 
large/deep conv. net, 1-20-40-60-80-100-120-120-10 [elastic distortions] none 0.35 Ciresanetal. IJCAI 2011 
 
 
Рисунок 2 – Основная структура сверточной нейронной сети 
 
Как уже отмечалось, сверточный слой состоит из множества карт 
признаков, где нейроны каждой карты содержат одни и те же наборы 
весов и порогов. В результате, нейронные элементы каждой карты 
признаков выполняют одни и те же операции над различными ча-
стями изображения. Для сканирования изображения используется 
метод скользящего окна, которое называется локальным рецептив-
ным полем (receptivefield) для соответствующего ему нейрона карты 
признаков. Поэтому, если размер скользящего окна, называемого 
ядром, равняется pxp (рецептивное поле), то каждый нейрон свер-
точного слоя связан с p2 элементами соответствующей области 
рецептивного поля изображения. Каждое рецептивное поле (окно) во 
входном пространстве отображается на специальный (отдельный) 
нейрон в каждой карте признаков. Если скользящее окно сканирует 
изображение с единичным шагом, то количество нейронов в каждой 
карте признаков определяется следующим образом: 
 ( ) ( )( )1 1 1D C n p n p= − + − + , (1) 
где nxn – это рамер изображения. 
Если скользящее окно сканирует изображение с шагом s, то ко-
личество нейронов в каждой карте признаков в общем случае опре-
деляется следующим образом: 
 ( )1 1 1n p n pD C s s
− −  
= + +  
  
. (1) 
Общее количество различных синаптических связей в сверточ-
ном слое определяется, как 
 ( ) ( )21 1V C M p= + , (2) 
где М – общее количество карт признаков в свёрточном слое. 
Как следует из последнего выражения, использование сверточной 
сети позволяет сократить общее количество настраиваемых синапти-
ческих связей по сравнению с многослойным персептроном, за счет 
использования идентичных нейронов в каждой карте признаков. 
Для упрощения математического описания сверточного слоя, 
представим пиксели входного изображения в одномерном простран-
стве. Тогда выходное значение ij-го нейрона для k-ой карты призна-
ков в сверточном слое определяется, как  
 ( )k kij ijy F S= , (4) 
 k k k
ij cij c ij
c
S w x T= −∑ , (5) 
где с=1, р
2
, F – функция активации, kijS  – взвешенная сумма ij-го 
элемента k-й карты признаков, kijw  – вес между c-м элементом 
входного слоя и ij-м элементом k-й карты признаков, kijT  – порог 
для ij-го элемента k-й карты признаков. 
Как уже отмечалось, нейроны каждой карты признаков имеют 
одинаковый набор весов и порогов. В результате, из одного и того 
же изображения можно извлечь множество различных признаков. 
Далее, эти признаки обрабатываются следующим слоем S2 с целью 
уменьшения размерности карт признаков [7]. Данный слой называ-
ется объединяющим (pooling) или подвыборочным (subsampling). Он 
осуществляет сжатие карт признаков сверточного слоя при помощи 
операции максимизации или локального усреднения различных об-
ластей карт признаков. Для этого каждая карта признаков сверточно-
го слоя разбивается на неперекрывающиеся области размером kxk. 
Каждая область отображается в один нейрон соответствующей кар-
ты подвыборочного слоя. Следует также отметить, что каждая карта 
признаков сверточного слоя связана лишь с одной картой в пулинго-
вом слое. Каждый нейрон подвыборочного слоя вычисляет среднее 
или максимальное значение k2 нейронов в сверточном слое: 
1
1 k k
j i
j
z y
k k
×
=
=
×
∑
, 
 ( )maxj jz y= . (6) 
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Число нейронов в каждом пулинговом слое соответственно 
 ( ) ( )12 2D CD S k=
. (3) 
Число карт признаков в слое пулинга будет таким же, как и в 
сверточном слое. Далее опять следуют сверточный (C3), пулинго-
вый (S4) и сверточный (C5) слои. При этом каждый нейронный эле-
мент пулингового слоя в общем случае имеет синаптические связи 
со всеми нейронами сверточного слоя (рис. 1). Таким образом, свер-
точная нейронная сеть представляет собой сочетание сверточных и 
пулинговых слоев, которые выполняют нелинейное иерархическое 
преобразование входного пространства образов. Последний блок 
сверточной нейронной сети является многослойным персептроном, 
машиной опорных векторов или другим классификатором (рис. 3). 
 
 
Рисунок 3 – Общая структура сверточной нейронной сети 
 
3. Архитектура сверточной нейронной сети LeNet-5. Рассмот-
рим традиционную сверточную нейронную сеть (LeNet5) для клас-
сификации рукописных цифр (рис. 4) [22]. Входное изображение 
имеет размер 32х32 пикселя. Скользящее окно размерности 5х5 
сканирует изображение с шагом 1 и каждый фрагмент изображения 
поступает на соответствующий нейронный элемент карты признаков 
сверточного слоя С1 нейронной сети. Слой С1 состоит из шести 
карт признаков, где каждая карта согласно выражению (1) содержит 
28х28 нейронов. Слой S2 представляет собой подвыборочный слой 
с шестью картами признаков. Каждый нейрон подвыборочного слоя 
вычисляет среднее значение 4-х нейронов в сверточном слое, то 
есть к=2. Тогда в соответствии с выражением (7), каждая карта под-
выборочного слоя S2 содержит 14х14 нейронных элементов. Слой 
С3 является сверточным слоем с 16-ю картами признаков и ядром 
сканирования 5х5 каждой карты подвыборочного слоя. Тогда раз-
мерность каждой карты признаков сверточного слоя С3 равняется 
10х10 нейронных элементов. 
В LeNet-5 слои S2 и С3 образуют не полностью связанную 
нейронную сеть, где нейроны этих слоев имеют синаптические связи 
между собой в соответствии с таблицей 2 [22]. Каждые столбец и 
строка таблицы характеризуют соответственно карты признаков 
сверточного С3 и подвыборочного S2 слоев. Знак Х указывает 
наличие связей между нейронами соответствующих карт. 
Слой S4 является подвыборочным слоем с 16-ю картами при-
знаков и ядром 2х2 для каждой карты признаков сверточного слоя. 
Поэтому каждый нейрон подвыборочного слоя S4 вычисляет сред-
нее значение 4-х нейронов в сверточном слое С3, то есть к=2. По-
этому размерность карты признаков данного слоя составляет 5х5 
нейронных элементов. Следующий сверточный слой С5 сканирует 
подвыборочный слой окном 5х5. В результате карты признаков дан-
ного слоя отображаются на 120 нейронов слоя C5. При этом каждый 
нейрон имеет синаптические связи со всеми нейронами сверточного 
слоя. Следующий слой F6 содержит 84 нейронных элемента с функ-
цией активации гиперболический тангенс и функционирует как клас-
сический персептронный слой. Выходной слой состоит из 10 нейрон-
ных элементов, каждый из которых формирует выходное значение в 
соответствии с радиально-базисной функцией активации. 
 
4. Обучение сверточных нейронных сетей. Для обучения 
сверточных нейронных сетей используется алгоритм обратного рас-
пространения ошибки, адаптированный к архитектуре сверточной 
сети. Целью обучения является минимизация суммарной квадратич-
ной ошибки сети, которая характеризует разницу между реальными 
и эталонными выходными значениями сети. Значение суммарной 
квадратичной ошибки для L тренировочных наборов определяется 
следующим образом: 
 ( )2
1 1
1
2
L m
k k
s j j
k j
E y e
= =
= −∑∑ ,
 (4) 
где 
k
jy  и kje  – соответственно, полученное и эталонное выходное 
 
Таблица 2 – Связи между слоями S2 и С3 
  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
1 X       X X X     X X X X   X X 
2 X X       X X X     X X X X   X 
3 X X X       X X X     X   X X X 
4   X X X     X X X X     X   X X 
5     X X X     X X X X   X X   X 
6       X X X     X X X X   X X X 
 
 
Рисунок 4 – Архитектура LeNet-5 
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значение j-й элемента для k-го образа. Затем, используея метод гра-
диентного спуска, мы можем написать в случае обучения пакетами, что 
 ( ) ( ) ( )( )1cij cij cij
E r
w t w t
w t
∂
+ = − α
∂
, (5) 
где α  – это скорость обучения, ( )E r  – это среднеквадратичная 
ошибка для r образов. Поскольку нейроны каждой карты в сверточ-
ном слое содержат одинаковые веса, частная производная которых 
( )
( )cij
E r
w t
∂
∂ равняется сумме частных производных для всех нейронов 
карты признаков: 
 ( ) ( )
,i jcij cij
E r E r
w
∂ ∂
=
∂ ∂ω∑ . (10)
 
Таким образом, для вычисления определенного весового коэф-
фициента необходимо взять производные по этой связи для всех 
нейронных элементов карты признаков и просуммировать их. Затем 
полученное в соответствии с выражением (10) значение весового 
коэффициента присвоить одноименным связям для всех нейронных 
элементов карты признаков сверточного слоя. Используя предыду-
щие результаты, можно получить следующее выражение для моди-
фикации весовых коэффициентов: 
 ( ) ( ) ( ) ( )
,
1 'k k kcij cij ij ij c
i j k
w t w t t F s x+ = − α γ∑∑ , (6) 
где с=1, р
2
, ( )'
k
ijk
ij k
ij
y
F s
S
∂
=
∂  – производная функции активации для 
k-го образа, kijs  – взвешенная сумма, kijγ  – ошибка ij-го нейрона в 
карте признаков для k-о образа, k
cx  – c-й вход. 
 
5. Редуцированная архитектура сверточной сети для распо-
знавания рукописных цифр. Во многих практических приложениях 
важной проблемой являются ограниченные вычислительные ресур-
сы, которые не позволяют использовать сложные нейронные сети. 
Поэтому упрощение архитектуры нейронных сетей с сохранением 
эффективности обработки является актуальной проблемой. В дан-
ном разделе рассматривается сверточная нейронная сеть с более 
простой архитектурой по сравнению с LeNet-5 [8–11]. Архитектура 
упрощенной сверточной нейронной сети для распознавания руко-
писных цифр изображена на рис. 5. 
Данная сеть состоит из 5 слоёв: 3-х сверточных (С1, С3, С5) и 
2-х пулинговых (S2, S4). Входное изображение имеет размер 28х28 
пикселей. Изображение сканируется скользящим окном размерности 
5х5 с шагом 1, и каждый фрагмент изображения поступает на соот-
ветствующий нейронный элемент карты признаков сверточного слоя 
С1нейронной сети. Сверточный слой С1 состоит из 6 карт призна-
ков, где каждая карта содержит 24х24 нейронов. Карты признаков 
сверточного слоя разбиваются на неперекрывающиеся области 
размером 2x2, каждая из которых отображается на соответствующий 
нейронный элемент пулингового слоя. Пулинговый слой S2 содержит 
8 карт признаков размерностью 12х12 нейронов для каждой карты 
признаков. Сверточный слой C3 содержит 16 карт признаков раз-
мерностью 8х8 и ядром обхода 5х5. По сравнению с традиционной 
сетью LeNet-5 слои S2 и C3 являются полностью связанными, то 
есть каждый нейрон слоя S2 имеет связи со всеми нейронными 
элементами слоя C3. Слой S4 представляет собой пулинговый слой 
с ядром обхода сверточного слоя 2х2, который состоит из 16 карт 
признаков размерностью 4х4 нейронных элементов. Последний слой 
C5 является выходным слоем из 10 нейронных элементов, класси-
фицирующим образы. Основные отличия представленной архитек-
туры сверточной нейронной сети от LeNet-5 следующие: 
 1) отсутствует 2 слоя размерностью 120 и 84 нейронных элемента; 
 2) слой S2 и C3 являются полностью связными; 
 3) сигмоидная функция активации используется во всех сверточных 
слоях. 
Рассмотрим применение рассмотренной сверточной сети для 
распознавания рукописных цифр на основе базы данных MNIST. 
База данных MNIST содержит 60 000 изображений для обучения и 
10 000 изображений для тестирования. Каждое изображение имеет 
размерность 28х28 пикселей в градациях серого. Для обучения сети 
будем использовать групповое обучение с алгоритмом обратного 
распространения ошибки. 
 
Таблица 3 – Сравнительный анализ 
Классификатор 
Ошибка 
тестирования (%) 
Сверточная сеть LeNet-1 1.7 
Сверточная сеть LeNet-4 1.1 
СверточнаясетьLeNet-5, [no distortions] 0.95 
Сверточная сеть LeNet-5, [distortions] 0.8 
Редуцированная сверточная сеть, 
[nodistortions] 
0.71 
 
Размерность обучаемой группы составляет 50 образов; значе-
ние шага обучения изменяется с 0.8 до 0.0001. После обучения сети 
ошибка распознавания на тестовом множестве составила 0.71%. 
Сравнительный анализ различных сетей этого класса приведён в 
таблице 3 (http://yann.lecun.com/exdb/mnist/). Как следует из таблицы, 
лучшим результатом сверточной сети LeNet-5 без использования 
искусственных искажений (distortions) в обучающей выборке являет-
ся ошибка распознавания 0.95%, а при использовании искажений – 
0.8%. Таким образом, использование редуцированной сверточной 
нейронной сети позволяет достичь более высокой точности распо-
знавания по сравнению с традиционной архитектурой сверточной 
сети. Результаты обработки каждого слоя для числа 7 изображены в 
таблице 4. 
 
 
Рисунок 5 – Архитектура упрощенной сверточной нейронной сети 
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Таблица 4 – Результаты обработки числа 7 
Layertype Numberandsizeofmap Processing results (%) 
Input 1@28x28 
 
Convolutional 8@24x24 
 
Subsampling 8@12x12 
 
Convolutional 16@8x8  
 
Subsampling 16@8x8  
 
 
Заключение. В данной статье рассматривается сверточная 
нейронная сеть для распознавания рукописных цифр. Разработана 
упрощенная архитектура сверточной нейронной сети, которая поз-
воляет классифицировать рукописные цифры с точностью 99.29% 
(ошибка тестирования 0.71%), что является лучшим результатом в 
классе неглубоких (shallow) сверточных нейронных сетей 
(http://yann.lecun.com/exdb/mnist/). 
Предложенная сверточная сеть имеет меньшее количество слоев 
нейронных элементов по сравнению с конвенциальной сетью и позво-
ляет функционировать с высокой точностью в условиях ограниченных 
ресурсов. Основные отличия предложенной сети от LeNet-5 следую-
щие: 1) убрано два слоя сети с 120 и 84 нейронными элементами; 
2) слои S2 и C3 являются полносвязными слоями; 3) использование 
сигмоидных функций активации во всех сверточных слоях. 
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GOLOVKO V.A., MIKHNO E.V., BRICH A.L., MIKHNYAEV A.L., VOYTSEKHOVICH L.Yu., MATYUSHKOV A.L. The reduced svertochny neural 
network for exact recognition of hand-written figures 
The convolutional neural network for accurate handwritten digit recognition is considered. In this work we have shown, that high accuracy can be 
achieved using reduced shallow convolutional neural network without adding distortions for digits. The main contribution of this paper is to point out how 
using simplified convolutional neural network is to obtain test error rate 0.71% on the MNIST handwritten digit benchmark. It permits to reduce computa-
tional resources in order to model convolutional neural network. 
 
УДК 004.89 
Головко В.А., Крощенко А.А., Хацкевич М.В. 
ТЕОРИЯ ГЛУБОКОГО ОБУЧЕНИЯ: КОНВЕНЦИАЛЬНЫЙ И НОВЫЙ ПОДХОД 
 
Введение. Глубокие нейронные сети (deep neural networks) 
представляют собой нейронные сети с множеством слоев нейронных 
элементов. Существуют следующие глубокие нейронные сети (DNN): 
• нейронные сети глубокого доверия (deep belief neural networks); 
• глубокий персептрон (deep perceptron); 
• глубокая сверточная нейронная сеть (deep convolutional neural 
networks); 
• глубокая рекуррентная нейронная сеть (deep recurrent neural 
networks); 
• глубокий автоэнкодер (deep autoencoder); 
• глубокая рекуррентная-сверточная нейронная сеть (deep R-CNN). 
Исторически, первыми появились нейронные сети глубокого дове-
рия и глубокий персептрон, которые в общем случае представляют 
собой многослойный персептрон с более чем двумя скрытыми слоями 
[4]. Основным отличием нейронной сети глубокого доверия от глубоко-
го персептрона является то, что нейронная сеть глубокого доверия не 
является в общем случае сетью с прямым распространением сигнала 
(feed forward neural network). До 2006 года в научной среде была прио-
ритетной парадигма, что многослойный персептрон с одним, максимум 
двумя скрытыми слоями является более эффективным для нелиней-
ного преобразования входного пространства образов в выходное по 
сравнению с персептроном с большим количеством скрытых слоев. 
Считалось, что персептрон с более чем двумя скрытыми слоями не 
имеет смысла применять. Данная парадигма базировалась на теоре-
ме, что персептрон с одним скрытым слоем является универсальным 
аппроксиматором. Другой аспект этой проблемы заключается в том, 
что все попытки использовать алгоритм обратного распространения 
ошибки (backpropagation algorithm) для обучения персептрона с тремя 
и более скрытыми слоями не приводили к улучшению решения раз-
личных задач. Это связано с тем, что алгоритм обратного распростра-
нения ошибки является неэффективным для обучения персептронов с 
тремя и более скрытыми слоями при использовании сигмоидальной 
функции активации. Это происходит из-за проблемы исчезающего 
градиента (vanishing gradient problem). Так, например, максимальное 
значение производной сигмоидной функции активации ( )jF S  равно 
0,25. Поэтому использование обобщенного дельта-правила для обу-
чения персептрона с большим количеством скрытых слоев приводит к 
затуханию градиента при распространении сигнала от последнего 
слоя к первому. В 2006 Хинтон (Hinton) предложил «жадный» алгоритм 
послойного обучения (greedy layer-wise algorithm) [1], который стал 
эффективным средством обучения глубоких нейронных сетей. Было 
показано, что глубокая нейронная сеть имеет большую эффективность 
нелинейного преобразования и представления данных по сравнению с 
традиционным персептроном. Такая сеть осуществляет глубокое 
иерархическое преобразование входного пространства образов. В 
результате первый скрытый слой выделяет низкоуровневое простран-
ство признаков входных данных, второй слой детектирует простран-
ство признаков более высокого уровня абстракции и т. д. [2]. 
 
2. Архитектура глубокой нейронной сети. Как уже отмечалось, 
глубокая нейронная сеть содержит множество скрытых слоев 
нейронных элементов (рис. 1) и осуществляет глубокое иерархиче-
ское преобразование входного пространства образов. 
 
 
Рисунок 1 – Глубокая нейронная сеть 
 
Выходное значение j-го нейрона k-го слоя определяется следу-
ющим образом: 
 ( )k kj jy F S= , (1) 
 
1
1
k k k k
j ij i j
i
S w y T−
=
= +∑ , (2) 
где F – функция активации нейронного элемента, kjS  – взвешенная 
сумма j-го нейрона k-слоя, k
ijw
 − весовой коэффициент между i-м 
нейроном (k-1)-го слоя и j-м нейроном k-го слоя, k
jT  – пороговое 
значение j-го нейрона k-го слоя. 
Для первого (распределительного) слоя 
 0
i iy x= . (3) 
В матричном виде выходной вектор k-го слоя  
 ( ) ( )1k k k k kY F S F W Y T−= = + , (4) 
где W – матрица весовых коэффициентов, Yk-1 − выходной вектор 
(k-1)-го слоя, Tk − вектор пороговых значений нейронов k-го слоя. 
Если глубокая нейронная сеть используется для классификации 
образов, то выходные значения сети часто определяются на основе 
функции активации softmax: 
( )max j
l
S
F
j j S
l
ey soft S
e
= =
∑ . 
Несмотря на архитектурные различия глубоких нейронных се-
тей, принципы их обучения являются идентичными. Поэтому 
рассмотрим основные концепции обучения таких сетей на примере 
глубокого персептрона. 
 
3. Конвенциальные методы обучения глубоких нейронных 
сетей. Рассмотрим обучение глубоких нейронных сетей. Существу-
ют два основных метода обучения: 
1. Метод с предварительным обучением, который состоит из 
двух этапов: 
Крощенко Александр Александрович, старший преподаватель кафедры интеллектуальных информационных технологий Брестского 
государственного технического университета. 
Хацкевич М.В., ст. преподаватель кафедры интеллектуальных информационных технологий Брестского государственного техническо-
го университета. 
Беларусь, БрГТУ, 224017, г. Брест, ул. Московская, 267. 
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