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CHAPTER 1
Optical applications using III-nitride quantum confined structures
InGaN and the associated III-nitrides such as GaN and AlGaN have emerged as
some of the most important solid state materials in the world for optical applications.
Much of this has to do with the fact that III-nitrides are direct band gap materials
that emit in the full visible spectrum and the deep UV, thus providing a useful
source of light for the human eye. Another significant aspect of III-nitrides is the
fact that the exciton (Coulomb bound electron-hole pair) binding energy is typically
almost an order of magnitude larger than other more conventional semiconductor
light emitters [11], therefore the possibility of relatively high temperature quantum
optical applications is open. The work in this thesis is focused specifically on InGaN
disks grown inside GaN nanowires that have been shown to have similar properties
to quantum dots [12]. The experimental goal in this work to measure the third
order coherent nonlinear optical spectrum (χ(3)) to lay the groundwork for more
sophisticated experiments, possibly involving coherent control of the disk-in-nanowire
exciton.
This chapter will first serve as a review for the existing optical applications us-
ing III-nitride nanostructures and heterostructures. This includes some historical
overview of the development of applications in solid state lighting and laser tech-
nology. Within this discussion, some recent developments related to InGaN single
photon emitters is included. A discussion of the future potential uses of InGaN in
coherent control applications follows, using existing results from III-As systems as a
model.
1
21.1 III-nitride light emission technology
It is worthwhile to mention the impact that III-nitride materials have had on the
development of semiconductor technology, specifically in light emission applications.
The development of III-nitride light emitters began with quantum well technologies
in the 1990s. III-nitride quantum wells are inherently limited in spectral range for
light emission applications due to strain related effects, however recent developments
have shown that quantum dots can overcome some of these deficiencies. In this
section some of the important results in III-nitride light emission applications will be
highlighted. I will first discuss the use of III-nitride structures in solid state lighting
and laser technology. Later on, the use of III-nitride quantum dots as single photon
emitters for room temperature quantum information applications such as quantum
cryptography will be mentioned.
Much of the development of III-nitrides as light emitters stemmed from the con-
trolled creation of InGaN light-emitting diodes (LEDs). The historical development
of the InGaN LED will be discussed shortly. An LED is created when an active
semiconductor layer that provides light emission is sandwiched between two semicon-
ductor layers where one layer is n-doped and one is p-doped. The p-n junction creates
a depletion region that is centered in the active region. Applying a positive bias to
the system results in the injection of charges into the depletion region that results
in radiative recombination for direct bandgap materials. To make a laser, partially
reflecting facets can be added to the perpendicular ends of the semiconductor sand-
wich to create a laser cavity, where the active region provides the gain medium. In
some structures, a single semiconductor quantum dot is used as the active region. If
a sufficiently small current pulse can be applied to the single quantum dot structure,
the active region can emit single photons on demand for applications such as quantum
cryptography. The basic structure of the LED is shown in Fig. 1.1 from Ref. [1].
3Figure 1.1: Schematic of an LED from [1]
1.1.1 Solid state lighting using InGaN
Fluorescent bulbs are commonly used in business and industrial settings because
they are typically much more economical and energy efficient compared to incandes-
cent bulbs. That being said, a major issue with fluorescent bulbs is the use of mercury
in their construction and the associated costs with proper disposal. One alternative to
fluorescent lights uses blue-violet emitting semiconductor LEDs and phosphor screens.
The blue-violet light is absorbed in the phosphor and is re-emitting at a higher wave-
length, thus the combination of the unabsorbed blue-violet and phosphor emission
can span the full visible spectrum. Due to their enviornmental advantages, develop-
ments in the fabrication of white light emitting LEDs based on InGaN light emission
technology has made LED-based lights the highest efficiency source of lighting in the
world, even surpassing compact fluorescents [13]. If trends continue, it is estimated
that by 2030 the total savings in input energy by using LEDs compared to other light
sources will avoid generating 185 million tons of CO2 [1, 13].
4Prior to the mid-1990s, there were no semiconductor materials available that could
be made into LEDs that emit in the blue-violet part of the visible spectrum, although
several candidate materials including InGaN/GaN and ZnSe were theoretically avail-
able. One of the largest issues with using InGaN/GaN materials prior to the mid-
1990s was that the controlled p-doping of GaN had not been successful. A determined
engineering effort by Shuji Nakamura using a home-built set-up in the late 1980s-early
1990s eventually led to the first reliable growth of p-doped GaN using Mg as an ac-
ceptor. Using InGaN quantum wells as an active layer between layers of doped GaN,
Nakamura and colleagues reported the first fabrication of an InGaN LED emitting in
the blue spectral region [14]. The development of the first InGaN-based light sources
by Shuji Nakamura, Hiroshi Amano and Isamu Akasaki resulted in their award of the
Nobel Prize in physics in 2014.
The success of InGaN-based LEDs is largely based on material disorder. Com-
pared to other light emitting materials such as GaAs, ZnSe or GaAsP, InGaN planar
quantum well light emitters are very insensitive to structural defects that are associ-
ated with nonradiative recombination. The material disorder creates localized regions
in the material where a large density of electron-hole pairs can recombine and emit
light. Thus, even though the density of defects in InGaN layers can exceed other
materials with no disorder effects such as ZnSe, the output efficiency of InGaN layers
can be larger due to a larger density of disorder states. This is an extremely impor-
tant feature of InGaN that allows for the construction of efficient InGaN LEDs on
cost effective substrates such as silicon.
Although the commercial fabrication of blue emitting InGaN LEDs has become
fairly well-developed at this point, InGaN technology has yet to achieve its full po-
tential since the green-red region of the visible spectrum has not been available. Typ-
ically InGaN/GaN quantum wells are grown using polar wurtzite material, a crystal
configuration that leads to large, strain-induced electric fields in the material active
region due to the lattice mismatch between the InGaN and GaN layers [11]. The
internal electric field strength in the InxGa1−xN layer increases with InN mole frac-
tion x, therefore red emitting structures have a higher internal electric field compared
5to blue emitting structures. Due to the higher lattice mismatch, green-red emitting
InGaN/GaN planar quantum wells also have a much larger density of growth defects
compared to blue emitting structures. As a result of these two effects, red-green emit-
ting planar InGaN quantum wells have a much lower emission efficiency compared
to blue-emitting InGaN planar quantum wells. Prior to recent work with InGaN
quantum dot materials that will be mentioned shortly, there was in fact a lack of
any reasonably efficient light-emitting semiconductor material in the green spectral
region, an aspect known as the green gap [15,16]. Full color tunability in InGaN light
emitters could have a large impact on the emission efficiency of the LEDs since the
conversion process from blue light to white light using a phosphor, a process that has
inherent energy loss, would not be required.
In solid state lighting applications, initial results with InGaN quantum dots have
shown that they can be used to bridge the green gap. InGaN quantum dots are
usually formed as a result of a strain relief mechanism, therefore effects related to the
strain-induced internal electric fields are largely alleviated [17]. Furthermore, certain
designs of InGaN quantum dots such as InGaN-disks-in-GaN nanowires can be grown
with virtually defect-free active regions. As a result, the emission efficiency of InGaN
quantum dots is significantly higher than in quantum wells and the fabrication of full
visible spectrum solid state lighting has become much closer to a reality [18]. Aside
from the possibility of more economic solid state lighting, the invention of LEDs that
emit in the full visible spectrum creates opportunities in other applications using
incoherent light such as water-splitting [19] or phototherapy [20].
1.1.2 Lasers
The advent of LEDs constructed from blue-emitting planar InGaN layers in the
mid-1990s naturally led to the use of blue emitting planar InGaN layers in solid-state
laser devices [21]. One of the most well-known applications for blue emitting lasers is
in data storage applications. The invention of InGaN blue emitting lasers spurred on
the invention of higher storage ROM disks, eventually resulting in new widely used
6technology such as DVD-ROM [22].
The large internal electric fields and defect densities in planar InGaN quantum
well layers haved created issues in laser technology as well as in solid state lighting.
The large electron-hole separation leads to extremely large threshold current densities
for green-red emitting planar quantum well InGaN laser structures compared to other
red emitting materials [21, 23]. Furthermore, screening of the internal electric fields
leads to a blue shift in the output wavelength of the lasers as a function of carrier
injection [24]. The use of strain-relieved quantum dots as the laser active region
in InGaN structures has led to the construction of solid state lasers throughout the
visible spectrum with low current threshold densities and small wavelength shift due
to the significantly lower internal electric fields [25,26]. Low threshold current lasers
that use InGaN disks-in-nanowires as the active region have also been successfully
fabricated on Si substrates, an important innovation for Si photonics applications [27].
1.1.3 InGaN quantum dot light emission technology with single photons
Although III-nitrides are primarily known for solid state lighting and laser appli-
cations that utilize many photons at a time, quantum confined III-nitride nanostruc-
tures are also being used to generate on-demand single photons for applications in
quantum information science.
Due to Coulomb effects, quantum dot systems admit the occupation of only a
single electron-hole pair at a given energy level [28]. This means that only one photon
can be emitted at a given energy from the quantum dot at a given time. A set-up
shown below, known as a Hanbury-Brown and Twiss (HBT) interferometer [29], can
be used to confirm this behavior.
7Figure 1.2: Schematic of Hanbury-Brown and Twiss interferometer from [2]
In an HBT interferometer, emission from the quantum dot is first sent to a 50/50
beam splitter and coincidence counts are measured between two detectors placed at
the ports of the beam splitter to give the second-order correlation function g(2)(τ),
where τ is the time delay between the two arms. Ideally, the second-order correlation
function at zero relative time delay between the two arms indicates that the system
can only emit a single photon at a given time [30, 31], hence an ideal quantum dot
system shows zero coincidence counts at zero time delay for a given emission energy.
Nanostructures made from III-nitride materials have emerged as a candidate ma-
terial for room temperature quantum applications. This stems from the relatively
large exciton binding energy in III-nitrides compared to more conventional semicon-
ductor materials such as III-As [32] that has led to demonstrations such as single
photon emission in single III-nitride quantum dots up to room temperature [10, 33].
This result is generally not observed in more conventional III-As quantum dot systems
due to exciton dissociation at room temperature [34, 35].
One application that utilizes engineered single photon emitters is quantum key
distribution, a topic that falls under the umbrella of a larger research area known
as quantum cryptography [36]. The polarization state of single photons can be used
to generate a secure key that allows two users to communicate securely without the
8threat of eavesdropping [37]. It has been recently shown that InGaN single photon
emitters with well-defined polarization states can be fabricated by etching planar
InGaN quantum wells into elliptical nanostructures, where the direction of photon
polarization is along the long axis of the ellipse [38,39]. The degree of linear polariza-
tion in the etched InGaN nanoellipses is typically much higher than other direct-gap
materials due to strong valence-band mixing effects in III-nitrides. Strain-induced va-
lence band mixing effects will be discussed further in future chapters. These demon-
strations along with the demonstration of room temperature single photon emission
make InGaN quantum dot systems strong potential candidates for room temperature
quantum cryptography using photons.
1.2 Coherent optical control of solid state qubits
Although semiconductor quantum dots are typically composed of∼ 105 atoms, the
interaction between a single quantum dot and a light field can mimic the properties of
the interaction between a light field and single atom. This has thrust semiconductor
quantum dots into research towards applications in quantum information technology
where the quantum state of a single atom-like structure is carefully controlled using
an optical field and subsequently the quantum state of the system can be entangled
together with other quantum states using emitted photons. In an energy picture,
the time-dependent state of the quantum dot exciton can be mapped to a two-level
energy system, or qubit, where the excited state represents the creation of an exciton
(or biexciton, trion) and the ground state is the crystal ground state. Interactions
with resonant laser fields drive the population of the qubit from the ground state
to excited state and back to the ground state, a process known as Rabi rotation or
oscillation [30]. In principle, a pulsed laser field can be used to reliably coherently
control the state of the two-level system so that an arbitrary superposition state
with a well-defined phase can be achieved. In coherent optical control applications,
quantum dots have several advantages over real atoms or ions such as the ability
to precisely control the quantum dot position [40] and an enhanced dipole moment
9compared to atoms [41].
The primary application of interest for coherent control of qubits is quantum
information processing or quantum computation. Quantum information processing
utilizes the quantum entanglement of many optically prepared qubits to perform com-
putations [42,43]. For some calculations, such as prime factorization of large numbers,
quantum computers can largely outperform classical computers [44]. Expedited prime
factorization calculations can have serious impact in the area of internet security, for
example. Typically internet messages are encrypted using RSA protocols [45] that
utilizes the fact that prime factorization is inefficient using classical computers. Quan-
tum computation also allows us to simulate the behavior of quantum systems. This
was in fact one of the key drivers for implementing quantum computing when the
field began in the 1980s [46]. If a functional quantum computer were to be realized,
it would likely revolutionize the way in which scientific modeling is performed.
1.2.1 Developments in quantum information processing using coherent
control in III-As quantum dots
In this section I will digress a bit from the main topic of this chapter and discuss
some of the experimental progress in coherent control of III-As systems and the
associated applications. A more extensive review of the topic is provided in ref. [47].
In terms of coherent control applications, III-As quantum dots have shown the most
progress of any other semiconductor material. The experimental progress in III-As
can essentially serve as a model for future studies in III-nitrides.
A necessary prerequisite to coherent control demonstrations in III-As quantum
dots was an understanding of the coherent nonlinear optical spectrum of a single
quantum dot using resonant laser fields. It has been shown experimentally that the
coherent nonlinear optical response of the exciton state in single III-As quantum
dots is atom-like, and that the coherent nonlinear response can be modeled using
the density matrix equations of motion. Furthermore, the dipole dephasing rates in
III-As quantum dots were shown to be much less than the spontaneous emission rate.
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A low dipole dephasing rate is an important requirement for a qubit in a functional
quantum computer [42, 43]. Shortly after the coherent nonlinear optical spectrum of
single GaAs interface fluctuations quantum dots was mapped out, coherent control
experiments were performed [48, 49] that showed that the internal state of a single
quantum dot could be reliably manipulated using laser fields.
Experiments that have demonstrated coherent control in III-As quantum dots
have led to significant progress toward the creation of the basic elements solid state
quantum information processing. Due to the relatively fast radiative decay of the
exciton state, typically the ground state spin of a single quantum dot is used as the
system qubit. Experiments have demonstrated coherent control and read out of the
ground state spin [50,51]. In addition, our group has demonstrated the entanglement
between the spin state of the electron in a charged quantum dot and the polariza-
tion state of a photon, an important stepping stone toward connecting together two
functional spin qubits [52].
1.2.2 Towards coherent optical control in InGaN quantum dots
In general, the solid state environment quantum dots causes unwanted interac-
tions, especially at room temperature where strong phonon interactions are typical
for many materials including III-As systems. As a result, III-As quantum dots require
cryogenic cooling in carefully controlled environments in order to maintain functional-
ity for quantum information applications. Research continues to try to find a quantum
dot material that can be coherently controlled at room temperature and also to show
that the nanostructure can be used in real quantum information applications. As
stated, the goal of this work is to measure the coherent nonlinear optical spectrum of
InGaN nanostructures for future coherent control applications due to the potentially
high temperature stability of the exciton in the system.
Compared to III-As quantum dots, progress towards coherent optical control ap-
plications such as quantum information processing using InGaN or other III-nitride
quantum dots has not yet had time to develop. At the same time there has been some
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progress: evidence of of Rabi oscillations in a single small GaN quantum dots [53]
and a non-polar InGaN quantum dot system [54] has recently been observed at low
temperature. One major roadblock for the implementation of III-nitride materials
in future applications using coherent control is the presence of relatively large op-
tical linewidths in the system that indicates the presence of dipole dephasing, even
at low temperature. In single III-nitride quantum dots, the linewidth measured in
frequency-resolved linear optical measurements such as photoluminescence can up to
∼1000 times greater than the lifetime limited value [55]. It is likely that the linewidth
is III-nitride quantum dots is broadened by effects that cause dipole decoherence such
as transient interactions of quantum dot excitons with nearby charges. The presence
of a large dephasing rate severely limits the possibility of implementing coherent con-
trol applications in InGaN quantum dots at present. Optically controlled quantum
information processing using coherent control of InGaN quantum dots is still far away
into the future.
The work in this thesis is centered on measuring the coherent nonlinear optical
spectrum in ensembles of red-emitting InGaN disks-in-nanowires in order to under-
stand the intrinsic interactions and decay mechanisms in the material to pave the way
for more sophisticated coherent control measurements. We find that the nonlinear
optical dynamics of excitons in our InGaN DINW samples is dominated by effects
related to a large density of background disorder states and/or metastable trap states.
At the same time, the nonlinear optical response of the system is largely unaffected
by temperature and a strong nonlinear signal is measured up to room temperature,
which is a promising result for future coherent control demonstrations. Future co-
herent control applications will require a high degree of increased control over the
growth properties of future samples to eliminate the negative effects of disorder. The
specific aspects of each chapter in this work is given in the next section.
1.2.3 Summary of the work in this thesis
In Chapter 2 an overview of the optoelectronic properties of semiconductor
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nanostructures with a focus on wurzite materials is given. Methods for calculating
the bandstructure in quantum confined heterostructures such as the k · p method
are mentioned and results from the literature for III-Nitride materials are featured.
The effects of internal electric fields in InGaN/GaN heterostructures are considered,
such as the quantum confined Stark effect. The basic Hamiltonian for optical in-
teractions in semiconductor nanostructures is also discussed. Finally, some specific
optoelectronic aspects of the DINW samples in this thesis are presented including
a calculation of the internal electric fields and the electron and hole wave functions
using a k · p solver.
In Chapter 3 an overview of the line shapes in the frequency domain of the
third order (χ(3)) coherent nonlinear optical response of two-level systems such as
quantum dot excitons and the methods for theoretical calculation of the line shapes
using the density matrix is presented. The Maxwell-Bloch equations are introduced
in order to relate the quantum mechanical polarization of the two-level systems to
classical nonlinear fields emitted by the sample. A variety of different line broadening
mechanisms are included in the calculations such as inhomogeneous broadening, pure
dephasing and slow spectral diffusion.
InChapter4 phase-sensitive detection methods of nonlinear signals are described.
This chapter is also meant to highlight some of the modifications to the standard
nonlinear detection techniques have been used for measuring the coherent nonlinear
optical spectrum of III-As materials in our group.
In Chapter 5 the linear and nonlinear optical data of InGaN disks-in-nanowires
that are self-assembled on a silicon substrate are presented. Due to substrate rough-
ness, many of the nanowires grow at different angles and coalesce together during
growth. The coalescence leads to the formation of defects that trap charges at the
boundaries between the coalesced nanowires. We find that the nonlinear dynamics is
mainly driven by interactions between metastable traps, likely formed due to coales-
cence, excitons and background disorder states. Despite complicated optical physics
in the system, we observe that resonances that are assigned to excitons persist up to
room temperature, validating the fact that the system shows strong excitonic absorp-
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tion at room temperature.
In Chapter 6 a study of selective area InGaN disk-in-nanowires is presented.
The selective area nanowires can be grown without significant nanowire coalescence,
therefore effects related to metastable charge traps are not observed in this system.
This chapter focuses on effects related to background disorder states and their ef-
fects on excitons in the system. In particular, it is found using intensity-dependent
photoluminescence and nonlinear spectroscopy that electron-hole pairs excited into
the background disorder states transfer energy into lower energy exciton states. The
focus of this chapter is on the dynamics of emission in selective area DINWs.
In Chapter 7 the third order (χ(3)) coherent nonlinear optical spectrum of selec-
tive area InGaN disks-in-nanowires is presented. Although an analysis of the spectrum
is complicated by the presence of background disorder states in the system, some as-
pects can be understood in terms of a quasi-two-level system model. We find evidence
of a hole burning response that shows dipole dephasing rates ∼ 30-40 meV. This ob-
servation is confirmed by observing population pulsation resonances in the system
that show decoherence-induced extra resonances due to the large decoherence rate in
the system. This is the first observation of decoherence-induced extra resonances in
a solid state system.
Finally, in Chapter 8 the work in this thesis is summarized and future research
directions are suggested.
CHAPTER 2
A review of the optoelectronic properties of wurtzite InGaN/GaN
heterostructures and InGaN disks in GaN nanowires
For optical applications, III-Nitride material, most commonly found in the wurtzite
crystal configuration, is relatively unexplored compared to more mature III-As ma-
terials such as GaAs and InAs, which are most often found in the zinc blende crystal
configuration. In previous Ph.D theses in our group, the optoelectronic properties of
zinc blende materials has been extensively reviewed (see for example refs. [56, 57]).
A discussion of the optoelectronic properties of the material system is an important
foundation toward the main focus of this thesis that is nonlinear optical interactions
between solid state quantum confined systems and light fields. The main goals in
this discussion are to understand the nature of the electronic eigenstates (and their
corresponding energy separations) that appear in important physical quantities such
as optical transition matrix elements. The nature of the eigenstates can be used to
understand the optical polarization selection rules and to justify the use of 2-level
system models that will be described in future chapters.
This chapter will review results in the literature describing the basic electronic
band structure near the k = 0 point for bulk wurtzite materials including the ef-
fects of strain. The effective mass approximation will be introduced and methods of
calculating quantum confined wave functions, such as the envelope function approx-
imation, will be discussed. In addition, the internal electric fields generated due to
the polar growth configuration in InGaN/GaN heterostructures and their effects on
the electron and hole envelope functions will be presented. A review of the effects
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of material disorder on the emission and absorption properties of InGaN/GaN het-
erostructures will be included. In the final two sections of this chapter, the specific
optoelectronic properties of the samples under study in this work will be introduced.
2.1 Electronic bandstructure in bulk wurtzite materials
We first begin by outlining the nature of electronic states in wurtzite materials and
reviewing results in the literature that describe the wurtzite bandstructure, neglecting
strain and spin-orbit coupling. Schro¨dinger’s equation in a wurtzite material is given
by
[
p2
2me
+ V (r)]ψ(r) = Eψ(r), (2.1)
where V(r) is the background potential experienced by the electron due to the
wurtzite crystal. Assuming a perfect bulk crystal, the material is periodic in the
unit cell, so that the wave function ψ must have the form:
|ψ(r)|2 = |ψ(r +R))|2, (2.2)
where R is a unit vector. One of the most important results of solid state physics is
the realization that the periodicity of the wavefunction in equation 2.2 implies that
the eigenstates of the bulk crystal can be written in the Bloch form [11,58,59]:
ψn,k(r) = e
ik·run,k(r). (2.3)
The function un,k(r) is an extended state that has the same periodicity as the unit
cell and is modulated by the envelope function eik·r. The Bloch state ψn,k(r) is an
extended state that spans the entire crystal volume. The vector k is known as the
crystal momentum, which is not the actual momentum of an electron in the crystal,
but plays the role of the electron momentum when an external force is applied to the
electron inside the crystal. That is, the electron residing inside the crystal responds
to an external force as if it had a momentum magnitude given by ~|k|. The index n
in the wave function ψn,k(r) arises due to the periodic boundary condition
uk(r) = uk(r +R), (2.4)
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required by the cell-periodic part of the wave function. The periodic boundary condi-
tion gives rise to an infinite number of eigenvalues of equation 2.1 for a given k that
are each labeled by an index n. Typically, periodic boundary conditions at the bulk
crystal interfaces (also known as the Born-von Karman boundary conditions) are also
assumed [59]. With the Born-von Karman boundary conditions, the allowed values
of k are discrete, where the volume in k-space per allowed value of k (∆k is given by
∆k =
(2pi)3
V
, (2.5)
where V is the crystal volume. Typically the crystal volume is taken to be large
enough so that the dispersion relation E(k) can be approximated as a continuous
band. Therefore, the dispersion of bulk crystals can contain an infinite number of
continuous energy bands, each designated by the index n.
Although equation 2.2 represents a lot of progress in understanding the form of
the wave function in a bulk crystal, calculating the exact form of the infinite set
of cell-periodic wave functions un,k(r) and the associated energy eigenvalues as a
function of k remains a daunting task. Nevertheless, there exist several methods that
are used extensively for calculating the approximate band structure of materials such
as the tight binding method [60], augmented plane wave method [61, 62] and k · p
method [63,64]. Most of the time, calculations performed using these techniques are
semi-empirical and/or approximate for a given band. A band structure calculation
from ref. [3] of wurtzite GaN using a variation of the augmented plane wave method
is shown in Fig. 2.1, plotted as a function of k along high symmetry directions of
the crystal lattice. Although the full band structure calculation in principle involves
solving for an infinite number of bands, a good approximation to the crystal band
structure can be found by solving for a finite number of bands (usually ∼10).
The population of electrons ne(T ) in each energy band at a given temperature T
and energy E follows the Fermi-Dirac distribution:
ne(T ) =
1
e(E−EF )/kBT + 1
. (2.6)
In intrinsic semiconductor materials the Fermi energy EF occurs in the middle of two
energy bands known as the valence band and the conduction band. In direct band
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gap semiconductor materials such as wurtzite, the highest energy point in the valence
band and the lowest energy point in the conduction band both exist at k = 0, also
known as the Γ point, as shown in Fig. 2.1. The energy difference between the lowest
part of the conduction band and highest part of the valence band is known as the
band gap.
For most optical absorption/emission applications in direct-gap semiconductors,
we are only interested in characterizing the electronic band structure only near the
Γ point. As we will see later on, the band structure of direct gap quantum confined
systems that are mainly of interest in this work can be described accurately with
a knowledge of the cell perioidic wave functions uk,n and band curvatures at the Γ
point. Also, in direct gap materials, electrons excited to higher energy states within
the conduction band (holes excited to lower energy states within the valence band)
quickly decay, for example by emitting phonons, to the lowest energy point in the
conduction band (highest energy point in the valence band). The electrons and holes
usually only have time to radiatively recombine once they reach the lowest energy
point. Hence, most of the action in optical applications occurs at or near the Γ point
in bulk and quantum confined semiconductors.
Close inspection of Fig. 2.1 reveals that the valence band of wurtzite materials is
actually composed of 3 separate bands. Each of the bands is doubly degenerate in
spin. The first two bands are degenerate at the Γ points and normally labeled as the
A and B valence bands, and the third is split from the A and B bands and labeled as
the C band. Note that in zinc blende material, there exist 3 degenerate valence bands
in the absence of spin orbit coupling. The fact that the C band is split from the A
and B bands in the absence of spin-orbit coupling reflects the lower symmetry in the
wurtzite unit cell compared to zinc blende. For optical applications, the C band is
typically ignored.
18
A 
B 
C 
Figure 2.1: a. Bandstructure calculation of GaN using a variation of the augmented plane wave
method (full-potential linearized augmented plane wave method). The figure is modified from Ref.
[3]. b. First Brillouin zone of GaN wurtzite crystals. Figure is reproduced from Ref. [3]
One very important point to note is that the valence electrons in the constituent
atoms that compose III-Nitride wurtzite semiconductors (In, Al, Ga, N) are in the
atomic s and p orbitals. Electrons that reside in the valence and conduction bands
of bulk semiconductors retain similar properties to the valence electrons in the con-
stituent atoms. It turns out that at the Γ point, the conduction band in direct-gap
semiconductors can be mapped to an atomic |S〉 function, while the valence bands
can be mapped to a linear combination of atomic |P 〉 functions [11]. To be clear:
it should be kept in mind that angular momentum is generally not a good quantum
number in the wurtzite system. The electron (say in the conduction band) can be
described near k = 0 using an atomic |S〉-like state, but the assumption from the
tight-binding technique is that the electron is an extended state and the full wave
function is essentially the atomic |S〉-like function repeated over every lattice site in
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the crystal [11]. The symmetries of the electronic states can be better understood
using group theory techniques [65].
2.1.1 Introduction to the effective mass and the k · p method
If one is only interested in optical interactions near the Γ point, an accurate and
convenient method for calculating the approximate bandstructure (that is, the dis-
persion relation E(k) and the electronic eigenstates) is the k · p method. The k · p
method is very popular because terms in the electron Hamiltonian resulting from
quantum confinement, strain and Coulomb interactions can be more easily incorpo-
rated into the bandstructure calculation compared to other methods. In this section,
some results of k ·p calculations from the literature for wurtzite III-Nitride materials
are featured, incorporating spin-orbit coupling and strain. Prior to a presentation of
some calculation results, the basic elements of the k · p method are mentioned. In
the next section, quantum confinement effects will be added. At the heart of the k ·p
method in confined structures is the concept of the effective mass, which is related to
the curvature of the conduction band (for electrons) and valence bands (for holes).
The k ·p method when applied near the Γ point begins by rewriting Schro¨dinger’s
equation in terms of only the cell-periodic part of the Bloch wave function:
(
p2
2me
+ V (r) +
~
me
k · p+ ~
2k2
2me
)un,k(r) = En,k(r)un,k(r). (2.7)
The essential idea is to treat the terms ~
me
k ·p+ ~2k2
2me
as a perturbation and to obtain
an approximate solution to equation 2.7 using second-order perturbation theory. If
we consider a single band labeled v that is relatively isolated in energy compared
to other bands, such as the conduction band in wurtzite (ignorning spin), then the
dispersion relation (band structure) is approximately given by:
Ev,k ≈ Ev,k=0 + ~
2k2
2me
+
~2
m2e
∑
n 6=n′
|k · 〈n′, k = 0|p |v, k = 0〉 |2
Ev,k=0 − En′,k=0 , (2.8)
where |v,k〉 is the cell-periodic wave function and the sum over n′ gives the energy
correction due to all other bands. One of the most important parameters that emerges
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from equation 2.8 is the effective mass, given by
me
m∗i,j
= δi,j +
2
me
∑
n6=n′
〈v,k = 0| pi |n′,k = 0〉 〈n′,k = 0| pj |v,k = 0〉
Ev,k=0 − En′,k=0 . (2.9)
Note that results that are obtained using the k ·p method are only useful if the wave
functions uv,k=0 and energies Ev,k=0 are known, which usually requires assistance from
experimental results. Most of the time, the effective mass tensor mi,j is averaged over
the 6 different possible combinations of i and j corresponding to the different x,y and
z spatial directions. The resulting averaged effective mass is then used to describe a
single band.
It is important to understand that the elements of the k·pmethod discussed above
apply only to a single, non-degenerate band. For degenerate bands, the perturbation
technique must be modified since the resonant denominator in equation 2.8 contains
a singularity. The theoretical description of the effective mass is also modified. The
degenerate perturbation technique for direct-gap materials, outlined in a seminal
paper by Luttinger and Kohn [63], involves expanding the wave function using the
Bloch functions at the Γ point as the basis states, then diagonalizing the submatrix
spanned by those states, including strain and spin-orbit terms in the Hamiltonian.
Usually only the conduction band and three valence bands are kept in the expansion,
so typically the method is referred to as the 8x8 k · p method (for the four doubly
degenerate conduction and valence bands).
2.1.2 Results of the k · p method including spin-orbit and strain
The spin-orbit effect adds an additional component to the electron Hamiltonian
in the bulk crystal, given by [66]
HSO =
~
4c2m2
∇V × p · σ, (2.10)
where V is the crystal potential and σ is the Pauli spin operator. The results of
a calculation of the energy eigenvalues at k = 0 incorporating spin-orbit effects is
reproduced from Ref. [4] in Fig. 2.2. The energies of the valence band states in Fig.
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2.2 are E01 , the energy of the A band, E
0
2 , the energy of the B band, and E
0
3 , the energy
of the C band. The energy splitting parameters in Fig. 2.2 are ∆1 = ∆CR, where
∆CR is the crystal field energy splitting and ∆2 = ∆3 =
1
3
∆SO, where ∆SO is the
spin-orbit energy correction. As mentioned earlier, the crystal field energy splitting
is a consequence of the symmetry properties in the wurtzite crystal structure. One
consequence of the spin-orbit interaction is that the degeneracy between the A and
B bands is lifted.
which then determine the values of Dcr and D so . Since the
solutions are symmetric with respect to these two param-
eters, extra procedures such as measuring the polarization
selection rules in the optical transitions from the conduction
band to the three valence bands or the theoretical approach to
calculate the full valence-band structures are needed to de-
termine these parameters. Note that in the above two equa-
tions, Eqs. ~13! and ~14!, the cubic approximation @Eq. ~36!#
has been used. A reported theoretical value14 of 72.9 meV
for Dcr of GaN seems to be too big compared with the avail-
able experimental data ranging from the commonly used
value27 of 22 meV to the recently reported value23 of 10
meV.
On the other hand, for AlN, D1 is negative, the top va-
lence band is E2 , and the conduction-band energy is
Ec5Eg1E2 measured from the reference energy Ev of AlN.
The valence bands from top to bottom are CH, LH, and HH,
respectively.
C. Optical momentum-matrix elements
The determinant of the 838 matrix gives the energy dis-
persion relation
05det~H8382EI838!
5$2~Ec2E8!~Ev1D11D22E8!
3@~Ev1D12D22E8!~Ev2E8!22D3
2#
1@~Ev1D12E8!~Ev2E8!2D3
2#P2
2~kx
21ky
2!
1~Ev1D11D22E8!~Ev1D12D22E8!P1
2kz
2%2,
~15!
where E85E2(\2k2/2m0). If we focus on the eigenvalue
near the conduction-band edge with a small k value, we find
from Eq. ~15! the conduction-band dispersion relation,
E~k!5Ec1
\2k2
2m0
1
~Eg1D11D2!~Eg1D2!2D3
2
Eg@~Eg1D11D2!~Eg12D2!22D3
2#
3P2
2~kx
21ky
2!
1
~Eg12D2!
~Eg1D11D2!~Eg12D2!22D3
2 P1
2kz
2
, ~16!
which can also be written in terms of the transverse and
longitudinal effective masses.
E~k!5Ec1
\2~kx
21ky
2!
2me
t 1
\2kz
2
2me
z . ~17!
Then, we obtain the Kane’s parameters,
P1
25
\2
2m0 Sm0mez 21 D ~Eg1D11D2!~Eg12D2!22D3
2
~Eg12D2!
,
P2
25
\2
2m0 Sm0met 21 D Eg@~Eg1D11D2!~Eg12D2!22D3
2#
~Eg1D11D2!~Eg1D2!2D3
2 ,
~18!
which are related directly to the optical momentum-matrix
elements in Eq. ~8!.
III. THE kp METHOD
FOR STRAINED WURTZITE SEMICONDUCTORS
When a few bands are close to each other in energy lev-
els, the perturbation theory for degenerate bands has to be
used. An improved method is the so-called Lo¨wdin’s pertur-
bation method,28,26 which provides the Hamiltonian to the
second order in the kp contributions.
A. General formulation
We write the total Hamiltonian as26
Huk~r!5E~k!uk~r!,
H5H01
\2k2
2m0
1Hso1H8, ~19!
where
H85
\
m0
kP,
P5p1
\
4m0c2
s3¹V . ~20!
It is noted that the last term in P is usually neglected for
simplicity.8,26 The band-edge wave function can be written
as
uk~r!5(
j8
A
a j8~k!u j80~r!1(
g
B
ag~k!ug0~r! ~21!
FIG. 2. The band-edge energies ~a! without
spin-orbit interaction (D25D350) and ~b! with
spin-orbit interaction (D25D3Þ0) for GaN
wurtzite semiconductor. The corresponding band-
edge energies are also listed.
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Figure 2.2: Energy level diagram at the Γ point with and without spin-orbit terms included. The
energies of the valenc band states re E01 , e energy of the A band, E
0
2 , the energy of the B band,
and E02 , the energy of the C band. The energy splitting parameters are ∆1 = ∆CR, where ∆CR
is the crystal field energy splitting and ∆2 = ∆3 =
1
3∆SO, where ∆SO is the spin-orbit energy
correction. The figure was reproduced fro ref. [4].
When a layer of InGaN is coherently grown on top of a layer of GaN, the lattice
constant of the InGaN layer must shrink in order to mat the G N layer without the
formatio of a defect, a result of the lower lattice constant in InN crystals compared to
GaN crystals. This introduces compressive strain in the InGaN layer with the level
of strain dependent on the InN concentration within the InGaN layer. Th str in
introduces new terms in the Hamiltonian that can be described using deformation
potential theory [11]. Qualitatively, two of the major effects of compressive strain in
wurtzite are the increase of the band gap and the separation and mixing of valence
band states. Here we will focus on the separation and mixing of valence band st tes
for different strain fields, but it should be remembered that the band gap also increases
22
when a strain is added.
We now examine the results of the k · p calculation including points in k space
away from the Γ point and including strain effects. As mentioned earlier, although
the conduction and valence band wave functions at k = 0 are extended states in bulk,
they can be mapped to atomic |S〉 and |P 〉 wave functions, respectively. In the case
of wurtzite material, the conduction band wave function (∼ |S〉) is unchanged with
the addition of strain and spin-orbit coupling but the valence band states are mixed
and are given by different linear combinations of the |P 〉 wave functions depending on
the strain directions. This is exemplified in a calculation of the valence band states
and band structure using the 8x8 k ·p method, as shown in Fig. 2.3, a figure from the
Ph.D thesis of Momme Winkelnkemper [5, 67]. The top panel of Fig. 2.3 shows the
resulting band structure when only spin-orbit coupling is included. The constants a
and b are given by
a =
1√
x2 + 1
(2.11)
and
b =
x√
x2 + 1
, (2.12)
where
x =
√
2√
3
−(∆1 −∆2) +
√
(∆1 −∆2)2 + 8∆22
∆2
. (2.13)
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Figure 5.2: Valence band structure of bulk GaN in the vicinity of Γ. Upper panel: unstrained.
Center: under symmetric biaxial strain in the basal plane, typical for c-plane QDs. Lower: With
an additional strain anisotropy in the basal plane, e.g., in asymmetric QDs. The splitting between
the two top bands increases and their characters change from A- and B-like to Px- and Py-like.
the A and the B band increases and their dispersions are unsymmetrical. Even more important,
the band-edge states change their character again: the uppermost band (the A-band) turns to Px
character, the direction of least compressive strain, and the next band (the B band) to Py character.
This strain field, therefore, leads to a linear polarization of light emitted (or absorbed) by A and
B excitons in orthogonal directions. This effect can potentially be exploited for applications
where polarized light emission is desired. Examples are single-photon emitter for quantum key
distribution or back lights for liquid-crystal displays.
5.3 Summary
In this chapter the VB structure of wurtzite group-III nitrides under different forms of strain has
been analyzed. It has been shown, that the energy separation between A- and B VB does not
increase under biaxial strain in the basal plane, in contrast to other QD materials like In(Ga)As.
It will be shown in the following chapters (6 and 7) that this results in confined A- and B-band
hole states in nitride QDs grown on the c-plane. An additional anisotropy of the strain in the basal
Figure 2.3: Results of the k · p calculation from Ref. [5] for different values of strain.
With the addition of biaxial compressive strain to the Hamiltonian, such as the
strain perpendicular to the growth axis in a layer of InGaN grown on GaN, the nature
of the A and B states changes dramatically compared to the unstrained case due to
band mixing effects. It is very inter sting to note the dr ma ic changes in the w ve
functions if the biaxial strain is even along the x and y directions (where in our case
the z direction is given by the growth or c axis direction) shown in the middle panel of
Fig. 2.3 compared to an uneven biaxial strain, shown in the bottom panel of Fig. 2.3.
It is also interesting to note the energy splittings of the A, B and C bands for even
biaxial and uneven biaxial strain. For even biaxial strain, the separation between
the A and B valence bands does not significantly change, unlike in other crystal
configurations such as zinc-blende, while the band gap and separa ion between the
B and C bands increases. For an asymmetrically strained system, such as a typical
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quantum dot, the separation between the A and B bands is strongly sensitive to the
amount of strain in the system. Later on we will examine the effects of strain on the
optical selection rules in wurtzite materials.
2.2 Modeling quantum confined exciton wave functions using the effec-
tive mass approximation
The concept of the effective mass allows us to simplify bandstructure calculations
of quantum confined systems in direct band gap semiconductors assuming the cell
periodic wave functions are known at the Γ point.
For a quantum confined semiconductor system, we write the energy equation as
(H0 + U)ψ = Eψ (2.14)
where H0 is the Hamiltonian experienced by a single electron within the bulk crystal
including effects such as spin-orbit coupling or strain, and U represents a confinement
potential.
As long as the potential U does not vary significantly over the dimension of the
unit cell, Luttinger and Kohn [63] showed, using k ·p perturbation theory techniques,
that near k = 0 the wave function for the confined electron in equation 2.14 can be
written to good approximation as
ψ(r) =
∑
n
Fn(r)un,k=0(r). (2.15)
where Fn(r) is an envelope function. In this study, we are interested in the quantum
confined exciton wave function, where exciton is in this instance a general term for
a correlated electron-hole pair. The above wave function is therefore generally given
for Wannier excitons as [68]
ψ(r) =
∑
n
Fn(re, rh)un,k=0(re)un,k=0(rh), (2.16)
where rh and re describe the coordinates of the hole and electron state. For illus-
tration, we assume that the correlated, confined electron-hole pair exists in a non-
degenerate band that is well-separated in energy from other bands. In this case, the
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envelope function Fn(re,rh) follows a Schro¨dinger-like equation
(−~
2∇2e
2m∗e
− ~
2∇2h
2m∗h
+ U(re, rh))Fn(re, rh) = EnFn(re, rh), (2.17)
where m∗e(h) is the effective mass electron(hole) for the band. For a more accurate
description of the dynamics in degenerate bands, equation 2.17 must be solved using
techniques similar to the 8x8 k · p method.
2.2.1 Exciton wave functions in bulk
It is useful to first mention the exciton in bulk. Due to the Coulomb interac-
tion between electrons and holes that can be excited in bulk semiconductors, some
electron-hole pairs can become bound together into quasi-particles known as excitons.
The energy states of the excitons appear below the bandedge [69] and are qualitatively
identical to positronium [11].
We again assume that the electron and hole that compose the exciton exist in
non-degenerate and well isolated energy bands for illustration. In this case, the
confinement potential U in equation 2.17 is provided by the Coulomb potential and
equation 2.17 can be rewritten as [11]
(−~
2∇2e
2m∗e
− ~
2∇2h
2m∗h
+
e2
4pi|re − rh|)Fn(re, rh) = EnFn(re, rh). (2.18)
It is useful to move to center-of mass coordinates so that the Hamiltonian in equation
2.18 can be rewritten as
H =
~2K2
2(m∗e +m
∗
h)
+
~2k2
2m∗r
+
e2
4pi|r| , (2.19)
where
r = re − rh, (2.20)
K = ke − kh, (2.21)
k =
m∗ere +m
∗
hrh
m∗e +m
∗
h
(2.22)
and
m∗r =
m∗em
∗
h
m∗e +m
∗
h
. (2.23)
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Using existing techniques for solving for the hydrogen atom wave functions, the
resulting exciton wave function can be written as
ψn = e
iK·RF (r)uc,k=0(re)uv,k=0(rh), (2.24)
where F(r) can be mapped to the atomic wave functions ψnlm with the usual constants
such as me replaced by their excitonic counterparts m
∗
r.
One component of the exciton energy is given by the hydrogen-like solution:
E1 = − m
∗
re
4
2(4pi)2~2
1
n2
+
~2
2(m∗e +m
∗
h)
K2. (2.25)
At K = 0, the eigenenergies are qualitatively identical to positronium. The exciton
binding energy is given by the separation between the band edge and the lowest energy
exciton state at K = 0, which is the the magnitude of the first term on the right hand
side of equation 2.25 for n = 1. The bulk exciton forms a band of states based on the
continuum of allowed K values. It is important to note that the full exciton energy
contains more terms in addition to energy given in equation 2.25 due to the Fermionic
nature of the electron and hole. A more general solution must include effects such as
electron-hole exchange [70] for example.
Although the bulk exciton is an extended state in the crystal, it is still useful to
define a characteristic length which describes the proximity of the electron and hole
wave functions. The exciton Bohr radius provides this length scale, in the same way
that the Bohr radius describes the characteristic length between the nucleus and elec-
tron cloud in a hydrogen atom. The exciton Bohr radius is related to the Bohr radius
aB by aex = (me/0m
∗
r)aB, where  is the permittivity of the material. Compared to
many other conventional compound semiconductors, the exciton Bohr radius of bulk
III-nitrides is typically smaller and the exciton binding energy is typically larger. For
example, the exciton Bohr radius and binding energy in bulk GaAs is ∼300 A˚ and
∼4.2 meV, respectively, [71] and the exciton Bohr radius and binding energy in bulk
GaN is ∼30 A˚ and ∼22 meV, respectively [72,73]. As a result of the relatively large
exciton binding energy, excitons in III-nitride materials are much more resilient to
thermal ionization processes compared to other conventional materials.
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2.2.2 Quantum dot and quantum well exciton wave functions
In semiconductor heterostructures and nanostructures such as quantum wells or
quantum dots, the material can provide a source of physical confinement for the
electron and hole. Generally, the degree of confinement for the electron and hole can
be different. We will therefore modify the bulk exciton energy in equation (2.18 for
a quantum dot or quantum well to include the confinement effects:
(−~
2∇2e
2m∗e
− ~
2∇2h
2m∗h
+
e2
4pi|re − rh| + Vconf (re) + Vconf (rh))Fn(re, rh) = EnFn(re, rh).
(2.26)
If an exciton is confined to a small volume in space compared to the exciton Bohr
radius, also known as the strong confinement regime, the continuous exciton energy
bands become quantized. Quantum confinement can occur inside a small volume of
one semiconductor material with a band gap Eg1 that is contained within another
semiconductor material with bandgap Eg2 with Eg2 > Eg1. The smaller band gap
material is referred to as a quantum dot in this situation, generally assuming strong
confinement.
We will ignore the Coulomb interaction between the electron and hole for the
moment. If the Coulomb interaction is left out, the electron and hole wave functions
can be solved for separately in equation 2.26. In the limit that Eg2 becomes infinite,
the envelope functions Fn(re) and Fn(rh) can be solved using well-known 3-D particle
in an infinite square well (or usually a spherical well) techniques to obtain analytical
results except that the normal single particle mass is substituted with the effective
mass. The eigenenergies of a conduction band electron in a 3-D cubic box with side
lengths L are given by
Enx,ny,nz =
~2pi2
2m∗cL2
(n2x + n
2
y + n
2
z). (2.27)
If Eg2 is finite, numerical calculations can be used to solve for the eigenfunctions and
eigenenergies of the envelope function. In the strong confinement regime, the poten-
tial provided by the quantum confinement tends to provide a much more significant
correction to the electron-hole Hamiltonian compared to the Coulomb correction in
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equation 2.18 since the confinement energy scales like L−2 and the Coulomb energy
scales as L−1, where L is the characteristic length of the system [74]. In the case of
very strong quantum confinement, the energy correction due to the Coulomb potential
can be ignored.
In many real quantum dot systems, the quantum dot geometry differs strongly
from the ideal rectangular or spherical potential well. Semiconductor quantum dots in
this study form as a result of a strain relaxation process and the exact dimensions are
usually unknown. Furthermore, in many cases the dots have a lateral dimension that
exceed the exciton Bohr radius. In this case, the quantum dot is in an intermediate
confinement regime and both the Coulomb and confinement terms must be included
in the overall Hamiltonian. For these reasons, it is usually difficult to obtain an
accurate theoretical description of quantum dot band structure parameters. At the
same time, we will see in later sections that the envelope function techniques can be
useful to observe qualitative effects of perturbations such as internal electric fields
and strain.
2.3 Internal electric fields in InGaN/GaN heterostructures
Wurtzite GaN/InGaN/GaN quantum confined heterostructures grown along the
c-axis are known for large internal electric fields. One contributor to the internal elec-
tric fields is the non-zero spontaneous (or pyroelectric) polarizations that can develop
in the GaN and InGaN layers. Alternating layers of InGaN and GaN have gener-
ally different electric polarizations and the difference in the polarization magnitudes
results in a sheet of charge along the InGaN/GaN interface causing the heterostruc-
ture to behave like a parallel plate capacitor. Furthermore, piezoelectric effects due
to strain also leads to a sheet charge at the InGaN/GaN interface. As we will see,
the magnitude of the internal electric field resulting from spontaneous polarization is
generally much lower than the piezoelectric polarization in InGaN/GaN.
As can be seen from the wurtzite lattice in Fig. 2.4, some of the atoms comprising
the unit cell are bonded in a tetragonal configuration. In GaN, the Ga and N atoms
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are bonded together at the apex of two oppositely facing tetragons. There is a large
difference in electronegativity between Ga and N (Ga = 1.81 and N = 3.04), therefore
a nonzero polarization can be developed as electrons are pulled more toward the N
side. This polarization is referred to as the pyroelectric or spontaneous polarization.
In a random crystal model of InGaN, an In atom can replace a Ga atom in the
unit cell with a likelihood of replacement given by the In doping concentration. The
electronegativity of In is 1.78, which is very similar to Ga (1.81), therefore successive
layers of InGaN and GaN do not usually have a large difference in polarization.
Ga, In, Al 
N 
Figure 2.4: Unit cell of III-nitride wurtzite materials
As stated earlier, for InGaN layers grown along the c axis, strain occurs in the
orthogonal directions to the c axis due to the lower lattice constant of InN compared
to GaN. A compressive strain necessarily leads to a strain along the c axis direction
as well, with the proportion of strain along the perpendicular axes given by Poisson’s
ratio:
zz = −2c13
c33
xx, (2.28)
where z is along the c axis direction, ij is the strain tensor, and cij is a constant.
The strain along the c axis pushes apart the N and Ga(In) atoms leading to a larger
separation between the positive and negative charges in the lattice generated by the
difference in electronegativity and an induced piezoelectric polarization. As we will
see, this effect results in a significant internal electric field in the InGaN layer.
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For illustration, we numerically calculate the electron and lowest energy hole en-
velope functions in a 1-D GaN/In0.5Ga0.5N/GaN quantum well grown along the c
axis. The lattice constant of GaN is a = 3.18 A˚ along the a axis and the lattice
constant of In0.5Ga0.5N is a = 3.36 A˚ along the a axis, assuming the virtual crystal
approximation [11]. The strain magnitude in the x in y direction is therefore given
by xx = yy =
3.36
3.175
- 1 = 0.058. From Poisson’s ratio, the strain in the growth
direction (c axis) is given by zz = -0.035, where c13 and c33 are given by 10.9×1011
N
m2
and 35.5×1011 N
m2
, respectively. The piezoelectric polarization generated at the
heterostructure interface is given by PPZ = e33zz + e31(xx + yy) = 0.054 C/m
2,
where the piezoelectric constants e33 and e31 are given by 0.73 C/m
2 and -0.49 C/m2,
respectively. The spontaneous polarization of GaN and In0.5Ga0.5N at the interfaces
are given by 0.029 C/m2 and 0.0305 C/m2, respectively. The resulting internal elec-
tric field magnitudes from the difference in spontaneous polarization values between
the InGaN and GaN layers and is (0.14 ×106 V/m). The resulting internal electric
field from the piezoelectric polarization is given by (-5.72 ×106 V/m). The spon-
taneous and piezoelectric fields are pointing in opposite directions along the growth
axis, as shown in Fig. 2.5a. As stated earlier, the magnitude of the piezoelectric field
is much larger than the magnitude of the electric field generated from spontaneous
polarization effects due primarily to the small difference in electronegativity between
In and Ga. In table 2.1, some parameters that may be useful for calculations involving
strain in InGaN/GaN heterostructures are listed.
Assuming the above internal electric field values with directions shown in Fig.
2.5a, the electron and hole envelope functions are solved numerically using software
written by Jasprit Singh and John Hinckley at the University of Michigan. The
calculation uses the scalar approximation, meaning that the electron and hole wave
functions are assumed to be in isolated, non-degenerate energy bands. The calculation
also assumes ignores the Coulomb interaction between the electron and hole, so that
the electron and hole wavefunctions are separately solved for each band. In the
calculation, one InGaN/GaN interface is held at ground, while the other is biased to
a suitable voltage to account for the internal electric fields. This explains the uneven
31
Parameter Name V alue Reference
EG GaN Wurtzite GaN Bandgap 0 K 3.47 eV [75]
EG InN Wurtzite InN Bandgap 300 K 0.76 eV [76]
a GaN Lattice constant (a) GaN 300 K 3.189 angstroms [77]
c GaN Lattice constant (c) GaN 300 K 5.185 angstroms [77]
a InN Lattice constant (a) InN 300 K 3.5446 angstroms [78]
c InN Lattice constant (c) InN 300 K 5.7034 angstroms [78]
e33 GaN GaN piezoelectric constant 0.73 C/m
2 [79]
e31 GaN GaN piezoelectric constant -0.49 C/m
2 [79]
e33 InN InN piezoelectric constant 0.97 C/m
2 [79]
e31 InN InN piezoelectric constant 0.57 C/m
2 [79]
c33 GaN elastic modulus GaN 10.9×1011 N/m2 [80]
c31 GaN elastic modulus GaN 35.5×1011 N/m2 [80]
c33 InN elastic modulus InN 12.1×1011 N/m2 [81]
c31 InN elastic modulus InN 18.2×1011 N/m2 [81]
Table 2.1: Optoelectronic constants of InN and GaN
shape of the valence and conduction bands in Fig. 2.5b. The calculated electron
and hole wave functions are shown in Fig. 2.5b. It should be noted that the band
bending caused by the internal electric fields pushes the centroid of the lowest energy
electron and hole wave functions to the top and bottom of the quantum well. This is
a manifestation of the quantum confined Stark effect [82] that also leads to a red shift
of the electron-hole transition energy compared to the quantum well with no internal
fields. Next, we note that the internal electric fields make the system very sensitive
to small changes in the thickness of the InGaN region. A fluctuation of the InGaN
region by only 0.1 nm results in a change in the transition energy ∆E ≈ 29 meV.
In 2-D InGaN/GaN structures such as quantum wells, the injection of carriers into
the InGaN active region partially screens the internal electric field and the quantum
confined Stark effect is partly canceled [83,84] resulting in a blue shift of the transition
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energy and an increase in electron-hole overlap. It has been suggested that this effect
can be used to create devices such as electro-absorption modulators in InGaN/GaN
quantum well systems [85].
GaN 
GaN 
In0.5Ga0.5N 
z 
+++++++++++++++++ 
-------------------------- 
PPZ PSP 
z (Ångstroms) 
InGaN region 
PPZ = -0.0613 C/m
2 
PSP = 0.0015 C/m
2 
a. b. 
Figure 2.5: a. Schematic of the InGaN/GaN heterostructure used in the calculation. The sign of
the charge accumulation and the directions of the piezoelectric and spontaneous polarizations is also
shown. b. Plot of the calculated lowest energy electron and hole envelope functions.
2.4 Optical interactions in wurtzite InGaN quantum confined structures
Thus far the focus of this chapter has been on the electronic properties of wurtzite
materials. In this section, we will entirely shift the discussion to introduce the inter-
action between optical fields and wurtzite semiconductor materials. This section will
be mainly focused on an understanding of the initial steps for calculating transition
matrix elements and the corresponding selection rules. In the next chapter, a more
detailed approach will be given to the nonlinear interactions in the samples featured
in this thesis.
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2.4.1 Transition matrix elements
The Hamiltonian for an electron in a crystal interacting with a transverse electric
field is given by
H =
1
2me
(p− eA)2 + V (r), (2.29)
where V (r) is the crystal potential and A is the vector potential of the electric field.
It is often convenient to rewrite equation 2.29 using the dipole approximation and
working in the Coulomb gauge so that ∇ ·A = 0. In this case the field interaction
term is simply
Hint =
ie~
me
A ·∇, (2.30)
Many quantities of physical interest, such as the spontaneous emission rate and linear
absorption strength of excitons require knowledge of the square of transition matrix
elements | 〈j|Hint |i〉 |2, where |i〉 is the wave function of the electron in the valence
band and |j〉 represents the conduction band electron wave function. In a semiconduc-
tor quantum dot, the wave functions |i〉 and |j〉 are given by Fn(r)un,k=0(r), where
n represents either the conduction or valence band and Fn(r is the envelope wave
function. The optical transition matrix elements are therefore proportional to
| 〈j|Hint |i〉 |2 ∝
∫
F ∗v (r)uv,k=0(r)
∗Fc(r)A ·∇uc,k=0(r)d3r+∫
uv,k=0(r)
∗F ∗v (r)uc,k=0(r)A ·∇Fc(r)d3r.
(2.31)
In each term in equation 2.31, the integrals over the rapidly varying cell periodic wave
functions and the slowly varying envelope functions can be separated [86], leading to
| 〈j|Hint |i〉 |2 ∝
∫
F ∗v (r
′)Fc(r′)d3r′
∫
uv,k=0(r)
∗A ·∇uc,k=0(r)d3r+∫
uv,k=0(r
′)∗uc,k=0(r′)d3r′
∫
F ∗v (r)A ·∇Fc(r)d3r.
(2.32)
The second term on the right hand side of equation 2.32 is zero, since the conduc-
tion and valence band wave functions are orthogonal. This gives way to a compact
expression for calculating the interband transition elements, proportional to
| 〈Fv|Fc〉 |2 〈uv,k=0|A · p |uc,k=0〉 |2. (2.33)
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Note now that there are two components that determine the optical selection
rules in equation 2.33: the inner product of the envelope function states and the
momentum matrix elements between the zone center states. A large negative side-
effect of the internal electric fields in InGaN heterostructures is the decrease in the
wave function overlap between the lowest energy electron and hole states due to the
quantum confined Stark effect that leads to a lower emission and absorption efficiency.
2.4.2 Optical selection rules
For simplicity, we will assume here that there is sufficient overlap between the
envelope wave functions so that the inner product 〈Fv|Fc〉 is nonzero and focus in-
stead on the selection rules due to the zone center Bloch wave functions. Here we
assume that the z direction is the growth direction (c axis). Since we are interested
in quantum confined systems, we will only consider the zone center wave functions
obtained including compressive strain and spin-orbit coupling. We will begin with
the case of an even biaxial compressive strain, meaning that the magnitude of the
strain along the x and y directions is equivalent. Including spin-orbit coupling, it
was shown in a previous section that the A and B valence band states can be written
as:
|A ↑〉 = 1√
2
(|Px ↑〉+ i |Py ↑〉)
|A ↓〉 = 1√
2
(|Px ↓〉 − i |Py ↓〉)
|B ↑〉 = i 1√
2
(|Px ↓〉+ i |Py ↓〉)
|B ↓〉 = i 1√
2
(|Px ↑〉 − i |Py ↑〉),
(2.34)
The conduction band wave function can be written as |iS ↑〉 and |iS ↓〉. In optical
interactions, the C band is usually ignored.
We are interested in finding the non-zero values of the matrix elements 〈i|A ·p |j〉
where i represents an electron in the conduction band j is the electron in a valence band
state, for different electric field polarizations. In the x-y-z basis, this problem boils
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down to determining the non-zero matrix elements 〈S| px,y,z |A,B〉 for x,y,z polarized
light. Clearly x and y polarized light can be coupled to all of the transitions, but not
z polarized light. In the case of a transition from an a A valence band state to the
conduction band, the direction of the electron spin is preserved, while it is flipped for
transitions from the B valence band to the conduction band.
In the case of an uneven biaxial strain, the A and B valence band states were
found earlier to be
|A ↑〉 = |Px ↑〉
|A ↓〉 = |Px ↓〉
|B ↑〉 = |Py ↑〉
|B ↓〉 = |Py ↓〉 .
(2.35)
In this case, only x polarized light can couple to the A transitions and y polarized
light can couple to the B transitions. In most quantum dots, the shape of the dot in
the growth plane (perpendicular to the growth direction) is not even along the x and
y directions that typically leads to a strain anisotropy. For small amounts of strain
anisotropy, the A and B valence band states can be close enough together so that
significant PL is observed from both conduction band to A and B transitions. It has
been proposed that linearly polarized single photon emission from transitions in an
uneven biaxially strained quantum dot can be used in key generation for quantum
cryptography applications [67].
2.5 The effects of material disorder on the optical properties of InGaN/GaN
heterostructures
In planar InGaN/GaN quantum wells, lattice-mismatch strain effects typically
lead to a very large density of threading dislocations (∼107cm−2) in the InGaN active
region, however strong light emission is still observed. In all other light-emitting
materials, dislocation densities higher than 103cm−2 will completely quench the light
emission since the excitons will quickly recombine at the dislocation sites [87]. The
origin for light emission in InGaN/GaN planar quantum wells has been shown to
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be from radiative recombination of electron-hole pairs at localized states formed by
material disorder in the InGaN layer [88–90] . For example, Scho¨mig et al. [89]
utilized nanoapertures to observe PL from individual localized sites and showed that
the luminescence from individual sites had characteristics of quantum dot excitons
such as saturation and the presence of biexciton lines.
The physical nature of the material disorder in InGaN layers is somewhat con-
troversial. For years, it was widely accepted that the disorder originated from InN
clustering due to the low miscibility of InN in GaN [91]. However, experimental
results have shown that InN clusters can be formed as a result of electron beam
damage during TEM measurements [87], so earlier experimental findings, primarily
using TEM [21, 92], of InN clusters formed during MBE growth are questionable. It
was found using low TEM electron beam currents that no gross InN clustering exists
in the InGaN layer [87]. One of the most accepted explanations for localized radia-
tive recombination in InGaN layers is the atomistic localization holes (and therefore
excitons due to the large exciton binding energy of III-Nitrides) [93]. Theoretically
it has been shown that InGaN layers can form In-N-In chains that tend to localize
hole states in an otherwise random InGaN crystal [94, 95]. Experimental results by
Chichibu et al. [96] have helped to confirm this theory using positron diffusion analy-
sis. In InGaN/GaN heterostructures, it is also possible that interface flucations at the
heterostructure interface contribute to the density of disorder states. A general effect
of material disorder caused by the localized atomistic fluctuations is the formation
of an exponential tail in the density of electronic states below the band edge, also
known as an Urbach tail [11, 97]. In InGaN quantum wells (QWs), epilayers or bulk
material, linear optical measurements such as photoluminescence excitation (PLE)
or photocurrent spectroscopy (PC) are generally dominated by an exponential tail
below the bandedge, which validates the presence of disorder in the system [98–100].
2.5.1 Luminescence properties of disorder states in InGaN
Broad PL emission from InGaN QWs has been attributed to radiative recom-
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bination of localized energy states within the Urbach tail [89, 101–106]. The first
observation to support this argument is that pulsed excitation into the continuum
energy levels of the quantum well results in a red-shifting luminescent signal as a
function of time [101]. The explanation for this behavior is fast decay of charge car-
riers from higher energy states in the tail to lower energy states through the emission
of phonons [107, 108]. The peak of the PL spectrum further shows an S shape when
plotted as a function of temperature. That is, as the temperature of the sample
increases, starting at 0 K, the emission wavelength of the disorder states first ex-
hibits a redshift as a function of increasing temperature, followed by a blueshift at
higher temperature T1, then another redshift at a temperature T2 that is greater than
T1 [104–106]. This behavior can be linked to thermionic processes in which carriers
move to more or less localized disorder states (existing at lower and higher energy)
based on the amount of thermal energy in the system before recombining [106]. An
additional observation to support the radiative recombination of localized states in
PL is a continuous blue shift of the peak of the PL emission as a function of excita-
tion intensity [89, 102, 103]. Although some studies have attributed this behavior to
screening of internal piezoelectric fields that creates a reverse quantum confined Stark
effect, and thus a blue shift of the PL emission, the nanoaperture study of Schomig et
al. [89] found that the blue shift is due to a progressive filling of lower energy states
as the excitation intensity increased. As the lower energy states become filled, the
emission from higher energy states begins to dominate since there are more states at
higher energy.
The time-dependent PL of disordered systems is known for a stretched exponential
behavior in which the time-dependent luminescence can be fit to a functional form
[109]
IPL(t) ∼ et/τ−β , (2.36)
where β is known as the stretching parameter and typically varies between 0 and 1.
The stretching parameter scales inversely with the level of disorder in the system. The
stretched exponential decay comes from relaxation processes of excited charge carriers
that involves random hopping of electrons and holes between different disorder sites.
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The time-dependent probability that an electron and hole will hop to the same site
is given by [109,110]
P (t) ∼ t−(1+β). (2.37)
The recombination rate of carriers is proportional to the number of excited electron-
hole pairs N and the probability that they occupy the same site P(t), so that
−dN
dt
∼ P (t)N. (2.38)
Integration of equation 2.38 gives
N = econst.t
−β
, (2.39)
the same functional form as equation 2.36. This shows that the time-dependent decay
of excited electron-hole pairs follows a stretched exponential, a result very different
from the single exponential decay observed in 2-level systems interacting with the
vacuum field.
2.6 3-D quantum confinement of excitons in InGaN disks in GaN nanowires
The samples studied in this thesis consist of ensembles of InGaN disks grown in
GaN nanowires (DINWs) using plasma-assisted molecular beam eptiaxy (PA-MBE)
techniques [111–115]. In this section, the general optoelectronic properties of individ-
ual DINWs will be introduced. In a later chapter, the optical and structural properties
of the ensembles and the unique properties of DINWs grown in the ensembles featured
in this thesis will be further examined and discussed.
The active region of the DINW is a thin layer of InGaN that is grown on top
of a GaN nanowire base. The radius of the GaN nanowire (30-200 nm) is typically
much larger than the exciton Bohr radius in bulk GaN (2.2 nm) [73]. To relieve strain
during growth, the InGaN disk does not grow uniformly across the flat top of the GaN
nanowire and instead forms a flat pyramid island in the center of the nanowire with
the apex of the pyramid slightly extending along the growth direction [9,12,116]. The
DINWs featured in this thesis are grown along the c-axis, which results in internal
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electric fields within the InGaN layer. Due to strain relaxation at the side wall of
the DINW, the magnitude of the internal electric fields is generally much lower than
in planar quantum wells, however it is not negligible [12, 117, 118]. Furthermore, the
DINWs can be grown virtually free of defects in the active region, therefore emission
from excitonic states is possible, unlike in planar quantum wells [119]. More on the
growth properties of the DINWs will be discussed in a later chapter.
One of the most interesting aspects of the DINW system is that single photon
emission has been observed from the InGaN region using intensity correlation (g(2))
measurements of individual DINWs [120]. Single photon emission is usually a char-
acteristic associated with systems that have full 3-D quantum confinement such as
quantum dots, where the energy levels are fully quantized and only a single electron-
hole pair can exist at a given energy. Typically quantum well materials do not exhibit
this property due to the fact that multiple emitting states can exist at approximately
the same energy. The lateral dimensions of the InGaN pyramid in the middle of the
DINW are typically much larger than the bulk exciton Bohr radius in GaN, therefore
it is not immediately clear how full 3-D quantum confinement can be achieved in this
system.
One explanation to support 3-D quantum confinement in DINWs involves the
lattice pulling effect [121,122]. In InGaN, regions of lower strain tend to accumulate
higher concentrations of InN compared to regions of higher strain. In the InGaN
pyramid formed at the center of the GaN nanowire, the strain relief is higher at the
apex compared to the base [17, 123]. It has been shown in thick DINWs (∼15 nm
thickness) that the InN concentration increases from the base to the apex [9]. Since
the apex of the pyramid has a lower effective band gap compared to the base, the
pyramid can possibly provide exciton confinement near the apex. Nanocathodolumi-
nescence measurements show that most of the radiative recombination does indeed
occur near the apex [9].
Another explanation for 3-D confinement involves the internal electric fields. The
radial strain distribution in the DINW makes the internal electric field higher at the
center of the DINW compared to the sides. The associated Stark shift creates a lower
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energy region in the center of the DINW compared to the side. As a result, the electron
and hole wave functions become confined to the center of the DINW. This effect can be
futher illustrated using the modeling software TiberCAD. In TiberCAD, the envelope
functions of electrons and holes can be solved using finite element methods over a 3-
D mesh environment incorporating the effects of strain and the associated internal
electric fields. The Coulomb interactions between electrons and holes is ignored. The
strain is first solved over the mesh assuming a linear elasticity model [124,125]. The
strain field creates a sheet of charge at the InGaN/GaN interface that is used as a
source term for Poisson’s equation, along with the sheet charge from the difference
spontaneous polarization between the InGaN and GaN layers. Poisson’s equation is
then solved to find the electric potential that is plugged into Schro¨dinger’s equation,
which is used to solve for the electron and hole envelope wave functions incorporating
the 8x8 k·pmethod. The resulting electron and hole density found from Schro¨dinger’s
equation is then fed back into Poisson’s equation as a source term and the process
repeats until the solver converges on a self-consistent solution within some specified
tolerance. In the top center of Fig. 2.6, we present the results of the calculation of
the internal electric fields resulting from strain. At the bottom center of Fig. 2.6
the lowest energy electron and hole envelope wave functions in a DINW are shown
following the self-consistent Schro¨dinger-Poisson calculation, using a relative tolerance
of 10−8. The more red regions represent a higher wave function probability density.
The lowest energy electron and hole both appear to be weakly confined to the center
of the DINW. The wave functions are also separated along the growth direction of the
DINW due to the internal electric fields. Several recent studies have also discussed
this effect in blue emitting InGaN DINWs [117,118,126]. In general, the electron and
hole will be more strongly confined due to the 3-D pyramid shape of the DINW and
therefore the wave functions will likely be more concentrated near the center of the
DINW. based on the calculation shown in Fig. 2.6, it is is unlikely that the internal
electric fields strongly confine the excitons. More accurate modeling of the DINW
optoelectronic properties will therefore require the addition of electron-hole Coulomb
terms.
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Figure 2.6: The left two figures show the overall DINW. The InGaN region is 3 nm thick and the
overall nanowire is 80 nm long. The diameter of the nanowire is 30 nm. The left-most figure shows
the 3-D nanowire while the second from the left shows a slice through the center of the DINW. The
center figure shows a zoom-in of the slice and the magnitude of the internal electric fields. Note that
the field is highest in the center of the DINW. The bottom-center figure shows the electron and hole
wave functions, where the more red color represents a higher wave function density.
2.6.1 Luminescence properties of InGaN disks in GaN nanowires
The PL of individual DINWs shows several interesting properties. As mentioned
in the previous section, some DINWs exhibit properties of single photon emission in
intensity correlation measurements, a characteristic trait of a two-level quantum dot
system. For a more conventional single quantum dot system such as a III-As quantum
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dot, the time-resolved PL is normally an exponentially decreasing function of time
with a decay constant that is proportional to the spontaneous emission lifetime [127].
Instead of a single exponential decay, the time-resolved PL of individual DINWs must
usually be fit to a stretched exponential model [12, 120]. This shows that disorder
plays a large role in the optical dynamics of the system, even though ultimately the
emission appears to come from a single quantum dot exciton. Another interesting
aspect of individual DINW luminescence is the discrepancy between the decay rate
extracted from time resolved PL measurements and the line width measured from
frequency resolved PL measurements, which is typically ∼ 1000 times larger than
what is expected from the inverse of the spontaneous emission time. One possible
explanation for this effect is fast spectral diffusion, possibly caused by background
charge fluctuations. This effect will be explored further later on.
2.7 Chapter summary This chapter presented some of the basic elements of semi-
conductor band theory and mentioned some of the methods of obtaining an approxi-
mate solution to the semiconductor band structure of wurtzite materials. The concept
of the effective mass allows us to calculate the envelope wave functions of electrons
and hole in quantum confined structures. This was used to demonstrate the effects of
internal electric fields in wurtzite InGaN/GaN heterostructures. The optoelectronic
properties of the individual InGaN/GaN DINWs featured in this thesis were also
laid out. It was found that the internal electric fields in DINWs can weakly con-
fine electrons and holes to the center of the DINW, providing a source of quasi-3D
confinement in addition to other effects such as the lattice pulling effect.
CHAPTER 3
Theoretical background of coherent nonlinear spectroscopy of quantum
dots
As stated earlier, the work in this thesis is aimed towards future applications in-
volving coherent control of solid state systems, such as quantum computation. Prior
to the reliable execution of demonstrations involving coherent optical control, a new
system must be characterized fully. Because coherent optical control is a nonlinear
optical process, the coherent nonlinear optical spectrum is naturally required to char-
acterize the system. This is perhaps best exemplified in earlier work in our group,
where the coherent nonlinear absorption spectrum of GaAs interface-fluctuation quan-
tum dots [128] laid the groundwork for coherent optical control experiments shortly
afterward [48, 49]. The coherent nonlinear optical spectrum allows us to measure
intrinsic decay rates in the system that may not be possible to measure in the linear
absorption spectrum, such as the degree of inhomogeneous broadening and the dipole
dephasing rates. Furthermore, the coherent nonlinear optical spectrum allows us to
comment on the role of many-body physics in the system, which has been an impor-
tant roadblock in the implementation of quantum wells and bulk excitons in coherent
control applications [129]. In this chapter, some theoretical techniques based on the
density matrix equations of motion will be considered in order to gain an initial un-
derstanding of the complex lineshapes that can be involved in the coherent nonlinear
spectrum.
The nonlinear dynamics of solid state systems due to interactions with strong laser
fields is generally difficult to model theoretically. In some cases, the frequency-domain
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nonlinear absorption line shapes of strong laser fields that interact with solid state
systems can reveal important physical phenomenon that can later be understood
in terms of a more complicated physical model. A good example of this can be
found in nonlinear optical studies of excitons in bulk GaAs that was dominated to
third order by excitation-induced dephasing [130]. A theoretical understanding of this
phenomenon required complex modeling based on the semiconductor Bloch equations
[131] that incorporated the many-body effects of exciting multiple excitons in the
system.
Unlike in bulk solid state material, the theoretical analysis of laser field interac-
tions in semiconductor quantum dots simplifies considerably, essentially owing to the
fact that only one electron-hole pair (or charged variants such as two electrons and
one hole) can be excited to a given energy level due to Coulomb effects. Because of
this, the nonlinear interactions between laser fields and quantum dots can be mapped
to the interactions between laser fields and atomic systems [48, 128]. As mentioned
earlier, this also allows for the use of quantum dots in optically addressed coherent
control applications that are not feasible using bulk material because of the complex
nonlinear optical response.
The work in this thesis centers around an understanding of the nonlinear optical
properties of ensembles of InGaN disks in GaN nanowires (DINWs). As we have seen
in a previous chapter, a weakly confined quantum dot can exist at the center of the
DINW. Although it is possible that the nonlinear optical properties of the DINW
have some influence from many-body physics, as a starting point to our analysis we
will consider that the coherent nonlinear optical response of the DINW ensemble can
be understood in terms of the nonlinear optical response of an ensemble of atomic sys-
tems. The justification for this starting point largely stems from previous results that
demonstrated single photon emission in g2 measurements of single DINWs. Typically
single photon emission is associated with atom-like systems. Ultimately, a compar-
ison of the theoretical analysis in this chapter to the nonlinear optical data will be
required to rule out complex many-body behavior.
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Figure 3.1: Energy diagram of quantum dot exciton system interacting with laser fields
In an energy level picture, the initial diagram of a single DINW is shown in Fig.
3.1. We consider the situation in which two laser fields E1 and E2 optically excite the
system resulting in a nonlinear polarization. The discrete excited state represents the
creation of an exciton (or charged variants such as trions or biexcitons) depending on
the energy of the two laser fields and the ground state is the crystal ground state. In
this chapter we mainly consider a closed two-level system although in later chapters
we will find that this assumption must be modified by the addition of more energy
levels for accurate modeling.
3.1 Optical interactions in two-level systems
The time-dependent state vector |ψ〉 of the two-level system is generally described
as a superposition of the ground state |1〉 and the excited state |2〉:
|ψ〉 (t) = a1(t) |1〉+ a2(t) |2〉 . (3.1)
46
I will now take the frequency separation between |1〉 and |2〉 to be ω0. In the dipole
approximation we can write the interaction between a two-level system and a laser
field as
V = −µ ·E, (3.2)
where the V operator can be written as the 2x2 matrix
−E
 0 µ12
µ21 0
 . (3.3)
This form is often more convenient then the A · p form used in a previous chapter.
Schro¨dinger’s equation, describing the dynamics of the two-level system, is given by
i~~˙a = H~a, (3.4)
where H = H0 + V with H0 describing the energy of the quantum dot exciton
state, given in matrix form by
~
2
 −ω0 0
0 ω0
 , (3.5)
and ~a is the 1x2 vector formed by the two time-dependent probability amplitudes.
Instead of proceeding forward with solving the time-dependent Schro¨dinger’s equa-
tion as written in the amplitude approach, it is often instead useful to introduce the
density matrix equations of motion to solve for the system dynamics [132]. One of
the most important reasons for utilizing the density matrix approach over the ampli-
tude approach is that it is much simpler to account for interactions that affect the
relative phases of the ground and excited states, but do not cause population decay.
This type of interaction is known to cause pure dephasing, a decay term that affects
only the off-diagonal density matrix elements and observables such as polarization.
Minimizing pure dephasing in real quantum systems is a necessary goal before the sys-
tems can be used in applications such as quantum information processing that require
the preservation of a well-defined time-dependent phase between different quantum
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states. The density matrix is defined as:
ρ =
∑
j
wj |ψj〉 〈ψj| , (3.6)
where wj is the probability of being in a pure state |ψj〉. The density matrix equation
of motion, following from Schro¨dinger’s equation is then given by
i~
dρ
dt
= [H ,ρ]. (3.7)
For a closed, homogeneously broadened two-level system, the density matrix equations
of motion with an external perturbation V from equation 3.2 are explicitly given by
i~ρ˙11 = V12ρ21 − c.c.+ γ2ρ22
i~ρ˙22 = V21ρ12 − c.c.− γ2ρ22
i~ρ˙12 = −~ω0ρ12 + V12(ρ22 − ρ11)− γρ12
ρ21 = ρ
∗
12,
(3.8)
where γ2 is the excited state decay rate due to spontaneous emission and γ = γ2/2 +
Γ, where Γ is the pure dephasing rate, which will be discussed further shortly.
We will now consider a specific case of a single monochromatic traveling wave
laser field interacting with the two-level system. If we assume that the optical field
is polarized in the xˆ direction and propagating in the zˆ direction, we can write the
total field as
E(Z, t) =
1
2
xˆ[E˜0(Z, t)e
i(kZ−ωt) + E˜∗0(Z, t)e
−i(kZ−ωt)]. (3.9)
Before solving equation 3.8, it is often useful to move to the field interaction
representation, in which ρ is redefined so that
ρ˜ = e−i
ωt
2
σzρei
ωt
2
σz . (3.10)
After plugging in the interaction term in equation 3.2, the steady-state solution of
equation 3.8 in the field interaction representation is given by
ρ˜12 =
iµ12·E0(Z,t)
2~(γ−iδ)
γ2+δ2
γ2+δ2+ 4γ
γ2
|µ21·E0(Z,t)
2~ |2
ρ˜21 = ρ˜12
∗
ρ22 =
| 2γ
γ2
µ21·E0(Z,t)
2~ |2
γ2+δ2+ 4γ
γ2
|µ21·E0(Z,t)
2~ |2
ρ11 = 1− ρ22.
(3.11)
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where ˆ is the polarization direction of the applied field. In the next section, we will
see how the electric field intensity dependence of the off-diagonal density matrix terms
in equation 3.11 are what give rise to the nonlinear optical absorption in two-level
systems.
3.1.1 Maxwell-Bloch equations
So far, our theoretical analysis has been focused on calculating quantum mechan-
ical properties of two level systems excited by laser fields. In our experiments, we
do not directly measure the state of the two level system. Instead the state of the
two level system (or an ensemble of two level systems) is inferred based on nonlinear
signals emitted by the two level system. The nonlinear signals are generated from an
induced polarization in the two level system created by one or more excitation beams.
Methods for nonlinear signal detection will be discussed in a later chapter.
Laser fields can generate a dipole moment in the individual quantum dot excitons
(or two-level systems) that we study. The expectation value of the microscopic dipole
moment is given by
< µ(t) >= µ21ρ12(t) + µ12ρ21(t). (3.12)
This follows from the fact that the expectation value of an operator O is given by
Tr[ρO]. In an ensemble of two-level systems, the individual dipole moments add up
to give a macroscopic polarization
< P (t) >= N [µ21ρ12(t) + µ12ρ21(t)]. (3.13)
For many materials, the polarization can be written in terms of an applied classical
electric field as the power series expansion
< P (t) >= 0(χ
(1)E(t) + χ(2)E(t)2 + χ(3)E(t)3 + ...). (3.14)
From equations 3.13 and 3.14, one can see that the nonlinear susceptibility of en-
sembles of two level systems can be related to the internal state of the constituent
two-level systems. I will give an example shortly of how this is done for the third
order nonlinear term. Although in this work we are primarily interested in the χ(3)
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response,in many materials the χ(2) term is also interesting to study, since it leads
to processes such as difference and sum frequency generation, converting a higher
(lower) energy electric field into a lower (higher) energy electric field [133,134]. Most
of the time, higher order terms such as χ(4) and χ(5) are not considered individually
since they are complicated to model, difficult to observe, and in many cases give no
new information about the system.
The nonlinear polarization induced by the external electric fields can be fed in to
Maxwell’s equations as a source term, thus generating new fields. In this case we will
use Maxwell’s equations since the analysis in this thesis is semi-classical: treating the
electric field classically and the dynamics of the atom quantum mechanically. The
interference of the newly generated electric fields provided by the polarization induced
in the sample and the excitation field can create an overall phase shift or decrease
in intensity of the transmitted field compared to the excitation field. The following
derivation of the Maxwell-Bloch equation heavily utilized ref. [30].
A well-known result of combining different components of Maxwell’s equations is
the wave equation for transverse electromagnetic fields. In this case, we assume that
the transverse field is a plane wave propagating along the z direction, polarized in the
x-y plane. This gives the wave equation:
∂2E(Z, t)
∂z2
− 1
c2
∂2E(Z, t)
∂t2
=
1
c20
∂2P (Z, t)
∂t2
(3.15)
The idea is to now substitute the polarization given by equation 3.13 into the wave
equation to see the effect of the polarization source term on the electric field. In order
to simplify the resulting expression, we will utilize the slowly varying amplitude and
phase approximation (SVAPA). Additionally, we only consider the positive frequency
components of the laser field and polarization: E+(Z, t) = 1
2
ˆE˜(Z,t)ei(kZ−ωt+φ(Z,t))
and P+(Z, t) = 1
2
ˆP˜ (Z,t)ei(kZ−ωt+φ(Z,t)), where ˆ is the polarization vector, with an
understanding that the full solution requires the addition of the complex conjugate.
To make the SVAPA we then assume that the complex amplitude E˜(Z,t) is slowly
varying in space compared to the laser wavelength and time compared with ω−1. It
is also convenient to rewrite the positive frequency polarization in terms of its real
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and imaginary components P˜ (Z,t)
ˆP˜ (Z, t) = Nµ12ρ˜21(Z, t) = Nµ12[u(Z, t)− iv(Z, t)]/2. (3.16)
The SVAPA also requires that the polarization is slowly varying in space compared
to the laser wavelength and time compared with ω−1. The real parts of equation
3.16 lead to phase shifts in the transmitted electric field, while the imaginary parts
give changes in field amplitude. Although it is sometimes interesting to measure the
change in phase caused by a nonlinear medium, especially for applications such as
electro-optic modulation [135], in this study we are interested in extracting informa-
tion about the quantum dot exciton system through measurements of the frequency
dependence of the intensity (amplitude) changes to the electric field caused by the
imaginary components of the induced polarization. Because of the slow variations in
the polarization and electric field, we neglect terms in equation 3.15 that have second
derivatives in time or space. Finally, since we are interested in a steady-state (due
to the continuous-wave fields) solution, we set any first derivatives in time equal to
zero. This gives the resulting equation for the electric field amplitude in terms of the
imaginary polarization component:
[k +
∂φ(Z)
∂Z
]
∂E˜(Z, t)
∂Z
=
Nk2µ12
20
v(Z, t). (3.17)
The phase φ(Z) is used to account for situations in which the index of refraction of
the material differs considerably from unity [30].
The essential idea now is to solve for v(Z,t), the imaginary component of the off-
diagonal density matrix element ρ21, assuming the other physical quantities such as
the dipole moment matrix element µ12 and wave vector magnitude |k| are known.
The imaginary component of ρ21 from equation 3.11 is given by
Im[ρ˜21(Z, t)] =
µ21 · γE0(Z, t)
2~(γ2 + δ2)
γ2 + δ2
γ2 + δ2 + 4γ
γ2
|µ21·E0(Z,t)
2~ |2
, (3.18)
where E0 is the applied electric field. Keeping the first two terms of the power series
expansion of the expression in equation 3.18 in terms of the electric field gives
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Im[ρ˜21(t)] ≈ µ21 · γE0(Z, t)
2~(γ2 + δ2)
(1− |µ21 · E0(Z, t)
2~
|2 1
γ2 + δ2
) (3.19)
The electric field dependence of the second term on the right hand side of equation
3.19 shows how the third order component of the nonlinear susceptibility (χ(3) in
equation 3.14 can be related to the off-diagonal density matrix element after plugging
in equation 3.19 to equation 3.16.
In the remaining sections, we will focus on semiclassical calculations of the imagi-
nary components of the density matrix elements of interest for different physical situ-
ations. Specifically we are interested in calculating steady-state values of off-diagonal
density matrix elements to third order in the applied fields. Although it will not be
explicitly shown in the calculations, the observable of interest in our experiments is
the polarization induced in the sample. We are mainly interested in understanding
the qualitative frequency dependence of the third order response since the line shapes
can be used to comment on fundamental decay parameters of the material.
3.2 Steady-state solution for a two-level system interacting with two laser
fields in the pump-probe geometry
In this section, we will begin to explore the optical physics associated with the
third order susceptibility. In general, we are interested in applying two lasers to the
sample with different frequencies, resulting in the generation of a nonlinear polariza-
tion. This type of interaction is also known more generally as four-wave mixing [136].
When two lasers with different frequencies are applied to the same quantum dot exci-
ton transition, the nonlinear interaction between the lasers produces very interesting
spectral features that reveal system dynamics not otherwise observable with single
laser experiments. In this section, a theoretical understanding of the nonlinear in-
teraction between two laser fields and a two-level quantum system will be explored,
assuming continuous-wave excitation fields. We will first consider a simple homoge-
neously broadened two-level system in the absence of dipole dephasing, then later on
add dephasing and inhomogeneous broadening.
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3.2.1 Homogeneously broadened two-level system
We are interested in solving the density matrix equations of motion for two applied
laser fields with optical frequencies ω1 and ω2. The electric field component in the
interaction term (equation 3.2) should therefore be replaced by a sum over the two
fields with the corresponding frequencies. To simplify the analysis, it is useful to
move the problem into an interaction representation. The interaction representation
is defined so that
ρ(I) = eiH0t/~ρe−iH0t/~. (3.20)
In this case, the density matrix equations of motion are transformed, resulting in the
following set of equations:
ρ˙11 = −
∑
µ=1,2[iχ
∗
µρ
I
21 + iχµρ
I
12] + γ2ρ22
ρ˙22 =
∑
µ=1,2[iχ
∗
µρ
I
21 − iχµρI12]− γ2ρ22
ρ˙I12 = ρ˙
I∗
21 = −
∑
µ=1,2 iχ
∗
µ [2ρ22 − 1]− γρI12,
(3.21)
where χµ = -(µˆ)21 · ˆµEµ(Z, t)/2~. We seek a steady-state solution to equation 3.21
by setting the time derivatives on the left hand side equal to zero. However even with
this simplification, there is still no exact steady-state solution to equation 3.21. We
therefore proceed by obtaining an approximate solution to equation 3.21 using time-
dependent perturbation theory with the atom-field interaction as the perturbation.
The analysis in this section can also be found in ref. [30].
We begin the problem under the assumption that the system starts in the ground
state so that the zeroeth order solution (no applied field) is ρ
(0)
11 = 1 with all other
zeroeth order density matrix elements = 0. Plugging in the zeroeth order solution to
equation 3.21 gives the first order off-diagonal density matrix term:
ρ
I(1)
21 (R, t) = −
∑
µ=1,2
iχµe
i(kµ·R+δµt) 1
(γ + iδµ)
. (3.22)
where δµ = ω0 - ωµ. Substituting the first order density matrix equation back into
the equations of motion results in the second order population term:
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ρ
I(2)
22 (R, t) =
∑
µ,ν=1,2
χµχ
∗
νe
−i(ωµ−ων)t 1
(γ + iδµ)(γ − iδν) [1 +
2Γ
(γ2 − i(ων − ωµ) ]. (3.23)
Finally, the third order term is given by:
ρ
I(3)
21 (R, t) = 2i
∑
µ,ν,σ=1,2 χµχ
∗
νχσe
i(ks·R+δst
× 1
(γ+iδs)(γ+iδµ)(γ−iδnu) [1 +
2Γ
γ2−i(ων−ωµ) ],
(3.24)
where δs = δµ - δν + δσ and ks = kµ - kν + kσ.
For interactions involving two beams (labeled ω1 and ω2), equation 3.24 gives a
total of 8 terms each of which produces a steady-state polarization in the sample that
acts as a source term in the Maxwell-Bloch equations. In this thesis, we are interested
in measuring nonlinear terms that are emitted along the ω2 beam direction (ks = k2).
To isolate these terms, the ω1 and ω2 beams are often crossed at the sample and both
the nonlinear signal and ω2 beam are homodyne detected, as shown in Fig. 3.2. This
is often known as the pump-probe geometry, hence the title of this section. Methods
for phase-sensitive detection of the nonlinear signal will be discussed further in a later
chapter.
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Figure 3.2: Pump-probe beam geometry and nonlinear signal detection technique.
By detecting only nonlinear signals emitted along the ω2 direction, the number of
terms in equation 3.24 that contribute to the nonlinear signal goes from 8 to 2. The
resulting nonlinear off-diagonal density matrix element is given by
ρ
I(3)
21 (R, t) = 2iχ2|χ1|2ei(k2·R+δ2t)
×( 1
(γ+iδ2)2(γ−iδ1) [1 +
2Γ
γ2−i(ω2−ω1) ] +
1
(γ+iδ2)(γ2+δ21)
[1 + 2Γ
γ2
]).
(3.25)
The right hand side of equation 3.25 contains two resonances corresponding to the
two terms that contribute to the nonlinear signal. The first term on the right hand
side is known as the coherent population pulsation term (PPT) and the second term
is known as the saturation term (ST). It should be appreciated that the theory of
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pump-probe spectroscopy (or often referred to as saturation spectroscopy) extending
beyond third order and including systems such as open two-level systems is the subject
of many publications [137–140] that have been required to understand the complex
topic of atom-field interactions.
The physics of the PPT is related to interference effects between the ω1 and ω2
beams in second order, when ω2 acts in first order and ω1 acts in second order. This
interaction leads to a second order population that oscillates in time at frequency
ω1 - ω2. Because of the time-dependent phase, the PPT depends on the coherent
properties of the excitation fields. The population is also spatially modulated by the
phase term (k2 − k1) · R. In third order, the pump photon is scattered off of the
spatial population grating in the direction of the probe beam. The spacing of the
population grating is given by λ
2Cos( θ
2
)
[141]. In the absence of spatial energy diffusion
of the system, a population pulsation resonance will be observed in the third order
lineshapes as long as the difference frequency between ω1 and ω2 is less than the decay
rate of the population γ2. If spatial diffusion of the system also exists, for example in
atomic vapors, then the population pulsation resonance may be observed only if the
decay rate γ2 is greater than the spatial diffusion rate (k2 − k1) · v, where v is the
velocity of the system.
In the ST term, the ω1 field acts in first and second order, generating a population
in the excited state that does not depend on the coherent properties of the field. The
creation of an excited state population saturates or bleaches the absorption of the
ω2 field. As we will see later on, this term always results in a bleaching or positive
differential transmission signal. On the other hand, the PPT term can result in an
induced absorption of the ω2 beam caused by the presence of the ω1 beam. The
perturbation sequences leading to the PPT and ST terms is illustrated in Fig. 3.3.
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Figure 3.3: Schematic showing the contribution of the fields E1 and E2 at different perturbation
orders. The nonzero contributions to the steady-state density matrix at each perturbation order is
shown at the top of the figure.
In the situation where ω1 = ω2, the resulting third order matrix element is given
by
ρ
I(3)
21 (R, t) = 4iχ2|χ1|2ei(k2·R+δt)
× 1
(γ+iδ)
1
(γ2+δ2)
[1 + 2Γ
γ2
],
(3.26)
where δ = δ1 = δ2 in this case. Effectively the degenerate nonlinear optical response
gives the same information as the linear optical response in this situation, except that
the Lorentzian line shape in linear absorption is replaced by a Lorentzian squared.
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Generally to see new physics beyond what is observed in linear absorption, we must
measure the nonlinear spectrum with ω1 fixed near resonance and ω2 tuned with
respect to the fixed ω1. This will be especially clear when the nonlinear response of
inhomogeneously broadened two-level systems is presented.
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Figure 3.4: Imaginary component of the third order off-diagonal density matrix element for a
homogeneously broadened system with no pure dephasing. The ω1 frequency is given by the colored
arrow, and the resulting third-order response as a function of ω2 is given by the spectrum with the
corresponding color..
3.2.1.1 Lineshapes with no pure dephasing for closed two-level system
In Fig. 3.4 the nonlinear optical response given by equation 3.25 is shown for
several different values of ω1 given by the colored arrows with Γ = 0. When ω1 is
tuned near line center, the nonlinear response shows a single peak, similar to the linear
absorption spectrum. However, as ω1 is tuned away from line center, the nonlinear
response shows an interference-type line shape due to the PPT. The interference line
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shapes observed in Fig. 3.4 have been reported in the coherent nonlinear optical
spectrum of single GaAs quantum dots at low temperature [48,128].
3.2.2 The effects of pure dephasing
Pure dephasing, or decay of the phase relationship between different energy levels
without population decay, can come from random, time-dependent jumps in the tran-
sition frequency, assuming that the magnitude of the jumps is much lower than the
transition frequency and that the time-duration of the jump is much faster than the
fastest population decay in the system. In a solid state system, the time-dependent
jumps can occur from interactions between the quantum dot exciton and the solid
state environment. A typical example of a pure dephasing process would involve a
transient interation between an exciton and a background charge state, where the
time duration of the interaction is less than the exciton population decay rate. Note
that this interaction returns the transition frequency back to its unperturbed value
after the interaction time. We also assume that the frequency jumps are Markovian,
so that a frequency jump at a time t1 does not depend on a previous jump at a time
t2.
To see why random variations in the transition frequency ∆ω(t) can cause pure
dephasing (following Ref. [142]), we first write the equation of motion for the off-
diagonal density matrix element with no applied electric field,
i~ρ˙12 = −~(ω0 + ∆ω(t))ρ12 − γ2
2
ρ12. (3.27)
Integration of equation 3.27 gives
ρ12(t) = ρ12(0)e
(iω0− γ22 )t+i
∫ t
0 ∆ω(t
′)dt′ . (3.28)
We now take a time average of both sides of equation 3.28. On the right hand side
we get the term
< ei
∫ t
0 ∆ω(t
′)dt′ >=< 1+i
∫ t
0
dt1∆ω(t1)−1
2
∫ t
0
∫ t1
0
dt1dt2∆ω(t1)∆ω(t2)+... > . (3.29)
We take the time average inside each integral. The first term in equation 3.29 gives
i
∫ t
0
dt1 < ∆ω(t1) >= C, (3.30)
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where C is a constant, utilizing the fact that < ∆ω(t1) > = 0. The second term in
the expansion inside equation 3.29 gives
−1
2
∫ t
0
∫ t1
0
dt1dt2 < ∆ω(t1)∆ω(t2) >= −1
2
∫ t
0
∫ t1
0
dt1dt22Γδ(t1 − t2) = −Γt, (3.31)
where Γ is the pure dephasing rate and the Markoff approximation has been used to
equate < ∆ω(t1)∆ω(t2) > to 2Γδ(t1− t2). Plugging equation 3.31 back into equation
3.28 gives to lowest order
ρ12(t) = ρ12(0)e
(iω0− γ22 −Γ)t. (3.32)
From equation 3.21 we see that the diagonal density matrix elements have no explicit
dependence on the transition frequency ω0, therefore small, time-dependent jumps
should only affect the off-diagonal density matrix elements. Hence, we see that ob-
servables such as polarization can decay without a decay in population.
3.2.2.1 Decoherence-induced resonances
The addition of interactions to atomic (or quantum dot) systems that causes de-
coherence (or dephasing) of the superposition of two states can create new resonances
in the nonlinear spectrum that are not observed in the absence of decoherence. In
general, decoherence-induced resonances in two-level systems arise from the fact that
certain perturbation amplitudes completely cancel in the absence of decoherence, but
no longer destructively interfere in the presence of decoherence leading to additional
resonances in the nonlinear response [143,144]. In atomic gases, pressure-induced ex-
tra resonances from collisional decoherence in four-wave mixing (PIER4) have been
predicted theoretically [145,146] and observed [147,148].
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Figure 3.5: Imaginary component of the third order off-diagonal density matrix element as a
function of ω2 for a fixed ω1, where ω1 is given by the arrow on the right two panels. The top two
panels show the response for zero pure dephasing. In the bottom two panels, the pure dephasing
rate is taken to be Γ = 5γ2. The insets in the right two panels show the same spectrum with the
y-axis adjusted.
The effects of decoherence-induced extra resonances can be observed in the non-
linear optical interactions of closed two-level systems. In Fig. 3.5, we plot the nonde-
generate third order response of a homogeneously broadened two-level system when
the detuning δ1 = ω0 - ω1 is much greater than the decay rate of the off-diagonal
density matrix element γ with ω1 fixed. In Fig. 3.5, we present the χ
(3)(ω2) spec-
trum for a fixed ω1 detuning of 1000γ2 for both the zero dephasing case (top) and
when Γ = 5γ2 (bottom). In this case, the addition of pure dephasing causes a narrow
interference-type resonance at zero ω1 - ω2 relative detuning that is not present with
zero pure dephasing that is shown in the insets of Fig. 3.5.
3.2.2.2 Lineshapes with pure dephasing for closed two-level system
With the addition of pure dephasing, the third order nonlinear absorption line
shapes become significantly different from the line shapes observed in Fig. 3.4. One
of the most prominent effects is that the resonance in the PPT, ∝ 2Γ
γ2−i(ω2−ω1) becomes
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non-zero, which generally gives rise to a narrow Lorentzian line that depends on the
ω2-ω1 detuning. The narrow resonance that tracks with zero ω2-ω1 detuning is on
top of a broad resonance that originates from the incoherent component of the third
order signal. The broad resonance does not track with zero ω2-ω1 detuning and the
width is ∝ γ. In Fig. 3.6, we present the third order nonlinear absorption spectrum
for two different values of pure dephasing. We see that the width of the narrow
coherent population pulsation resonance shows no dependence on the pure dephasing
rate while the width of the incoherent response scales with the level of pure dephasing,
as stated.
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Figure 3.6: Imaginary component of the third order off-diagonal density matrix element with
different values of pure dephasing (Γ) for a homogeneously broadened two-level system. The ω1
frequency is given by the colored arrow, and the resulting third-order response as a function of ω2
is given by the spectrum with the corresponding color.
It is important to note that the nonlinear signal strength of both the incoherent
and coherent third order terms scales like 1
Γ3
for Γ >> δ1, δ2, γ2. This means that
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in systems with a large amount of pure dephasing, a significant nonlinear signal can
usually only be detected (within our typical experimental sensitivity) using relatively
high intensity electric fields compared to systems with low dephasing. It should
be kept in mind that in order to extract meaningful lineshapes in the third order
nonlinear optical spectrum, the intensities of the ω1 and ω2 beams must remain low
enough so that the nonlinear optical signal is in the χ(3) limit so that higher order
terms do not come into play. At very high intensities, the power series expansion of
the dielectric constant no longer applies [133]. We will see later on that homodyne
detection of nonlinear signals requires that the nonlinear signal is linear in both the
pump and probe intensities in the χ(3) limit.
3.2.3 Coherent nonlinear absorption spectrum of two-level system with
inhomogeneous broadening
This work features coherent nonlinear spectroscopy measurements on ensembles
of DINWs. Many of the DINW excitons have different transition frequencies due to
sample inhomogeneity. Sample specific sources of inhomogeneity will be discussed in
later chapters. The inhomogeneity adds an additional source of broadening to laser
absorption measurements since the absorption at each frequency must be averaged
over the inhomogeneous distribution. In general, the dynamics of a group of excitons
at a specific transition frequency may be entirely different from that of a different
frequency group. Nevertheless, it is useful to consider, as an approximation, the
linear and nonlinear absorption signal generated from an ensemble of identical two
level systems with a distribution of frequencies. To simplify the discussion, we will
consider that the transition frequencies of the two-level systems follow a Gaussian
distribution.
In order to gain a foothold on the calculation of the complicated expressions
involved in the third order density matrix elements including inhomogeneous broad-
ening, we will first start with a simpler calculation of the linear absorption spectrum
in an inhomogeneously broadened system. As stated, we begin with an ensemble of
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two level systems, each with a linear absorption spectrum that is proportional to a
Lorentzian function.
α ∝ γ
γ2 + (ω0 − ω)2 . (3.33)
The transition frequencies of the ensemble are distributed according to the Gaus-
sian distribution:
W (∆) =
1
σω
√
pi
e−(∆/σω)
2
, (3.34)
where ∆ = ω0 - ω¯0 and ω¯0 is the central frequency of the inhomogeneous distribution.
The total absorption signal at a given laser frequency ω can be found by averaging
the absorption profile of a single two level system over the distribution. Such an
integration is proportional the convolution of a Lorentzian and a Gaussian:
γ
σω
√
pi
∫ ∞
−∞
d∆
e−(∆/σω)
2
γ2 + (ω¯0 − ω + ∆)2 =
y√
piσω
∫ ∞
−∞
dξ
e−ξ
2
y2 + (ξ + x)2
, (3.35)
where ξ = ∆/σω, y = γ/σω, x = (ω¯0 - ω)/σω. The integral in equation 3.35 can be
rewritten as
i
2
√
piσω
∫ ∞
−∞
dξe−ξ
2
(
1
ξ + x+ iy)
− 1
ξ + x− iy )
=
√
pi
2σω
w(z) + c.c.,
(3.36)
where w(z) is the plasma dispersion function, given by
w(z) =
i
pi
∫ ∞
−∞
dξ
e−ξ
2
z ± ξ , Im(z) > 0 = e
−z2 [1− Φ(−iz)], (3.37)
where Φ(z) is the error function, which is defined as
Φ(z) =
2√
pi
∫ z
0
dξe−ξ
2
. (3.38)
The expression for the third order off-diagonal density matrix element including
inhomogeneous broadening involves calculating the convolution of a Gaussian with
the expression in equation 3.25. The detailed calculation is shown in Appendix A.
The full third order expression for an inhomogeneously broadened two-level system
is given by
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ρ
I(3)
21 (R, t) = −2iχ2|χ1|2ei(k2·R+δ2t)
√
pi
σω
([(1 + 2Γ
γ2
)
× 1
ω2−ω1+2iγ (
1
ω2−ω1 (w(z(ω1))− w(z(ω2)) + 12iγ (w(z(ω1)) + w(z1(ω1)))]
+(1 + 2Γ
γ2−i(ω1−ω2))[(− 1σω 1ω1−ω2+2iγ
∂w(z(ω1))
∂z
+ ( 1
ω1−ω2+2iγ )
2(w(z(ω1)) + w(z1(ω2))],
(3.39)
where
z(ω) =
ω + iγ
σω
(3.40)
and
z1(ω) =
−ω + iγ
σω
. (3.41)
The third order off-diagonal density matrix element in equation 3.39 contains a co-
herent and an incoherent term. In an inhomogeneously broadened system both the
incoherent term (also known as the hole burning term) and the coherent population
pulsation term track with ω1. In Fig. 3.7, the nonlinear response is plotted for both
the case of no pure dephasing and including pure dephasing as a function of ω2,
where the colored arrows give the fixed value of ω1. The inhomogeneous distribution
is shown as the black dashed line in Fig. 3.7.
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Figure 3.7: Imaginary component of the third order off-diagonal density matrix element with
different values of pure dephasing (Γ) for an inhomogeneous distrubtion of two-level systems. The
inhomogeneous distribution shown by the dotted-line Gaussian. The width of the Gaussian σω =
50γ2. The ω1 frequency is given by the colored arrow, and the resulting third-order response as a
function of ω2 is given by the spectrum with the corresponding color.
For a distribution of two-level systems with pure dephasing, the line width of the
incoherent term is proportional to the dipole dephasing rate of the subgroup of two
level systems pumped at ω1 and the line width of the coherent term is proportional
to the population decay rate of the subgroup, similar to a homogeneously broadened
system. In the absence of pure dephasing, a single hole burning resonance is observed
that tracks with ω1. This is a very different effect from the interference-type line
shapes observed in a homogeneously broadened system with no pure dephasing. With
zero pure dephasing, a saturation-type line shape is always observed as long as ω1 is
tuned within the inhomogeneous distribution.
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3.2.4 Spectral diffusion effects
As we saw earlier, random, time-dependent variations of the transition energy
in a two-level system can provide a source of pure dipole dephasing as long as the
time-dependent perturbations were fast enough. It is important to distinguish the
effects of external perturbations that cause pure dephasing from those that cause
spectral diffusion in two-level systems, a process that also causes dephasing. Spectral
diffusion is essentially caused by perturbations that change the transition frequency
of the two-level system where the time scale of the perturbation is greater than
any population decay times in the system. Because of the slow dynamics of the
transition frequency, spectral diffusion can essentially be thought of as a source of
inhomogeneous broadening in the system with an inhomogeneous bandwidth given by
σSD. The inhomogeneous distribution describes the possible energy states of the two-
level system due to the external perturbation. Spectral diffusion has been observed in
InGaN quantum dot systems when long-lived charges interact via Coulombic forces
with excitons in close vicinity [149]. In InGaN systems, excitons are particularly
sensitive to charge interactions due to the large built-in dipole moment.
In this section, we will write down the modifications to the density matrix equa-
tions of motion and the resulting steady-state density matrix elements from Refs.
[130, 150]. Note that in the limit of fast spectral diffusion, where the rate of tran-
sition frequency variations ΓSD >> σSD, the nonlinear absorption spectrum of the
two-level system becomes qualitatively identical to the homogeneously broadened
two-level system with a pure dephasing rate given by ΓSD.
First, the modifications to the density matrix equations of motion are given by:
ρ˙22(ω) =
∑
µ=1,2[iχ
∗
µρ
I
21(ω)− iχµρI12(ω)]− [γ2 + Γ22(ω)]ρ22(ω) +
∫
W22(ω
′
, ω)ρ22(ω)dω
′
ρ˙I12(ω) = ρ˙
I∗
21(ω) = −
∑
µ=1,2 iχ
∗
µ [ρ22(ω)− ρ11(ω)]− [γ + Γ12(ω)]ρI12(ω)
,
(3.42)
where we now write the density matrix components explicitly in terms of the transi-
tion frequency ω, which is assumed to be a stochastic parameter. W22(ω
′
, ω) is the
redistribution kernel that takes a the two level system at frequency ω
′
to a state with
frequency ω. The population decay term now has two components: γ2 is the decay
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rate of the excited state |2〉 back to the ground state |1〉 and Γ22(ω) is the decay rate
of the state at frequency ω to the excited states at all other frequencies.
To simplify the analysis in order to gain a qualitative picture of the steady state
dynamics, we utilize the strong redistribution model [130,150]. The strong redistribu-
tion model assumes that the redistribution kernel is independent of the initial energy
state of the two-level system so that W22(ω
′
, ω) = ΓSDF(ω). The distribution F(ω) is
usually taken to be a Gaussian, 1
σSD
√
pi
e−(∆/σSD)
2
. The term Γ22(ω) in equation 3.42
is then equal to the spectral diffusion rate ΓSD. We also take Γ12(ω) = ΓSD/2. We
will consider that the system is closed, so that ρ11(ω) + ρ22(ω) = F(ω). Note again
that in a semiconductor quantum dot system, the excited state ρ22 represents the
creation of an exciton with a transition frequency given by ω. The spectral diffusion
process, such as a slow interaction with a charge or a physical hopping of the exciton
to a new energy state, changes the transition energy of the exciton to ω
′
. The tran-
sition frequency ω is taken to be a stochastic parameter in the strong redistribution
model [150], where the distribution of possible transition energies that the exciton
can shift to is given by F(ω). The resulting third order off-diagonal density matrix
element is given by
ρ
I(3)
21 (R, t) = −2iχ2|χ1|2ei(k2·R+δ2t)
√
pi
σω
([(1 + 2Γ
γ2
)
× 1
ω2−ω1+2iγ (
1
ω2−ω1 (w(z(ω1))− w(z(ω2)) + 12iγ (w(z(ω1)) + w(z1(ω1)))]
+(1 + 2Γ
γ2−i(ω1−ω2))[(− 1σω 1ω1−ω2+2iγ
∂w(z(ω1))
∂z
+ ( 1
ω1−ω2+2iγ )
2(w(z(ω1)) + w(z1(ω2))]
−2ipiΓSD
σ2ω
1
γ2(γ2 + ΓSD)
w(z(ω2))[w(z1(ω1)) + w(z(ω1))]
−2ipiΓSD
σ2ω
1
ω1 − ω2 + iγ2 (
1
ω1 − ω2 + i(γ2 + ΓSD))w(z(ω2))[w(z1(ω1)) + w(z(ω1))],
(3.43)
where γt = γ2/2 + ΓSD/2 + Γ and
z(ω) =
ω + iγt
σω
, (3.44)
z1(ω) =
−ω + iγt
σω
. (3.45)
The result is qualitatively very similar to the inhomogeneously broadened two-level
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system with a Gaussian inhomogeneous distribution with 3 additional terms added
due to the redistribution effects.
3.3 Probing energy transfer and excited state behavior
In this section, we begin to analyze the nonlinear signal beyond a single, closed
two-level system. In solid state quantum dot structures, sometimes fixing the ω1 beam
at a certain energy and scanning ω2 over a large range compared to the linewidth of
any features near ω1 can reveal different resonances, depending on the relationship
between the energies of ω1 and ω2. This can be related to the fact that multiple
neighboring quantum dots in a solid-state environment can be coupled together [151],
resulting in coherent [152,153] or incoherent [48,154] energy transfer. It is also possible
that the resonances are related to excited electronic states within a single quantum
dot [155].
To give a simple example of how the nonlinear absorption signal can be used to
identify optical physics related to energy transfer or excited state effects, we consider
two quantum dot exciton transitions, A and B, generally from two different quantum
dots. We assume that ωA is greater than ωB. We also assume that both quantum dots
are at 0 K, so phonon absorption is frozen out. If the transitions are incoherently
coupled, then the ω2 beam will measure a resonance in the nonlinear absorption
spectrum on both the A and B transitions when ω1 is parked on resonance with the
A transition, but will only measure a resonance on the B transition when ω1 is parked
on B (left side of Fig. 3.8). This is essentially because the state A can transfer energy
to state B through emission of phonons, for example [108,154]. If instead we consider
transition B to represent the lower energy state of a quantum confined system and
transition A to be the excited state, where the quantum dot system is again at 0 K,
the ω2 spectrum will contain both A and B resonances when ω1 is parked on either
A or B (right side of Fig. 3.8) [155]. This is because the excited state and lower
energy state share the same ground state, so the excitation of either state results
in a saturation of the ω2 field. Generally, coherent energy transfer of two quantum
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dot systems A and B can result in a similar absorption spectrum observed on the
right hand side of Fig. 3.8, however this situation would be unusual if A and B have
significant energy separation in solid state systems at 0 K.
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Figure 3.8: Qualitative schematic of the nonlinear absorption signal as a function of ω2 for different
fixed values of ω1, assuming incoherent energy transfer (left) and absorption into an excited state
(A) sharing a common ground state with the lower energy state of interest (B).
As mentioned in a previous chapter, incoherent energy transfer can have significant
effects in the InGaN system due to relaxation of electron-hole pairs excited into the
background disorder states. This effect will be explored further in later chapters.
3.3.1 Nonlinear response of a two-level system coupled to a metastable
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state
In this section, we will consider the density matrix equations of motion describing
a two-level system that is coupled to a third metastable trap state as a model for the
DINW system. As mentioned, this analysis leads to essentially the same result that
was first predicted by Lamb [156]. The laser fields ω1 and ω2 are sufficiently detuned
from the trap state (on resonance with state |2〉 in Fig. 3.9 so that no trap state
coherences are excited in the system.
|1> 
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|3> 
(Metastable Trap State) 
Crystal Ground State 
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e 
h 
γ21 
γ23 
γ31 
Figure 3.9: 3 Level system energy level diagram.
The density matrix equations of motion for a homogeneously broadened quantum
dot exciton that is coupled to a metastable trap state as shown in Fig 3.9 are given
by
i~ρ˙11 = V12ρ21 − c.c.+ γ21ρ22 + γ31ρ33
i~ρ˙22 = V21ρ12 − c.c.− γ2ρ22
i~ρ˙12 = −~ω0ρ12 + V12(ρ22 − ρ11)− γρ12
ρ21 = ρ
∗
12
i~ρ˙33 = i~ρ22γ23 − i~ρ33γ31,
(3.46)
where some of the population decay rates are shown in Fig. 3.9, γ2 = γ21 + γ23 and γ
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= γ2/2 + Γ. Solving equation 3.46 in steady state in a similar way to chapter 3 gives
ρ
I(3)
21 (R, t) = iχ2|χ1|2ei(k2·R+δ2t)
×( 1
(γ+iδ2)2(γ−iδ1) [1 +
2Γ
γ2−i(ω2−ω1) ][1 +
γ23
γ31−i(ω2−ω1) ] +
1
(γ+iδ2)(γ2+δ21)
[1 + 2Γ
γ2
][1 + γ23
γ31
]).
(3.47)
Equation 3.47 is identical to equation 3.25 except that there is an additional reso-
nance in the nonlinear response that has a FWHM given by the decay rate from the
metastable state into the ground state γ31. When the condition γ23 >> γ31 is met,
the population pulsation resonance is dominated by the resonant denominator asso-
ciated with the metastable state decay. This can be seen by comparing the nonlinear
spectrum in Fig. 3.10a that shows the nonlinear response where γ31 ∼ γ23 to Fig.
3.10b where γ23 >> γ31.
ω2 – ω1 (γ2) 
Figure 3.10: The imaginary part of the third order off-diagonal density matrix element for a two-
level system coupled to a metastable trap state as a function of ω1-ω2 detuning for different trap
decay rates.
3.4 Chapter summary
In this chapter we have thus far discussed the properties of closed two-level systems
and incoherent coupling of multiple two-level systems. Another extension beyond the
closed two-level system picture is when we consider an open two-level system. In this
case, the decay associated with the ground state can lead to new (sometimes extremely
72
narrow) resonances in the nonlinear spectrum that are not otherwise observable in a
closed two-level system [141]. We will see in a later chapter that multi-level systems
are also often necessary to interpret experimental results, especially when the third
level has a very slow decay rate, such as metastable trap state.
This chapter presented a theoretical overview of some of the third order nonlin-
ear absorption line shapes for interactions with two laser fields in the pump-probe
geometry. This chapter is meant to provide a starting point for theoretical analysis
of line shapes in real solid-state quantum confined systems using the density matrix
equations of motion. In well-behaved solid state systems such as GaAs quantum dots,
the coherent nonlinear optical spectrum shows good agreement with the analysis pre-
sented in this chapter for zero dephasing. We will find later on that a theoretical
analysis of coherent nonlinear optical line shapes in InGaN quantum dots is much
less straightforward due to the presence of disorder that adds significant dephasing.
Nevertheless, we will show that the two-level system picture can be a powerful toy
model for understanding system dynamics in InGaN.
CHAPTER 4
Experimental techniques for taking coherent nonlinear spectroscopy data
Thus far, the coherent nonlinear optical properties of two-level systems has been
discussed and the theoretical third order (χ(3)) absorption lineshapes were presented.
It was also shown how the nonlinear signal is related to the polarization generated
in the sample by the excitation beams. Measuring the nonlinear signal generated by
the sample can be quite challenging as the signal level can be very small. As stated
in the last chapter, the nonlinear signal of interest in our work is emitted along the
ω2 beam direction in Fig. 3.2. In a typical experimental set-up, the photocurrent
generated by the nonlinear signal(∝ χ(3)(ω2)) emitted along the ω2 (scanning) beam
direction, compared to the photocurrent signal generated by the the ω2 field is 10
−5.
Amplitude noise from the ω2 beam generally makes it extremely difficult to measure
the nonlinear signal accurately using direct photodetection. In order to detect a
signal at this level, phase-sensitive detection techniques using lock-in amplifiers can
be used. More specifically, we measure the homodyne signal between the ω2 beam and
the nonlinear polarization emitted along the ω2 direction. This chapter will provide
an introduction to phase-sensitive detection of coherent nonlinear optical signals and
some experimental techniques used to take nonlinear spectroscopy data in the InGaN
samples in this thesis.
4.1 Differential transmission technique for measuring nonlinear optical
signals
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To observe homodyned nonlinear optical signals, differential transmission tech-
niques are utilized. In this technique, a first beam at frequency ω1 is focused onto the
sample along with a second beam at frequency ω2 that is focused to the same spot as
the ω1 beam. The ω1 beam is amplitude modulated, and the ω2 beam is isolated from
ω1 in the far-field and detected by a photodiode as shown in Fig. 3.2. Using a lock-in
amplifier that is synced to the modulation frequency of ω1, the modulation of the
sample absorption properties due to the presence of ω1 can be detected by observing
the differential transmission of ω2. Specifically, this measurement is sensitive to
Iω2,ω1on − Iω2,ω1off , (4.1)
where I is the photocurrent measured by the photodiode. Sometimes it may be
necessary to modulate both ω1 and ω2 at different frequencies since for many samples
the ω1 beam is significantly scattered in the direction of ω2 due to sample roughness.
If both ω1 and ω2 are modulated, the nonlinear signal is detected at the difference of
the modulation frequencies.
For simplicity, we assume for the moment that the scattering from the ω1 beam
in the direction of ω2 is minimal, and only the ω1 beam is amplitude modulated at
frequency Ω1. The differential transmission signal is proportional to:
dT ∝ |E2(ω2) +E(3)sig(ω2)(1 +Cos(Ω1t))2 +E(5)sig(ω2)(1 +Cos(Ω1t))4 + ...|2 − |E2(ω2)|2
(4.2)
where E
(3)
sig(ω2) is the nonlinear amplitude of interest proportional to |E1|2E2 as dis-
cussed in a previous chapter and the E2(ω2) term is the amplitude of the transmitted
ω2 beam in the absence of ω1. The lowest order surviving term in the dT signal
is propotional to 2Re[E∗2E
(3)
sig(1 + Cos(Ω1t))
2] ∝ |E1|2|E2|2v(Z, t)(3)(1 + 2Cos(Ω1t) +
Cos(Ω1t)
2), where v(z, t)(3) is the imaginary part of the third order polarization given
in a previous chapter. The term |E1|2|E2|2v(Z, t)(3)2Cos(Ω1t) is measured by a lock-in
amplifier using phase sensitive detection, a technique that will be described below.
If the beam intensity of either ω1 or ω2 is extremely high, higher order terms in
the nonlinear response begin to dominate. In order to verify that the experiments
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are performed in the χ(3) limit, it is important to check that the differential trans-
mission signal is linear in both the pump and probe intensities. Normally nonlinear
measurements are taken with the intensity and wavelength of the ω1 beam fixed while
the ω2 beam is scanned. The wavelength dependent transmission coefficient of the
sample can lead to changes in the dT signal from the scanning ω2 that are not caused
by frequency dependent changes in the nonlinear polarization. In order to account
for these changes, the dT signal is divided by the sample transmittance T that is
measured using the ω2 beam. The measurement of interest is therefore dT/T.
4.1.1 Phase-sensitive detection
In this section, some of the specific aspect of phase-sensitive detection using lock-
in amplifiers will be discussed. For discussion simplicity, this subsection we will
generally assume that only the ω1 beam is modulated in phase sensitive measurements
at frequency Ω1, however it should be kept in mind that the measurements taken in
this thesis were performed with double beam modulation where the ω1 and ω2 beams
were modulated at frequencies Ω1 and Ω2. Techniques for proper phase sensitive
detection with double modulation will be discussed in a separate subsection.
Measurements using a lock-in amplifier are very useful (as opposed to simply
extracting a nonlinear signal from the magnitude of the photocurrent it generates)
because the lock-in provides information about the phase of the nonlinear signal with
respect to the lock-in reference phase. The output of the lock-in amplifier has two
channels (X and Y) that correspond to the in-phase and in-quadrature components
of the signal with respect to the reference. In our measurements, the lock-in phase is
set so that a positive X channel signal corresponds to a signal that is in phase with
the lock-in reference and a negative X channel signal corresponds to a pi out-of-phase
signal. In a single beam modulation set up, the lock-in reference frequency is synced
to the modulation of the ω1 beam at frequency Ω1. Assuming that the photodetector
in Fig. 3.2 measures no spurious signal due to scattering from the ω1 beam, a positive
X channel signal measured in the lock-in due to the nonlinear signal emitted along
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the ω2 direction implies a decrease in ω2 absorption due to the ω1 beam. Occasionally,
the presence of the ω1 laser field can lead to an induced absorption of the ω2 field. In
this case, more of the ω2 field is measured at the detector due to the presence of the
ω1 field, resulting in a negative X channel signal.
In a previous chapter, the coherent nonlinear absorption spectrum was plotted
using the imaginary part of the off-diagonal density matrix element as the dependent
variable. It is important to note that the sign of the theoretical line shapes shown in
chapter 3 follow the same sign convention as the X channel lock-in signal.
4.1.1.1 Phase modulation technique for observing nonlinear signals with
a slow decay
Measuring a phase-sensitive nonlinear optical signal with a significant in-quadrature
(Y channel) component can have interesting implications for the optical physics of
the sample. Occasionally the system being measured using nonlinear spectroscopy
techniques can have a very slow decay process due to a metastable energy state, for
example. The presence of the metastable energy state can lead to a corresponding
slow decay in the nonlinear optical signal. By comparing the X Channel and Y Chan-
nel components of the nonlinear signal measured using the lock-in amplifier, the decay
rate of the metastable state can be measured. As an example, we consider some inter-
nal parameter of the system (such as an excited state population) x(t) that influences
the nonlinear absorption signal. For an applied electric field given by E0(1+Cos(Ωt))
and a slow decay γ the resulting equation of motion for x(t) is given by:
x˙(t)− γx(t) = E0(1 + Cos(Ωt)). (4.3)
Integration of equation 4.6 gives
x(t) = −E0−e
γtΩ + ΩCos(Ωt) + γSin(Ωt)
γ2 + Ω2
. (4.4)
If the lock-in amplifier is set to be in-phase with the driving field modulation Cos(Ωt),
we see that the ratio of in-phase X channel to in-quadrature Y channel of the nonlinear
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signal due to x(t) is simply given by
X
Y
=
Ω
γ
. (4.5)
By carefully measuring the ratio of the in-phase to out-of-phase lock-in signal, the
decay rate of states in the system where γ ≈ Ω can be accurately measured.
4.1.2 Double beam modulation dT/T signals
As stated previously, it is sometimes necessary to modulate both beams ω1 and
ω2 at frequencies Ω1 and Ω2 and to detect the nonlinear signal at the difference
frequency |Ω1 − Ω2| due to scattering of the ω1 beam in the ω2 direction caused by
sample roughness. To set the phase of the lock-in amplifier, we mix a sample of the
pump and probe beams, arranged to be fully collinear in the photodetector, which is
measured by the lock-in amplifier. We increase the power of both beams sufficiently
until we detect a nonlinear photocurrent signal and we see a clear lock-in signal.
The phase difference between the pump and probe beam is then adjusted until all
the signal appears in the X-channel (recall the detector electronic bandwidth is large
compared to the modulation frequencies). In this case a positive X channel dT/T
signal still corresponds to an induced saturation of the ω2 beam due to ω1.
4.2 Set-up for nonlinear optical characterization
In this section, the optical set up for measuring nonlinear optical signals in InGaN
DINW samples will be described. A large part of the optical set up is essentially
standard for nonlinear optical measurements and has been extensively used in other
nonlinear optical measurements in our lab (for example see refs. [48,56]). This section
will focus on a few additions that were made to the usual set-ups in nonlinear optical
measurements in our lab accommodate specific aspects of the InGaN DINW sample.
4.2.1 Double-pass acousto-optic modulator set-up for beam modulation
To modulate the ω1 and ω2 beams, the two beams are sent through separate
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traveling wave acousto-optic modulators (AOMs) and the m = 1 diffraction order
is amplitude modulated using two phase-locked function generators. The AOMs are
used for beam modulation over traditional optical choppers for two main reasons:
first, it is possible to electronically control the output intensity of the m = 1 order,
which is useful for noise eating applications, and second, it is easier to achieve high
frequency (∼MHz) modulation frequencies that are not available using traditional
optical choppers.
Although using an AOM for beam modulation has some advantages over tradi-
tional mechanical choppers, a significant disadvantage of using an AOM is that the
output angle of the m = 1 beam varies as a function of input wavelength. The
traveling-wave AOMs in our experiment are usually driven by a 40 MHz RF signal,
therefore the output angle of the m = 1 diffraction order is given by [157]
Sin(Θ) =
λ
vs/40MHz
, (4.6)
where λ is the laser wavelength and vs is the sound velocity in the AOM material,
which in this case is 3630 m
s
. Measuring the complete nonlinear optical spectrum
of InGaN DINW ensembles requires tuning of ω1 and ω2 of (∼100 nm) due to large
linewidth features. Typically the ω1 and ω2 beams are focused onto the same spot on
the sample surface using a single objective lens, therefore the angular displacement of
the beam caused by the AOM is translated to a change in position of the focal spots
on the sample surface, which is highly problematic inhomogeneous InGaN DINW
samples. One way to prevent this issue is to send both the ω1 and ω2 m = 1 beams
through optical fibers before reaching the sample. The angular displacement provided
by the AOMs is still problematic in this situation however, since the coupling into the
optical fiber is affected by the m = 1 angular variation caused by the large wavelength
tuning. Typically a tuning of ∼50 nm leads to a decrease in fiber output of around
80%. Although this decrease in output power can be often accounted for on the
output end of the fiber, for lower noise automation it is generally more desirable to
use the most optimized fiber coupling.
A method for circumventing the angular displacement issue for large beam tuning
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was first discussed in ref. [158] and was utilized in the nonlinear optical setup in this
work. A schematic of the experimental implementation of the technique is shown in
Fig. 4.1. First, the input beam is sent through a polarizing beam splitter so that H
polarized light emerges from the output of the beam splitter. This light is then sent
through the traveling wave AOM where ∼60-70% of the light is coupled into the m
= 1 diffraction order. Note that it may be necessary to optimize the beam size with
a telescope before the beam enters the AOM for maximum coupling into the m =
1 diffraction order. Next the beam is sent through a plano-convex lens with a focal
length f1 at a distance f1 away from the AOM so that the m = 1 beam propagates in
a parallel direction to the m = 0 beam. After passing through the lens, the beams are
sent through a quarter wave plate with fast and slow axes aligned at 45 degrees with
respect to the H polarization direction. This creates circularly polarized light that
propagates toward a mirror. Before the m = 0 and m = 1 beams can hit the mirror,
the m = 0 beam is blocked. The mirror face should be completely perpendicular to
the beam propagation direction so that the k vector of the m = 1 beam is reversed
and the reflected polarization is circularly polarized light of the opposite orientation
compared to the incident polarization. Because the reflected circularly polarized light
is now of the opposite orientation compared to the incident beam, the polarization
becomes vertical after the second pass through the QWP. The vertically polarized
light passes through the AOM again and ∼60-70% is diffracted exactly along the
incident m = 0 beam direction. The optical wavelength of the beam is shifted by
80 MHz due to the double diffraction through the AOM. The vertically polarized
light is then reflected by the polarizing beam splitter and is fiber coupled away from
the AOM. The fact that the k vector of double-pass diffracted beam is eventually
the negative of the incident beam makes the fiber coupling efficiency insensitive to
wavelength. It should be noted that almost 65% of the incident power is usually lost,
not including the fiber coupling efficiency, therefore this technique should only be used
if there is a significant incident beam power and losses do not affect the experiment.
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Figure 4.1: Diagram of double-pass AOM setup
4.2.2 Overview of optical setup
As we will in later chapters, the typical dephasing rate in the InGaN DINW system
is very large compared to III-As nanostructures at low temperature. Large dephasing
rates have also been reported in InGaN quantum wells at low temperature [100].
Recall that the third order nonlinear optical signal found scales like 1
Γ3
in the limit
of large Γ in the χ(3) term. The large dephasing rates in InGaN DINWs implies that
a much larger beam intensity is required to observe a nonlinear signal for a given
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experimental sensitivity compared to III-As systems, assuming that the intensity is
low enough for the signal to be in the χ(3) limit.
In order to achieve higher intensity sample excitation, we added an NA = 0.55
microscope objective to the system in place of the usual f ∼100-200 mm lenses used
for nonlinear optical measurements in III-As systems. The microscope objective was
also used in conjunction with a white light source to image the surface of the sample
and selectively excite certain sample areas. The entire optical set up is shown in Fig.
4.2. The addition of the microscope objective was key in observing the first nonlinear
optical signals. Imaging the sample surface also helped tremendously in aligning the
ω1 and ω2 beams to achieve the maximum dT/T signal.
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Figure 4.2: Optical set up for nonlinear optical measurements.
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The two excitation beams ω1 and ω2 are provided by two frequency stabilized
dye lasers (Spectra-Physics Matisse DX and Coherent 899-29, each with a coherence
bandwidth of 1 MHz). The excitation beams are each immediately coupled into
a double-pass AOM (DPA) set-up as shown in Fig. 4.2. After passing through an
optical fiber, the beams are then aligned to focus onto the sample. It is imperative
that the beams are completely parallel (but non-overlapping) entering the objective
lens or else the beam overlap on the sample will be too small to observe an appreciable
signal. To ensure that the beams are parallel but non-overlapping, both beams are
made to be parallel and overlapping by coupling the two beams into a single optical
fiber that is placed in front of the sample and maximizing the coupling efficiency. The
optical fiber is then removed and the output port of 1 beam is spatially adjusted using
an X-Y translation stage. This motion does not affect the angle of the beam, and as
a result the two beams can be completely parallel but non-overlapping. Adjustment
of the two beams into the microscope objective for maximum nonlinear signal can be
done using external mirrors or a differential micrometer translation stage that holds
the objective (not shown in fig. 4.2). This translation stage also allows us to excite
different regions of the sample.
In order to maintain the sample at cryogenic temperatures, the sample is cooled
using an ST-500 microscopy cryostat. This cryostat was necessary to acquire for
this experiment due to the high NA of the focusing microscope objective. In the
standard operating mode of the ST-500, the sample rests on a cold finger and data
is taken in a reflection geometry. The reflection geometry is usually not desired in
nonlinear optical measurements due to phase shifts in the reflected beam [159,160]. In
order to allow for nonlinear optical measurements in a transmission geometry, a small
threaded hole was machined into the bottom of cold finger to allow for an aspheric
lens to be screwed in. The threaded hole stops near the top of the cold finger, where
a smaller diameter hole is drilled through that allows the beam to pass though while
maximizing the contact of the sample and cold finger. The distance between the top
of the cold finger and lens is adjusted until the beam passing through the sample is
roughly collimated going through the cold finger. The back end of the cryostat has
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an additional window to allow for beam transmission.
Using a white light source and removable beam splitters, the sample surface can
be imaged using a DCC1545M CCD camera. The camera is interfaced to the CPU
using a USB port. The optical alignment of beams and the position of the sample in
the experimental field of view is verified using the CCD image.
4.3 Chapter summary
In this chapter phase sensitive detection techniques were discussed for measuring
coherent nonlinear optical signals. Although the techniques and optical set ups for
phase sensitive differential transmission measurements have been discussed in previous
work, our experimental set up required modification from the conventional system to
perform nonlinear spectroscopy in the InGaN system. The modifications included the
addition of an NA = 0.55 microscope objective for focusing both excitation beams,
the use of a double-pass AOM set up and the addition of a microscope cryostat. These
modifications allowed us to measure new optical physics in the system that will be
the subject of the next chapters.
CHAPTER 5
Self-assembled InGaN dots-in-nanowires grown on Si substrates
The experimental goals in the study featured in this chapter are to understand the
physics associated with the nonlinear optical response of self assembled InGaN disks-
in-nanowires on silicon substrates. Growth of DINWs on silicon and the subsequent
demonstration of DINW laser devices is also important for silicon-based photonics
applications that may require an on-chip laser source [161]. As noted in the previous
chapters, the characterization is motivated by the use of the DINWs in coherent con-
trol applications such as quantum information processing. The nonlinear optical data
shows a spectrum comprised of a nonresonant component arising from the disordered
states and several strong resonant components giving clear presence of excitons. We
compare the nonlinear optical properties of different groups of excitons at room tem-
perature and low temperature and find that the linewidths of some groups of excitons
at room temperature is virtually unchanged compared to the groups at low tempera-
ture. The strong excitonic response shows no evidence of many body physics. This is
consistent with the optical excitation being confined in a small region that is dot-like,
exhibiting strong quantum confinement, a result anticipated by early TEM measure-
ments [9,12,162] and the observation of single photon emission in similar samples [12].
We observe that the nonlinear signal has a long decay time ∼ µs, which we attribute
to interactions between the excitons and long-lived trap states. If growth conditions
can be developed to minimize the role of traps and disorder states, the data indicates
the InGaN samples could be viable for exciton based quantum logic devices at room
temperature.
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5.1 MBE growth of GaN nanowires with InGaN disks
Prior to a presentation of the optical data, some of the growth techniques of the
DINW samples in this thesis will be presented. The InGaN disk-in-nanowire (DINW)
samples featured in this chapter and the next two chapters were grown using plasma-
assisted MBE (molecular beam epitaxy). MBE growth normally requires inserting the
substrate into a growth chamber that is pumped to an ultra-high vacuum environment
(∼ 10−8−10−10 torr). To grow the GaN nanowires that provide the base of the DINW
structure, N2 is first introduced into the growth chamber and broken into atomic N
using a radio-frequency plasma. The surface of the sample is then bombarded with
Ga atoms that originate from a Ga effusion cell. Under proper growth conditions
in the nitrogen-rich environment (temperature and gallium flux), GaN can begin to
nucleate into small clusters [163]. The GaN nucleation process occurs when a balance
is struck between temperature and Ga flux from the effusion cell. Typically at lower
temperature and higher gallium fluxes, epitaxial layers of GaN form instead of the
nuclei. Above a certain temperature, no growth of GaN occurs at all. The phase
diagram for Ga nucleation is shown in Fig. 5.1 from Ref. [6]. The nuclei form the
first building blocks of the GaN nanowire section that forms coherently on top of the
Ga nuclei.
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Figure 5.1: Phase diagram for nucleation of GaN from Ref. [6]
After the GaN nanowires are grown to ∼500 nm in length on top of the GaN
clusters, growth of the InGaN layers is initiated. Growth of InGaN requires a lower
temperature (∼520◦) than the typical growth temperatures of GaN nanowires shown
in Fig. 5.1 because of the low sticking coefficient of InGaN adatoms [55]. The emission
energies of the InGaN sections can be colored-tuned depending on the temperature
[18]. Generally lower temperature substrates (∼510◦ C) result in red emitting InGaN
layers and higher temperature substrates (∼530◦ C) result in blue emission [55].
At lower growth temperatures, the InN diffusion is very weak, resulting in a large
concentration of nonradiative defects in the InGaN layer [55].
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5.1.1 Spontaneous MBE growth of GaN nanowires with InGaN disks
The spontaneously grown samples featured in this work were grown on Si by
Saniya Deshpande and Shafat Jahangir in Professor Pallab Bhattacharyas research
lab. The InN concentration in the sample is ∼0.54, which gives a red emitting sample.
In this section some of the basic aspects of the spontaneous growth technique will be
highlighted. More details of the growth procedures for InGaN DINWs can be found
in Refs. [55]
Prior to growth of the GaN nanowires, the substrate must be prepared. Since
the substrate in this case is Si, the effects of oxidation on the Si surface during the
short time when the substrate is moved from the lab to the MBE chamber must be
counteracted. To counteract this effect, the oxide layer on the surface of the substrate
is removed by heating in the MBE chamber. Furthermore, the heating provides
degassing to the substrate surface. After the oxide is removed, N2 is introduced and
broken into atomic N using a radio-frequency plasma. The growth of GaN begins
when Ga atoms are introduced into the nitrogen-rich environment. When the Si
substrate is exposed to a nitrogen-rich environment, the Si and N react to form layers
(3-5 nm thick) of SixNiy, where x and y depend on the concentration of N.
GaN clusters that grow into nanowires are formed on top of the SixNiy layer. The
thickness of the SixNiy layer is generally not uniform across the substrate surface
and as a result the growth angles of the spontaneously grown nanowires can vary
significantly across the sample. Variations in the growth angles of the nanowires
can lead to the coalescence of multiple nanowires with different growth angles. The
coalescence can have several effects [164]. First, coalescence can result in the coherent
overgrowth of a larger diameter nanowire from the bridging of two smaller diameter
nanowires. This can give a large variation in the nanowire sizes throughout the sample
and generally occurs for small growth mismatch between the DINWs. In addition to
bridging overgrowth, the formation of defects can also occur between the two merged
nanowires for small misorientation angles. These defects can act as traps for charge
carriers [164]. More extreme growth angle misorientation can result in long chains of
defects that can quench the sample emission [164].
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The lattice mismatch between GaN and Si in self-assembled samples leads to
a significant density of dislocation defects at the base of the GaN nanowire. In
InGaN quantum wells, the dislocation defects provide a large source of nonradiative
recombination of 2-D excitons as noted in chapter 2. In nanowires, the small diameter
of the nanowires and the ease of propagation of the dislocation defect along directions
perpendicular to the growth axis means that the dislocations rarely propagate into
the active InGaN region [119].
5.1.2 Sample preparation for optical studies
Usually it is desirable to perform nonlinear optical measurements in a transmission
geometry where the excitation beams pass through the sample and are detected on the
other side. In a reflection geometry, phase shifts resulting from the surface reflection
can make the interpretation of the nonlinear signals more complicated [159,160]. To
allow for transmission measurements, the DINWs are removed from the Si substrate
using a sonication technique and dispersed onto a sapphire substrate at an areal
density similar to the growth density.
Sapphire Disk  
a. b. 
DINWs 
Figure 5.2: a. SEM image of a similarly grown self-assembled sample along with a TEM image of
a single DINW in the inset, from Ref. [7] b. Schematic of the dispersed nanowires on a sapphire disk
In the sample featured in this chapter, we estimate that the areal density of
nanowires is ∼ 1011cm−2, the same order of magnitude as the growth density. The
nanowires have a ∼30 nm diameter with 2 nm thick InGaN regions. Each nanowire
89
contains 8 InGaN disks separated by 15 nm of GaN. The effects of defects due to
nanowire coalescence have a serious impact on the optical properties of the DINWs.
As noted earlier, defects formed due to coalescence can lead to quenching of the DINW
exciton emission as the defects can act as nonradiative recombination centers [165].
As a result of coalescent defects, we estimate that only a small percentage (∼3-8%)
of the nanowires are able to produce luminescence and/or absorb light [165]. This
makes the effective areal density of nanowires probed in this study closer to ∼3-8
×109cm−2.
5.2 Preliminary sample data: PL, PLE and modulated absorption
Preliminary spectroscopy measurements are based on a combination of linear spec-
troscopy (PL and PLE) and nonlinear optical modulation spectroscopy. In both the
PL and modulation spectroscopy measurements, a λ = 405 nm pump beam is fo-
cused to a spot size ∼1 µm2, thus exciting ∼30-80 nanowires or ∼240-810 DINWs.
We utilize a confocal microscopy system in our set-up to probe approximately the
same region on a day-to-day basis and at different temperatures, however we found
that the limited resolution of the system leads to some changes in the spectra for
different measurements (taken on different days) and at and different temperatures.
We present PL and PLE data in Fig. 1. The PL is centered at ∼ 1.98 eV with a
width of ∼ 480 meV. As a rough approximation, we fit the PL peak to a Gaussian
(red line in Fig. 5.3). It is clear from the data in Fig. 5.3 that the PL data is not
a smooth Gaussian resonance, but is rather composed of resonant structures. The
origin of the resonant structures will be discussed later on. Inhomogeneous broadening
from different sized nanowires, fluctuations in InN concentration or perhaps from
background disorder state emission can lead to the broad PL emission observed in
Fig. 5.3 [7, 164–168]. The PLE data shows an increasing spectrum as a function of
energy. The PLE overall appears to follow exponential function (blue line in Fig. 1),
however we again see that there is resonant structure within the PLE. We associate
the exponential dependence in the PLE spectrum to a large density of disorder states
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in the system formed perhaps by random InN alloy fluctuations [96] or heterostructure
interface fluctuations [87].
Figure 5.3: Photoluminescence (PL) and photoluminescence excitation (PLE) at 10K. The inset
shows similar PL at room temperature from a similar sample ensemble, the shift reflecting the role
of heterogeneity.
The modulated absorption data is presented in Fig. 5.4. Optical modulation spec-
troscopy in this work based on using a cw blue laser (at λ = 405 nm) to modulate the
optical properties by exciting e-h pairs and then probing the resultant change in the
absorption spectrum. A general review of modulation spectroscopy in semiconductors
is provided in ref. [169]. Using phase sensitive detection, we set the phase so that
a positive signal reflects an increase in transmission corresponding to a reduction in
absorption. A simple saturation of the absorption reflected in the PLE would repro-
duce the basic exponential function seen in Fig. 5.4. The data in Fig. 5.4 (at both 10
K and 300 K) show a highly structured response comprised of multiple resonances.
The data has a constant negative offset (indicating an optically induced increase in
absorption) that has been subtracted in Fig. 5.4. Original data at 10 K without
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background subtraction is shown in the inset of Fig. 5.4.
Figure 5.4: Modulated absorption where a more positive signal means reduced absorption (increase
in transmission) showing strong excitonic features at 300 K and 10 K. There are variations in the
relative positions and strengths of the resonances at 300 K and 10 K since: 1. the two spectra are
taken at two different regions of the sample, and 2. an overall redshift of the spectra occurs as the
temperature increases, as reported in ref. [7]. The constant negative offset is subtracted. Inset shows
data with the constant negative offset included.
The increase in transmission associated with these resonances and the absence
of first or second order derivative type structure that one would see in the presence
92
of many body effects arising from optically generated carrier induced energy shifts
or broadening is consistent with a saturation of the response. We rule out that the
resonances are related to optical effects such as Fabry-Perot resonances for several
reasons. First, and most importantly, the frequency spacing between the resonances
∆ν ≈ 12 THz would give a Fabry-Perot cavity length of ∼5 µm, assuming the index
of refraction of GaN = 2.32 at 10 K [170]. The sample consists of a layer of DINWs
with an average thickness ∼30 nm and random orientations on the uncoated substrate
surface; therefore there is no structure in the system that could give rise to such
resonances. Furthermore, as shown in Fig. 5.5, the transmission was monitored and
compared to the modulated absorption to ensure no such structures were present.
Figure 5.5: Transmission (bottom panel) and modulated absorption (top panel) of the sample at
room temperature.
Unlike in III-V material, it is remarkable that the strong excitonic features persist
at room temperature. Note that the data taken at 10 K and 300 K may be taken
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at slightly different regions of the sample (spaced by ∼1-3 µm) due to the limited
resolution of our confocal microscope set-up, therefore the resonances may not origi-
nate from the exactly the same groups of excitons. At the same time, it is important
to notice that some features, in particular the large modulated absorption resonance
near ω = 2.125 eV at 10 K, seems to exist in both the low temperature and room
temperature data. At room temperature the resonance should be red shifted due to
the temperature dependence of the material band gap. We note that the relative
energy spacing of this resonance at room temperature and low temperature is ∆E
≈ 48.15 meV. This is in good agreement with the temperature-dependent band gap
energy shift expected from the Varshni equation [171], ∆E = 48.5 meV, assuming the
Varshni parameters α = 0.55 and β = 719 [172]. This strongly suggests that a group
of DINWs with very similar geometries that absorbs around ω = 2.125 eV is probed
in both the low temperature and room temperature measurement. It is remarkable
that the line widths of some features appear to be so similar in both low temperature
and room temperature, a feature that validates the temperature stability of excitons
in the system.
In Fig. 5.6, we compare the modulation absorption spectrum at 10 K to the
residuals of the Gaussian fit to the PL spectrum and exponential fit to the PLE
spectrum. Although resonances in the three spectra do not overlap in some places
due to slight differences in the probed sample region, we believe that there is enough
similarity between the 3 spectra to suggest that the variations observed in the PL
and PLE in Fig. 5.6 originate from the same excitons observed in the modulated
absorption spectrum.
94
Energy (eV) 
Figure 5.6: A comparison of the residuals of a Gaussian fit to the PL, exponential fit to the PLE
and the modulated absorption data at 10 K
5.3 Coherent nonlinear optical spectrum
In this section, the coherent nonlinear optical response is presented. Unless oth-
erwise indicated, the spectra are taken with ω1 fixed and ω2 scanned.
The absence of additional structure or more complex line shapes in the nonde-
generate differential transmission spectrum, shown in Fig. 5.7, is again consistent
with the absence of many body effects. Surprisingly, however, the nondegenerate re-
sponse is virtually independent of the frequency of the non-scanning field in the range
shown in Fig. 5.7. The spectrum, for say heterogeneous two-level systems coupled
by Fo¨rster energy transfer, from higher energy two-level systems to lower energy sys-
tems would show only resonances below the frequency of the non-scanning field [48].
Coherent coupling between such systems through say Coulomb exchange would show
resonances above and below the non-scanning field frequency but the strength of the
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response would increase as the non-scanning frequency approached a resonance. This
response would be similar to that observed for an n-level system when two or more
low lying levels with transitions to a common excited state (Λ-system) or two or more
excited states with transitions sharing a common ground state (V-system). A many
body response would also be expected to depend strongly on the pump frequency and
typically show a more complex spectral structure. Hence, we conclude the physical
origin of this response does not correlate with those observed in typical optical ma-
terials. We note that for very large ω1 - ω2 detuning, off of the scale of the spectrum
shown in Fig. 5.7, where ω1 < ω2, the nonlinear optical response appears to be much
weaker. Thus, it may be more accurate to say that the data in Fig. 5.7 shows a
very weak dependence on ω1 over the range of ω1 values presented in Fig. 5.7 and
eventually the signal level should go to zero for very low energy ω1.
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Figure 5.7: Non-degenerate differential transmission. The energy of the non-scanning laser is
identified by the arrow. The results show the non-degenerate spectrum is independent of the energy
of the non-scanning laser. Each scan is normalized, however the scales are the same in each scan.
In the presence of inhomogeneous broadening of resonant systems, it is known
from a previous chapter that the spectral response, given by the third order nonlinear
susceptibility above, exhibits spectral hole burning where the spectral hole width is
the homogeneous width (T−12 ) [30]. However, the data in Fig. 5.7 shows no evidence
of spectral hole burning. The widths of the resonant features are comparable to those
reported in quantum well structures in the time domain, corresponding to time scales
of order ∼100 fs [100], a result they attribute to disorder induced dephasing [173].
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However, given the evident role of screening of the internal fields (see discussion be-
low), hole burning would not be evident in 3rd order spectroscopy since the same field
screening would appear in all the structures and uniformly affect all the resonances,
not just the resonance excited by the non-scanning field. A higher order technique
would be required.
However, a high resolution scan does reveal an ultra-narrow resonance as seen
in Fig. 5.8. This structure, obtained following the methods in Ref. [8], is observed
throughout the response shown in Fig. 5.8 and at every arrow location in Fig. 5.8.
To summarize from Ref. [8], ultranarrow resonances can be observed by varying the
relative driving frequencies of two AOMs. The resonance arises from coherent mixing
of the ω1 and ω2 fields leading population pulsations, however the linewidth (FWHM
∼110 kHz) is significantly more narrow than what we may expect from lifetimes
measured in this system using time-resolved PL even in the presence of a strain field.
ω2 - ω1 (γ2) 
Figure 5.8: Coherent population pulsation component of nondegenerate nonlinear spectrum taken
using the methods of ref. [8] with negative background included.
The presence of an ultranarrow resonance in the system implies that the decay
dynamics of the nonlinear signal are determined by a metastable state in the sys-
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tem, as first predicted by Lamb [156] and shown in chapter 3. The width (FWHM
∼110kHz) corresponds to the relaxation time of the state of order 2.9 µs. The nar-
row feature is expected from theory except the theory for a normal resonant system
shows the resonance is positive, not negative. The resonance is negative here be-
cause it is dominated by the negative offset. Such a long time scale is inconsistent
with excitonic lifetimes measured in this system using time-resolved PL even in the
presence of a strain field [7, 12]. It is more likely due to the presence of traps, for
example a trap state formed by a misorientation defect formed due to the coalescence
of nanowires [164,165].
Using phase modulation techniques, it was shown in chapter 4 how the presence
of long-lived states can be detected and how to obtain a measurement of the lifetimes
of the long-lived states in the system by comparing the in-phase and out-of-phase
components measured in the nonlinear signal by a lock-in amplifier. The nonlinear
response in this sample shows a significant out of phase component for ∼ 10kHz
modulation frequencies of either ω1 or ω2. Using phase modulation techniques, we
measure that decay rate of the nonlinear signal in the same sample location as the
data in Fig. 5.8 is 2.56 µs, in good agreement with the value obtained from the
ultranarrow resonance.
5.3.1 Arrhenius plot
In this section some of the temperature-dependent properties of the slow decay
in the nonlinear signal will be examined. As stated, we attribute the slow decay to
metastable trap states in the system. The occupation probability of trap or defect
state is heavily influenced by temperature, since at higher temperature the thermal
energy in the system can promote it into the conduction band (for donor-type defects)
or the valence band (for acceptor-type defects). From Shockley-Read-Hall statistics
the trap emission rate en for a donor-type defect is proportional to
en(Et) ∝ f(Et) ≈ e−
Ec−Et
kBT , (5.1)
where f(E) is the occupation probability of a state at energy E, Ec is the conduction
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band energy and Et is the trap energy [174].
Indeed, a measurement of the relaxation rate as a function of inverse temperature
is linear on the standard Arrhenius plot, yielding activation energies of 5-12 meV
in the samples studied, as shown in Fig. 5.9. The decay times in the Arrhenius
plot in Fig. 5.9 was measured using phase modulation techniques. To perform the
phase modulation measurement, a λ = 405 nm beam was used to modulate the
absorption of a second beam (ω2) at ω = 2.01 eV. The activation energies were
measured over several different regions of the sample, spaced by ∼100 µm (black, blue
and red data points in Fig. 5.9). Similar to the temperature-dependent modulated
absorption measurements, the limited resolution of the confocal microscope set-up
implies that the exact group of excitons may not be measured at each temperature
for a specific data set. Metastable traps with similar lifetimes were reported in yellow
emitting InGaN quantum wells [175] and attributed to states formed at the boundaries
of InGaN clusters, however we mainly attribute the traps to coalescent defects, as
mentioned earlier.
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Arrhenius Plot  
Figure 5.9: Arrhenius plots taken at different regions of the sample, represented by the different
colors in the plot. Each data point was taken by averaging over several measurements from the
lock-in amplifier. The error bars are from the error in the mean of the measurement.
5.4 Model and Dicussion
In order to understand the data, we consider a phenomenological model in Fig.
5.10 where non-radiative electron traps are localted in the region adjacent to the dot.
The specific observations we address are: 1. the exponential dependence of the PLE
signal, 2. the positive dT/T resonant structures within the modulated absorption
and non degenerate dT/T and 3. the constant negative dT/T offset observed in the
modulated absorption and non degenerate dT/T.
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Figure 5.10: 2-D cross-section of DINW. A gradient in the InN concentration is also shown due to
strain effects in the system [9] (magenta is the highest concentration, with blue/yellow the lowest).
The reduced absorption associated with the excitonic structures in more conven-
tional III-As quantum dots is due to saturation of the absorption arising from decreas-
ing the population in the ground state and increasing the population in the excitonic
state, a simple result of the optical Bloch equations. However, this explanation would
show the nondegenerate response is strongly dependent on the frequency of the non-
scanning beam, contrary to the data in Fig. 5.7. Both Λ and V systems mentioned
earlier would also give strong dependence of the spectra on the nonscanning beam as
would simple energy transfer.
An alternate explanation for the positive dT/T resonances is again associated
with disorder. The DINW structures are known to have a compact quantum dot
at the center as evidenced in (PL) and transmission electron microscopy (TEM)
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studies [9, 12, 123]. Isolated DINWs from similar samples show clear evidence of
single photon emission [12] from second order correlation measurements, the result of
Coulomb blocking of additional excitons in the dot, something that does not occur in
higher dimensional systems. The disordered states in the surrounding material can
be optically excited and are the origin of the exponentially increasing featureless PLE
shown previously. After excitation into the disordered states, carriers can be captured
by the metastable trap states (Fig. 5.11). It has been shown that charges that occupy
charge trap states in close vicinity to quantum confined excitons in semiconductor
nanostructures can decrease the oscillator strength of the lowest exciton transition
when the exciton hole wavefunction becomes localized in the vicinity of the trap
electron due to the large hole effective mass compared to the electron effective mass
[176,177]. The quantum dot exciton states may be especially susceptible to this type
of interaction, as it is known from nano-cathodoluminescence measurements that the
largest concentration of nonradiative localized states (e.g. traps) occurs at the bottom
of the DINW in the same vicinity as the hole wave function [9].
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Figure 5.11: (a.) 3-D schematic of DINW with the exciton electron wavefunction (white sphere
inside the DINW pyramid) and hole wavefunction (red sphere inside DINW pyramid). The pyramid
represents the Volmer-Weber quantum dot that can form in the center of the DINW [10]. The
strength of the piezoelectric field is shown by the orange plot and pointed in the opposite direction
to the c-axis (dashed arrow) where the electron and hole are separated along this axis due to this
piezoelectric field. (b.) 3-D schematic of the DINW showing the effect of the filled trap states
(electron and hole represented by smaller white and red sphere, illustrating the higher degree of
localization for these states). (c.) Energy level diagram of the single DINW showing the exciton
state (|X〉) along with the continuum of background states formed by disorder and charge trap
states. (d.) Energy level diagram including the effect of the pump beam which is tuned to lower
energy than the exciton resonance.
Alternatively, excitation of the defect states could result in charge transfer from
the valence band in the quantum dot state to a lower lying defect state. This would
mean the quantum dot could no longer undergo a transition to the (neutral) exciton
state, i.e., the absorption would be reduced.
A constant negative dT/T offset in all of the data has been subtracted to em-
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phasize the excitonic response. The negative offset (optically induced increase in
absorption) is comparable, though not correlated, in magnitude to the positive re-
sponse (reduced absorption) of the excitons. We tentatively associate the increase in
absorption to either an increase in the oscillator strength of the background disorder
in these systems that gives rise to the PLE and/or to a red shift in the PLE response.
The origin of either effect is likely due to screening of the internal electric field by the
trapped carriers excited by the optical field (Fig. 5.11). This type of effect could lead
to a negative dT/T offset, but we are currently unsure of why the offset is a constant
signal. Further investigation will be needed to understand this effect.
5.5 Chapter summary
In summary, this chapter featured a study of the coherent nonlinear optical prop-
erties of an ensemble of self-assembled InGaN DINWs. This study shows that as
expected there are strong excitonic resonances in InGaN DINWs arising from the
strain induced dots at the center, however, these resonances are obscured in the PLE
and PL by the dominant role of traps and defects, likely formed due to nanowire
coalescence. The nonlinear optical behavior of the excitons shows no evidence of
manybody physics typical of larger or higher dimensional systems and, hence, may
be promising for future photonic applications if the contribution of the non-resonant
background can be reduced.
CHAPTER 6
Luminescence and energy transfer effects in selective area
disk-in-nanowire samples
The data and analysis presented in this chapter focuses on optical measure-
ments for the characterization of selective area grown InGaN disks-in-GaN nanowires
(DINWs). The aim of the chapter is to provide some preliminary data that can be
used to better understand selective-area samples for coherent nonlinear optical mea-
surements featured in the next chapter. Unlike in the self-assembled DINW sample
featured in the last chapter, the selective area sample utilizes a high degree of growth
control over the morphological properties of the GaN nanowires such as diameter and
growth position. As a result of the increased level of growth control, the selective
area sample does not exhibit effects related to nanowire coalescence such as emission
quenching due to defects. The nonlinear optical spectrum of the selective area sam-
ple also does not exhibit long-lived decays due to metastable trap states that were
thought to be associated with coalescence.
In this chapter we present a series of linear and nonlinear optical measurements
at low temperature (10 K) on an ensemble of red-emitting, selective area InGaN
DINWs. The specific linear optical measurements are sample photoluminescence and
photoluminescence excitation. The nonlinear optical measurements are nondegener-
ate and degenerate nonlinear absorption to probe energy transfer in the system. We
find that the optical dynamics are largely driven by effects related to background dis-
order states. Specifically, we find that energy/charge transfer processes of optically
excited electron-hole pairs from higher to lower states is dominated by transfer from
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higher energy background disorder states to lower energy background disorder states
or quantum confined excitons. We propose that energy transfer from disorder states
to excitons along with disorder state filling lead to sharp blueshifts in the intensity-
dependent PL spectrum, assuming that most of the sample emission originates from
the excitons. Support for this assumption will be given in a later section. It is
important to reiterate that energy transfer effects observed in the nonlinear optical
spectrum are not visible in the self assembled sample because the nonlinear optical
response of the self-assembled sample is almost entirely due to effects from metastable
trap states.
6.1 Selective-area growth of GaN nanowires with InGaN disks
Before a presentation of the data in this chapter, some of the specific growth
techniques for the selective area samples featured in this chapter and the next are
described. To achieve a high uniformity of nanowire morphology, the InGaN disk-
in-nanowires can be grown on a pre-patterned substrate. Small nanoapertures can
be patterned onto metal masks that are sputtered on top of the substrate, leaving
small areas of substrate exposed. Spatially controlled growth of the nanowires can
then be achieved as the mask limits the growth of the nanowires only through the
nanoapertures. In the samples studied in this chapter and the next, the Ti mask is
deposited on top of a layer of (0 0 0 1) GaN that is grown coherently on top of a
layer of sapphire. The GaN layer is around 5 µm thick and the sapphire is about
500 µm thick. A scanning electron microscopy (SEM) image and a schematic of the
selective-area grown sample featured in this work in shown in fig. 6.1. More detailed
descriptions of the selective area growth process can be found in Refs. [114,167].
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Figure 6.1: Top: SEM image of the selective area sample featured in this chapter. Bottom: cross-
section of the selective area sample along the nanowire growth direction
The sample featured in this work contains an ensemble of nanowires where 8
InGaN disks are grown in each GaN nanowire. The disks are 3 nm thick and separated
by 3 nm of GaN. The relative spacing of the nanowires across the sample surface is
∼ 200 nm. The nanowires have a tapered end structure so that several disks near the
tip of the nanowire have varying diameters, where the change in diameter ∆D ∼10
nm between each disk along the growth direction. The tapered structure is necessary
to prevent nucelation of GaN around the mask apertures leading to undesired sizes
of nanowires [114].
6.2 Experimental Results
For measuring PL and photoluminescence excitation (PLE), the sample is excited
in a reflection geometry by a continuous-wave λ = 405 nm diode laser for PL and
a continuous-wave tunable dye laser for PLE. The excitation lasers are focused onto
the sample using the NA = 0.55 microscope objective that was mentioned in chapter
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4, giving a spot size ∼1 µm2. Within the focal spot, ∼200 DINWs are probed at
once. The PL and PLE spectra were collected using a nitrogen-cooled CCD camera
and has been corrected for the wavelength-dependent responsivity of the silicon CCD.
Each PLE data point was collected by integrating the total luminescence counts over
1 second from λ = 670-700 nm using the CCD.
The PL spectrum is shown for several different intensities in Fig. 6.2a. As a
function of excitation intensity, the spectrum shows a pronounced blueshift. Further-
more, the spectra appear to be composed of multiple resonances as highlighted in
the high intensity data in Fig. 6.2a. A plot of the energy corresponding to the peak
PL emission as a function of excitation intensity is shown in Fig. 6.2b. We observe
that the peak PL emission energy is relatively constant over some range of excitation
intensity values, then sharply blueshifts, then is relatively constant again, resulting
in a ”stair-case” shaped plot. Intensity-dependent blueshifts in the PL spectrum are
common for InGaN nanostructures and heterostructures due to internal electric field
screening [84,178] and disorder state filling [89] effects, however both of these effects
do not exhibit the ”stair-case behavior” observed in Fig. 6.2b. The physical origin
for the ”stair-case” behavior will be discussed in a later seciton. In Fig. 6.2c, we plot
the maximum PL counts as a function of excitation intensity. This data shows: 1. a
saturation behavior at high excitation intensity, characteristic of excitonic emission
and 2. a superlinear increase in PL emission as a function of excitation intensity (IPL
∼ I1.25exc ). The superlinear increase in PL emission is not characteristic of biexcitons,
where the intensity of the PL emission scales like the square of the excitation inten-
sity. It is possible that the superlinear increase in PL intensity is a result of multiple
emitting states.
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Figure 6.2: a. Photoluminescence spectrum of the sample taken at 10 K for three different orders
of magnitude in excitation intensity. As a guide to the eye, the spectral location of some resonances
within the spectrum is highlighted in the high intensity data. Note that the resonances are not fit
to the data and only represent an estimate of resonances that compose the spectrum. b. Energy of
the maximum PL emission signal vs. the PL excitation intensity. The colored flat lines show regions
where the PL signal is relatively independent of excitation intensity. c. Maxmimum PL signal vs.
excitation intensity.
The PLE data is shown by the green points in Fig. 6.3, where the green line
provides a guide to the eye. One striking feature about the data is that the PLE shows
an essentially featureless, monotonically increasing signal as a function of energy
while the PL is dominated by resonant behavior, similar to what was observed in the
self-assembled sample. The relatively featureless, increasing spectrum as a function
of energy is a common signature of disorder in the system, similar to the Urbach
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tail [98], as mentioned in an earlier chapter.
Figure 6.3: PLE (blue points and line) shown with PL (black points) and several nondegnerate
nonlinear absorption spectra as a function of ω1 for a fixed ω2, given by the colored arrows. The
color of each ω1 scan corresponds to each colored arrow. The black horizontal line shows zero signal
for all data sets.
The nondegenerate nonlinear absorption data shown in Fig. 6.3 spectrum is taken
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by fixing the detected ω2 beam near the PL resonance and scanning the ω1 beam over
the resonance. The nonlinear signal is detected along the ω2 direction using phase-
sensitive detection as described in chapter 4. This is the sort of beam configuration
that is normally used for probing energy transfer, as discussed in section 3.3. We verify
that the nonlinear optical signal is in the χ(3) limit by observing the power dependence
of the signal. As discussed in a previous chapter, the lowest order contribution to
the dT/T signal is ∝ |E1|2|E2|2, therefore for a fixed ω2 power, the nonlinear signal
should be linear in the ω1 power. In Fig. 6.4, the nonlinear optical signal for a fixed
ω2 power is presented as a function of ω1 power. We observe that the nonlinear signal
is linear as a function of excitation power up to an ω1 power of ∼ 300 µW, where the
signal begins to saturate due to higher order terms in the nonlinear response. The
linear region of this plot represents the excitation powers where the nonlinear signal
is in the χ(3) limit. To remain in the χ(3) limit, the ω1 beam power is kept at ∼ 200
µW and the ω2 power is fixed at 100 µW.
Figure 6.4: Nonlinear optical signal measured along the ω2 direction as a function of ω1 power.
We find that the ω2 beam absorption saturation due to the presence of ω1 (positive
dT/T) increases as a function of energy for ω1 ≥ ω2 and follows a qualitatively similar
dependence on energy as the PLE spectrum. For ω1 < ω2, the NDdT signal decreases
more rapidly than the PLE signal and has an additional negative dT/T offset once
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the ω1 beam is sufficiently detuned from the exciton transition. The magnitude of the
negative dT/T offset increases as a function of ω2. The physical origin of the negative
dT/T offset will be discussed further in later sections. In the measurement shown
in Fig. 6.3 the ω1 - ω2 detuning is generally not small enough to observe narrow
coherent population pulsation resonances, which are expected to be ∼ GHz based
on time-resolved PL data of similar samples [55]. The nature of coherent population
pulsation resonances will be explored in the next chapter.
6.3 Discussion
Our understanding of the data and the physical models outlined in this section
are centered on the coexistence of states formed by material disorder and quantum
confined exciton states within the DINWs. Physically, the disorder states can be
atomistic defects such as In-N-In chains as discussed in section 2.5, and the exciton
is the quantum-confined single electron-hole pair state that can exist in the center of
the DINW that was described in section 2.6. In principle, both the disorder states
and the quantum confined excitons can contribute to the sample emission. Studies
in similarly grown samples have shown evidence of single photon emission can be
observed from single DINWs [12,120,168], which suggests that the excitons on average
provide a larger contribution to the sample emission compared to disorder states. The
degree to which the disorder states contribute to the sample emission compared to
the exciton states is currently unknown in this system and should be the subject of
further investigation.
The PLE spectrum of InGaN/GaN heterostructures is typically dominated by the
large density of DS, therefore it is usually difficult to measure absorption features
from excitons in linear absorption [100]. On the other hand, it has been found that
the resonant nonlinear absorption of InGaN/GaN structures resulting in a positive
dT/T signal is very sensitive to signals from excitons, with virtually no contribution
from the DS [100]. We therefore tentatively attribute the positive dT/T nonlinear
(χ(3)) absorption signal in the spectrum of Fig. ?? to saturation of the absorption of
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ω2 due to state-filling processes of excitons.
We observed that the positive dT/T signal in Fig. 6.3 qualitatively follows the
energy dependence of the PLE spectrum when ω2 < ω1, which supports the idea
that population from the DS is transferred to lower energy excitons resulting in a
state filling of the exciton (saturation of exciton absorption). Energy transfer from
the localized DS to the localized energy state representing the occupation of the
exciton in the center of the DINW (and vice versa) can occur from several different
mechanisms. Electrons and holes confined to nano-scale regions formed by disorder
can emit phonons to directly hop from the localized disorder site to a different nano-
scale region [108, 154]. Furthermore, dipole-dipole coupling can contribute to long-
range energy transfer, with or without the emission of a phonon [154]. It is also
possible that energy/charge transfer from exciton excited states to lower energy states
probed by ω2 can contribute somewhat to the state-filling signal. This idea will be
explored further below. When ω2 > ω1 the effects of population transfer from DS to
excitons diminish rapidly (compared to the energy dependence of the density of DS)
at low temperature, likely because tunneling processes involving phonon absorption
are negligible at low temperature. Energy transfer between localized states was also
observed in GaAs heterostructures at low temperatures and showed some similar
qualitative behavior in the nonlinear spectrum [48].
As noted, it is possible that energy/charge transfer from exciton excited states
or from electron-hole pairs in different DINWs can give rise to the type of signal
observed in Fig. 6.3. In order to characterize this type of behavior, we perform
several measurements at higher energy compared to the PL resonance, where we
may expect to probe exciton excited states or excitons from different DINWs that
emit/absorb at higher energy. In Fig. 6.5, the degenerate third order nonlinear signal
χ(3)(ω2 = ω1) (DdT) is presented along with the nondegenerate nonlinear absorption
for a fixed ω2 (scanning beam is ω1 as in Fig. 6.3) and the PLE. The DdT signal
is mostly positive, again indicating a state-filling type saturation of the excitons. It
is found that the DdT signal shows several resonances and begins to decrease at
higher energy (around ω = 2.18 eV). The individual resonances in the DdT spectrum
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could be from different groups of excitons or exciton excited states. The positive
dT/T nondegenerate nonlinear signal in Fig. 6.5 mainly follows the PLE spectrum,
similar to the data presented in Fig. 6.3. This indicates that the background DS are
primarily responsible for the exciton state filling at lower energies, and not exciton
excited states or different DINWs that would be probed in the DdT spectrum.
Figure 6.5: PLE (green points and line) shown with PL (black points), the degenerate nonlinear
absorption (blue points) nondegnerate nonlinear absorption (red data points) as a function of ω1 for
a fixed ω2, given by the red arrow. At higher energies, the non-degenerate dT/T spectrum follows
the PLE, unlike the degenerate dT/T that begins to decrease in signal strength at higher energy.
When ω2 >> ω1, the dT/T signal in Fig. 6.3 shows a constant, negative offset
that generally increases in magnitude as a function of ω2. A negative dT/T offset, or
an increase in ω2 absorption due to the presence of ω1, could be caused by an effect
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related to screening of the internal piezoelectric field, perhaps by optically excited
disorder states as noted in the previous chapter. A similar effect is observed in the
self-assembled DINW samples featured in chapter 7 and will be discussed in more
detail within that chapter.
To understand the intensity-dependent PL behavior, we consider a model in which
energy transfer occurs between the DS and the excitons, as illustrated in Fig. 6.6. In
our model we further assume that most of the sample emission from the DINWs comes
from the excitons, although it is possible that some of the sample emission comes
from the disorder states. As noted earlier, the intensity-dependent PL of disorder
states generally shows a monotonic blueshift as a function of excitation intensity due
to state-filling effects. On the other hand, it has been observed that the intensity-
dependent PL of DINW excitons does not show a strong dependence on excitation
intensity [27, 126]. Instead, the exciton emission from DINWs saturates without a
significant blue shift and biexciton states begin to emerge in the spectrum, typically
at higher energies [126]. Finally, our model incorporates the fact that the tapered
nanowire design results in emission from groups of excitons with different diameters.
The diameter of the DINW has a large influence on the emission energy of the exciton
because the diameter affects the strain relaxation properties of the InGaN active
region, leading to a blueshift in the emission energy for larger diameter DINWs.
To illustrate our physical model, we consider two different inhomogeneously broad-
ened exciton states |X1〉 and |X2〉 from two different groups of DINWs, where the
diameters of the DINWs in the group belonging to |X1〉 is different from the di-
ameters of DINWs in the group belonging to |X2〉. The diameters of the DINWs
within each group |X1〉 and |X2〉 are assumed to be roughly uniform. Generally we
assume that the groups of DINWs represented by |X1〉 and |X2〉 are not coupled
and the energy-dependent density of background DS is approximately the same in
both groups. The decay rates from the DS into the excitons are given by ΓD1 and
ΓD2, respectively. Generally ΓD2 > ΓD1 due to the higher density of disorder states
at higher energy. The decay rates out of the excitons and into the disorder states
are given by Γ1D and Γ2D, where Γ1D ≈ ΓD1 and Γ2D ≈ ΓD2. If we first consider
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excitation of the sample by λ1 = 405 nm used for PL, the disorder states in Fig. 6.6
will become filled as a function of excitation intensity up to energy levels denoted I1
and I2, corresponding to two different intensities I1 and I2 of ω1. When the intensity
of the ω1 beam is I1, the decay rate Γ1D → 0 due to the state filling of the DS, hence
the emission of |X1〉 is enhanced compared to |X2〉 because the decay path into the
DS is closed. When the intensity of the ω1 reaches I2, Γ2D → 0 and both of the
decay channels from |X1〉 and |X2〉 into the DS are closed. The emission of |X2〉 is
enhanced compared to |X1〉 because ΓD2 > ΓD1 therefore more steady state popula-
tion is accumulated in |X2〉. Hence, the emission enhancement of higher energy DS
as a function of excitation intensity leads to a similar effect in the exciton emission
energy. As noted, the excitons are not expected to show a significant energy shift
as a function of excitation intensity. If we assume that most of the emission comes
from the excitons, the behavior outlined above could potentially result reproduce the
”stair-case” intensity-dependent PL data observed in Fig. 6.2b. The flat regions in
the intensity-dependent PL data would correspond to the emission of a specific group
of excitons and the sharp transitions correspond to excitation intensities in which the
emission from a higher energy group becomes more dominant.
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Figure 6.6: Energy level diagram of the DINW system. The states |X1〉 and |X2〉 represent two
different groups of excitons from DINWs with very similar diameters, however the diameters of the
two groups |X1〉 and |X2〉 are assumed to be different. Population excited into background disorder
states is coupled to the excitons. The sample is excited by a λ = 405 nm beam (λ1) and generally
probed by a second beam (λ2) for nonlinear measurements.
From the high resolution SEM image in Fig. 6.1, we estimate that the variation
in diameter of successive DINWs near the tip of the nanowire is ∼10-20 nm from
the tapered design of the sample. Zhang et al. performed a systematic study of the
emission energy dependence of excitons in blue-emitting site-defined DINWs emitting
and found that variations in the diameter of the DINWs caused a corresponding
change in the emission energy of ∆E/∆D = -3.47 meV/nm [168]. It is likely that
the magnitude of the emission energy shift as a function of diameter is even larger
in red emitting samples due to the higher lattice mismatch between the InGaN and
GaN layers that leads to more strain. At the same time, the shift also depends on
the average diameter of the DINWs and the differential change in emission energy
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is larger for smaller diameter DINWs. Assuming the model outlined above, we find
that the diameter dependent emission energy in Zhang et al. is roughly consistent
with the energy spacing of the emission energies observed in Fig. 6.2b (∼30-40 meV)
based on the variation in the DINW diameter in the tapered design. It is possible
that the resonances observed in Fig. 6.2a are from groups of excitons with different
diameters, however the resonances are likely broadened by emission from other states
such as background DS.
The intensity-dependent PL of self-assembled samples for two different orders of
magnitude in excitation intensity is shown in Appendix B. Unlike in the selective area
samples, there is no significant shifting of the PL emission. In fact, it is possible that
there is a slight red shift of the higher intensity PL compared to the lower intensity
PL. A physical understanding of this effect, perhaps incorporating the metastable
trap states, is still being developed. It is also possible that this is related to the fact
that the self-assembled DINWs have smaller diameters compared to the selective area
samples, so energy transfer effects from the DS are diminished.
6.4 Summary
In summary, in this chapter we have presented a low temperature study on the
linear and nonlinear optical properties of InGaN disks in nanowires, focusing par-
ticularly on the role of disorder states in the sample. Some aspects of the growth
techniques of DINW samples were also mentioned. This work gives strong evidence
that population in localized disorder states is transferred into lower energy quantum
confined excitons. Assuming that the exciton states are responsible for most of the
sample emission, this behavior along with intensity-dependent background DS filling
can be used to explain the unusual ”stair-case” intensity-dependent PL spectrum ob-
served in Fig. 6.2b. It is possible that this type of relaxation can enhance the radiative
efficiency of excitons in the DINWs, similar to the emission enhancement expected
from population transfer between defects and quantum confined excitons [179].
CHAPTER 7
Coherent nonlinear optical spectroscopy of selective-area InGaN DINW
samples
In this chapter, the coherent nonlinear optical spectrum in the selective area
DINW ensemble system will be presented. In the previous chapter, the nonlinear
optical spectrum was used along with the intensity-dependent PL to show energy
transfer effects between background disorder states and excitons in the system. To
show this effect, the nonlinear optical spectrum was measured by fixing ω2 and scan-
ning ω1 while detecting the ω2 beam. In this section, we will discuss the nonlinear
optical spectrum that is obtained by fixing ω1 and scanning/detecting ω2, which is the
more traditional experimental set up for measurements such as spectral hole burning
discussed in chapter 3. In effect, this chapter is about nonlinear absorption spectrum
while the previous chapter was about nonlinear excitation spectrum.
For an ensemble of isolated discrete-level quantum systems, recall that there are
generally two resonances in the third order nonlinear optical response that both track
with the ω1 frequency. The first resonance, known as the hole burning resonance,
has a FWHM ∼ the dipole dephasing rate γ. The second resonance, known as the
population pulsation, is generally much more narrow than the hole burning term and
has a FWHM ∼ the excited state decay rate γ2. Again, the power of the nonlinear
absorption measurement comes from the fact that the decay times and dephasing
rates can be extracted from individual subgroups of quantum dots probed by ω1 that
compose the overall inhomogeneous distribution and may have different dynamics at
different energies.
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It was found in chapter 5 that the coherent nonlinear optical signal from self-
assembled DINW structures grown on silicon was dominated by effects related to
metastable trap states. Filled trap states were thought to simultaneously screen the
internal piezoelectric field leading to a negative dT/T signal associated with back-
ground disorder states and to decrease the oscillator strength of exciton transitions
in the sample giving a positive dT/T signal. There was no evidence of spectral hole
burning in the sample because the effects of the filled trap states affected all excitons
and disorder states within the measurement field of view simultaneously. Further-
more, the population pulsation spectra were dominated by trap-related ultranarrow
resonances that occurred at all probed energies. Unlike in the self-assembled DINW
sample featured in chapter 5, the selective area DINW sample featured in this chap-
ter does not show evidence of the effects of metastable trap states in the nonlinear
absorption spectrum such as a slow decay in the nonlinear signal within our mea-
surement sensitivity. It is therefore possible to observe effects such as spectral hole
burning resonances in the nonlinear absorption spectrum.
We indeed find possible evidence of spectral holes in the nonlinear optical re-
sponse of the selective area sample in the data reported in this chapter, however the
spectral holes appear to be very broad, likely due to a fast dephasing process in the
system. Furthermore, as one might expect from the previous chapter, we find that
the physical picture of selective area DINW ensembles deviates from the relatively
simple inhomogeneously broadened discrete-level system response expected in an en-
semble of non-interacting quantum dots such as in III-As systems largely due to the
background disorder states present in the DINW. We believe that the presence of
the disorder states leads to behavior such as negative dT/T signals for large ω1 -
ω2 detuning that was also observed in chapter 6. In addition to the possibly broad
hole burning resonances, we observe narrow (∼ µeV) population pulsation resonances
on top of the spectral hole burning response. The population pulsation resonances
demonstrate decoherence-induced extra resonances, a phenomenon discussed in sec-
tion 3.2.2.1, due to the large dephasing rates in the system. Generally, the width of
the population pulsation resonance does not change significantly at room tempera-
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ture compared to cryogenic temperatures. Exact comparison is difficult because the
sample moves as a function of temperature and we do see variations (less than a factor
of 2) as a function of position. This shows that both the dephasing mechanisms and
the exciton lifetime do not seem to have a significant dependence on temperature, an
exciting result for room temperature quantum photonics applications.
7.1 Preliminary data: Modulated Absorption
In order to gain an initial understanding of the system, we perform an optical
modulation spectroscopy measurement. In this case, the ω1 beam is replaced by a λ
= 405 nm beam, while ω2 is scanned over any resonances in the system, identical to the
set up in chapter 5. Modulation of the 405 nm beam is used to detect the modulation
in the transmitted probe beam using phase sensitive detection and a lock-in amplifier,
as described in chapter 4 and 5. In a modulated absorption measurement of quantum
dot systems, the higher energy ω1 beam excites a population of electron-hole pairs
in the continuum energy levels that rapidly decay to the lowest energy states [180].
In the absence of effects such as inter-dot frequency shifts, the ω2 dT/T signal will
be dominated by absorption saturation of the lowest energy exciton states (i.e. the
lowest energy states that are populated by optically excited electron hole pairs) [180].
For an inhomogeneously broadened system, this is typically a positive dT/T Gaussian
resonance (reflecting a pump-induced saturation/reduction in absorption), where the
width gives the inhomogeneous bandwidth.
The modulated absorption of the selective area sample is shown at room tem-
perature (top panel) and 10 K (bottom panel) in Fig. 7.1 along with PL data from
the previous chapter. The modulated absorption at 10 K and room temperature as
well as the two PL spectra were all taken at different sample regions, therefore it
is important to note that the spectra may shift because of heterogeneity across the
sample surface. As a rough approximation, the modulated absorption spectra in Fig.
7.1 is fit to a Gaussian distribution. Clearly, using a smooth Gaussian distribution
to describe the spectrum is only an approximation since there are resonant struc-
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ture within the Gaussian. It is possible that the resonant structures are from groups
of excitons within disks of very similar geometries and InN concentrations and the
spacing of the resonances is caused by the variation in diameters of the DINWs due
to the tapered design of the sample. On the other hand, because of the 5 µm GaN
layer in the sample, Fabry-Perot resonances could be a concern, assuming the index
of refraction of GaN = 2.32 at 10 K [170]. The modulated absorption dT/T signal
is positive throughout the spectrum, which indicates that the origin of the optical
nonlinearity is state filling of excitons due to the presence of ω1 that saturates the
ω2 beam. Furthermore, the phase-sensitive nonlinear signal shows no evidence of an
out-of-phase component that was observed in chapter 5 and indicates a slow decay of
the nonlinear signal. Many-body effects such as excitation-induced dephasing [129]
do not appear to be significant. Finally, we note that the peak of the modulated
absorption distribution is blue shifted compared to the peak of the PL resonance.
The origin for this effect is still being investigated.
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Figure 7.1: Modulated absorption and photoluminescence at 10 K (top panel) and room temper-
ature (bottom panel) The PL excitation power was 100 µW in each spectrum. In each modulated
absorption measurement the λ = 405 nm beam was fixed at 100 µW, while the resonant ω2 beam
was maintained at 100 µW. The modulated absorption data is fit to a Gaussian distribution (black
line).
It is interesting to note that the modulated absorption signal level is generally
much higher in the self-assembled samples featured in chapter 5. The filled metastable
trap states appear to be much more effective at inducing optical absorption nonlin-
earities compared to the state filling nonlinearity described above.
7.2 Coherent nonlinear optical spectrum: hole burning reponse data
The analysis of the third order coherent nonlinear absorption spectrum is divided
into two sections: one section that addresses the possible hole burning response and
one section that covers the population pulsation response. The reason for this division
is because the energy scales involved in both measurements are so different and the
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physics giving rise to the resonances is quite different. As stated, measuring the hole
burning resonances involves ω1 - ω2 detuning of 10s of meV while the population
pulsation resonances are ∼ µeV. The population pulsation resonances are therefore
too narrow to resolve on the same scale as the hole burning features. Similarly,
during the discussion of the population pulsation resonances, the contribution from
the hole burning terms is usually treated as a constant offset. This section presents
the hole burning data at both room temperature and low temperature. A discussion
and comparison of the data at the two temperatures is presented in the next section.
As in the previous chapter, it is verified that the coherent nonlinear optical signal
is in the χ(3) limit by carefully checking that the signal is linear in the ω1 and ω2
intensities.
The room temperature hole burning data is presented in Fig. 7.2 for several
different ω1 values shown by the colored arrows. Each data set has been smoothed
using an 8 point moving window average. The spectra were taken at a slightly different
sample locations compared to the modulated absorption spectrum shown in Fig. 7.1,
therefore the hole burning response may show some differences compared to what may
be expected from the modulated absorption spectrum. Generally, the hole burning
spectrum shown in Fig. 7.2 is dominated by a single peak near 2.02 eV, however there
are some smaller peaks in the spectrum in addition to the main peak. The overall
magnitude of the nonlinear signal increases as a function of ω1 energy and most of the
qualitative features of the nonlinear spectrum, in particular the main peak near 2.02
eV, do not change significantly. This behavior is attributed to the energy transfer
effect between DS and excitons that was explored in the last chapter that produces a
larger overall signal as the ω1 energy is increased. Close inspection of the data shows
that there is some evidence that the nonlinear response tracks with the ω1 energy. In
particular, we observe that the peak near 2.02 eV seems to shift to the low energy
side for the red and blue colored spectra in Fig. 7.2. A negative dT/T signal is
also observed for lower energy ω1 tuning. The physical origin of this effect will be
discussed further shortly.
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Figure 7.2: Nondegenerate nonlinear absorption spectrum at room temperature showing the spec-
tral hole burning repsonse. The arrows represent the fixed energy of ω1.
Nonlinear optical data at low temperature (10 K) is presented in Fig. 7.3. The
scans in Fig. 7.2 have also been smoothed using an 8 point moving window average.
The fact that the ω2 scan at 10 K has a smaller range of energy values compared to
room temperature has to do with the laser gain medium used in the measurement.
In the room temperature measurement, the laser gain medium was changed from
Rhodamine 6G laser dye (565 nm - 615 nm) to DCM laser dye (615 nm - 665 nm) in
the middle of the measurement to obtain the full spectrum. The data shown in Fig.
7.3 was obtained using one dye laser operating with Kiton Red laser dye (600 - 645 nm)
for ω2 and a second dye laser operating with DCM for ω1. Generally it is more difficult
to accomplish a dye change in the middle of a measurement at low temperature while
maintaining the sample in a fixed position since the overall data taking procedure
(finding a strong signal, averaging) can exceed 12-15 hours and usually the vacuum
degrades over this time. The sample chamber then needs to be re-evacuated that
moves the sample slightly. We were therefore only able to take a 10 K data set over a
relatively small wavelength range. Generally, the nonlinear signal strength does not
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significantly change between low temperature and room temperature and variations
in the nonlinear signal strength depend more heavily on the area of the sample that
is probed. The data presented in Fig. 7.3 was taken at a different sample location
compared to the data in Fig. 7.2, however the nonlinear signal strength is comparable
to the room temperature data. In some cases, the overall nonlinear signal at room
temperature is higher than low temperature at different sample positions.
A comparison of the nonlinear absorption spectra for different ω1 values at 10 K
shows some evidence of a positive dT/T response that tracks with ω1, similar to the
room temperature data. As in the room temperature data, the overall signal level
increases as a function of ω2 energy and there is a negative dT/T offset for large ω1
- ω2 detuning. As in the room temperature data, there also appears to be a series of
resonances within the low temperature nonlinear optical response that could be from
groups of excitons. There is also a large negative dT/T signal observed at higher
energies for lower energy ω1.
10 K 
ω2 (eV) 
Figure 7.3: Nondegenerate nonlinear absorption spectrum at 10 K showing the spectral hole burn-
ing repsonse. The arrows represent the fixed energy of ω1. The overall nonlinear signal level increases
as a function of excitation energy and is not due to an arbitrary offset inserted into the plot.
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7.2.1 Discussion on large scale resonance data
Normally we expect that the spectral hole burning response in an ensemble of
two-level systems would show a relatively narrow (compared to the inhomogeneous
bandwidth) resonance centered at zero ω1 - ω2 detuning (ω1 = ω2) that tracks with the
ω1 energy. Although there is some evidence of ω1 tracking in the data in Figs. 7.2 and
7.3, the overall shape of the spectrum appears to be relatively unchanged as a function
of ω1. To evaluate the data, we consider a simpler system such as an ensemble of non-
interacting two-level systems where the dipole dephasing rate of each of the two-level
systems is comparable to the inhomogeneous bandwidth. Both the dephasing rate
and inhomogeneous bandwidth are assumed large compared to the population decay
rate γ2. The theoretical hole burning response for an ensemble of two level systems
(where the transition frequencies are assumed to be inhomogeneously broadened as
described by a Gaussian distribution) with population decay rate γ2, pure dephasing
rate Γ = 100γ2 and inhomogeneous bandwidth σω = 200γ2 is presented in Fig. 7.4
following equation 3.39. Population pulsations are left out of the plot in Fig. 7.4
because they are generally too narrow to resolve in the hole burning measurements
in this section. It is observed in the theory that there is some tracking of the signal
with ω1, exemplified by the shifting of the peak of the nonlinear signal, however the
overall shape of the nonlinear spectrum remains unchanged. This behavior appears
to be similar to some of the behavior in the nonlinear absorption data in Figs. 7.2
and 7.3.
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Figure 7.4: Theoretical nonlinear optical response from equation 3.39 as a function of γ2 with Γ
= 100γ2 and σω = 200γ2 for an ensemble of homogeneously broadened, closed two level systems.
Although the theoretical response can reproduce some of the basic features of the
data, we also note that there are significant deviations from the two-level system en-
semble theory in the data. First, there is some evidence of an enhanced dT/T signal
at higher energy (around 2.18 nm) for some ω1 values (1.92-1.97 eV). It is possible
that this effect comes from absorption saturation of ω2 due to exciton excited states
in the system. In general, it is difficult to accurately calculate the energy separa-
tion of exciton excited states in the system because the exact quantum confinement
potential is unknown, however the TiberCAD simulation of a single DINW shown
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in Fig. 2.6 gives an energy separation between the lowest energy exciton state and
the first excited state of ∆E = 0.264 eV, roughly consistent with what is observed in
Fig 7.2. Note again that the TiberCAD simulation is an approximation and a more
accurate estimate will require an exact knowledge of the quantum confinement poten-
tial, nevertheless it is conceivable that the positive dT/T feature is associated with
excited states in the system. Similar effects have been observed due to from exciton
excited states in III-As interface fluctuation dots [155]. Next, as noted previously
the spectrum shows a series of resonances instead of a smooth curve as shown in the
theory. It is possible that these peaks are from different groups of DINW excitons or
possibly exciton excited states. Finally, a negative dT/T signal is present for large
ω1-ω2 detuning with ω2 < ω1. It is possible that the negative dT/T signal is related
to internal electric field screening as described in chapter 5, where the increase in the
exciton dipole moment as a result of the screening results in a higher population decay
rate of the background disorder states [11, 181]. A more complete physical model of
the system will require further investigation.
As a whole, the hole burning data presented in this section indicates that excitons
in InGaN DINWs have extremely large homogeneous linewidths, even at low temper-
ature, compared to excitons in quantum dot structures made from other materials
such as GaAs. Based on the linewidth of the inhomogeneously broadened nonlinear
spectrum shown in the modulated absorption data (∼ 100 meV) and the theoretical
analysis presented previously, we estimate that the homogeneous linewidth is ∼ 50
meV at both room temperature and low temperature. A source of very fast dipole
dephasing that is not related to phonon induced processes is needed to explain this
feature. We suggest that one possible origin for this effect in the DINW sample is
Coulomb interactions between rapidly relaxing background disorder states and exci-
tons. It is possible that electron-hole pairs excited into excitons or DS can rapidly
transfer into lower energy states that results in a fast spectral diffusion and therefore
a fast dipole dephasing rate.
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7.3 Coherent nonlinear optical spectrum: population pulsation resonances
In this section, the population pulsation resonances are presented. Generally,
measuring the population pulsation component of the nonlinear response in addition
to the hole burning response is done because the population pulsations can be used
to easily extract the population decay times (T1) of the states probed in the hole
burning measurement. Time-resolved PL data of similar DINW structures can be
used to estimate the population decay rate of the exciton and the corresponding line
width that we would expect in for the population pulsation resonance in the nonlinear
optical response. Typically data for red emitting DINWs shows exciton decay times
∼500 ps-1 ns [55]. This value largely depends on the strength of the internal electric
field due to the quantum confined Stark effect. In this section narrow resonances in the
coherent nonlinear optical spectrum are reported that are attributed to population
pulsations. We find that the linewidth of the resonance is slightly narrower than
what we would expect from previous studies [55] by a factor of 3-5, however it is
quite possibly due to variations in the growth properties of the sample featured here
compared to in other studies. As expected, the population pulsation resonances are
on top of a nearly flat background dT/T signal that is from the broad hole burning
response that was discussed in the previous section.
The population pulsation data is taken by fixing ω1, provided by a frequency sta-
bilized dye laser and scanning ω2, provided by another frequency stabilized dye laser,
over the resonances probed by ω1. The bandwidth of each laser is ∼ 1 MHz. In Fig.
7.5, narrow population pulsation resonances are shown in each panel for a ω1 energy
shown by the arrow in the inset of each panel. The insets show the spectral position
of ω1 with respect to the distribution probed in modulated absorption, where the
modulated absorption data is given by the red data points. Note that in this case
the modulated absorption and population pulsation spectra are probed at the same
sample region. Here we observe that the population pulsation resonances can be fit by
a single Lorentzian curve when ω1 is tuned near the center of the modulated absorp-
tion distribution, however there is an interference-type component in the population
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pulsation resonance that becomes more pronounced as a function of detuning from
the center of the modulated absorption distribution. The interference resonance also
changes orientation (sign depending on whether ω1 is tuned to the high or low energy
side of the modulated absorption distribution.
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Figure 7.5: Population pulsation resonances shown for different ω1 energies at room temperature,
given by the red arrows. The energy of ω1 is shown with repsect to the modulated absorption
distribution in the inset of each plot. The black line is a least-squares fit to the data using equation
7.1.
The power dependence of the linewidth of population pulsations when ω1 is tuned
near the center of the modulated absorption distribution was measured and shown in
Appendix C. In this case, the population pulsation resonance can be approximately fit
to a Lorentzian, as shown in Fig. 7.5. It is found that the linewidth of the population
pulsation resonance increases monotonically as a function of ω1 power, even when
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the signal is verified to be in the χ(3) limit by verifying that the nonlinear signal
doubles when either the ω1 or ω2 intensity doubles. From the analysis in chapter 3,
this behavior is not expected in an isolated two-level system. Further investigation is
needed to understand this effect.
The population pulsation terms show a strong sensitivity to the polarization of
the excitation beams. For a fixed ω1, the population pulsation spectrum is shown as
a function of ω1-ω2 detuning for co-polarized beams (top panel) and cross-polarized
beams (bottom panel) in Fig. 7.6. As discussed in chapter 2, an uneven biaxial
strain can lead to orthogonal linearly polarized selection rules for the A and B valence
bands and significant band splitting. As a result, the coupling to an exciton transition
within a DINW depends heavily on the degree (and direction) of linear polarization
of the excitation lasers. When ω1 and ω2 are co-polarized, population pulsations
result due to interference effects between the two beams. When the beams are cross-
polarized, the beams are not coupled efficiently to the same transition, therefore
the interference effects should disappear. We find instead that the cross-polarized
population pulsation resonance does not disappear, but rather shows a weak resonance
that has twice the width of the co-polarized response. This effect could be a result of
new physics in the system, but the analysis is still in the preliminary stages.
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Figure 7.6: Room temperature population pulsation resonance for co-polarized ω1 and ω2 (top
panel) and cross-polarized ω1 and ω2 (bottom panel). The signal is taken near the peak of the
modulated absorption distribution.
We observe that on average the linewidth of the population pulsation is essen-
tially the same at room temperature and low temperature within a factor of ∼1.5.
Note that this behavior is very different from the self-assembled sample featured in
chapter 5. The self-assembled sample showed an ultranarrow population pulsation
resonance that had a width determined by the metastable decay rate. As a func-
tion of temperature, the width of the ultranarrow resonance increased exponentially
due to the temperature dependence of the metastable state population. In this case,
the temperature-dependent dynamics of the population pulsation is not as well un-
derstood, but is robust at room temperature. In Fig. 7.7 the coherent population
pulsation response is presented for two different ω1 values, where the energy of ω1
within the modulated absorption spectrum is shown in the insets. Note that in this
data the modulated absorption and nonlinear absorption are not taken in the same
sample region. The line width of the population pulsations observed in Fig. 7.7 is
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essentially the same as the line width of the room temperature resonances observed in
Fig. 7.5. It is also interesting that the extra resonances associated with decoherence
are observed in both the room temperature and 10 K data.
10 K 
dT
/T
 
ω2  (eV) 
2.000337 2.0003432 2.0003494 2.0003308 
2.1491493 2.1491556 2.1491618 2.149168 2.1491742 
Figure 7.7: Population pulsation resonances shown for different ω1 energies at 10 K, given by the
red arrows. The energy of ω1 is shown with repsect to the modulated absorption distribution in the
inset of each plot. The black line is a least-squares fit to the data using equation 7.1.
7.3.1 Discussion
7.3.1.1 Decoherence-induced extra resonances
One of the most interesting features of the population pulsation data is the fact
that the population pulsation resonances show an interference-type effect that is more
pronounced as a function of ω1 detuning from the modulated absorption line center.
The focus of this discussion will be on how the interference-type resonances can
be described as decoherence-induced extra resonances. The data presented in this
135
chapter is the first evidence of decoherence-induced extra resonances in a solid state
system.
As a starting point to the discussion, a phenomenological model of the DINW
ensemble is discussed. Based on previous work, it might be assumed that a single
InGaN DINW has a somewhat similar optical behavior to a single quantum dot
based on the fact that single photon emission has been observed from single DINWs,
however our recent data now indicates that this description of the DINW system
is complicated by the presence of background disorder states that lead to effects
such as charge/energy transfer and negative dT/T signals. We instead consider a
phenomenological model in which a two-level system is used to describe the nonlinear
absorption of the DINW with the understanding that the excited state represents the
creation of an electron-hole pair with a large rate of spectral diffusion. Physically,
the excited state can represent the creation of an exciton within a DINW that can
transfer into background DS and recombine radiatively, for example. Obviously,
reliable coherent control in this type of system would be extremely difficult except on
very short time scales. A similar type of quasi-2 level system approach was used to
describe population pulsation dynamics in a 2-D MoSe2 system [160]. It is assumed
that the rate of spectral diffusion is fast compared to the population decay rate in the
two-level system. Based on the spectral hole burning data presented in the previous
section that showed very large homogeneous broadening, this assumption seems to
be plausible. Assuming the rate of spectral diffusion is very fast compared to the
population decay rate, each DINW behaves like a homogeneously broadened two-level
system where the dipole decay rate γ = γ2/2 + ΓSD, where ΓSD is the pure dephasing
rate due to the fast exciton spectral diffusion. Note that this model does not properly
describe the dynamics for slow spectral diffusion and is therefore approximate.
Under the assumption that each DINW is modeled as a quasi-two-level system,
an understanding of the nonlinear optical response will require an averaging over
the nonlinear signal from the distribution of DINWs within the field of view of the
measurement. As an approximation, we consider that the inhomogeneously broadened
nonlinear signal distribution is given by the Gaussian fit to the modulated absorption
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data. The coherent nonlinear optical response of our sample can then be theoretically
described using the nonlinear optical response of an ensemble of two-level systems in
section 3.2.3. From the hole burning data, we expect that the homogeneous linewidth
of the individual DINWs is similar to the inhomogeneous bandwidth.
In Fig. 7.8, the theoretical population pulsation resonances are presented for
an inhomogeneously broadened distribution of two-level systems as a function of ω1
- ω2 detuning. The inhomogeneous distribution that is averaged over to obtain the
nonlinear signal is shown in the top panel of Fig. 7.8, assumed to be a Gaussian (width
= 10000γ2) for simplicity. In the bottom two panels, the nonlinear reponse that is
centered at zero ω1 - ω2 detuning is presented. In the bottom left panel, the population
pulsation resonances are shown for no pure dephasing and in the bottom right panel
a pure dephasing rate Γ = 8000γ2 is assumed. Each color represents a different fixed
value of ω1 that are given by the arrows on the top panel with the corresponding
color. In the absence of pure dephasing, the spectral hole shows a single Lorentzian
resonance at zero ω1 - ω2 detuning for any value of ω1 within the inhomogeneous
distribution. When the pure dephasing rate Γ >> γ2, the resonances show significant
interference-type effects that become more pronounced as a function of ω1 detuning
from the line center of the inhomogeneous distribution. Furthermore, the interference
line shapes change orientation depending on whether ω1 is tuned to the low energy
or higher energy side of the inhomogeneous distribution. The population pulsation
resonances are on top of a constant offset signal in the bottom right panel of Fig.
7.8 due to the broad spectral hole burning response. It is important to note that the
interference-type resonances are only easily visible when the pure dephasing rate is
much larger than γ2. The interference resonances are a type of decoherence-induced
extra resonance that was described in section 3.2.2.1. From the theory presented
in Fig. 7.8, the interference effects observed in the population pulsation resonances
observed in 7.5 are attributed to similar decoherence induced extra resonances, where
the inhomogeneous distribution is given by the modulated absorption data.
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Inhomogeneous Distribution 
Frequency (γ2) 
pump-probe detuning (γ2) 
Coherent Third Order (χ(3)) Absorption Spectrum 
Γ = 0 Γ = 8000γ2 
Figure 7.8: The top panel shows an inhomogeneous distribution with a width given by 10000γ2 as
a function of γ2. The nonlinear signal is averaged over the inhomogeneous distribution. The bottom
two panels show the population pulsation response for different values of pure dephasing, where the
pure dephasing rate Γ = ΓSD, plotted as a function of ω1 - ω2 detuning. The colored arrows give
the frequency of ω1.
It is useful to fit the data using 2-level system theory to obtain estimates of
fundamental parameters. To fit the data in Fig. 7.5, the third order nonlinear op-
tical response describing the population pulsation resonances in an inhomogeneously
broadened system will be used. We note again that the linewidth of the nonlinear
response from the hole burning term is very broad due to the fast spectral diffusion
that it effectively only adds a constant offset to the nonlinear spectrum in Figs.7.5 and
7.7. Therefore, for the purposes of modeling the data, the hole burning response will
be treated as a constant offset. The population pulsation component of the nonlinear
signal from the inhomogeneously broadened ensemble of DINWs is proportional to
the third order off-diagonal density matrix element from chapter 3:
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ρ
I(3)
21 (R, t) = −2iχ2|χ1|2ei(k2·R+δ2t)
√
pi
σω
([(1 + 2ΓSD(ω1)
γ2(ω1)
)
× 1
ω2−ω1+2iγ(ω1)(
1
ω2−ω1 (w(z(ω1 − ω¯0))− w(z(ω2 − ω¯0))+
1
2iγ(ω1)
(w(z(ω1 − ω¯0)) + w(z1(ω1 − ω¯0)))],
(7.1)
where
z(ω) =
ω + iγ(ω1)
σω
(7.2)
and
z1(ω) =
−ω + iγ(ω1)
σω
, (7.3)
and where the fact that the spectral diffusion and population decay rates depend on
the subgroup of DINWs that is probed at the fixed ω1 frequency has been explicitly
included. The parameter ω¯0 is the center of the inhomogeneous distribution that is
written explicitly in this case (see Appendix A for the usual convention). Note that
the assumption that the decay rates in the system are function of energy does not
affect the integrals in the calculation of the third order off-diagonal density matrix
element in Appendix A.
We fit each resonance in Fig. 7.5 using equation 7.1 with the addition of a constant
offset for the hole burning resonance. The fits are given by the black lines in the main
panels of Fig. 7.5 using a least-squares method, with σω, ω¯0, γ2, ΓSD, and ω1 as fitting
parameters. The red arrows in Fig. 7.5 give the locations of ω1 based on the fits. A
Gaussian inhomogeneous distribution is assumed for the fit based on the modulated
absorption data, however more accurate modeling will have to take into account the
resonant behavior in the nonlinear signal within the Gaussian distribution. Even
with the simplifying assumption of a Gaussian inhomogeneous distribution, the fits
seem to show good agreement with the data. We note that the average value of ω¯0
obtained from the fits was found to be 2.047 eV, in agreement with the center of
the modulated absorption spectrum that was found to be 2.041 eV. Unfortunately,
the fit seems to underestimate the width of the Gaussian distribution shown in the
modulated absorption data by a factor of ∼2, which could be an error associated
with the fact that the real inhomogeneous distribution is not a smooth Gaussian.
It is found that the average value of the spectral diffusion rate (expressed in energy
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units) is 33.1 meV, a value that agrees reasonably well with our estimate from the
spectral hole burning data. One of the most interesting effects from the population
pulsation fits is found in the extracted values of the population decay rates. The
population decay rate γ2 was found to range between shows a strong dependence
on ω1. In Fig. 7.9, the decay rates γ2 are plotted as a function of ω1, along with
the modulated absorption plotted as a function of ω2. We find that the decay rates
decrease rapidly on the low energy side of the modulated absorption data and seem
to flatten out on the higher energy side. This effect could be related to lower energy
transfer rates of the background disorder states at lower energies. It is possible that
this data can also help to explain the blue shift of the modulated absorption data
from the PL. This result is still being studied.
Figure 7.9: Modulated absorption data (blue points) plotted as a function of ω2 (also shown in
Fig. 7.1 at room temperature. The population decay rates γ2 are also shown as a function of ω1.
The error bars are from the error to the fit, where the data and fit are shown in Fig. 7.5.
A fit to the low temperature population pulsation data in Fig. 7.7 using equation
7.1 is shown by the black lines in each panel of Fig. 7.7. From the fit, it is found that
the values of the population decay rate γ2 (∼ 0.8 µeV) and the inverse decoherence
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rate (ΓSD ∼ 30 meV) is similar to what is found in the room temperature data. It
should be noted again that the low temperature and room temperature data were
taken at slightly different regions of the sample. The fact that the decoherence rate
is similar in the room temperature and low temperature data is consistent with what
is observed in the hole burning data.
7.4 Summary
In this chapter, the third order coherent nonlinear optical spectrum was presented
for an ensemble of selective area red-emitting InGaN DINWs. It was found that the
nonlinear absorption spectrum showed evidence of excitonic absorption, where the
dephasing rate of the excitons is ∼ 20-40 meV, even at low temperature. The large
dephasing rate in the system results in decoherence-induced extra resonances in the
population pulsation terms of the coherent nonlinear spectrum, an effect that has
never been observed in a solid-state system. Fast dipole dephasing caused by spectral
diffusion in the system does not bode well for the use of red emitting InGaN quantum
dots in quantum information processing applications and further materials engineer-
ing will be required in order to implement advanced coherent control applications.
This will require further study in order to understand the exact origins of the deco-
herence that is virtually independent of temperature. At the same time, it is truly
remarkable that the population lifetimes of DINW excitons are virtually unchanged
at room temperature and low temperature in this system.
CHAPTER 8
Summary and Future Directions
The work in this thesis has been centered on coherent nonlinear optical spec-
troscopy measurements of ensembles of InGaN disks in GaN nanowires to evaluate
the material for potential use in future applications such as quantum information
processing. The results of this work show that the realization of coherent control for
quantum information processing in this system is limited by dephasing processes due
to the presence of material disorder or metastable trap states formed by nanowire coa-
lescence. At the same time, this work showed that the lifetime of excited electron-hole
pairs in the system appears to be virtually unaffected by interactions from phonons
at room temperature compared to cryogenic temperatures, which could give motiva-
tion for materials scientists to improve growth techniques and correct the effects of
disorder in the system. This chapter will summarize the results of the work in this
thesis and mention the ways in which future optical experiments can extend this work
to better understand the optical physics of this system. This chapter will also discuss
future prospects for the InGaN system in coherent optical control applications such
quantum information processing that was the overarching theme of this work.
8.1 Results Summary
The first part of the data presented in the thesis involved self-assembled DINW
samples. The nonlinear absorption spectrum in self-assembled ensembles of InGaN
DINWs grown on Si substrates was essentially dominated by effects related to long-
lived charge trap states. The presence of long-lived trap states was verified from the
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observation of ultranarrow population pulsation resonances that were supplemented
with a phase modulation measurement. The charge traps were found to have several
effects on the nonlinear optical spectrum: first, a negative dT/T offset was signal
produced that was associated with screening effects and second, resonances that were
assigned to exciton resonances produced a positive dT/T signal. The signal strength
of the negative dT/T offset and the positive dT/T signal were not correlated and
varied over the sample surface. Nanowire coalescence in the self-assembled sample
occured due to roughness in substrate that lead to the formation of charge traps
at the coalescent boundaries. We attribute the behavior of the nonlinear signal to
interactions between metastable trap states formed due to coalescence and excitons.
The second part of the data sections in the thesis dealt with selective area DINW
samples that showed interesting optical physics related to background disorder. Be-
cause of the nanowire uniformity in the selective area growth technique, coalescence of
nanowires in this sample was negligible. Hence, we did not observe significant effects
from metastable trap states. It was proposed that electron-hole pairs can be excited
into background disorder states and subsequently decay into lower energy exciton
states before radiatively recombining. This behavior was thought to be responsible
for a stair-case shaped intensity-dependent PL spectrum in which discrete blueshifts
occur due to state filling of the background disorder states and subsequent tunneling
into lower energy DINW exciton states that provided most of the emission in the sam-
ple. The presence of background disorder states in the system was confirmed using
a PLE measurement that showed an exponential dependence on excitation energy, a
well-known signature of disorder in the system. The physical interpretation of the
intensity-dependent PL was supported by nonlinear absorption data that showed ev-
idence of energy transfer between between background disorder states (that follow an
exponential density of states based on the PLE spectrum) and lower energy excitons.
The coherent nonlinear absorption spectrum of the selective area sample showed
evidence of extremely fast (rate ∼30-40 meV) exciton dipole decoherence based on a
spectral hole burning measurement at both room temperature and low temperature.
As a result of the fast decoherence, population pulsation resonances in the sample
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showed decoherence-induced extra resonances (DIER) that were measured for the first
time in a solid-state system. This type of effect is closely related to pressure-induced
extra resonances (PIER) [30,143] that were predicted [145,146] and observed [147,148]
in four-wave mixing studies. A more extensive discussion of the physics associated
with DIER is found in chapter 3. Individual DINWs were modeled using a quasi-two-
level system in which the excited state represented the excitation of an electron-hole
pair (assumed to have a large degree of spectral diffusion) and the ground state of
the two-level system is the crystal ground state.
8.2 Future work in the current system
As noted in chapters 5-7, there are some open questions related to the analysis
of the coherent nonlinear optical spectrum and the linear optical spectra. First, al-
though it is possible that some of the sample emission in both the self-assembled
and selective area samples comes from the background disorder states, it is unclear
what are the relative radiative efficiencies of the background disorder states and the
excitons. This question will become important to address in future applications that
utilize the fact that some DINW structures seem to support engineered single pho-
ton emission. Further, in self-assembled samples, a consistent theory is required to
properly describe coexistence of a negative dT/T offset (induced absorption) and a
positive dT/T signals that are related to metastable trap states while incorporating
the background disorder states that were observed in the PLE spectrum and excitons.
Negative dT/T signals were also observed in selective area samples for large detunings
of the scanning and non-scanning beams. The selective area sample also showed some
unusual behavior in the the linewidth of the population pulsation terms depended on
the power of the excitation beams, even when the signal was verified to be in the
χ(3) limit, as shown in Appendix B. A theoretical interpretation of the wavelength
dependence of the population pulsation decay rates shown in Fig. 7.9 is also needed.
If a Hamiltonian is to be formulated for the system, it is likely that it will need to
incorporate the effects of exciting of multiple electron-hole pairs. Immediate future
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work should be based on developing a unified theoretical picture of the system.
It is possible that a great deal of new optical physics in the samples featured
in this work could be obtained by probing the spatiotemporal dynamics of excited
electron-hole pairs in the system. In chapter 7, we assumed that the system could be
modeled as a two-level system that represented the creation of an electron-hole pair
with a large amount of spectral diffusion. As part of the spectral diffusion process, the
electron could hop from one localized state in the material to another, for example
from a localized disorder state to the exciton. One interesting future experiment
could involve measuring the population pulsation terms featured in chapter 7 as a
function of angle between the ω1 and ω2 beams. Similar types of measurements have
shown that the spatial diffusion length of excitons can be measured using the angular
dependence of the four-wave-mixing signal [182]. It is possible that this measurement
is easier to interpret in the time domain, where fast initial decays can be more easily
distinguished. Along the same vein, it may be useful to simply perform a pump-probe
measurement in the time-domain to observe the femtosecond dynamics of charge
carriers in the system [183]. Fast (∼ femtosecond) decays from background disorder
states that interact with excitons could be useful in explaining the fast decoherence
rate in the system. For larger diameter DINWs, near-field microscopy techniques [184,
185] could be useful in distinguishing the positions of disorder states from excitons,
for example. Near field techniques can also be used to comment on the sources
of photoluminescence in the system (i.e. how much of the luminescence comes from
disorder states and how much from excitons). Future experimental work in the DINW
ensemble samples should be geared toward understanding the solid state environment
within each DINW if possible.
8.2.1 Nonlinear spectroscopy in single DINW samples
The analysis in this work was also complicated by the fact that the nonlinear
signal originated from ensembles of InGaN DINWs therefore averaging over the en-
semble was required to understand the nonlinear spectrum. The averaging can result
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in complicated expressions for the nonlinear optical response and the inhomogeneous
broadening can obscure important optical physics that are required to better under-
stand the system. A natural extension to this work is to perform nonlinear optical
measurements on single DINWs. Depending on the exact band structure (strain prop-
erties), it may be possible to resolve exciton fine structure in a single DINW despite
the very broad line widths in the system [186] in nonlinear absorption. Isolation of a
single quantum dot will also allow for more accurate temperature-dependent studies.
Finally, the linewidth of the single DINW will be typically be smaller than the en-
semble linewidths featured in this study, therefore it will likely be easier to observe a
more complete nonlinear absorption spectrum when either of the beams is tuned off
resonance.
There have been attempts by our group to observe third order nonlinear signals
from samples that contain a low density ∼1µm−2 of DINWs with a single disk grown
inside the nanowire in both self-assembled and selective area samples. Thus far, within
our experimental sensitivity (∼ 10−6) we have not been able to reliably measure a
third order nonlinear optical signal from a single DINW. We have observed modu-
lated absorption signals for very high intensity ω1 fields, however this measurement
was taken well beyond the χ(3) limit and is therefore not very useful. It is likely that
the large dephasing rates in the single DINWs limit the magnitude of the third order
nonlinear signal. It is possible that other techniques such as resonance flourescence
can be used for exploring the optical physics of individual DINWs at very high sensi-
tivity (s ∼ 10−7) [187]. This technique has been used for measuring the excited state
dynamics and nonlinear optical physics of individual InAs quantum dots [127, 188].
Future work could be aimed at measuring and characterizing resonance fluorescence
from individual DINWs, however measuring a resonance fluorescence signal will re-
quire significant engineering based of the current optical set-up.
8.3 Future work towards quantum information processing using InGaN
quantum dot structures
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If III-nitride materials are going to have similar success in quantum optical demon-
strations towards quantum information processing, clearly the optical linewidth of the
system needs to be reduced, even to the lifetime limited value. Although the work in
this thesis and other work in III-nitrides [189] points to fast or slow spectral diffusion
processes as one source of line broadening, the exact source of the spectral diffusion
and how to eliminate this effect during growth is not presently known. At the same
time, there have been several engineering techniques that have been effective in re-
ducing the optical linewidth somewhat. For example, is it known that the presence
of an internal electric field along the growth direction can exacerbate the Coulomb
shifts caused by interactions between excitons and nearby charges [149, 190, 191], so
it is possible that reducing or eliminating the internal electric field can be effective
in lowering the optical linewidth [192]. One way to accomplish this is to grow zinc-
blende III-nitride quantum dots rather than wurtzite, a crystal configuration that
eliminates the internal electric fields [193,194]. It is also possible to grow III-nitrides
along a non-polar direction that gives similar results [195]. It may also be possible
that a reduction in the volume of the quantum dot active area can reduce the effect of
background states and decrease the optical linewidth of the dot emission. Reducing
the size of the dot is also advantageous for optical applications because of the increase
in quantum confinement [196]. Recently it has been shown using photochemical tech-
niques that it is possible to control the size of quantum dot structures and acheive
a corresponding reduction in linewidth for InGaN samples [197]. Finally, there is
a trade-off between the degree of quantum confinement and the degree of disorder
specifically for varying the InN concentration in InGaN samples. A balance should
be found between the degree of quantum confinement and the degree of disorder that
is tolerable in the experiment.
Some quantum information processing applications do not utilize coherent optical
control of quantum dots, but rather use the polarization state of the emitted single
photons and optical elements such as waveplates to perform quantum computations
[43,198]. In this type of quantum information processing scheme, the optical linewidth
of the dot is less important. However, it should be noted that unwanted emission from
147
disorder may affect the reliability of the single photon emission if InGaN quantum
dots are used in this way. Material engineering should still be aimed at controlling the
degree of disorder before considering red emitting InGaN for this type of application.
8.4 Conclusion
In this work third order coherent nonlinear optical spectroscopy was performed
on two different ensembles of InGaN disks in GaN nanowires. The nonlinear op-
tical spectra were used to characterize quantum confined excitons in the material
and to further our understanding of the optical physics associated with disorder and
metastable trap states in the system. It was found that although quantum confined
excitons in the system can survive without dissociation up to room temperature,
decoherence processes in the sample at cryogenic temperatures and room tempera-
ture prohibit the use of individual DINWs in coherent control applications such as
quantum computation without further material improvements.
APPENDICES
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APPENDIX A
Calculation of third order off-diagonal density matrix elements for an
inhomogeneously broadened two-level system
Some of the details related to the calculation of the theoretical third order (χ(3))
coherent nonlinear optical signal for an inhomogeneously broadened ensemble of two
level systems will be outlined in this Appendix. The purpose here is to provide a
reference to show the algebra involved in the calculation with the correct signs.
It is assumed that the system of interest is an ensemble of closed, homogeneously
broadened two-level systems where the transition frequencies of the individual two-
level systems is inhomogeneously broadened around an average transition frequency
ω¯0 and are distributed according to a Gaussian distribution:
Wf (∆) =
1√
piσω
e−(∆/σω)
2
(A.1)
where ∆ = ω0 - ω¯0.
In a field interaction representation, the third order off-diagonal density matrix
element is given by
ρ
I(3)
21 (R,∆, t) = 2i
∑
µ,ν,σ=1,2 χµχ
∗
νχσe
i(ks·R+δst
× 1
(γ+iδs(∆))(γ+iδµ(∆))(γ−iδν(∆)) [1 +
2Γ
γ2−i(ων−ωµ) ],
(A.2)
where δµ(∆) = ω¯0 − ωµ + ∆. For simplicity, we redefine ωmu so that ωµ → ωµ - ω¯0.
To calculate the terms of interest, the ”pump-probe” geometry is assumed in
which the ω2 and ω1 beams are crossed at the sample and the ω2 beam is detected
as described in chapters 3 and 4. We first consider the saturation component of the
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nonlinear optical response that is found by setting µ = ν = 1 and σ = 2. The resulting
nonlinear term is given by
ρ
I(3)
21 (R,∆, t) = |χ1|2χ2ei(k2·R+δ2t
× 2
(−iγ−δ2(∆))(−iγ−δ1(∆))(−iγ+δ1(∆)) [1 +
2Γ
γ2
].
(A.3)
The focus will now be on the resonant denominator in equation A.2:
1
(−iγ + ∆− ω1)(−iγ + ω2 −∆)(−iγ + ∆− ω2) . (A.4)
To calculate the nonlinear optical signal, this equation must be averaged over the
inhomogeneous distribution in A.1. Before this averaging takes place, A.4 can be
rewritten using partial fractions as:
1
−iγ+∆−ω2 [
1
−iγ+∆−ω1 +
1
−iγ−∆+ω2 ]
1
(ω2−ω1−2iγ) =
i
−iγ+∆−ω2 [(
1
−iγ+∆−ω2 − 1−iγ+∆−ω1 ) 1(ω2−ω1) + ( 1−iγ+∆−ω2 + 1−iγ−∆+ω2 ) 1−2iγ ].
(A.5)
The expression on the right hand side of A.5 contains 4 resonances that contain
the detuning parameter ∆. Each of these expressions can be integrated over the
inhomogeneous distribution in equation A.1, giving integrals such as
1√
piσω
∫ ∞
∞
d∆e−(∆/σω)
2 1
−iγ + ∆− ω2 . (A.6)
As noted in chapter 2, this term can be written in terms of the plasma dispersion
function [199], given by
w(z) =
i
pi
∫ ∞
∞
dxe−x
2 1
z ± x, (A.7)
where Im(z) > 0. This condition requires that the last resonant denominator on the
right hand side of equation A.5 be multiplied by a factor of -1. For the population
pulsation nonlinear term when µ = 2, ν = 1 and σ = 1, the third-order off diagonal
density matrix element can be written as
ρ
I(3)
21 (R,∆, t) = |χ1|2χ2ei(k2·R+δ2t
× 2
(−iγ−δ2(∆))(−iγ+δ1(∆))2 [1 +
2Γ
γ2+i(ω2−ω1) ].
(A.8)
Again, we focus on the resonant denominator given by
1
(−iγ − δ2(∆))(−iγ + δ1(∆))2 , (A.9)
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which can be written in terms of partial fractions as
1
(−iγ+∆−ω1)2
1
−2iγ+ω2−ω1 +
1
−iγ+∆−ω1 (
1
−2iγ+ω2−ω1 )
2+
1
−iγ−∆+ω2 (
1
−2iγ+ω2−ω1 )
2.
(A.10)
To solve the first term in equation A.10, we note that the derivative of the plasma
dispersion function is given by
dw(z)
dz
=
−i
pi
∫ ∞
∞
dxe−x
2 1
(z ± x)2 . (A.11)
The first term in equation A.10 can therefore be expressed as
−
√
pi
σ2ω
(
1
ω2 − ω1 − 2iγ )
dw(z)
dz
. (A.12)
By rewriting the terms in equations A.5 and A.10 in terms of the plasma disper-
sion function and derivatives of the plasma dispersion function, the total third order
nonlinear optical response can be written as equation 3.39.
APPENDIX B
Intensity-dependent PL in the self-assembled samples
The excitation intensity PL spectrum of the self assembled sample is shown in Fig.
B.1. Unlike in the selective area sample, the PL does not show a significant energy
shift as a function of excitation intensity. It should be noted that the density of
background disorder states in the self-assembled samples is lower than the selective
area samples due to the smaller DINW diameter.
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7.9 kW/cm2 
79 kW/cm2 
Figure B.1: Photoluminescence of self assembled sample at two different intensities
APPENDIX C
Linewidth of population pulsation as a function of excitation intensity
It was mentioned in chapter 7 that the linewidth of the population pulsation
resonances increased as a function of ω1 intensity as shown in Fig. C.1, even when
the signal is verified to be in the χ(3) limit. The linewidths shown in Fig. C.1 were
found by fitting the population pulsations to a single Lorentzian for ω1 values very
close to the center of the modulated absorption spectrum. The physical origin for
this effect is still under investigation.
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Figure C.1: Linewidth of population pulsation resonances measured near the peak of the modulated
absorption distribution versus the incident ω1 power. The shaded region shows the ω1 intensities
for which the signal is in the χ(3) limit..
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