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Abstract
Printing and scanning of text documents introduces
degradations to the characters which can be modeled.
Interestingly, certain combinations of the parameters that
govern the degradations introduced by the printing and
scanning process affect characters in such a way that the
degraded characters have a similar appearance, while
other degradations leave the characters with an appearance that is very different. It is well known that (generally
speaking) a test set that more closely matches a training
set will be recognized with higher accuracy than one that
matches the training set less well. Likewise, classifiers
tend to perform better on data sets that have lower variance. This paper explores an analytical method that uses a
formal printer/scanner degradation model to identify the
similarity between groups of degraded characters. This
similarity is shown to improve the recognition accuracy of
a classifier through model directed choice of training set
data.

1. Introduction
It is relatively common to design classifiers with the
assumption that there is large within class similarity and
low between class similarity. The within class similarity is
often increased by restricting the problem to a “common”
domain, or dividing a larger non-homogeneous problem
into multiple problems each of which exhibit larger homegeneity. This has often been done in OCR problems by
assuming common font in machine printed text or a single
writer in handwritten text. The problem of high betweenclass similarity is often solved or lessened by the same
efforts just mentioned to increase within class similarity.
To improve classifier performance when the input is not
guaranteed to be homogeneous, it is also desirable to have
a large and varied training set to improve the ability of the
classifier to generalize. This however leads to lower within
class similarity.
For optical character recognition problems, the typical

approach that is used to maximize within class similarity
and minimize between class similarity for classifier
training is to restrict the training data to a particular font
and style. This approach requires that some form of font/
style detection be employed in order to select the appropriate classifier (the one that was trained on the font style
being recognized) during execution. For example, [8] uses
a nearest neighbor classifier in conjunction with the
tangent distance to perform font recognition in order to
improve classification accuracy for a multi-font OCR
engine. In [11] an error rate reduction of 20% is achieved
on a handwriting recognition problem when writer style is
taken into consideration.
This paper will further study the problem of training
data selection from within the context of degradations
introduced by a common text degradation model. The
degradation model used for this research is based on the
model developed by Baird [1]. The PSF width and the
binarization threshold are the two most significant parameters in Baird’s model affecting degradations of bilevel
images [6]. The PSF accounts for the blurring caused by
the optics of the scanner. Its functional form is not
constrained, but needs to be specified. In this work, the
PSF is assumed to be a bivariate Gaussian with the width,
w, equal to the standard deviation. The size is in units of
pixels, which allows the model to be used for scanning at
any optical resolution. The resulting gray level image is
converted to a bilevel image with a global threshold, Θ.
The units for the threshold are absorptance. Additive noise
is also incorporated in this degradation model. The noise is
Gaussian distributed with a standard deviation, s. This is
added independently to each pixel in the image prior to
thresholding. In addition to variations from the PSF width,
threshold level and noise, variations in the resulting bilevel
bitmaps also come from phase effects [10]. The character
samples will be divided within the degradation space. We
will not directly estimate the parameters to the degradation
model. Several papers address this topic [4, 5].
Each pair of degradation parameter values will typically
affect an image differently. However, there are several
combinations of these parameters that produce degraded
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Figure 1: Characters after blurring and thresholding over a range of PSF widths, w, and binarization
thresholds, Θ. A broad range of character appearances can be seen, but certain characters have some
general similarities.
character images that are highly similar in appearance.
Two primary image degradations associated with bilevel
processes were defined in [3, 4]. These are the edge
displacement, δc, and the erosion of a black or white
corner. Both these degradations are functions of the degradation model parameters, w and Θ. The edge displacement,

trained on this data will be greater than the accuracy of a
classifier trained on data taken from regions based on more
arbitrary divisions, such as spatial locality. The experiments that follow test this hypothesis.

δc = -w ESF-1(Θ) ,
(1)
is the amount that an isolated edge would be displaced if it
is subjected to the blurring and thresholding degradation
model [3]. ESF( ) is the Edge Spread Function which is the
integral of the PSF.
A statistical test was conducted in [2] to compare the
similarity between groups of characters synthetically
generated with parameters (w, Θ) varying over the parameter space. This test showed that the amount of variation in
the characters correlated highly with the change in the
edge spread degradation. Changes of the degradation
parameters that remain along constant δc isolines will not
produce as large a difference in the characters as other
changes of the degradation model parameters. Figure 1
shows the characters c and e each degraded over a variety
of PSF widths and binarization thresholds without noise.
Superimposed on this are lines of equal edge displacement
at δc={-1/2, 1/2, 1 1/2}. Based on the similarity around the
common edge spread, it is hypothesized that if the characters used for training and testing are chosen from the
regions of the parameter space that exhibit similar edge
displacements, then the training set will have less variance. Furthermore, due to the decreased variance of the
training set data, recognition accuracy of a classifier

The experiment used in this paper compares the performance of an artificial neural network based classifier as the
training set is divided in different ways based on parameters of the degradation model. The two-class problem of
distinguishing characters c and e was chosen since these
two characters are commonly confused by OCR engines
and experiments using these characters will thus serve to
illustrate the effect of using different training sets (pairs of
characters that are easier to distinguish may not show
enough difference in performance across the various
regions to be conclusive). The characters are 190,000 c’s
and 190,000 e’s at 300dpi 12 point, Times Roman font.
Noise was added at three different noise levels, s= {0,
0.15, 0.21}. Some examples are shown in Figure 2a.
Synthetic characters were used since the exact effect of the
degradation was of most interest. The experiment will test
the performance of our training data selection method
under the ideal condition where character degradation is
due solely to the parameters of the degradation model
(without considering, for example, degradations due to
poor quality paper, poor lighting, smudges, dust, etc.).
Classification was done using an artificial neural
network trained with 1 hidden layer containing 4 hidden
nodes. The features used are 16x16 pixel normalized char-

2. Experiments and Data
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(a)
Figure 2:

(b)

Examples of (a) original characters and (b) character resized for 16x16 grid of input features.
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Divisions of degradation space used in this paper.

acters, thus giving 256 inputs to the neural network. The
value of each resulting ‘pixel’ in the normalized character
is the average amount of black pixels in that portion of the
original character corresponding to each pixel in the
normalized window, Figure 2b. The neural network used a
single output node, with a high output value indicating the
prediction of a c, and a low output indicating an e.
The reported results for each region are averages
obtained using 10 fold cross-validation. In order to make
the 10 fold cross-validation results comparable, and in
order to avoid the problem of overlapping training/test
data between each data region's 10 fold splits, the initial
division of the data into the 10 fold cross-validation partitions was done with the base data set (the data set that
contained all of the samples). From here, each 10 fold split
was filtered according to the desired degradation parameter settings to form the region specific training/test set
pairs. This guarantees that for any two regions A and B in
the degradation space, the intersection of region A's ith
training set with B's ith test set is empty, and so the test
results of classifiers trained on A and tested on B are valid
and comparable across regions.
Experiments were run using this data. Each involved
dividing the dataset into 4 zones using three different division methods shown in Figure 3. First the degradation
space was divided based on blur width alone, Figure 3a.
Second it was divided into 4 regions based on threshold
value, Figure 3b. Then finally it was divided into regions

having nearly common edge spread: δc= {(-∞, -0.5],
(-0.5,0.5], (0.5, 1.5], (1.5,∞)}, Figure 3c. The entire degradation space, A13, was also used for comparison with not
doing the subdivision. Thirteen different ANN’s were
trained on representing characters in each of the 12 degradation regions plus one using all the characters with mixed
degradation parameters from the entire degradation space.
The results are summarized in Table 1. The middle
column shows the results from training on the whole
dataset and testing on each partitioned region. The right
column shows the results from training on a partitioned
region and testing on that same region. As expected, in all
but one case (T1) the recognition results were better when
the classifier was trained on data from a limited region in
the degradation space and tested on data from the same
region, versus when trained on data from the whole degradation space and tested in any particular subset of the
degradation.
The next question is how the classifier performance
changed when the degradation space is divided based on
the degradation parameters w and Θ versus when the
degradation space is divided according to the edge spread
δc. Here the raw percentages can not be compared since
they are not comparing the performance of like data sets.
Instead the total performance of all four classifiers over the
combined dataspace is compared. To do this, the fraction
of characters in each sub-region was used to weight the
performance. Doing this, when the data sets were divided
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Table 1: Results comparing classifier trained with
broad versus narrow training.

Region of
Degradation
Space

Training on data Training on data
from whole from limited part
degradation
of degradation
space
space

W1
W2
W3
W4
T1
T2
T3
T4
D1
D2
D3
D4
A13

99.3
95.7
94.6
94.1
99.5
98.5
94.1
89.6
86.3
98.0
99.1
99.4
96.2

99.6
96.5
94.9
94.5
99.5
98.7
94.6
90.8
87.8
98.3
99.4
99.6
96.2

by width, the net performance was 96.6% correct, the
performance on the data when divided by threshold was
96.6% and when divided on edge spread, the performance
was 97.6%. Also when no divisions were used, training on
the whole dataset and testing on all the data resulted in
96.2% recognition accuracy. Therefore dividing the data
set by edge spread has the greatest benefit to recognition
performance.

3. Conclusions and Future Work
The results of our experiments show that, under certain
conditions, the use of the δc isolines to partition the degradation data space into separate regions for training can
improve the overall accuracy of the set of classifiers
produced by training on these regions. This improvement
in accuracy is likely due to the increased homogeneity of
the partitioning that the δc isolines produces over other,
more arbitrary divisions of the degradation data space.
In future work the authors intend to expand on the
results of these experiments to more deeply investigate the
benefits of dividing the degradation space. First experiments will be tried with different features to see if the
effect is feature independent. While this particular set of
features has been used in other experiments and has shown
to have comparable recognition performance to other
features, it is worthy to question which features are most
‘immune’ and which react most strongly to the division of
the degradation space.

The choice of δc boundaries used in these experiments
was somewhat arbitrary. Further experiments to see which
division is optimal will follow. Also the choice for the
number of regions into which the space should be divided
needs to be further explored.
The edge spread was defined as the response for
isolated edges. The effect of dividing based on edge spread
is greatest if the characters are large enough and the
strokes are wide enough to allow the original definition of
the edge spread to hold. 300dpi 12 point characters are at
the limit of this pure assumption. The edge spread function
may need to be modified to take into account the nearness
of the neighboring edges as in [9].
The characters c and e are one of the more difficult
recognition problems and have been used in several experiments to compare classifiers [6, 7]. Still it would be
worthy to try the full Roman character set, A-Za-z0-1 etc.,
to see if these results hold.
Synthetic characters were used in this paper because the
exact effects of the degradation model were to be
explored. While methods to accurately estimate the degradation parameter from characters are being developed,
there are likely other ways to get a broad sense of which
characters have similar edge spread degradations in a
training set, particularly if the labels are already known.
Methods to estimate these features and divide the dataset
along these characteristics would likely be more practical
and could produce equivalent results.
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