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Various discrete functions encountered in Combinatorics are solutions of Partial Difference 
Equations in the subset of N” given by m, 2 m2 a. - 0 2 m, 2 0. Given a partial difference 
equation, it is described how to pass from the standard “easy” solution of an equation in N” to 
a solution of the same equation subject to certain “Dirichlet” or “Neumann” boundary 
conditions in the domain m, 3 rn22. - - -2 m,, a0 and related domains. Applications include a 
rather quick derivation of MacMahon’s generating function for plane partitions, a generaliza- 
tion and q-analog of the Ballot problem, and a joint analog of the Ballot problem and Simon 
Newcomb’s problem. 
0. Introduction 
There is a very close analogy between Physics and Enumerative Combinatorics. 
The former is often looking for solutions of partial differential equations in a 
given region of R” under prescribed boundary conditions, while the latter is 
seeking sclutions of partiai difference equations in certain subsets of N”. While 
nobody ever dared object the O.K. ness of using PDEs in Physics, the use of 
partial difference equations in Combinatorics was at best tolerated as a temporary 
nuisance to be put up with until a “direct combinatorial proof” was found. The 
use of partial difference equations received the derogatory names: “inductive”, 
“recurrence”, and G.H. Hardy even called it “essentially verifications” (quoted by 
Andrews [ 1, p. 1051). 
Although some of our favorite proofs are “direct combinatorial”, they are not 
any better, as a whole, than recurrence proofs. Indeed, very few proofs beat the 
elegance of Good’s [S] proof of Dyson’s conjecture and Moon’s [9, p. 131 proof 
for the number of labelled trees, both of which use recurrence. 
Among the few who did not have any scruples using partial difference equations 
was the great MacMahon. His solution of the Ballot problem and his derivation of 
generating functions for plane partitions, together with other problems, all 
employed partial difference equations. It may be that his lengthy and ad-hoc ways 
of solving these partial difference equations was one of the reasons which gave 
difference equations their bad name. Surprisingly enough, a small, change in the 
formulation of the boundary conditions could have saved him a lot of trouble. 
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in the prcscnt paper wc introduce this change and use the algebra of partial 
difference operators (known but unexploited by MacMahon), to rederive the 
solution of the Ballot problem and generating functions for plane partitions, 
together with various generalizations. 
Stanley [ 10, pp. 259, 2691 is baffled by the fact that although MacMahon’s 
generating function for plane partitions nT=, (1 - qk)-k is so simple, its proof is 
indirect and rather complicated. We believe that our proof gives a more or less 
“obvious” reason tp:hy this formula is so simple. 
Consider the twc dimensional Ballot problems, i.e., findir.g the number of ways, 
FOn,. HI.+). of walking with positive unit steps, from (0, 0) to (m,, m,), without 
ever crossing the diagonal {III, = We). MacMahon [7, p_ 1271 has set the partial 
diffcrcnce equation 
F(in,rtz,) = Fhz, -- I, 1112)+F(1Y,, Hz-- I), (m, >nz,) (0.1) 
together with the boundary conditions 
F(m,. 1112) = Fhi,. nzz- I) on ml = m,. (0.2) 
blacMa.hon’s stumbling block was the fact that F(m,, VQ) is not defined for 
Ott I c I+ However, by extending F to (~“rz l - m2 > - l} and requiring F(m 1, nz2) = 0 
on its lvorrndary (m, - rtz2 I-= - I) as indeed it should be, (0.1) can be required to 
hold in II;!, 3 11~~: 
F( nz ,5 nz*) = F( nz ! - I, rzz,)+ Fhz,, nz-J-- I), UZ, - tlz+o (0.1’) 
and then t0.2) implies 
I-( nz ,. nz2) = 0 on Itz, - m2 = - 1. (0.2’) 
fZorrowing terminology from PDE, we replaced the “Neumann” problem @.I), 
(0.2) by an easier “Dirichlet” problem (0. I’), (0.2’). In the case n = 2, very little is 
gained by this modification, but the analogous modification for n > 2 makes life SO 
much easier. 
It is not clear how MacMahon solved the Ballot problem for n > 3. In [7, p. 
l27-13.31 he solves it for ft = 2,3 dnd then goes on to state the general case. It is 
possihlc that hc simply extrapolated from n = 2,3 to the general case without 
bothering to prove the resulting formula. Be that as it may, our Theorem 5 closes 
this gap. t It should be noted that there exis$t several other proofs of this result.) 
Next Ict us describe the content. Sectic I 1 introduces the nomenclature of 
Partial Difference Operators and considers lattice walks. This is illustrated by the 
ordinarv Lattice walk, Simon Newcomb’s problem, and the generating function for 
the lesser index of a walk. Section 2 gicies a general solution of a Dirichlet 
problcni In the region nr_-’ {mi - m ;+ 1 2 - 1) n (m, 2 0) and related regions, for a 
wide clash of partial difference equations. 
Section 3 present ‘applications to the Ballot problem, and its generalization and 
//-analcY& :jnd to the restricted Simon Newcomb problem. Sections 4 and 5 treat 
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classical plane partitions while Section 6 gives further applications to what we 
coined “pseudo-plane partitions”. The Andrews-Gordon-MacDonald theorem 
(n&e Bender-Knuth conjecture) (Stanley [lo, p. 2651) resisted all our attempts at 
an easy solution. It is hoped that in the future the present method will be capable 
of providing such a proof. 
Before closing this introductio.1 we should mention Carlitz’s [3] (see also 
Andrews [ 1, p. 180-1841) elegant recurrence proof of MacMahon’s determinant 
formula and the subsequent derivation of MacMahon’s generating function. Our 
novelty is in dispensing with determinants altogether. Recently a very elegant and 
general determinant formula encompassing both lattice walks anti general plane 
partitions has been done by Gessel [-_I (which we can’t help admiriilg even though 
he belongs to the “direct combinatorial” enemy camp). 
1. Partial difference operators and lattice walk 
1.1. Let 2 = (0, *l, st2, . . .}, N = (0, 1,2,3, . . .). Consider functions f:Z” -3 C, 
f(m) = f(m,, * * * , tit,,), and define the fundamental shift operators 
i=l,..., n. Denoting by ei the unit vector in the WIi coordinate, the above is 
shorthanded to Xi-‘f(m) = f(m--ei). For HEN” we write X-” = Xi01 l l . Xian and 
so X-“f(m) = f(m--a). A typical linear partial difference operator, has the form 
P= 1 aaX-“, 
a30 
la!< M 
where a, = a,(m) are discrete functions, (Y = (Q!, . . . , cy,,) EN” and la] = 
cu,+* l l + a,,. If a,(m) # @ for every m, P is said to be hyperbolic and then we can 
assume that a0 = 1. We shall be concerned with solving certain partial difference 
equations, Pf = 0, in certain subsets of N”. 
Define the discrete delta function 6 by 
S(0) = 1, 6(m) = 0, mf 0. 
Definition. A function f : Z” ---, C satisfying pf = 8 is called a fundamental sol’uticn 
corresponding to the operator P. If f is suppxted in N’l, it is called a canonical 
fundamental solution. 
Proposition 1. A particle starts al the origin and has a,(m) ways of jumping from 
m-a to m, where (YEN”. Let F(m) be the total number of ways of getting from the 
origin to m. Then F(m) is the canonical fundatnental solution correspaxling to 
I - 1 aaX-“. 
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Pr&. Since there is no way of getting out of N”, F vanishes outside N”. Consider 
all the walks terminating at m. The particle’s last stop was m-a, for some (Y, and 
this contributes a,(m) F(m-a) ways. If m-&N" then there is no contribution 
and F(m-a)=O. 
F(m)--&zaF(m-a)=O, mcN", mf0. (1.1) 
a 
If m = 0, the r.h.s. of (1.1) is 1. If m # N", everything is zero. It follows that 
(1-c a,x-p)F=S. 
Since F is supported in N” the proof is completed Cl 
From now on we shall focus attention an equation pf = 0, whtire P has the 
special form (d=m,+-+m,): 
ix 1 i-j 
gtcp that since P is symmetric, its canonical fundamental solution is a symmetric 
function. 
1.2. enerating functions. To every function f AS” + C corresponds the generat- 
ing function f(z) = 1 f(m)?? Let P be an operator with constant coefficients 
RX, I,. . . , X,‘). Since [x-“fl- = z+ we have [P(X,‘, . . . . X,‘)fl^- 
P(t (**..t z,,$ If, in addition, P is hyperbolic, i.e., the constant term is qon-zero, 
then P’== 6 implies @= 1 and f= l/P@, . . . , z,,). 
1.3. Examples. (i) Ordinary positive lattice walk: P = 1 - X,’ - l = l - Xi’, whose 
cansnical fundamental solution is 
F(m) Gn,+- l “+m,)! 1 = 
m, ! l 0 0 m,! and g=(j_z,-. . ._Z”)’ 
(ii) Let C(m,, . . . , m,) be the set of lvords in the alphabet { 1, . . . , n> with 
111, 1 OS. ju, 2’s,. . . F ni, n’s (there is a one-one correspondence between 
C( t11 )q.. . uz, ) and the set of paths from 0 to (m,, . . . , m,)). For a word u = 
U, l l l ok define 
k-l 
ab) = c ( X ai<ai+*) 
i=l 
Wxc ~174) = 1, if A is true; x(A) = 0, if A is false); a(a) is called the number of 
trscents uf the word 0. Simon Newcomb’s problem consider Ft(m) = CacCt,,,) ta? 
Zeilberger [ 1 l]) ithat tF, = (fly=, [I+ (; - l)X;‘])F,. This 
t3e canonical fhrvldamental scAtion of (t - 1)‘[t - 
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n;z, (I+(t - 1)X;‘)]. Thus th e generating function of Ft is given by 
Rt=(t-1) 1-n (l+(t-1)Zi) 6 
i=l 1 
Remark. For reasons to become clear later, we prefer to work with ascents rather 
than the more customary descents. The theories are equivalent. 
(iii) The lesser index of a word v = gl l l l ctk is defined {MacMahon [7, p. 1363) 
bY 
k-l 
40) = 1 iX(O, < (7i+l) 
i=l 
i.e., the sum of places where ascents occur. Consider F(m) =z(rcC(m) qr? In 
Zeilberger [ll] it was shown that F(m) is the canonical fundamental solution 
corresponding to 
pg- f xy’ 
i= 1 
-(qd-1)P,X;1X~1-.~~-(qd-1)...(qd-n+l-1)x;l...x~l, 
i#j 
F is given by the q-multinomial coefficients, 
F(m19 l - ’ 3 m,) = (4Ll,+.*.+m,/(qL?,, l l l (q)m”, 
where (x~,=(l--x~(l-q~)~~~(l-~~-~~). 
Remark. We prefer to work with the lesser index rather than the major index. 
The theories of these two indices are equivalent. 
2. Solutions of a boundary value problem in f-l YC, { WZi - m i+ 1 3 - 1) fl (m,, 2 0) 
Thecllrem 2. Let d = m, + 9 l l + m,, and let F,(m) = F,(m,, . . . , m,) be the canoni- 
cal fundamental solution corresponding to 
P=I---a,(d) i Xi’-a,(d)z X;‘.~~‘-*=*-a,,(d)XT’..~X,‘. 
i=l i#i 
This means that PF,, = 6, and F,, vanishes outside M”. Let G,, be the unique 
solution of the equation Pf =0 in {ml-m,~-2}~{m,-m,~-l}~~ l l f‘7 
1 mm-1-w,- >-11, subject to the boundary conditions 
f=O on{m,=m,-1}U(n~~=m~-1}U~~~U(m~_,=~,-i) 
and 
f(ml, . . . , m,-,, 0) = G,-l(mt, l . l , m,_.l), G,(m,)= 1. 
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Tfwn G, is given by 
G, = n ( 1 - x,x, ‘F,,. (2.1) 
I- i-- \’ ‘I 
We arc going to need the following +mple lemma, 
IANDIM 3. LCf H:Z2-4 satisfy WI,, 12)= H(l,, I,), then (I-X,X;‘)H(1,, 1,) 
vanishes on 1, = f _ - 1. More generally ( 1 - XtXik)H( I,, I,) vanishes on I, = l, - k. 
PIoof of Theorem. 2. Since X,X;’ commutes with the operator P, so does 
fi,. , ( J-. X,X, ’ ). Since F,,(m) is a solution of pf = 0 in the interior of N,,, so is 
G,, (NH. It remains to verify that G,,(m) satisfies the prescribed boundary condi- 
t ions. New, 
(1 -X,,-J,‘)]F,,(m). 
The operator inside the square brackets is symmetric with respect to Xl, x29 
and since F,,(m) is r”. symmetric function, we can write 
G,,(m,, m,)=(l-X,X,‘)H(m,, m,), 
YNhcrc N(nr ‘. II@ = ff( IT?~, tlzl) and the dependence on ~II~, . . . , m,, is suppressed. 
iIt follows by Lemma 3 that G,,(m) = 0 on nz, = m2 - 1. Similarly, for i = 
1 . . . . . II - 1 
G,,(m) = ( I - X,X, .‘,)[operator symmetric w.r.t. Xiv Xi+ l]F,,(m), 
and so G,,(m) = 0 on tn, - ~II, + , - 1. Finally on m,, = 0, 
G,,(nt,. . . . , m,,. ‘, W= fl (l-xix;') 
isj<jrrl-I 
X[1-x*X,,‘)~*=(1-X,,_,x~,‘)]~,i~n’,...,m,,-’~0). 
But F,(m) = 0 for nz,, = 0, so 
G,,(nz,, . . . , m,,-,,O)= Q (1 - x~X;‘)F,,_‘(rtZ’, . . . 3 m,-1) 
i-=j<j-‘1 -I 
= G,, _ lhl,. . . , n~,,-~). fl 
Similarly, using the second part of Lemma 3, we can prove, 
Theorem 4. Let P and F,, be as in Theorem 2. Let k be a positive integer and let H,, 
be the unique solution of the partial differewe equation Pf = 0 in 
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where k is some positive integer, subject to the boundary conditions 
f=O on(m,-m,-k)cl{m,=m,-k}U~~~U{m,,_,=m,,-k} 
and 
f<m,, . . . , m,-,, 0) = 6dm,, . . l , m,_,), 
Then hi, is given by 
H,,= n (l-x;x;k)F n* 
lSi<jS,l 
H,(m,) = 1. 
I 
(2.2) 
3. Applications to Ballot problems 
3.1. Definhion (MacMahon [7]). Let f:A --, C, where A cN“. C a(&“’ is a 
redundant generating function for f if f(m) = a(m) for nr E A. 
Theorem 5. (MacMahon [7, p. 1331). Let f,,, be the number of positive lattice paths 
from 0 to m where travel is restricted to the region m, 2 m, 2 9 l l 3 m,, 2 0. 
n i~i<i~n(~-ZjZi')/(l-21--" * - z,,) is a redundant generating function for fm and 
fm=(tiI,+*~*+mn)! n (mi-mj+j-i)/(m~+n-l)!***HI,,!. (3.1) 
iSi<jGf~ 
Proof. We apply Theorem 2 with P = 1 -X,” - l l 9 -Xi’, 
Ww, . . . , m,,)=(m,+* l l +m,,)!/m,! l l l m,,! 
&e Example 1.3(i)); thus 
frill = n (I-XiXi’)[(nZ*+’ ’ .+m,,)!/m,! l l ’ I?$,!], 
lSi<jS,, 
(3.2) 
from which we get the redundant generating function. 
Now(m,+* l l + m,,)! commutes with the operator on the r.h.s. of (3.2) and so 
I Gn(ml, . . . , m,,) = (m, +* l 0-t m,)! n (1 -X,XT’)[l/m,! l * l m,,!] 
iCj 
Consider 
H(m,, . . . , m,,)=fl (l-X,X~‘)[l/m!‘~ l m,,!] 
= n (Xi’-Xi’) 
ISi<jSn 
x[l/(m,+n- l)! (m,+n-2)! - l * (fil,,-,t I)! &,!I. 
It is seen that H is an alternating function (i.e., symmetric up to sign) of 
m,fn-1, m,+n-2 ,..., mi+n--i,...,m,,. AlSO 
H(m,, . . . , m,,) = Q(ml t n - 1, m,+ n - 2, , . . , m,))l[(m, -I- n - I)! l l l m,,!], 
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where Q is an alternating polynomial of degree n - 1 in each of its variables. But 
G, and therefore H, and therefore Q, vanish on ml = m2 - 1, m2 = 
m? -1 9*=*9 m,.+=m, -1; hence (ml-m2+1), (m2-m3+1),...,(m,_,-m,+ 
f ), are factors. By symmetry ([ mi + n - i] -- [ mj + II - il) = (mi - mj + i - i) are all 
factors, 1 c i <j G n ; the theorem follows. 0 
Remsrlr, The Ballot problem has an equivalent formulation in terms of Standard 
Young Tableaux and formula (3.1) easily implies the Frame-Robinson-Thrall 
formula, involving the hook lengths of the Ipartition ml + m2 + l 0 l + m,. We refer 
the reader to Greene-Ntjenhuis-Wiif ~ [/;l Mrhere (s)he will find a very cute prob- 
abilistic proof of the F-R-T formula. 
3.2. The political significance of the next theorem is in enumerating the total 
number of ways of t:ountirlg votes such that at no time did a candidate lag by 
more than Ok -. 1) votes from the person destined to be immediately below (see 
Barton and Mallows [2, p. 2431, where a solution to a more general problem is 
given in terms of a determinant. Our method also yields their result). 
Tkorem 6. Let F&n) be the number of lattice paths (with unit positive steps) from 
fl to m such that one stays in the region fly:: (mi - mi+l > -I&}. A redundant 
gznerating function for Fk is 
Proof. Apply Theorem 4 and use the remarks made on generating functions in 
Section I .2. 
3.3. Simon Newcomb’s problem (MacMahon [7, p. 1871) considers the problem 
of counting the number of words in l”1 - l l nmn with so and so many ascents (i.e., 
occur ences of i j with i < j). In terms of walks in N”, calling all lines parallel to 
the III, axis (i = 1, . . . , n) “roads of kind i”) Simon Newcomb asks for the number 
of walks from 0 to m with a specified number of “turns fos the better”, (in 
NY .C., n = 1, roads of kind 1 = “streets”, roa.\s of kind 2 = “avenues”). Let us 
ask the same question for walks in which travel is restricted to 
Theorem 7. Let B(m, k) be the number of positive lattice walks from 0 to 
m (m 1 2 m2 2 l l l ~0) inside n:L,’ {mi - mi+, ~01, with k ascents. B(m; k) is the 
~x@icient of 2;1’ 1 l l l zra tk in 
fl (1 - Z,Z,‘)(I-- 1) 
I[ 
1-0 (1 +(I!- 1)Zi) l I- I--f’ n iz 1 1 
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Proof. Let F(m) = 1 B(m; k)t“ ; combine Example 1.3(ii), Theorem 2, and the 
remarks in Section 1.2. 0 
3.4. It follows from Example 1.3(iii) that the coefficient of q’ in F(m) = 
7 docC(m) 4 ‘W equals the number of paths from 0 to m whose lesser index is c. We 
are interested in the number of restricted paths from 0 to m with lesser index c. In 
other words, the coefficient of q’ in 
G,(m) = c qrco) 
ae&m) 
where c(m) is the set of paths from 0 to m restricted to n rg,’ {mi - mi+ i 3 0). 
Theorem 8. 
G,W=q -n(n-l)(n-1)/6 
wm,+...+m, 
(4) 
fl (qm,+n-j_ qm,+n-i)a 
m,+n-1 . l . (4hn,_1+l(q)m, I=Si<jSfl 
Proof. Apply Example 1.3(iii) to Theorem 2, then 
Theorem 5. 0 
q-imitate the proof of 
Remark. Formula (3.2) can be easily manipulated to 
Frame-Robinson-Thrall formula in which form it 
generating function for reverse plane partitions (Stanley 
interesting to find a direct combinatorial relationship between the two problems. 
give a q-analogy of the 
strongly resembles the 
[lo, p. 2701). It would be 
(3.2) 
4. Plane partitions 
A plane partition of a (e.g , Andrews [ 1, p. 179 3) is an array whose sum is u : 
a = c a ijy such that qij 2 ai’j’ whenever i G i’, j pi’. 
i.j*O 
MacMahon [8, Section X] considered F&, . . . , p,), the generating function of 
plane partitions with sn columns, unrestricted number of rows and ali s 
Pj (.i= 1, - l - 7 4. F,(pl,. . . , p,) also enumerates plane partitions of shape p, + p2 + 
l l l + pn. Of course F,, is only defined for p1 2 9 * l 2 p,,. MacMahon found a partial 
difference equation for F, fpl, . . . , p,,) [8, 220-2211 which is easily obtainable by 
an inclusion-exclusion argument. 
is 
4 Pl +“*+P.& = A* . . . A,F 
which holds in the “interior” ol 
Setting Ai = 1 -Xi’, i = 1, . . . , n, the equation 
(4.1) 
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p,, > 0). MacMahon’s boundary conditions were 
PI = f-72 
’ l ’ A,, zA,,F,, P”-1 = ?%I 
(4.2) 
again by inclusion-exclusion (e.g., on p, = pz it is not allowed to go to 
(PI - 1. PI. pz, l . . . p,, )I. MacMahon had a very hard time solving the above 
haundargf value problem and his solution was a rather messy determinant. 
Our twist consists in extending F,, to (p, - p2 3 - I} n l . l (p,, _ , - p,, 2 - 1) n 
f Ip,, “2 0) and requiring (4.1) to hold there. This forces (4.2) to become 
x, ‘A, l l l Ai_,Ai.+l l **AnFn=0, pi=pi-l, i=l,...,n-I (4.2’) 
hAP PI, I*...* ,m= F,, ,(p,, . l l , p,,_ ,I. p,, =o, 
or equivalently 
AZ l l l A,, F = 0, Pl-pZ=-I, 
A, l ’ 
l J,, z&F = 0, p,, I - P,~ = - 1. 
F,,(P I....* PII I* 0) = F,, I PI- * - ’ 1 P,, -1). ( 
The partial difference Eq. (4.1) together w’ith the boundary conditions (4.2”) 
uniquely define Fi,(p,. . . . , p,l ) as a function in n:l:; {pi -pi+, 3 - i)n{p,,, 20). 
Theorem 9. 
UP I..... p,J= n ( 
l- r,ej- II 
From this follows immediately 
Corouary 10. (MacMahon [K, p. 24311. T12e gmemfing function of all plcrne 
p4rrlilinn.s. G, . Is ~@en by 
G, = fl ( 1 -- qh ) h, 
1, 1 
Partial differewe equations and amlbinatorics 75 
Proof of Thesrem 9. We have to check that F,, as given by (4.3) satisfies (4.1) and 
the boundary conditions (4,2”). First note that each individual Xix;’ commutes 
with both sides of (4.1) thus SO does n (1 - q’-‘Xix;‘). But l/[(q),, l l l (q),J is a 
solution of (4.1) (Check!, Hint: Ai( l/(q),,) = qpi/(q)p,) and therefore SO is F,,. NOW 
A2 l l 9 A,$,, = A2 l l . A,, n (1 - q’-‘X,X; l)(q),,’ l l . (4);“’ 
=n (1 -qj-iXiX;‘)&. c . A (q)-’ . . l (q)--’ 
= n (1 _ qi-ixax- ‘)qP2+*.*+P.;4)-y’. . . (q)-y 
’ I PI Ptt 
= Y PIi 
“‘+p” n (1 -qj-ixix;l)q-h(q)~ 1 l l l tq)-l 
PI PII 
IsiCjsn 
= 
4 
PZ t”‘+P14 1 - X,X5 ‘) [operator symmetric in X,, X,] 
x (q)p,’ l l l (q)p,,’ 
=O, on(I”-P2=--1) (by Lemma 3). 
The olher conditions in (4.2”) are checked similarly. FJp,, . . . , p,,_ ,, 0) = 
L&J,9 * . * 9 p,,- ,) by the natural inductive hypothesis. 0 
5. Further applications 
The same method applies to give the generating function of plane partitions 
with SY rows, F&I’, . . . , p,,; r), namely 
F,,(h * * . , p,*; r) = n (1 -qj-ix,x: I y-1 y,) fi (Pi + ri)! I 1 I 
ISi<jsp* i- 1 (P,)! (ri)! 
(5. I ) 
evaluated at Y, = l l l = r,, = Y. Here Y;‘f(ri) = f(ri - l), i = 1. , . . , n; (u)! = (q)‘,. It is 
possible to obtain MacMahon’s determinant formula by transforming the product 
of operators featuring in (4.3) and (5.1) to a determinant (using Vandermode’s 
determinant) but this is rather pointless ever since Gest;el came out with his very 
general and elegant paper [4]. It is also possible to milk (5.1) to obtain 
A(n, k; v) = F,,(k, k, . . . , k; r) without the intervention of determinants. 
Formula (4.3) makes clear the relationship, first noticed by MacMahon, be- 
tween plane partitions and lattice pernvutaaion (alias the Ballot problem). Putting 
q = 1 in (4.3) yields 
6. Pseudo plane partitions 
Definition. A composition of A, A = c:‘= 1 A 1 is a k-pseudo partition if A, - A,, , 3 
-k. (O-pseudo partition = “partition”; (- I )-pseudo partition = “strict partition”). 
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Thearem 12. Let FJp,, . . , , pn ) be khe genevatirzg function of n-column arrays 
a s C Us,, where UI~ SPY (j = 1, . . . , n), S.Z. q,j - q,j+l a-(k - 1) and ~i,j - q+l,j 30, 
(fork= 1,2,3,.,. ) This‘ means that the columns are regular partitions, while the . 
rows are (k - 1) pseudo partitions. We have 
F,(P 19 l l l 9 P,)= fl [l -(4'-iXiX~')k](4)~,' ’ ’ ’ (4);:. 
lSi<jSn 
ploof. F,(p,, l l l 9 pm) satisfies Eq. (4.2) under the boundary conditions 
4 **rAnFn=O, PrPz=-k 
Al l 6 d A,_.,F, ‘0, pn-j-pH=-k, 
6 = El-,, pn = 0. 
The proof is aimilar to the proof of Theorem 9, this time using the second half 
of iA9nma 3, 
13. 6et G,, be the generuting function enumerating arruys d&cussed in 
Theorem 12, with WI columns, i,n, G,, = F,,@, , . , , x), Then, 
GJyk Ffl ,(Yk )n 2 ’ ’ ’ c4& I,lly)L 
(4% =(1 -yl”)(l -y”‘“),, ,(l=4’k), 
fn the same vein, 
‘Ek~en, 14. Let F,(p,, , , r, pm) be the gensrutitsg function of n column arrays, 
a = 2: a,,, whose columns are strict partMons anti1 whose row;4 are l-pseudo parti- 
tions: 
F,, is @en by 
I(p)=(l +q)(l +iJ2)” ’ (1+4P). 
5. Let G, = F,(x, . . . , z), then 
( ‘j = wl - iwn -2’ ’ * (q), fi (l+q’)“. 
i=l 
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As a closing remark let us mention that it is possible to obtain generating 
functio!ls for the above entities for which the number of rows is restricte$ These 
formulas are similar to (5.1). 
References 
GE. Andrews, The Theory of Partitions (Addison-Wesley, iXeading, MA, 1976). 
D.E. Barton and CL. Mallows, Same aspects of random sequewe, Ann. Math. Stat, 36 (1965) 
236-260. 
L. Carlitz, Rectangular rrays and plane partitions, Acta Arith. 13 (1969) 22-47. 
l.M, Oessel, Determinants and plane partitians, preprint, MIT (1978), 
l,.J, Good, Short proof af a conjecture by Dysun, J, Math, Phys,, 11 (1970) 1884. 
C, Greene, A, Nijsnhuis, and H,S, Wilf, A prcbsbilistic proof of a formula fur the numbsr of 
Young Tableaux ok a given shape, Advanses i,r ,/iath, 3 1 (1979) 104- 109, 
P,A, MssMahani &mbinatary Analysis, Vol, 1 KJambridgs University Press, tondon, 19 IS- 
1Y 16) (Reprinted by Ghelsea, New York, lY(i0). 
P,A, MncMahon, Cdmbinatory Analysis, Vol, 11 (Cambridge University Prsss, Lmdan, 10 15 
lY16) (Reprinted by Ghslseo, New York, lY60), 
b,W, Mom, Cmmting lob&d trees, Canadian Mathematical Congrm, lY70, 
E&P, Stanley, Theory md applicotim of plane partitions, parts 1 md 2, Studirs in Appfird Math, 
50 c lY7 1) 167=1##, 2SY=27Y, 
13, I?kilbsrgctr, A lattice walk approach to the “inv” and **maj” q-counting of multiscf purmu~u= 
tions, d, of Moth, Anal, AppL, to oppcar, 
