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1Underlay Cognitive Multihop MIMO Networks
With and Without Receive Interference Cancellation
Fawaz S. Al-Qahtani, Member, IEEE, Redha M. Radaydeh, Senior Member, IEEE, Salah Hessien,
Trung Q. Duong, Senior Member, IEEE, and Hussein Alnuweiri, Senior Member, IEEE,
Abstract—This paper investigates the impact of primary net-
work interference on the performance of cognitive multihop
secondary network under various multiple-input multiple-output
MIMO approaches per hop. Specifically, the cognitive system
involves a secondary network with MIMO relays that use
the amplify-and-forward (AF) protocol, and each of which
shares the same spectrum resources of multiple primary users
(PUs) transmit and receive stations. Two different receive array
conditions, and hence processing approaches, per hop in the
secondary network are treated separately, which are maximal
ratio combining (MRC) for sufficiently spaced receive antennas to
provide receive diversity gain and interference cancellation (IC)
for insufficiently spaced antennas to reduce the effect of PUs in-
terference. The latter approach involves two different algorithms
that vary in terms of complexity and achieved performance,
which are dominant receive interference cancellation (DRIC) and
adaptive receive interference cancellation (ARIC). Moreover, for
both approaches, the transmit array gain is achieved per hop
through the low-complexity transmit antenna selection (TAS). In
doing so, new analytical results for multihop secondary network’s
end-to-end outage probability are developed. Moreover, simple
asymptotic results for this outage performance in high SNR
regime are provided, from which the achieved diversity and
coding gains and the diversity-multiplexing trade-off can be
extracted. In addition, to further enhance the secondary network,
optimal power allocation among hops is obtained based on the
asymptotic outage performance under the constraints of transmit
power of a secondary transmit station and interference limit on
the primary network. The developed analytical results in this
work are validated through numerical and simulation results.
Index Terms—Cognitive radio, MIMO, Multihop, relaying,
interference cancellation, spectrum sharing, outage probability.
I. INTRODUCTION
A key advantage of multihop wireless networks is their
ability to connect a transmit source to a destination through
multiple hops, thereby expanding the network coverage while
alleviating the need for fixed infrastructure [1, 2]. In addition,
cognitive relaying networks (CRNs) are considered as one of
the promising solutions for radio spectrum scarceness and
bandwidth limitations. They can significantly improve the
spectral efficiency of wireless networks by intelligently sharing
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spectrum resources [3]–[5]. A common approach in spectrum
sharing network is the underlay cognitive radio model in which
the secondary user (SU) is allowed to share the spectrum with
the primary user (PU) simultaneously under an interference
limit to maintain a reliable operation of the primary network.
Due to their promising advantages, underlay cognitive net-
works with relaying have gained research interests in recent
years (see [7]–[10] and references therein). Specifically, in
[7], the outage probability of spectrum sharing decode-and-
forward (DF) relaying with the best relay selection in Rayleigh
fading was investigated, which was extended to Nakagami-m
fading in [8]. In [9], the authors investigated the impact of
PU interference on the outage performance of cognitive DF
relaying in Rayleigh fading. In [10], the outage performance
of dual-hop DF with spectrum sharing in the presence of
the direct link was investigated in Nakagami-m fading. The
outage probability of dual-hop amplify-and-forward (AF) in
Rayleigh fading was examined in [11]. Moreover, the work
in [12] investigated the impact of multiple PUs on the outage
probability of dual-hop DF relaying, which was extended to
multihop CRNs in [13]–[15].
To further improve the performance of CRNs, some works
have incorporated multiple-input multiple-output (MIMO)
techniques [16–19]. In particular, transmit antenna selection
with receive maximal ratio combining (TAS/MRC) has been
widely adopted as a low complexity and power efficient ap-
proach which achieves full diversity gain [20], [21]. However,
the advantages of TAS/MRC are limited by several factors,
such as the spacing between transmit and receive antennas, and
accuracy of channel estimation, and the accuracy of feedback
channel for TAS implementation [22]. Moreover, when receive
antennas are highly correlated due to space limitation at the
receive station, the use of receive MRC becomes a waste
of processing as no diversity gain can be achieved. In this
regard, the use of smart arrays can be of interest to mitigate
the effect PU interference on the secondary network [23].
Specifically, with the knowledge of the direction of arrival
(DoA) of interference sources, the receive array radiation
pattern can be shaped to place deep nulls in the directions of
some resolvable interference sources [26], while providing a
maximum array gain in the direction of the desired signal. This
interference cancellation mechanism can have real applications
in multihop CRNs as the mitigation of interference on the
secondary network can be of prime importance when pri-
mary PUs access the shared spectrum resources heavily. Two
interference cancellation algorithms were proposed; namely
dominant receive interference cancellation (DRIC) [27], [28],
2and adaptive receive interference cancellation (ARIC) [29].
The first algorithm requires perfect predication and statistical
ordering of interference powers, whereas the latter does not
need prior knowledge of the statistical properties of interfer-
ence sources and can efficiently utilize the available receive
antennas.
The aforementioned IC algorithms do not provide any
receive diversity gain; in contrast to receive MRC when receive
antennas are sufficiently spaced, but they are preferable for
cases when receive antennas are insufficiently spaced and/or
the system undergoes deep interference effect. One of the main
objectives of this paper is to provide detailed analytical treat-
ments that enable a comprehensive comparison of the achieved
performance of underlay cognitive secondary network with AF
multihop relaying under various MIMO scenarios for different
receive arrays operation per hop. Specifically, the developed
results characterizes the use of the conventional TAS/MRC per
hop when the receive antennas per hop are sufficiently spaced,
and allows for insightful treatment against TAS/DRIC and/or
TAS/ARIC when receive diversity can not be achieved.
The contributions of this paper are summarized as follows:
• We treat a generalized model of that adopted in [13]–
[15]. Specifically, MIMO AF multihop underlay CRNs
is considered with the use of TAS/MRC per hop in
the secondary network in the presence of multiple PUs
and under the effect of Rayleigh fading. The model
is particularly applicable when the spacing between re-
ceive antennas per hop are sufficient to exploit diversity
through MRC. The corresponding end-to-end signal-to-
interference-plus-noise ratio (SINR) outage probability
is obtained in closed-form. In addition, the asymptotic
results for this outage performance in high SNR regime
are obtained, which are found useful to predict the
achieved diversity and coding gains, and characterize the
diversity-multiplexing trade-off (DMT) of the considered
system.
• The analysis is then extended in order to treat two new
models for TAS/IC per hop in the secondary network
of AF multihop underlay CRNs, which are TAS/DRIC
and TAS/ARIC. These models are useful when receive
diversity can not be achieved with the use of MRC and
the effect of primary network interference on each hop of
the secondary network is significant. For these models,
the end-to-end SINR statistics are characterized, which
are then used to obtain new results for the end-to-end
outage probability of the secondary network. Moreover,
simple results for the asymptotic outage performance are
derived for the two models, which are then used to predict
the achieved diversity and coding gains, and characterize
the achieved DMT.
• To further enhance the performance of the TAS/MRC
model or TAS/IC models, the optimal solutions for the
power allocation to maximize the outage performance un-
der constraints of transmit power of a secondary transmit
station and interference limit on the primary network are
obtained.
Based on the developed results for the various schemes men-
tioned above, the following outcomes are noted:
• TAS/MRC scheme is shown to outperform TAS/DRIC
and TAS/ARIC in high average SNR/SINR regime, as-
suming that maximum diversity gain is achievable from
MRC. However, even with maximized receiver MRC
gain, it is observed that TAS/IC schemes outperforms
TAS/MRC in low SNR/SINR regime. Thus, TAS/DRIC
and TAS/ARIC can be particularly useful under deep
effect of primary network interference.
• The asymptotic results for end-to-end outage performance
of different schemes show that the achieved diversity gain
for TAS/MRC scheme with sufficiently spaced receive
antennas is NSNR per hop, while the diversity gain
of both TAS/IC schemes is NS as well as TAS/MRC
with insufficiently spaced antennas per hop, where NS
and NR are the sizes of transmit and receive arrays per
hop, respectively. This outcome is observed when the
interference power limit QI is proportional to the maxi-
mum transmit powerQP . However, when the interference
power limit is fixed, an outage floor appears, and hence
zero diversity gain for TAS/MRC and TAS/IC schemes
is noticed. Herein, TAS/DRIC and TAS/ARIC can have
another practical advantage as compared to TAS/MRC
in mitigating the effect of primary network interference,
and hence boost the end-to-end outage performance of
the secondary network.
• The results indicate that TAS/DRIC outperforms
TAS/ARIC under deep effect of interference from pri-
mary network per hop due to the variations of the
achieved coding gains of these two schemes, but at
the expense of complicated processing and degraded
operation efficiency.
• It is noted that the increase in the number of PUs transmit
and receive antennas and number of hops in the secondary
network do not affect the achieved diversity gains of
TAS/MRC and TAS/IC schemes. However, they degrade
the coding gains of these schemes differently.
The rest of the paper is organized as follows. The adopted
system and channel models are discussed in Section II.
Sections III and IV present the signal model and analytical
performance results of the considered system without IC,
respectively. Sections V and VI address the signal model and
performance analysis under different receive algorithms IC,
respectively. Section VII presents some numerical results that
are supported by simulations. Finally, Section VIII contains
concluding remarks.
Mathematical Notations: The notations used herein are
as follows. Bold lower/upper case symbols denote vec-
tors/matrices, respectively, (·)T for transpose, (·)H for con-
jugate transpose, and | · | and ‖ · ‖F are used for the ab-
solute value and the Frobenious norm of vectors/matrices,
respectively. The term fβ(x) is the probability distribution
function (PDF) of random variable (RV) β, and Fβ(x) is
its cumulative distribution function (CDF), and Re{t} is the
real part of a complex quantity t. The function Γ(·, ·) is
the upper-incomplete gamma function, which is defined as
Γ(z, x) =
∫∞
x
tz−1e−tdt, and γ(z, x) =
∫ x
0
tz−1e−tdt is the
3Fig. 1. Adopted system model.
lower-incomplete gamma function.
II. SYSTEM AND CHANNEL MODELS
The system model under consideration as depicted in Fig. 1
treats a generalization model for underlay CRN that consists
of a secondary network and a primary network. The secondary
network is allowed to access the same spectrum resources of
the primary network under certain interference limit condition.
It aims to establish a cooperative path between a desired source
and a desired destination. Due to the absence of direct link
between these two stations, multihop relaying is adopted which
contains a total of K relaying hops to realize the intended
coverage between the source and destination. Therefore, this
relaying model leads to the degraded transmission efficiency
due to the use of multiple time slots to establish the intended
relaying path for extended coverage.
The secondary network of interest contains a total of (K+1)
nodes, which are denoted as {S0, S1, . . . , SK}, wherein S0 and
SK refer to the desired source and destination, respectively.
The same information from S0 is relayed through AF protocol
over successive time slots to reach the destination SK , wherein
the primary network spectrum resources can be reused in
each relaying hop. Each relaying node is equipped with NS
transmit antennas at one side and NR receive antennas at
the other side. The receive antennas at each relaying node
can be either sufficiently spaced, wherein MRC can provide
the maximum possible receive diversity gain, or insufficiently
spaced, wherein IC can be useful to alleviate interference when
MRC is useless. However, its transmit antennas are considered
to be sufficiently spaced throughout this paper1.
The effectiveness of TAS per hop is related to several
factors, such as the accuracy of per hop channel estimation,
efficiency of feedback channel, and accuracy of hardware
processing for best possible transmit antenna selection per
hop [21], [22]. In this paper, and for the sake of brevity,
we adopt an ideal TAS implementation that guarantees best
1The consideration of possible transmit correlation among transmit antennas
with TAS or receive antennas with MRC can be also incorporated into the
analysis, and it will be a topic of future work on the scope of this paper.
possible transmit antenna selection per hop, but the consider-
ations of the aforementioned issues can be incorporated into
the developed models. Moreover, a quasi-static channel model
per hop is adopted, in which the transmit selection based on
large-scale fading will be useless. Herein, the gains of transmit
antenna selection per hop will be noticeable under TAS based
on quasi-static small-fading, which can be feasible outdoors.
It is considered that the primary network contains a number
of L PU transmit stations, which are denoted as (T1, ..., TL),
and a number of N PU receive stations, refereed to as
(R1, . . . , RN ), wherein each PU transmit and receive sta-
tions are equipped with NT and NP number of antennas,
respectively. The PU transmit stations can transmit information
over the successive time slots of the relays in the secondary
network, and hence, they are likely to induce independent in-
terference sources at each receive relay station in the secondary
network, wherein each interference source will be observed
over the NR antennas of the relay station. Moreover, a transmit
relay station is expected to induce interference at PU receive
stations during its transmission time, wherein such interference
source will be observed at the NP antennas of each PU receive
station in an independent manner among different PU receive
stations. This interference power is linked to the allowed
transmit power level at that relay station.
The channel gains on the Sk−1 → Sk relaying hop of the
secondary network are denoted by hkij , for i ∈ {1, . . . , NS}
and j ∈ {1, . . . , NR}. Moreover, the channel gains from
the ith transmit antenna of the relay node Sk in the sec-
ondary network to the nth PU receive station are referred
to as gkin = {gkin1, . . . , gkinNP } for i ∈ {1, . . . , NS} and
n ∈ {1, . . . , N}. In addition, the channel gains of interference
sources observed from the L PU transmit stations at relay
node Sk are referred to as fklq = {fklq1, . . . , fklqNR}, for
l ∈ {1, . . . , L} and q ∈ {1, . . . , NT }. Perfect channel estima-
tion of all associated channel gains are assumed per each hop
of the secondary network as well as at PU stations, and they
are normalized to have independent and identical distribution
(i.i.d) complex-valued Gaussian distributions. However, these
assumption can be relaxed, but at the expense of more involved
analytical treatments.
III. SIGNAL MODELS AND END-TO-END SINR WITHOUT
RECEIVE INTERFERENCE CANCELLATION
Considering the kth hop of the secondary network, the relay
station Sk, receives on its array of size NR, a faded version
of the data signal from the transmit relay station Sk−1, which
is corrupted by L faded and independent interference signals
from the active L PU transmit stations. Conditioned on the
event that the transmit node Sk−1 uses its ith transmit antenna
at that time, for i = 1, 2, . . . , NS , the received signal vector
at Sk is given by
yki =
√
Pk−1Ωk,hhkixk−1 +
√
PTΩk,f
L∑
l=1
fklqxˆk−1,l + nk
(1)
where yki = [yki1, . . . , ykiNR ] is a 1×NR vector of received
signals on the NR receive antennas at Sk, Pk−1 is the transmit
4power at Sk−1 node, xk−1 is the desired transmitted symbol of
normalized power, PT is the transmit power per PU transmit
node, xˆk−1,l is the transmitted symbol from the lth PU
transmit station, hki = [hki1, . . . , hkiNR ] is an 1×NR vector
of channel gains between the ith transmit antenna at Sk−1
and the NR receive antennas at Sk, Ωk,h is the average fading
power on the kth hop from Sk−1 to Sk. Moreover, the term
fklq = [fklq1, . . . , fklqNR ] in the preceding result refers to a
1 × NR vector of the same channel gain (i.e., fklqj = fklq ,
for j = 1, 2, . . . , NR) that is associated with the interference
source originated by the lth PU transmit node equipped with
NT antennas and observed at the Sk relay receive node, and
Ωk,f is the average fading power of the interference source
due to PU transmit station and observed at Sk. The term
nk = [nk1, . . . , nkNR ] is a 1 × NR vector of uncorrelated
samples of additive white Gaussian noise (AWGN) at Sk,
where each of which has zero mean and σ2 average power.
The transmitted symbols in primary and secondary networks
at any time instant are normalized to have zero-mean and unity
variance. The transmission interval per hop is assumed to be
equal for all time slots.
To maintain the successful operation of the secondary net-
work with full access to the spectrum resources of the primary
network per each hop, it is required that the interference
power levels affecting the N PU receive stations and originated
due to each hop transmission in the secondary network must
not exceed a predetermined threshold level IP . Therefore, to
protect the primary network against interference sources from
the secondary network, the transmit power per hop in the
secondary network can be adjusted following the model in
[3], [5], which gives
Pk = min
{
Ps,
IP
λk,g
}
, k = 0, 1, . . . ,K − 1 (2)
where IP is the maximum allowed interference power per
PU receive station and Ps is the peak transmit power per
transmit relay in the secondary network. Conditioned on the
event that the ith transmit antenna is used at the transmit
relay, say Sk node, the vector gkin = [gkin1, . . . , gkinNP ]
refers to the same interference channel gain of an average
fading power Ωk,g , which is observed at the nth PU receive
station (i.e., gkint = gkin, for t = 1, 2, . . . , NP ). Moreover,
to account for the maximized effect of interference at PU
receive stations due to the transmission by Sk node, it is
reasonable to adjust the term λk,g in the preceding result
as λk,g = max1≤n≤N{|gkin|2}, irrespective of the transmit
antenna index used in the secondary network per the kth
hop. This refers to that case that the transmit power at Sk
is adjusted relative to its maximized interference effect at the
N PU receive stations.
For the AF relying protocol in the secondary network, the
kth relay Sk amplifies its received signal by a gain Ak and
transmits the amplified signal zk = Akyk in the next time slot.
For simplicity, it is considered that the power constraint at the
kth relay is satisfied when Ak =
√
Pk
Pk−1λk,h+σ2
is applied.
Therefore, the end-to-end SINR signal model at the destination
with use of AF protocol can be expressed as shown in (3) on
the next page. Then, as per the results in [1], the end-to-end
SINR of the secondary network can be written as
γE2E =
[
K∏
k=1
(
1 +
1 + γk,I
Pkλk,h
σ2
)
− 1
]−1
,
≤ min {γ1, γ2, . . . , γK} . (4)
where γk , min
(
QP , QIλk,g
)
λk,h
1+γk,I
. The result of γk follows
from (4) after using the results in (1) and (2), respectively.
Herein, QP , Ps/σ2 and QI , IP /σ2. In addition, the term
λk,h is obtained as follows. The use of the receive MRC at
the receive relay Sk, conditioned on the ith transmit antenna
of the transmit relay Sk−1, results in ‖hki‖2 =
∑NR
j=1 |hkij |2,
for i = 1, 2, . . . , NS . Therefore, the MRC gain is observed
under the condition that the NR receive antennas at Sk are
sufficiently spaced to provide uncorrelated copies of the same
faded data symbol on its receive array. Then, to extract the
benefits of the NS transmit antennas at Sk−1, the node Sk
predicts the index of the transmit antenna at Sk−1 to be used
for subsequent transmission, which will maximize the com-
bined fading power ‖hki‖2. Under perfect TAS, the term λk,h
in γk can be then expressed as λk,h = max1≤i≤NS{‖hki‖2},
which refers to the combined desired power per hop in the
secondary network. Moreover, the term γk,I in γk refers to
the aggregate interference-to-noise ratio (INR) per hop in the
secondary network. With the use of receive antennas for MRC,
interference sources observed from the L PU transmit stations
can not be mitigated. Therefore, this term can be expressed
as γk,I =
∑L
l=1 γ¯k,I|fklq|2, where γ¯k,I , PTΩk,f/σ2 is the
average INR per interference source. The PDF of γk,I can be
now expressed as
fγk,I(x) =
1
Γ (LT )
(
1
γ¯k,I
)LT
xLT−1 exp
(
− x
γ¯k,I
)
. (5)
where LT = LNT . Based on the preceding results, the
statistics of λk,g and λk,h can be obtained as follows. The
PDF and CDF of λX = {λk,h, λk,g} with N = {NS , LP },
LP = NPN , Y = {N,NR} and ΩX = {Ωk,h,Ωk,g} are
given respectively by [12]
FλX (x) =
(
1− e− xΩX
Y∑
p=1
1
Γ(p)
(
x
ΩX
)p−1)N
(6)
= 1−
N∑
k1=1
(N
k1
)
(−1)k1−1Γ(k1 + 1)
∑
|cp|=k1
µp
(
x
ΩX
)λp
exp
(
−k1x
ΩX
)
, (7)
5YK =
√
PK−1ΩK,hhKi
K−1∏
k=1
Ak
√
PkΩk,hhkixk +
√
PTΩK,f
L∑
l=1
fKlqxˆK,l + nK
+
K−1∑
k=1
(
K−1∏
n=k
An
√
PnΩn,hhni
)√
PTΩk,f
L∑
l=1
fklqxˆk,l +
K−1∑
k=1
(
K−1∏
n=k
An
√
PnΩn,hhni
)
nk (3)
and
fλX (x) =
N
Γ(NR)ΩX
N−1∑
k4=0
(N − 1
k4
)
(−1)k4Γ(k4 + 1)
∑
|cn|=k4
µn
(
x
ΩX
)λn+NR−1
exp
(
− (k4 + 1)x
ΩX
)
,
(8)
where cn = (c1, . . . , cT ) ∈ T T is a multi index T -tuple
vector of nonnegative integers of length |cn| =
∑T
n=1 cn = k4
and µn = 1∏N
n=1 Γ(cn+1)Γ(n)
cn
and λn =
∑N
n=1 cn(n− 1).
Proof: The derivations of (6) and (8) are obtained by
applying the binomial expansion in [33, Eq.1.111] and the
power sum expansion of [32, Eq. 9].
IV. END-TO-END OUTAGE PROBABILITY WITHOUT
RECEIVE INTERFERENCE CANCELLATION
This section builds on the descriptions provided in sec-
tion III, and investigates the outage probability of the un-
derlay cognitive MIMO system with AF multihop in the
secondary network. It considers the TAS/MRC scheme without
receive interference cancellation per hop, but in the presence
of interference from PU transmit stations, as described in
section III. The section contains three main parts, wherein
the first two parts develop new analytical results for the exact
and asymptotic end-to-end outage probability, and the last part
treats the optimal power allocation problem per hop to further
improve the achieved performance of the secondary network.
A. Exact Analysis of Outage Probability
The outage probability is an important performance indi-
cator of wireless systems, which is defined as the probability
that the end-to-end SINR falls below a specific threshold γth.
Based on (4), it can be expressed as
Pout (γth) = 1−
K∏
k=1
(1− Fγk (γth)) . (9)
We present a new closed-form expression for the end-to-end
SINR outage probability in the following key result.
Theorem 1: The end-to-end SINR γE2E outage probability
of underlay cognitive system with AF multihop relaying and
TAS/MRC per hop is upper bounded by (9), where Fγk (γth)
is given by (10) as shown on the top of the next page, where
φ = k1γthγ¯k,hQI +
(k3+1)
Ωk,g
, µ = λp + λl + N , µ2 = λl + N ,
λl =
∑N
l=1 cl(l − 1) and U(.) is a confluent hypergeometric
function [33, 9.210.2].
Proof: See Appendix A.
Note that Theorem 1 involves standard functions and a
special confluent hypergeometric function. This allows for fast
evaluation in popular mathematical software such as Matlab,
which provides an efficient means to compute the outage
probability analytically, thereby avoiding the need for time-
consuming Monte Carlo simulations.
B. Asymptotic Analysis
In this subsection, we derive the outage probability in the
asymptotic regime based on which the diversity and coding
gains achieved by the system are investigated. We assume
herein two practical scenarios: 1) proportional interference
power constraint, where the peak interference power is propor-
tional to the maximum transmit power such that QI = µQP
as QP →∞, where µ is a positive constant [8], and 2) fixed
interference power constraint, where the peak interference
power is fixed and independent of the maximum transmit
power as QP →∞ [11].
1) Proportional interference power constraint: This sce-
nario considers that PU receive stations can tolerate high level
of interference from SU transmit stations. Hence, we present
the following key result.
Proposition 1: The asymptotic outage probability of under-
lay cognitive system with AF multihop relaying and TAS/MRC
per hop, under the condition that QI = µQP as QP → ∞,
is given by
P∞out(γth) ≈
K∑
k=1
Ψk
(
γth
QP
)NSNR
, (11)
where Ψk is given in (12) as shown on the next page, in which
t1 = NSNR + λl +N .
Proof: See Appendix B.
Based on Proposition 1, we present the following corollar-
ies.
Corollary 1: The diversity and coding gains of underlay
cognitive system with AF multihop relaying and TAS/MRC per
hop, under the condition that QI = µQP as QP → ∞, are
given respectively by GD = NSNR and
GC = min
k=1...K
(Ψk)
− 1NSNR
γth
. (13)
Proof: It follows by re-expressing the asymptotic outage
probability in Proposition (1) as P∞out ≈ (GCQP )−GD .
Corollary 2: The DMT of underlay cognitive system with
AF multihop relaying and TAS/MRC per hop, under the
condition that QI = µQP as QP →∞, is given by
d (rˆ) = (1− 2rˆ)NSNR. (14)
6Fγk(γth) = 1−
1
Γ(LT )
(
1
γ¯k,I
)LT NS∑
k1=1
(
NS
k1
)
(−1)(k1−1)Γ(k1 + 1) exp
(
−γth
(
k1
Ωk,hQP
)) ∑
|cp|=k1
µp
(
γth
Ωk,hQP
)λp
×
λp∑
v=0
(
λp
v
)
Γ(L+ v)
(
k1γth
Ωk,hQP
+
1
γ¯k,I
)−(LT+v)
+
LT
Γ(N)Ωk,g
NS∑
k1=1
(
NS
k1
)
(−1)k1−1Γ(k1 + 1)
×
∑
|cp|=k1
µp
L−1∑
k3=0
(
LT − 1
k3
)
(−1)k3Γ(k3 + 1)
∑
|cl|=k3
µl
(
1
Ωk,g
)λl+N−1( γth
Ωk,hQI
)λp
e
− QIQP φ
µ−1∑
k=0
Γ(µ)
Γ(k + 1)
(
QI
QP
)k
×
(
1
φ
)µ−k
1
Γ(LT )
(
1
γ¯k,I
)LT λp∑
ζ=0
(
λp
ζ
)
Γ(ζ + LT )(
φΩk,hQI
k1γth
)−(LT+ζ)U
(
ζ + L, ζ + L− µ+ k + 1, φ
k1θ
(
QIk1θ
QP
+
γth
QIΩk,hγ¯k,I
))
,
(10)
Ψk =
(
1
γ¯k,I
)LT ( 1
Γ(NR + 1)
)NS ( 1
Ωk,h
)NSNR
U
(
L,NSNR + LT + 1,
1
γ¯k,I
)(
µ−NSNRFλk,g
(
QI
QP
)
+
LT
Γ(N)
(
Ωk,g
QI
)NSNR L−1∑
k3=0
(
LT − 1
k3
)
(−1)k3Γ(k3 + 1)
∑
|cl|=k3
µl (k3 + 1)
−t1 Γ
(
t1,
QI (k3 + 1)
QPΩk,g
))
. (12)
where rˆ = RK log2(1+QP ) is the normalized spectral efficiency
with respect to the channel capacity, and R is the spectral
efficiency in bits/s/Hz.
Proof: See Appendix C.
From Proposition 1, we observe the intuitive result that,
when the normalized spectral efficiency rˆ → 0, the maximum
diversity order of NSNR is achieved. While for the case when
d(rˆ) → 0, the maximum normalized spectral efficiency of
1
K can be obtained. This implies that the DMT is entirely
dependent on the secondary network, and independent of the
primary network.
2) Fixed interference power constraint: This scenario con-
siders QI is fixed, and QP grows large in the high SNR. For
such scenario, we present the following key result.
Proposition 2: The asymptotic outage probability of under-
lay cognitive system with AF multihop relaying and TAS/MRC
per hop, under the condition that QI is fixed as QP →∞, is
given by
P∞out(γth) ≈
∑K
k=1
(
Φk,1
(
1
QP
)NSNR
+ Φk,2
(
1
QI
)NSNR)
γ−NSNRth
(15)
where Φk,1 and Φk,2 are given respectively by (16) and (17)
on the next page.
Proof: It follows the proof of Proposition 1.
Corollary 3: The diversity and coding gains of underlay
cognitive system with AF multihop relaying and TAS/MRC per
hop are given respectively by GD = NSNR and
GC = min
k=1...K
Φ
− 1NS
k,1 + (Φk,1µ)
− 1NS
γth
. (18)
Proof: It follows the proof of Corollary 1.
C. Optimal Power Allocation
This part addresses the optimum power allocation for the
end-to-end outage probability of the considered underlay
cognitive system with AF multihop relaying and TAS/MRC
per hop. In particular, we choose the outage probability of
secondary network as our objective function, and formulate
an optimization problem by considering total power constraint
Ptot =
∑K
k=1 Pk in the secondary network as well as peak
interference power limit. For simplicity, the asymptotic outage
probability of the secondary network under proportional inter-
ference power constraint is considered. Hence, the objective
function of the optimization problem becomes
min P∞out(γth) =
K∑
k=1
Ψk
(
γth
Pk
)NSNR
(19)
subject to

∑K
k=1 Pk ≤ Ptot,
Pk ≤ Ps,∑K
k=1 λk,gPk ≤ IP ,
(20)
It can be observed that the asymptotic outage probability is
convex and the constraints are linear. Therefore, we can solve
this as a convex optimization problem as illustrated in the
following key result.
Proposition 3: The optimal power allocation that minimizes
the outage probability of the considered underlay cognitive
system with AF multihop relaying and TAS/MRC per hop
with proportional interference constraint is given by
7Φk,1 =
(
1
γ¯k,I
)LT ( 1
Γ(NR + 1)
)NS ( 1
Ωk,h
)NSNR
U
(
L,NSNR + LT + 1,
1
γ¯k,I
)
µ−NSNRFλk,g
(
QI
QP
)
, (16)
Φk,2 =
(
1
γ¯k,I
)LT ( 1
Γ(NR + 1)
)NS ( 1
Ωk,h
)NSNR
U
(
L,NSNR + LT + 1,
1
γ¯k,I
)
× LT
Γ(N)
(Ωk,g)
NSNR
LT−1∑
k3=0
(
LT − 1
k3
)
(−1)k3Γ(k3 + 1)
∑
|cl|=k3
µl (k3 + 1)
−t1 Γ
(
t1,
QI (k3 + 1)
QPΩk,g
)
. (17)
P ∗k =

(NSNRΨk(γth)NSNR)
1+NSNR∑K
k=1(NSNRΨkγthNSNR )
1
NSNR
Ptot;Ptot ≤
∑K
k=1
IP
λk,g(
NSNR
λk,g
Ψk(γth)
NSNR
)1+NSNR
IP
∑K
k=1
(
NSNRΨk
(λk,gγth)
−NSNR
) 1
NSNR
;Ptot >
∑K
k=1
IP
λk,g
.
(21)
Proof: See Appendix D.
V. END-TO-END SINR WITH INTERFERENCE
CANCELLATION
This section discusses the underlay cognitive spectrum with
AF multihop relaying and using the combination of TAS and
receive IC in each relaying hop. Specifically, it is considered
that the receive antennas NR per hop are not sufficiently
spaced to realize diversity gain, and hence, they are used for
receive IC. On the other hand, transmit diversity per hop is
exploited using TAS. When SU receive antennas are assumed
to be closely separated (high correlation), and based on the
estimates of DoAs of different received signal components,
the SU receive antenna array radiation pattern per hop can be
configured in order to reduce the effect of interference from
PU transmit stations through a null-starring technique. To this
end, the received signal at relay Sk can be expressed
yk =
√
Pk−1Ωk,hhkxk−1sk +
√
PTΩk,f
L∑
l=1
fklqxˆsklq + nk,
(22)
where sk is a 1 × NR steering vector in the direction of
the desired signal at the Sk, sklq is a 1 × NR steering
vector in the direction of the lth PU interference at Sk,
|hk| = max1≤i≤NS |hki| (following the TAS processing). The
received signal yk is weighted by the array processing vector
wk to process interfering signals according to the adopted
receive IC algorithm, with the objective to provide a maximum
normalized gain of unity in the direction of the desired signal,
which results in |skwHk | = 1. Following the same treatment in
section III, the end-to-end SINR at relay Sk can be expressed
as
γk = min
(
QP , QI
λk,g
)
λk,h
1 + γk,I,tot
, (23)
where λk,h = max1≤i≤NS |hki|2 and γk,I,tot =∑L
l=1 γ¯k,I|fklq|2|sklqwHk |2 represents the residual INR,
wherein |sklqwHk |2 implements two different IC algorithms,
which are described below. The distributions of λk,h are
given by (8) and (6) but with replacing NR = 1. Moreover,
the distribution of λk,g remains the same as (8) and (6). The
following subsections describe the two IC algorithms under
consideration. More details can be found in [31].
A. Dominant IC Algorithm
This dominant receive IC, denoted previously as DRIC, al-
gorithm requires ordering interference signal powers according
to their levels, and attempts to eliminate the most dominant set
of them through adjusting the weight vector wk. Therefore, the
effect of imprecise ordering of interference powers can have
significant impact on the expected outcomes.
Define ζk,l,I = fklqsklqwHk , for l = 1, 2, . . . , L. Then let
|ζk,(1),I|2 < |ζk,(2),I|2 < . . . < |ζk,(L),I|2 as the order statistics
obtained by arranging {|ζk,l,I|2}Ll=1 in an increasing order
of magnitude. Assuming that the receive station at relay Sk
attempts to eliminate the most effective NR − 1 (maximum
number of interference sources that can be nulled) interference
powers using the full-size receive antenna array, the total
residual INR becomes γk,I,tot = γk,I
∑LA
l=1 |ζk,(l),I|2, where
LA = LT − (NR − 1). Note that, when receive array is
overloaded (i.e., LT > NR− 1), LA > 0 and hence there will
be residual impact of interference. On the other hand, when
LT ≤ NR− 1, LA = 0 and relay Sk can be interference-free.
Therefore, LA is bounded as 0 ≤ LA ≤ LT .
Considering the impact of outdated order statistics of
{|ζk,l,I|2}Ll=1, which is reflected through the parameter τ being
the excess time delay, and according to [24], and [27], the
distribution of γk,I,tot can be expressed as
fγk,I,tot|0≤τ<+∞(x) =
1
γk,I
(
LT
LA
) LA−1∑
g=0
(−1)g
(
LA
g
)
β1(ρk,I)
×
(
LA − g
NR − 1
)LA−1
exp
(−x(β2(ρI) · (LT − g)
(γk,I(LA − g))
)
;x ≥ 0,
(24)
where β1(ρI) , (ρ2I )1−LA(1 +
(1−ρ2I )(NR−1)
LA−g )
LA−2, β2(ρI) ,
(1 +
(1−ρ2I )(NR−1)
LA−g )
−1, and Clark’s model suggests that ρI =
|J0(2pi∆fmτ)|, where J0(x) is the Bessel function of the
first kind with zero-order, and ∆fm is the maximum Doppler
spread, and τ is the feedback delay. Note that the best
interference cancellation happens when τ = 0, whereas the
8order statistics of interference powers becomes useless when
τ → +∞.
B. Adaptive IC Algorithm
The adaptive receive IC, denoted previously as ARIC,
algorithm does not require ordering the interference power
levels, and therefore, it is relatively less complex than the
previous algorithm. In addition, this ordering may return
marginal benefits, particularly when these estimates are out-
dated or when the number of strong interferers is relatively
large. Herein, the adaptive IC adjusts the number of used
receive antennas for IC according to the experienced level
of interference. Specifically, the possible occasions of low
interference effect can be captured and reflected into lowering
the receive processing.
The scheme aims to reduce the number of active receive
antennas by adaptively activating as many antennas as neces-
sary to have the total residual INR below a specific threshold,
γI,T . According to [28], distribution of the total residual INR
γk,I,tot in this case can be expressed as
fγk,I,tot(x) =
1
Γ(LA)
(
1
γk,I
)LA
xLA−1e−x/γk,I U (x− γI,T )
+
(
1
Γ(LT )
(
1
γk,I
)LT
xLT−1e−x/γk,I + e−γI,T /γk,I
×
LR∑
h=2
(
1
γk,I
)ι
Γ(ι)
xι−1
)(
U (x)− U (x− γI,T )
)
,
(25)
where ι = LT−(h−1). Note that when all receive antennas are
active, it implies that γk,I,tot is greater than γI,T , and hence,
its distribution γI,tot becomes similar to that in (5). On the
other hand, when γk,I,tot < γI,T , the active number of receive
antennas becomes variable. Therefore, the distribution γk,I,tot
is for the effect of the interference powers distributions and
the randomness in the number of active receive antennas.The
interference-free case with γk,I,tot = 0 in (24)–(25) can be
reached only if LT ≤ NR−1, and γI,T → 0 in (25), at which
LA = 0.
VI. END-TO-END OUTAGE PROBABILITY WITH
INTERFERENCE CANCELLATION
This section investigates the outage probability of underlay
cognitive MIMO with AF mutlihop relaying, and employing
TAS/DRIC and TAS/ARIC approaches in the presence of
multiple PU interference per hop. Specifically, we obtain new
analytical results for the exact and asymptotic end-to-end
outage probability of these considered systems.
A. Results With TAS/DRIC
1) Outage Probability: We present a new closed-form
outage probability formula for underlay cognitive system with
AF multihop relaying and TAS/DRIC per hop in the following
result.
Theorem 2: The upper bounded end-to-end SINR γE2E out-
age probability of underlay cognitive system with AF multihop
relaying and TAS/DRIC per hop is expressed by (9), where
Fγk (γth) in this case can be derived with the results shown
in (26) on the top of the next page, where a1 = λ2 − k,
α =
(
β2(ρI(LT−g))
γ¯k,I(LT−g) +
QIk1
QP
)
and Wa,b(.) is the Whittaker
function [33, 9.220.4].
Proof: It follows footsteps of analysis in Appendix A.
Note that Theorem 2 involves standard functions and only a
special function, which can be efficiently computed in standard
mathematical software packages.
2) Asymptotic Analysis: In this subsection, we derive the
asymptotic outage probability results considering both the
proportional and the fixed interference constraint scenarios
with the use of TAS/DRIC scheme per hop.
a) Proportional interference power constraint: The fol-
lowing key result gives the asymptotic outage probability of
the treated case herein.
Proposition 4: The asymptotic outage probability of under-
lay cognitive system with AF multihop relaying and TAS/DRIC
per hop, under the condition that QI = µQP as QP → ∞,
is given by
P∞out(γth) ≈
K∑
k=1
Ξk
(
γth
QP
)NS
, (27)
where Ξk is given in (28) on the next page.
Proof: By utilizing series expansion of the exponential
function and neglecting the higher order terms, it follows
that Fλk,h(x) ≈ (x/Ωk,h)NS , and then repeating the same
procedure adopted in Appendix B, the final result can be
obtained.
Based on Proposition 4, we present the following Corollar-
ies.
Corollary 4: The diversity and coding gains of underlay
cognitive system with AF multihop relaying and TAS/DRIC
per hop, under the condition that QI = µQP as QP → ∞,
are given respectively by GD = NS and
GC = min
k=1...K
(Ξk)
− 1NS
γth
(29)
Proof: It follows proof Corollary 1.
Corollary 5: The DMT of underlay cognitive system with
AF multihop relaying and TAS/DRIC per hop, under the
condition that QI = µQP as QP → ∞, is given by
d (rˆ) = (1− 2rˆ)NS .
Proof: It follows the same footsteps in Appendix C.
b) Fixed interference power constraint: For such, we
present the following key results.
Proposition 5: The asymptotic outage probability of under-
lay cognitive system with AF multihop relaying and TAS/ARIC
per hop, under the condition that QI is fixed as QP →∞, is
given by
P∞out(γth) ≈
K∑
k=1
(
∆k,1
(
1
QP
)NS
+ ∆k,2
(
1
QI
)NS)
γNSth ,
(30)
where ∆k,1 and ∆k,2 are given respectively by (31) and (32).
Proof: It follows similar proof of Proposition 4.
9Fγk (γth) = Fλk,g
(QI
QP
)(
1− 1
γ¯k,I
(
LT
LA
) LA−1∑
g=0
(
LA
g
)
(−1)gβ1(ρI)
(
LA − g
LT − LA
)LA−1 NS∑
k1=0
(
NS
k1
)
(−1)k1
× exp
( −k1γth
Ωk,hQP
)(
β2(ρI)(LT − g)
γ¯k,I(LA − g) +
k1γth
Ωk,hQP
)−1)
+
(
1− Fλk,g
(QI
QP
))
− LT
Γ(N)γ¯k,g
NS∑
k1=0
(
NS
k1
)
(−1)k1
LT−1∑
k3=0
(
L− 1
k3
)
(−1)k3Γ(k3 + 1)
∑
|cl|=k3
µl
(
1
Ωk,g
)λl+N−1
× exp
(
−QI
QP
φ
) µ2−1∑
k=0
Γ(µ2)
Γ(k + 1)
(QI
QP
)k (
1
φ
)a1 1
γ¯k,I
(
LT
LA
) LA−1∑
g=0
(
LA
g
)
(−1)gβ1(ρI)
×
(
LA − g
LT − LA
)LA−1 1
α
(
αφQIΩk,h
k1γth
) a1
2
exp
(
αφQIΩk,h
2k1γth
)
W− a12 ,
1−a1
2
(
αφQIΩk,h
k1γth
)
, (26)
Ξk =
1
γk,I
(
LT
LA
) LA−1∑
g=0
(−1)g
(
LA
g
)
β1(ρI)
(
LA − g
NR − 1
)LA−1
exp
(
β2(ρI) · (L− g)
γk,I(LA − g)
)
×
(
β2(ρI) · (LT − g)
γk,I(LA − g)
)−(NS+1)
Γ
(
NS + 1,
β2(ρI) · (LT − g)
γk,I(LA − g)
)(
Fλk,g (µ) +
NS
Γ (N)
µ−NS
×
NS−1∑
r=0
NS−1Cr
∑
rp:N
1
ψ(rn)
(Ωk,g)
NS−1 (r + 1)−a3Γ
(
a3,
(r + 1)QI
Ωk,gQP
)( 1
Ωk,h
)NS
. (28)
∆k,1 =
1
γk,I
(
LT
LA
) LA−1∑
g=0
(−1)g
(
LA
g
)
β1(ρI)
(
LA − g
NR − 1
)LA−1
exp
(
β2(ρI) · (LT − g)
γk,I(LA − g)
)
×
(
β2(ρI) · (LT − g)
γk,I(LA − g)
)−(NS+1)
Γ
(
NS + 1,
β2(ρI) · (LT − g)
γk,I(LA − g)
)
Fλk,g
(QI
QP
)
, (31)
∆k,2 =
1
γk,I
(
LT
LA
) LA−1∑
g=0
(−1)g
(
LA
g
)
β1(ρI)
(
LA − g
NR − 1
)LA−1
exp
(
β2(ρI) · (LT − g)
γk,I(LA − g)
)(
β2(ρI) · (LT − g)
γk,I(LA − g)
)−(NS+1)
× Γ
(
NS + 1,
β2(ρI) · (LT − g)
γk,I(LA − g)
)
NS
Γ (N)
µ−NSs
NS−1∑
r=0
NS−1Cr
∑
rp:N
1
ψ(rn)
(Ωk,g)
NS−1 (r + 1)−a3Γ
(
a3,
(r + 1)QI
Ωk,gQP
)
.
(32)
Corollary 6: The diversity and coding gains of underlay
cognitive system with AF multihop relaying and TAS/DRIC
per hop are given respectively by GD = NSNR and
GC = min
k=1...K
∆
− 1NS
k,1 + (∆k,1µ)
− 1NS
γth
. (33)
Proof: Follow similar proof of Corollary 1.
3) Optimal Power allocation: The power allocation of the
considered system with the use of TAS/DRIC per hop under
proportional interference power constraint is presented in the
following Proposition.
Proposition 6: The optimal power allocation that mini-
mizes the outage probability of the considered underlay cog-
nitive system with AF multihop relaying and TAS/DRIC per
hop with proportional interference power constraint is given
by
P ∗k =

(NSΞk(γth)NS )
1+NS∑K
k=0(NSΞkγthNS )
1
NS
Ptot Ptot ≤
∑K
k=1
IP
λk,g(
NS
λk,g
Ξk(γth)
NS
)1+NS
IP∑K
k=0(NSΞk(λk,gγth)
NS )
1
NS
Ptot >
∑K
k=1
IP
λk,g
(34)
Proof: It follows proof of Proposition 3.
B. Results with TAS/ARIC
1) Outage Probability: We present a new closed form
expression for end-to-end upper bound outage probability of
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underlay cognitive system with TAS/ARIC in the following
Theorem.
Theorem 3: The exact upper bound outage probability of
cognitive spectrum sharing with TAS/ARIC in AF multihop
relaying network is expressed by (9) where Fγk (γth) is given
by (35) as shown on the top of the next page. where $ =
QIk1θ
QP
+ 1γ¯I , $2 =
QIk1θ
QP
, b1, b2 = −(LA− g1−µ2 + k− 1),
b3 = −(LT−g2−µ2+k−1) and b4 = −(LT−h−g3−µ2+k),
b5 = L− (h− 1) χ =
(
1 + γI,T
k1θ
φ
)
, δ =
(
φ
k1θ
+ γI,T
)
, and
ζ1 =
(
k1γth
Ωk,hQP
+ 1γ¯k,I
)
.
Proof: See Appendix E.
2) Asymptotic Analysis: In the following we present the
asymptotic analysis of Theorem 3.
a) Proportional interference power constraint: For adap-
tive interference cancellation, we have the following key result.
Proposition 7: The asymptotic outage probability of cogni-
tive sharing with TAS/ARIC of AF multihop relaying network
is given by
P∞out(γth) ≈
K∑
k=1
Θk
(
γth
QP
)NS
, (36)
where Θk is given in (37) as shown in the top of the next
page.
Proof: By repeating the same procedure adopted in
Appendix A, the final result can be obtained.
Based on Proposition 7, we present the following corollary.
Corollary 7: The diversity and coding gains of cognitive
sharing with TAS/ARIC of AF multihop relaying network are
given respectively by GD = NS and
GC = min
k=1...K
Θ
− 1NS
k
γth
. (38)
Proof: Follow similar proof of Corollary 1.
Corollary 8: The DMT of cognitive spectrum sharing with
TAS/ARIC in AF multihop relaying network is given by d (rˆ) =
(1− 2rˆ)NS .
Proof: It follows the same footsteps in Appendix C.
b) Fixed interference power constraint: For this scenario,
we present the following key result.
Proposition 8: The asymptotic outage probability of cogni-
tive sharing with TAS/ARIC of AF multihop relaying network
is given by
P∞out(γth) ≈
K∑
k=1
(
Λk,1
(
1
QP
)NS
+ Λk,2
(
1
QI
)NS)
γNSth ,
(39)
where Λk,1 and Λk,2 are given respectively by (40) and (41).
Proof: It follows proof of Proposition 1.
Based on Proposition 8, we present the following corollary.
Corollary 9: The diversity and coding gains of of cognitive
sharing with TAS/ARIC of AF multihop relaying network are
given by respectively GD = NS and
GC = min
k=1...K
(
Λ
− 1NS
k,1 + (Λk,2µ)
− 1NS
)
γth
. (42)
Proof: Follow similar proof of Corollary 1.
3) Optimal Power allocation: The power allocation of
ARIC scheme is presented in the following Proposition.
Proposition 9: The optimal power allocation that minimizes
the outage probability of underlay cognitive system with mul-
tihop AF relaying and TAS/ARIC per hop is derived as
P ∗k =

(NSΘk(γth)NS )
1+NS∑K
k=0(NSΘkγthNS )
1
NS
Ptot Ptot ≤
∑K
k=1
IP
λk,g(
NS
λk,g
Θk(γth)
NS
)1+NS
IP∑K
k=0(NSΘk(λk,gγth)
NS )
1
NS
Ptot >
∑K
k=1
IP
λk,g
(43)
Proof: Follow same proof adopted in Appendix C.
According to Theorems:(1)-(3), Propositions:(1)-(9) and
Corollaries:(1)-(9), we offer the following remarks to provide
insights into TAS/MRC and TAS/IC schemes for underlay
cognitive AF multihop system.
Remark 1: The maximum diversity outage probability gain of
TAS/MRC, TAS/DRIC, and TAS/ARIC are given by NSNR,
NS , and NS , respectively. This shows that, when the re-
ceive array antennas per hop are used for diversity, the best
performance in the high SNR regime is achieved. While
in low SNR (i.e. QP < 10 dB), the TAS/DRIC scheme
provides the best performance which implies that in presence
of strong interferers powers, employing receive array antennas
for interference cancellation is recommended.
Remark 2: The maximum achievable gain is only feasible
when the SU transmit power QP is directly proportional to
the peak interference temperature QI , which is desirable since
it is completely independent of the primary network.
Remark 3: When QP →∞, and the peak interference power
QI is fixed, the resultant outage probability becomes saturated,
and hence the achievable diversity order of the system can not
be guaranteed which leads to zero diversity gain.
Remark 4: The DMTs of TAS/MRC, TAS/DRIC, and
TAS/ARIC schemes are entirely dependent on the secondary
network, and independent of the primary network.
Remark 5: From the results we have shown that TAS/DRIC
and TAS/ARIC schemes achieve the same diversity gains
which indicates that the tradeoff between the scenarios is
solely characterized by their respective coding gains. Thus,
we characterize the SNR gap between the two schemes as a
simple ratio of their respective coding gain as
∆Gab =
GTAS/DRICC
GTAS/ARICC
= min
k=1...K
(
Ξk
Θk
)
(44)
This indicates that, for the same outage probability, the per-
formance of TAS/DRIC scheme outperforms the TAS/ARIC
scheme by SNR gap 10 log10 ∆Gab.
VII. SIMULATION RESULTS
In this section, we present Monte Carlo simulation results
to validate our analytical expressions derived in the previous
sections and give a detailed investigation on the impact of
the number of antennas, the number of hops, and interference
outage constraints on the outage performance of cognitive
mutlihop relaying systems.
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Fγk(γth) =
NS∑
k1=0
(
NS
k1
)
(−1)k1 exp
(
− k1γth
Ωk,hQP
)[
1
Γ(LA)
(
1
γ¯k,I
)LA
Γ (LA, γI,T ζ1) ζ
−LA
1 +
1
Γ(L)
(
1
γ¯k,I
)L
× γ (LT , γI,T ζ1) ζ−LT1 + e−γI,T/γ¯k,I
NR∑
h=2
(
1
γ¯k,I
)L−(h−1)
1
Γ (LT − (h− 1))γ (LT − h+ 1, γI,T ζ1) ζ
h−LT−1
1
]
× LT
Γ(N)Ωk,g
NS∑
k1=0
(
NS
k1
)
(−1)k1
LT−1∑
k3=0
(
LT − 1
k3
)
(−1)k3Γ(k3 + 1)
∑
|cl|=k3
µl
(
1
Ωk,g
)b1 µ2−1∑
k=0
Γ(µ2)
Γ(k + 1)
(
QI
QP
)k
× exp
(
−QI
QP
φ
)(
1
φ
)µ2−k
×
[
1
Γ(LA)
(
1
γ¯k,I
)LA LA−1∑
g1=0
(
LA − 1
g1
)
(−1)g1$ b22 −1
(
φ
k1θ
)LA+ b22 −1
× χ− b22 exp
(−$
2
δ
)
W− b22 ,
1−b2
2
($δ) +
1
Γ(LT )
(
1
γ¯k,I
)LT LT−1∑
g2=0
(
LT − 1
g2
)
(−1)g2$ a32 −1
(
φ
k1θ
)LT+ b32 −1
× exp
(
$φ
2k1θ
)(
W− b32 ,
1−b3
2
(
$φ
k1θ
)
− χ− b32 exp
(
−$γI,T
2
)
W− b32 ,
1−b3
2
(ζδ)
)
+
NR∑
h=2
exp−γI,Tγ¯k,I
(
1
γ¯k,I
)b5
Γ (b5)
×
LT−h∑
g3=0
(
LT − h
g3
)
(−1)g3
exp
(
$2φ
2k1θ
)
$
− b42 +1
2
(
φ
k1θ
)−LT+h− b42
(
W− a42 ,
1−a4
2
(
$2φ
k1θ
)
− exp
(−$2γI,T2 )
χ
a4
2
W− b42 ,
1−b4
2
($2δ)
)]
,
(35)
Θk =
NS∑
j=0
(
NS
j
)[
γ¯jk,I
Γ(LA)
Γ
(
LA + j,
γI,T
γ¯I
)
+
γ¯jI
Γ(LT )
γ
(
LT + j,
γI,T
γ¯k,I
)
+ e−γI,T /γ¯k,I
NR∑
h=2
(
1
γ¯k,I
)b5 γI,T b6
(b6)Γ (b5)
]
(
QNSP Fγk,g (µ) +
(
Ωk,g
QI
)NS LT
Γ(N)
LT−1∑
k3=0
(
LT − 1
k3
)
(−1)k3Γ(k3 + 1)
∑
|cl|=k3
µl
Γ
(
NS + λl +N,
QI(k3+1)
QPΩk,g
)
(k3 + 1)(NS+λl+N)
)
. (37)
Λk,1 =
NS∑
j=0
(
NS
j
)
Fγk,g (µ)
[
γ¯jk,I
Γ(LA)
Γ
(
LA + j,
γI,T
γ¯I
)
+
γ¯jI
Γ(L)
γ
(
L+ j,
γI,T
γ¯k,I
)
+ e−γI,T /γ¯k,I
NR∑
h=2
(
1
γ¯k,I
)b5 γI,T b6
(b6)Γ (b5)
]
,
(40)
Λk,2 =
NS∑
j=0
(
NS
j
)[
γ¯jk,I
Γ(LA)
Γ
(
LA + j,
γI,T
γ¯I
)
+
γ¯jI
Γ(LT )
γ
(
L+ j,
γI,T
γ¯k,I
)
+ e−γI,T /γ¯k,I
NR∑
h=2
(
1
γ¯k,I
)b5 γI,T b6
(b6)Γ (b5)
]
.
ΩNSk,g
LT
Γ(N)
LT−1∑
k3=0
(
L− 1
k3
)
(−1)k3Γ(k3 + 1)
∑
|cl|=k3
µl
Γ
(
NS + λl +N,
QI(k3+1)
QPΩk,g
)
(k3 + 1)(NS+λl+N)
(41)
Fig. 2 plots the outage probability of TAS/MRC scheme
for different transmit antenna NS = {1, 2, 3} and outage
threshold γth = {−5, 2} dB when QP = µQI . For SU
network, we assume a co-linear network where all hops are
located on a straight line. In particular, we assume that the
cognitive multihop network takes place over K = 3. For the
PU network, we assume the primary transmitters and receivers
are set to L = 5 and N = 3, respectively. In addition, the
interference from the primary transmitters is set as γ¯k,I = 3
dB. As shown in the figure, when NS increases from 1→ 3,
the outage probability decreases. This is quite expected since
increasing NS always translates into a higher diversity order.
Most importantly, it can be observed that the analytical results
are in exact agreement with Monte-Carlo simulation results,
and asymptotic results are sufficiently tight in the high SNR.
The same figure shows the impact of outage threshold on
the outage performance. As expected, increasing the outage
threshold decreases the outage performance.
Fig. 3 compares the outage performance of the proposed
TAS/MRC, TAS/DRIC, and TAS/ARIC schemes of cognitive
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multihop relaying system when QP = QI , and NR =
{3, 4}. As can be readily observed, for all three scenarios,
the proposed TAS/MRC scheme outperforms TAS/DRIC and
TAS/ARIC in the high SNR regime. Interestingly, in the
low SNR regime, TAS/MRC and TAS/ARIC achieve similar
outage performance while TAS/DRIC performs the best. This
shows that TAS/DRIC and TAS/ARIC schemes can be good
candidates for cancelling the effects of the dominant interfer-
ing powers and hence improve the end-to-end performance
in the low SNR. It can be further noticed that TAS/DRIC
outperforms TAS/ARIC scheme but the later has low process-
ing complexity and power consumption which is achieved by
adaptively activates receive antennas to have the residual total
instantaneous power within a tolerable range γk,T .
In Fig. 4, we consider the scenario whereQP is independent
of QI to see its impact on the outage performance of the
proposed TAS/MRC, TAS/DRIC, and TAS/ARIC schemes
when K = 3, γth = 0 dB, and QI = 20 dB. From the
shown figure, it can be observed that the outage probability of
the considered system becomes saturated as a result of the
fixed interference temperature constraint. It is important to
observe that the outage error floor and outage performance
can be improved by adopting more transmits antenna per hop
to achieve high diversity gain, and more receive antennas to
cancel most of dominant dominant interfering powers. As it
can be noticed that the outage performance of TAS/IC schemes
under fixed interference power constraint QI is more affected
compared to the TAS/MRC scheme in high SNR.
Next, in Fig. 5 and 6, we consider the effect of increasing
number PU transmitters and hops, respectively when QP =
QI , γth = 0, dB, and γ¯k,I = 3 dB on the outage performance.
We can notice from the previous analysis, and based on the
results in corollaries that the diversity gains for all schemes
are independent of the number of hops and PU transmitters,
however, they only affect the coding gains by shifting the
curves. Therefore, from the obtained results in both figures, we
notice that increasing the number of hops 1→ 3 and number
of PU transmitters 2 → 4 decreases the outage performance
by shifting the curves to the right while the slops of the curves
remain the same.
Fig. 7 shows the outage performance of the proposed
TAS/DRIC scheme with different system set-up when QI =
QP . It is observed that the analytical results are in exact agree-
ment with Monte-Carlo simulation results, and asymptotic
results are sufficiently tight in the high SNR. Since the receive
antennas NR is employed to provide interference cancellation,
it can be observed when the receive antennas increases, more
dominant interferers are cancelled, and hence system perfor-
mance improvement appears. In addition, the results illustrate
the impact of ρI on the outage performance i.e., when ρI = 1,
it corresponds to perfect interference reduction/cancellation,
and when ρI = 0, it indicates that the interference cancellation
of the interfering signals is made randomly. In particular, it can
be shown that due the imperfect ranking of interferers signals
which is quantified through the reduction of the value of ρI ,
the outage performance deteriorates, and the positive impact of
interference cancellation on the outage performance reduces.
A close look at the outage performance reduction, we observe
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Fig. 2. The outage probability of cognitive MIMO multihop in spectrum
sharing with TAS/MRC when QP = QI .
that the gap difference between ρI = 1 and ρI = 0.5 is almost
3 dB, this indicates how much the performance is degraded
due to imperfect ranking of the interference caused by the PU
transmitters.
Fig. 8 plots the exact of and asymptotic outage probability
of the secondary network with ARIC. From the shown figure,
it can be observed that the outage probability of the considered
system becomes saturated as a result of the fixed interference
temperature constraint. It is important to observe that the
outage error floor and outage performance can be improved
by adopting more transmit antennas per hop to achieve high
diversity gain, and more receive antennas to cancel more
interference. It can be shown that increasing number of hops
and the number of PUs receivers degrade the end-to-end
performance.
Fig. 9 depicts the outage probability of the secondary
network with ARIC versus γI,T for different SU NR receive
antennas and QI = {20, 30} dB. The outage probability of
the secondary network performance is shown at which the
complete co-channel interference imposed by PUs transmitters
is achieved. The result for full size arbitrary cancellation
and no cancellation can be deduced as limiting cases when
γI,T = ∞ and γI,T = 0, respectively. It can be observed that
when γI,T increases more interference can be cancelled and
hence the system performance is enhanced.
VIII. CONCLUSION
This paper has provided a comprehensive analysis of the
impact of interference imposed by mutliple PUs on congitive
underlay networks with multihop AF relaying and considering
various MIMO techniques per hop. In the adopted secondary
network, we have proposed two different transmission schemes
including TAS/MRC and TAS/IC (i.e, TAS/DRIC, TAS/ARIC)
in order to provide diversity, and to cancel the strongest
interference powers, respectively. In doing so, we have derived
the exact and asymptotic outage expressions, which provide
an efficient means to evaluate the impact of the number
of PU transmitter and receivers, antenna array sizes at SU
network, the number of hops, interference outage constrains,
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Fig. 3. The outage probability of cognitive MIMO multihop in spectrum
sharing with TAS/MRC, TAS/DRIC, and TAS/ARIC when QP = QI .
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and interference cancellation schemes on the outage perfor-
mance of the considered systems. Based on the new results,
important insights are revealed into the relation between the
maximum SU transmit power QP , and the peak interference
temperature QI . When QI is proportional to QP , TAS/MRC
achieves a diversity of NSNR gain, and both TAS/IC cancel-
lation schemes attain NS gain which as a result shows that
TAS/MRC outperforms TAS/IC schemes in the high SNR.
While TAS/DRIC achieves better performance in the low SNR.
However, both diversity and cancellation schemes perform
almost the same in the low SNR (i.e., < 10 dB). When QI is
fixed, the outage floor appears, and hence zero diversity gains
for both TAS/MRC and TAS/IC scenarios.
APPENDIX
A. Proof of Theorem 1
The CDF of γk can be obtained as [11]
Fγk(γth) = Pr
{QPλk,h
γk,I + 1
≤ γth,QP ≤ QI
λk,g
}
︸ ︷︷ ︸
I1
+ Pr
{ QIλk,h
λk,g (γk,I + 1)
≤ γth, QI
λk,g
≤ QP
}
︸ ︷︷ ︸
I2
. (45)
The first summand can be evaluated as
I1 = Fλk,g
(QI
QP
)∫ ∞
0
Fλk,h
(
γth(z + 1)
QP
)
fγk,I(z)dz
(46)
With the appropriate substitution of the distributions of λk,g
and γk,I into (46) , and with the help of [33, 3.351.3], the
term I1 can be evaluated in closed-form expression as
I1 = Fλk,g
(QI
QP
)
1−
(
1
γ¯k,I
)L
Γ(L)
NS∑
k1=1
(
NS
k1
)
(−1)(k1−1)Γ(k1 + 1)e−γth
(
k1
Ωk,hQP
)
∑
|cp|=k1
µp
(
γth
Ωk,hQP
)λp λp∑
v=0
(
λp
v
)
Γ(L+ v)(
k1γth
Ωk,hQP
+ 1γ¯k,I
)(L+v)
 .
(47)
For I2, it gives
I2 =
∫ ∞
0
(∫ ∞
QI
QP
Fλk,h
(
γthy (z + 1)
QI
)
fλl,g (y)dy︸ ︷︷ ︸
I3
)
fγk,I(z)dz.
(48)
Starting with the inner integral I3, by performing appropri-
ate substitution of λk,g into (48), and averaging over the
distribution of λk,g , it gives (49) as shown on the top of
the next page, where the integral can be obtained in closed-
form expression with the help of [33, 3.351.3] as shown in
(49). Then by inserting (50) into I2, performing the averaging
over the distribution γk,I, and then after careful mathematical
manipulations with the use of the identity in [33, 3.471.7], the
final result for I2 can be obtained.
B. Proof of Proposition 1
By utilizing the Maclaurin series expansion of the exponen-
tial function and neglecting the higher order function, the CDF
of λk,h can be approximated by
Fλk,h(x) ≈

(
x
Ωk,h
)NR
Γ (NR + 1)

NS
(51)
By inserting the approximated CDF of λk,h in (51) into (46)
and (48), then the terms I1 and I2 can be given respectively
by
I1 = Fλk,g
(QI
QP
) ( γth
QPΩk,h
)NS
Γ (NR + 1)
NS
∫ ∞
0
(z + 1)NSfγk,I,tot(z)dz
(52)
and
I2 =
(
γth
QIΩk,h
)NS
Γ (NR + 1)
NS
(∫ ∞
0
(z + 1)NSfγk,I(z)dz
)
×
(∫ ∞
QI
QP
yNSfλk,g (y)dy
)
(53)
By performing some mathematical manipulations, and with the
help of [33, 3.351.3] and [33, 3.471.7], the final asymptotic
expression in Proposition in (1) is obtained.
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I3 = 1− L
Γ(N)Ωk,g
NS∑
k1=1
(
NS
k1
)
(−1)k1−1Γ(k1 + 1)
∑
|cp|=k1
µp
L−1∑
k3=0
(
L− 1
k3
)
(−1)k3Γ(k3 + 1)
×
∑
|cl|=k3
µl
(
1
Ωk,g
)λl+N−1(γth (1 + z)
Ωk,hQI
)λp ∫ ∞
QI
QP
yλp+λl+N−1 exp
(
−y
(
γth (1 + γI) k1
Ωk,hQI
+
(k3 + 1)
Ωk,g
))
dy (49)
= 1− L
Γ(N)Ωk,g
NS∑
k1=1
(
NS
k1
)
(−1)k1−1Γ(k1 + 1)
∑
|cp|=k1
µp
L−1∑
k3=0
(
L− 1
k3
)
(−1)k3Γ(k3 + 1)
×
∑
|cl|=k3
µl
(
1
Ωk,g
)λl+N−1
θλpe
− QIQP φ
µ−1∑
k=0
Γ(µ)
Γ(k + 1)
(
QI
QP
)k (
1
φ
)µ−k λp∑
ζ=0
(
λp
ζ
)
γI
ζe
−
(
QIk1θ
QP
)
z
(
1 +
k1θ
φ
z
)−(µ−k)
(50)
C. Proof of Corollary (2)
The DMT can be evaluated according to [25]
d(rˆ) = lim
QP→∞
− logPout(rˆ,QP )
logQP . (54)
where rˆ = R/ log (1 +QP ) is the normalized spectral ef-
ficiency with respect to the channel capacity, and R =
1/K log (1 + γth) is the spectral effiency in bits/s/Hz with pre-
log factor due to the K − 1 number of hops. Then, invoking
the asymptotic outage approximation given in Proposition 1 ,
we have
d (rˆ) = NSNR
×
1− lim
QP→∞
log
(
(1 +QP )2rˆ − 1
)
logQP
 . (55)
To this end, applying the L’Hospital’s rule yields the desired
result in Corollary (2).
D. Proof of Proposition (3)
Based on the optimization problem in (19), the Lagrange
cost furcation can be written as
L(Pk, φ, β) =
K∑
k=1
Ψk
(
γth
QP
)NSNR
+ φ
(
K∑
k=1
Pk − Ptot
)
+ β
(
K∑
k=1
λk,gPk − IP
)
(56)
where φ and β are the lagrange parameters. Upon setting the
derivatives of with respect to Pk, φ and β to zero, we get
L(Pk, ψ, φ)
∂Pk
=
−NSNRΨk(γth)NSNR
PNSNR+1k
+ φ+ βλk,g = 0,
for k = 1 . . .K,
L(Pk, ψ, φ)
∂φ
=
K∑
k=1
Pk − Ptot = 0,
L(Pk, ψ, φ)
∂β
=
K∑
k=1
λk,gPk − IP = 0. (57)
Now, by solving the set of k+2 equations simultaneously, we
reach the final result in Proposition 3.
E. Proof of Theorem 3
To evaluate the end-to-end SINR γk, we need to evaluate I1
and I2 in (46) and (48), respectively. Therefore, the integral
term I1 can be expressed as
I1 = Fλk,g
(QI
QP
)∫ ∞
γI,T
Fλk,h
(
γth(z + 1)
QP
)
fz>γI,Tγk,I,tot (z)dz
+
∫ γI,T
0
Fλk,h
(
γth(z + 1)
QP
)
fz≤γI,Tγk,I,tot (z)dz (58)
where fz>γI,Tγk,I,tot (z) and f
z≤γI,T
γk,I,tot (z) are given respectively by
fz>γI,Tγk,I,tot (z) =
1
Γ(LA)
(
1
γk,I
)LA
zLA−1e−z/γk,I , (59)
and
fz≤γI,Tγk,I,tot (z) =
1
Γ(L)
(
1
γk,I
)L
zL−1e−z/γk,I
+ e−γI,T /γk,I
LR∑
h=2
(
1
γk,I
)ι
Γ(ι)
zι−1. (60)
With the appropriate substitution of the distributions of λk,g
and γk,I,tot into (46) , and with the help of [33, 3.381.1]
and [33, 3.381.2], the first and the second integrals can
be evaluated in closed-from expressions, respectively. After
evaluating I1, we turn our attention to I2, it gives
I2 =
∫ ∞
0
(∫ ∞
QI
QP
Fλk,h
(
γthy (z + 1)
QI
)
fλl,g (y)dy
)
fγk,I,tot(z)dz
(61)
Starting with the inner integral, by performing appropriate sub-
stitution of λk,h into (61), and averaging over the distribution
of λk,g , the inner integral i.e., I3 integral can be evaluated in
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closed-form with the help of [33, 3.351.3] as
I3 = L
Γ(N)Ωk,g
NS∑
k1=0
(
NS
k1
)
(−1)k1
L−1∑
k3=0
(
L− 1
k3
)
Γ(k3 + 1)
(−1)−k3
∑
|cl|=k3
µl
(
1
Ωk,g
)λl+N−1
exp
(
−QI
QP
φ
) µ2−1∑
k=0
Γ(µ2)
Γ(k + 1)
×
(
QI
QP
)k (
1
φ
)µ2−k exp(−QIk1θQP z)(
1 + k1θφ z
)(µ2−k) (62)
Then the outer integral can be solved by averaging over the
distribution γk,I,tot as
I2 = L
Γ(N)Ωk,g
NS∑
k1=0
(
NS
k1
)
(−1)k1
L−1∑
k3=0
(
L− 1
k3
)
Γ(k3 + 1)
(−1)−k3
∑
|cl|=k3
µl
(
1
Ωk,g
)λl+N−1
exp
(
−QI
QP
φ
) µ2−1∑
k=0
Γ(µ2)
Γ(k + 1)
×
(
QI
QP
)k (
1
φ
)µ2−k∫ γI,T
0
exp
(
−QIk1θQP z
)
(
1 + k1θφ z
)(µ2−k) fz≤γI,Tγk,I,tot (z)dz
+
∫ ∞
γI,T
exp
(
−QIk1θQP z
)
(
1 + k1θφ z
)(µ2−k) fz≤γI,Tγk,I,tot (z)
 (63)
To evaluate the above integrals, we perform change of
variable u =
(
1 + k1θφ z
)
and applying formula [33, 3.471.7],
the final solution of I2 is obtained. To this end, after evaluating
I1 and I2, the desired results for Theorem (3) derived.
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