WEIGHTING REPORT FOR THE 2000 MILITARY RECRUITER SURVEY Weighting Procedures for the 2000 Military Recruiter Survey
This report describes the weighting procedures for the analytical weights for the 2000 Military Recruiter Survey (MRS).
In order to produce estimates, weights are applied to sample data. In particular, sample weighting is carried out to accomplish the following objectives:
Compensate for differential probabilities of selection Reduce biases occurring because nonrespondents may have different characteristics than respondents (differential response rates); and Improve the precision of the survey-based estimates
The analytical weights for the 2000 MRS were created in three steps. In the first step the base weights were computed as the inverse of the probability of selection of the sampled member. The sampled members were randomly drawn from a stratified frame without replacement. The sampling frame was compiled from lists of recruiters from the different services in the Armed Forces. The frame was stratified based on Service and region as shown in Table 1 . In the second step of the weighting process, the base weights were adjusted to account for members whose eligibility to the survey could not be determined (members with unknown eligibility). These members neither returned a questionnaire nor provided any information to determine if the member had retired, separated from the military or was no longer recruiting. In the last step, the weights were adjusted for nonresponse among eligible members in the sample (eligible nonrespondents). These members were eligible but did not have usable survey data because each returned an incomplete questionnaire.
In other DoD surveys, there is an additional adjustment made to the weights. In the last step of the weighting, the weights are poststratified to control totals derived from updated frames. In the case of the MRS, there was no such frame available and the weights were not further adjusted. Postratification adjustments are also used to correct distortions in the sums of weights for some analytical variables caused by the nonresponse adjustments. In the case of the MRS, the sampling strata were used as nonresponse adjustment cells. Therefore, the sum of weights by stratum was preserved after the nonresponse adjustments. Data files with the analytical weights were created so that variances of survey estimates can be computed using statistical packages such as SUDAAN In the MRS there were few responding officers in the survey and including them in the public use file would risk disclosing their identities. Excluding the officers from the public use file would eliminate the possibility of users identifying sampled officers. Westat was asked to investigate the effect of excluding data for officer participants. The results of this analysis are presented in Appendix A. The findings show no significant difference for most estimates and their standard errors when officers are excluded
Assigning Disposition Codes for the 2000 Military Recruiter Survey
Each person in the 2000 Military Recruiter Survey (MRS) survey was assigned a disposition code indicating whether the person was an eligible respondent, an eligible nonrespondent, an ineligible, or a member whose eligibility status was unknown. These codes were a key input in weighting and in the computation of response rates, discussed in later sections. The final disposition code was assigned sequentially combining the information from the following two variables:
RESULT-Survey Control System (SCS) disposition code assigned to each sampled member during the data collection; and COMPFLAG-Completed questionnaire indicator created during the weighting process.
The creation of these variables and the process for assigning the final disposition codes are described in the following sections. The eligibility for the survey was determined for all the recruiters in the sample. The recruiters whose eligibility status was known were classified as either eligible or ineligible members. Based on the return of a completed questionnaire, the eligible recruiters were classified as eligible respondents or eligible nonrespondents.
Survey Control System Disposition Code
The Survey Control System contained a variable with the survey disposition code (RESULT) as determined during the data collection period for each mailed survey. Sampled members were coded according to the type of return and/or any other information available during data collection. Returns were classified as nonblank questionnaires, blank questionnaires, final non-locatable members, ineligible members (members who retired, separated from the military or were no longer a recruiter) or other non-response. Table 2 shows the numbers of cases and descriptions for the values of the variable RESULT that appeared in the MRS sample. 
Completed Questionnaire
The variable that indicates whether a questionnaire was completed (COMPFLAG) was created using questions 2 (R00002) and 4 (R00004A to R00004E) from the questionnaire ( Figure  1) . A questionnaire was considered complete if the respondent answered both questions. Table  3 shows the distribution of COMPFLAG, the sums of base weights and the corresponding percentages in the MRS sample. 
R00002

How long have you been assigned to recruiting duty (include all tours in recruiting)?
Less than one year 1 year, but less than 2 2 years, but less than 3 3 years, but less than 6 6 or more years 
Final Disposition Codes
The method of assigning the final disposition codes was a sequential process that used the variables described in the previous sections. Once the disposition codes were assigned, each combination was checked for inconsistencies. Table 4 lists the combinations of the variables RESULT and COMPFLAG that occurred in the MRS sample, the number of sampled cases, and the sums of base weights. Based on these two variables, a new variable denoted as ELIG was created with the following categories:
ER-Eligible respondents. This group consisted of all eligible recruiters who participated in the survey and provided substantially complete and usable survey data.
ENR-Eligible nonrespondents. This group consisted of all sampled recruiters who were known to be eligible for the survey, but did not provide complete (based on questions 2 and 4) and usable survey data.
IN-
Ineligibles or out-of-scope. This group consisted of members who had retired, separated from the military or who were no longer recruiters.
UNK-Other nonrespondents whose eligibility was unknown. This group consisted of all the nonresponding persons for whose eligibility to the survey could not be determined. This group consisted of recruiters who did not return the questionnaire, postal non-deliveries and other non-locatable recruiters. Figure 2 is a general flowchart showing how the disposition code ELIG was assigned. The Survey Control System (RESULT) code was used to divide the sample into groups for eligibles, ineligibles and members with unknown eligibility. The variable COMPFLAG was used to split the eligible members into eligible respondents (ER) and eligible nonrespondents (ENR) based on whether the questionnaire was complete or not. 
Weighting Procedures
The analysis of survey data from complex sample designs requires the use of weights to (1) compensate for differential probabilities of selection; (2) adjust for differential response rates; and (3) improve the precision of the survey-based estimates (Skinner et al., 1989) . To develop the weights for the 2000 MRS survey, the following steps were taken. First, base weights equal to the reciprocal of the probability of selection were assigned to each recruiter selected for the sample. Next, the base weights were adjusted for unknown eligibility and for nonresponse using weighting classes defined by the strata used in sample selection. Details of this weighting methodology are described in the following sections.
Calculation of Base Weights
The 2000 MRS sample was a stratified simple random sample selected without replacement. The overall probabilities of selection varied by design strata in order to satisfy the precision goals specified at the beginning of the study. Let U be the frame of the N units in the population (i.e., military recruiters at the time of sampling). Note that the frame size N included some members who were ineligible at the time the survey was conducted because, for example, they did not meet the criteria to be production recruiters. The frame U was partitioned into H non-overlapping strata U 1 ,…,U H consisting of N h units in each stratum h so that
A simple random sample of size n h was selected without replacement within each stratum U h . Given this design, the base weight for the i-th sampled recruiter in stratum h was calculated as:
For each individual classified in stratum h, the base weight was computed as the ratio of the total number of recruiters in the stratum to the stratum-level sample size. The base weight hi w , equal to the reciprocal of the probability of selection, was attached to each sample unit in the data file. Note that h n is the number of recruiters initially sampled in stratum h without regard to whether or not they ultimately participated in the survey.
Weighting Adjustments
In an ideal survey, all the units in the inference population are eligible to be selected into the sample; and all those that are selected participate in the survey. In practice, neither of these conditions usually occurs. Some of the sampled units do not respond (unit nonresponse); some sample units are discovered to be ineligible during the data collection period; and the eligibility status of some units cannot be determined. If these problems are not addressed, the estimates of the survey will be biased. We used nonresponse weight adjustments to deal with unknown eligibility and unit nonresponse. The following sections describe these methods in detail.
Nonresponse Adjustments
Unit nonresponse (i.e., whole questionnaire nonresponse) occurs when a sampled recruiter fails to respond for any reason. For example, nonresponse could result from failure to locate the recruiter because of mobility, incorrect addresses in the frame, or from the unwillingness to participate in the survey. Because the (unweighted) response rate (defined in a later section) in the 2000 MRS was substantially less than 100 percent, adjusting for unit nonresponse was an important step in attempting to reduce the bias of the estimates.
To compensate for losses due to nonresponse, the weights were adjusted in two stages:
(1) The first stage of adjustment accounted for the fact that the eligibility status of some sampled members could not be determined. (2) The second stage of adjustment compensated for losses due to eligible sampled members who did not complete the questionnaire. At each stage the base weights of usable cases were inflated to account for ones that were unusable. These adjustments were done within classes that grouped persons with similar characteristics together.
This form of adjustment is referred to as sample weighting or weighting class adjustments since it adjusts the weighted distribution of the respondents across the weighting classes to that of the total sample (Kalton and Kasprzyk, 1986) .
Nonresponse adjustment can increase the variability of the weights, and thus, tends to increase the sampling variance of some estimates (Kish, 1992) . Ideally, the reduction in bias from using a nonresponse adjustment, more than compensates for the increase in variance. When the weighting class cells contain sufficient cases and the adjustment factors do not become either inordinately large or substantially different from each other, the effect on variances is modest. Very large adjustment factors or factors that are much different from others can occur in cells with high nonresponse rates or small numbers of respondents (i.e. less than 30 respondents in the cell). In the MRS, this situation was not an issue because the weight adjustments were done within design strata. With one exception, each stratum had a large number of respondents. In this case, the single small stratum (Stratum 17, Navy Area Other) was not combined with any other strata because each Navy stratum (Navy Areas 1, 3, 5, 8, and Other) was of separate analytic interest.
As discussed previously, each sampled recruiter was assigned to an appropriate responsestatus group (ER, ENR, IN, or UNK) . At the first stage of weight adjustment, it was assumed that members with unknown eligibility (Group UNK) would have been distributed among the ER, ENR, and IN categories had it been possible to determine their status. In this case, the first-stage nonresponse adjustment factor was calculated within stratum h as: 
=
Thus, if persons with unknown eligibility accounted for 50 percent of the weight in stratum h, the weights on the other units would be increased by a factor of 2.
The second nonresponse adjustment increased the adjusted weight of eligible respondents to account for eligible nonrespondents. The second-stage nonresponse adjustment factor for stratum h was computed as: Thus, after the two stages of nonresponse adjustment, the weight for a respondent in stratum h can be written as
Note that after the two stages of nonresponse adjustments, the members with non-zero weights were those in ER and IN groups. The members with unknown eligibility (UNK) and eligible nonrespondents (ENR) have zero weight after the two adjustments.
Construction of Weighting Classes
The main objective in constructing weighting classes was to group respondents and nonrespondents with similar characteristics into cells. Ideally, the characteristics used for grouping should be related to both the likelihood of responding to the survey and to values of data items collected. Each of these characteristics must be available for all sampled persons.
For the MRS, the sampling strata were used as weighting classes. There are 19 strata created using Service and region listed in Table 6. Table 6 also shows the adjustment factors for unknown eligibility and nonresponse. 
Computation of Variance for Estimates for the 2000 MRS
Variance estimation procedures have been developed to account for complex sample designs such as the selection of a sample in multiple stages and the use of differential sampling rates to oversample a targeted subpopulation. The two main methods for estimating variances from a complex survey are linearization using the Taylor series approximation (theory-based) and replication (empirical). Wolter (1985) is a useful reference on the theory and applications of these methods. Shao (1996) is a more recent review paper that compares the methods. The next two sections describe how these methods were implemented to compute variances of the estimates for the 2000 MRS survey. An in depth discussion of software applications for analysis of the 2000 MRS, complete with examples, can be found in the 2000 MRS Administration, Data Sets and Code Book, Appendix J.
Taylor Series Method to Compute Variances
A widely used method for estimating variances in complex surveys is based on the Taylor series approximation. A linear approximation to a statistic is formed from the Taylor series expansion for the function of interest. This approximation is then substituted into the variance formula appropriate for the sample design. The Taylor series method relies on the simplicity associated with estimating the variance for a linear statistic even with a complex sample design and is valid in large samples. In this formulation, the variance strata and primary sampling units (PSUs) must be defined.
SUDAAN
® (Software for the Statistical Analysis of Correlated Data) (Research Triangle Institute 2001) is a software package designed to produce variance estimates for complex surveys using the Taylor series method. SUDAAN computes standard errors of the estimates taking into account most features of complex sample designs and estimators. SUDAAN is also capable of reflecting stratum-by-stratum finite population correction (fpc) factors in the computation of variances. This is particularly important for the 2000 MRS survey, where some strata are sampled at high rates. Recent releases of SUDAAN (Release 8 and later) can also compute estimates of variance based on replication methods.
For descriptive statistics, SUDAAN offers three procedures: PROC CROSSTAB for categorical variables, PROC DESCRIPT for continuous variables and PROC RATIO for ratios of totals. These procedures can be used to compute statistics of interest, such as estimated totals, means, and percentages along with their corresponding standard errors, design effects, and confidence intervals. SUDAAN can be used to reflect the facts that:
The frame contains recruiters who self-reported or were proxy-reported as ineligible, or would had been found ineligible had they been surveyed, and
The fpc is important in some strata.
Differences of table cell estimates can also be computed in PROC DESCRIPT and PROC RATIO. The statements that control these calculations are CONTRAST, DIFFVAR, and PAIRWISE.
To reflect the effect of the design in variance estimation, SUDAAN requires variables that identify the variance estimation strata and primary sampling units (PSUs). The variance estimation strata are the original design strata from which the sample was drawn. For the 2000 MRS the variance estimation strata were the service and region strata and , the sampled PSU corresponds to the individual sampled person. It should be noted that small sample sizes could lead to unstable variance estimates. Normally this problem is solved by collapsing original strata with fewer than 30 respondents; however, for one design stratum, Navy Area Other, this approach was not used. The Navy Area Other stratum was not collapsed with other strata because it needed to be analyzed separately.
The variance strata and PSU-identifying variables were part of the data set delivered to DMDC so estimates and their standard errors can be computed using SUDAAN. These procedures are new in SAS and do not contain as many features as some other packages. Finite population correction factors can be included in variance estimates for MRS but the effect of nonresponse adjustments cannot.
SAS (version
Replication Methods
The basic idea behind replication is to draw subsamples from the full sample, compute the estimate from each of the subsamples, and estimate the variance from the subsample estimates. The subsamples are called replicates and the estimates from the subsamples are called replicate estimates. Rust and Rao (1996) discuss replication methods, show how the units included in the subsamples can be defined using variance strata and units, and describe how these methods can be implemented using weights.
Replicate weights are created to generate a corresponding set of replicate estimates. Each replicate weight is constructed using the same estimation steps as the full sample weight, but using only the subsample of cases composing each replicate. Once the replicate weights are developed, it is straightforward to compute estimates of variance for sample estimates of interest.
WesVar
 (Westat, 2000) is a computer software program that generates measures of variability (e.g., standard errors, coefficients of variation, and confidence intervals) for estimates using a specified set of replicate weights. WesVar allows derived statistics, like differences or ratios, to be calculated using the Cell Function feature of tables.
Using replication to estimate variances reflects the effects of the design and the nonresponse adjustments. Also included are provisions to approximately reflect the finite population correction factors in the computation of variances. When using WesVar, no extra statements are needed for variance estimation for subgroups of interest and, therefore, no knowledge of the sample design is required.
For reference, Table 7 lists some of the features available in SUDAAN, SAS, and WesVar that are relevant to MRS analysis. This list is not exhaustive, particularly for SUDAAN and WesVar which include, other analysis features in SUDAAN and WesVar that may also be of interest to data users. The Jackknife Method
The method of replication used for the 2000 MRS is known as the stratified, delete-one jackknife. The general procedure is to form groups of sampled persons, and then to form replicates or subsamples by deleting one group at a time. The method is called JKn in WesVar. The method is discussed in some depth in Chapter 4 of Wolter (1985) and in Rust (1986) .
To implement the method, variance strata (denoted in WesVar as VARSTRAT) and variance units (denoted as VARUNIT) were created. The variance strata are combinations of design strata. The variance units are groups of initial sampled persons, including eligibles, ineligibles, and unknowns. Let h % be a variance stratum and denote the number of VARUNITs in stratum h % by h n % . Since one VARUNIT is omitted at a time in the JKn method, the total number of replicate estimates is
here H is the number of variance strata. Note that H may be different from the number of design strata.
Let g denote a particular combination of VARSTRAT and VARUNIT. Denote the replicate estimate formed by deleting g by ( ) g θ . Because one VARUNIT is omitted at a time for JKn, g can be used to identify the VARUNIT itself, the set of sampled units (i.e., the replicate) that remains after omitting unit g, and the estimate computed from that replicate set of sampled units. Each sampled person's record in the data file have 1 + G weights attached-one for the full sample and G replicate sample weights, computed as described above. In WesVar a data set called a VAR file is created that contains an indicator that the JKn method was used to create weights, the weights themselves, the finite population correction factors, and the g h factors.
The weights used in calculating ( )
When a user does tabulations or other analyses in WesVar using the VAR file, WesVar automatically evaluates variances using the JKn formula. The elaborate steps involved in creation of the weights and their proper usage are transparent to the user.
Number of Replicates
A key step in designing the replicate structure is to determine the number of replicates. The choice of the number of replicates is based on the desire to obtain adequate degrees of freedom (DF) to ensure stable estimates of variance while not having so many as to make the time or cost of computing variance estimates unnecessarily high. At DF=30, percentiles of the tdistribution are near those for the normal distribution; at DF=60, they are virtually the same as those for the normal. A rule of thumb is, thus, that at least 30 degrees of freedom are needed to obtain relatively stable variance estimates. The stability of a variance estimate for a subgroup is related to the number of VARSTRAT and VARUNITs contributing to the subgroup estimate.
Note that having adequate DF is not a concern in SUDAAN because the linearization variance estimates have thousands of degrees of freedom for full sample estimates. Domain estimates have variances with fewer DF but enough to insure stability for most domains.
Formation of Replicates
Ideally, the creation of the replicate should be restricted to include the records from a single stratum only. Under this ideal approach, it is possible to correctly reflect the effect of the fpc in that specific stratum when JKn replicates are used. Note that the inclusion of the fpc (factor g f ) is only possible at the replicate level. At the same time, as described above, at least 30 replicates per stratum need to be created for better estimates at the stratum level. Then the total number of replicates to create would be approximated as ( ) strata of Number 30 replicates Total * ≥ The 2000 MRS survey has 19 strata, and with the rule above the required number of replicates needed to fully reflect the fpc in each design stratum would be about 570. Such a large number of replicates would be burdensome in practice. To solve this problem, we used an overall fpc for groups with similar sampling fractions and collapsed design strata when the variance strata were created. The fpc for a stratum h is Four zones of strata were created such that the design strata within a zone all had approximately the same fpc. The zones were then equated to the VARSTRAT for use in WesVar. Table 8 shows the ranges of stratum sampling rates in each zone and the number of design strata in each. An overall fpc factor is applied to the strata within each zone. The overall fpc factor is computed using the minimum sampling rate within the zone. Using the minimum group rate within the zone computes an actual stratum fpc for the zone with the smallest sample size and an approximation of the actual stratum fpc for the remaining zones. The overall fpc is larger than the actual stratum fpc leading to an overestimation of the variance for estimates for these strata. As a result, this procedure yields somewhat conservative (overestimated) variance estimates. Nevertheless, substantial improvements are expected in the precision of some domain estimates compared to the case where the fpc is ignored entirely. The fpcs for each zone for the 2000 MRS are shown in Table 9 . An alternative is to use an average-based fpc computed using the average of the sampling rates of the strata within each zone. However, in this case, the variance can be underestimated for all the strata with a fpc larger than the average-based fpc.
To reduce the number of replicates, the design strata can be collapsed (or "folded") into pseudo-strata or variance strata (VARSTRAT). The number of variance strata and the number of replicates created within each variance stratum affect the number of degrees of freedom of the estimate of variance. As described before, each design stratum should ideally contain at least 30 replicates. For simplicity, the replicate zones were used as variance strata for the MRS. Table  10 shows the number of variance strata and number of replicates created within each variance stratum. To assign the value of VARUNIT, all the records were sorted in the same random order in which they were sampled within VARSTRAT. The value of VARUNIT was a sequential number starting from 1 that was assigned to each record. When the sequential number reached the maximum number of VARUNIT within VARSTRAT, it restarted at one. This process was repeated until each recruiter record was assigned a VARUNIT. For example, in VARSTRAT=1 (i.e., zone =1) the records were serially numbered 1, 2, …, 45; 1, 2, …,45; and so on. All of the records numbered 1 were assigned to VARUNIT 1; all of the records numbered 2 were assigned to VARUNIT 2, and so on. The records with VARUNIT=1 were, thus, a subsample of the sample from all design strata assigned to VARSTRAT=1, as were the records in the other VARUNITs. Because the ordering of the sampled persons was random, this method effectively divides the sample into random groups for each VARSTRAT. 
Calculation of Response Rates
Several rates for the 2000 MRS were computed in accordance with the standards defined by the Council of American Survey Research Organizations (CASRO, 1982) . The rates are referred to as:
Location rate (LR) Completion rate (CR)
Response rate (RR) These quantities were computed in such a way that RR = LR * CR. The rates are adjusted, as described below, to account for the fact that the eligibility of some units is unknown. The adjustments account for the fact that the eligibility status of some persons is unknown so that the proportion of eligibles among the unknowns must be estimated. To facilitate computation of the CASRO rates, a separate code (CAS_ELIG) was created that identifies cases that contribute to the components of LR, CR, and RR, as defined in Table 11 . The expressions for the numbers of located persons, eligible persons, and usable responses in terms of CAS_ELIG are given below. As a notational shorthand, CAS_ELIG codes are used to stand for counts of persons in the formulas. For example, ER denotes the count of eligible respondents. Both weighted and unweighted location, completion, and response rates were calculated for the strata used in the sample design and are shown in Table 12 . Weighted and unweighted rates are also reported for the full sample, and summary rates for Services and strata were computed. In all cases base weights were used in computing the weighted rates. 
Officers in the 2000 MRS
At the start of the MRS 2000 weighting process, Westat was asked to investigate the effect of excluding data for officer participants from the public use file. There were few responding officers in the survey and including them in the public use file would risk disclosing their identities.
To investigate this, Westat proposed calculating the weights (including officers) and then using SUDAAN to estimate standard errors for a few items. Two approaches were suggested for the SUDAAN estimates: 1) compute the estimates with enlisted participants treated as a domain and 2) compute the estimates on a file containing enlisted participants only. This appendix presents the comparison of the two approaches.
Since there are so few officer participants in the 2000 MRS, concern about confidentiality is legitimate. Excluding the officers would eliminate the possibility of a public user identifying an officer on the file. Officer participants comprise less than one percent of the total number of respondents; their weighted contribution is so small that excluding them would not change the weighted totals significantly. The primary issue is whether accurate standard errors can be computed from a public use data set that excludes officers. When a standard error is estimated for the domain of enlisted persons, officers should be assigned zero data values for the computation. If the estimate refers to a table cell or domain containing few, if any, officers, then the effect on the standard error of using a file with no officers should be small. However, the remaining enlisted personnel should be treated as a domain when making estimates that exclude the officers. Treating the enlisted as a domain will increase standard errors compared to treating the sample as if it contained no officers. On the other hand, if officers were omitted from the public use file, users would not be able to make standard error calculations that were appropriate. But, since there were few sample officers, this might be a minor issue.
As with other DMDC surveys, Westat typically runs SUDAAN and WesVar on a select number of items of importance. This is done to check for reasonableness in the weighted estimates. A similar set of items was reviewed for the 2000 MRS survey. In addition, enlisted and officer participants were identified to create a domain variable.
First, the new variable, ENLISTED, was created to identify enlisted and officer participants; this variable was derived from the self-reported pay grade in the questionnaire. Table A-1 lists the number of responding sampled officers by stratum. The sample has 23 officers, 21 of which are in stratum 19, Naval Reserve.
Next, two files were created; the first file contained records of all participants and the second file contained records of enlisted participants only. The first file was used to produce SUDAAN and WesVar standard errors by domain. Likewise, the second file was used to produce SUDAAN standard errors for enlisted participants only. Table A-2 shows the standard errors from each run. In addition, the table provides two sets of ratios for each item; the median of the standard error for each item; the overall median across all items; and the median of the totals across all items. The SUDAAN column labeled "Enlisted as a domain" gives the standard errors that are appropriately computed by setting the officers values to zero.
In summary, the findings show no significant difference in the treatment of enlisted participants for most estimates. The SUDAAN standard errors for each item are almost identical under the two approaches. All of the ratios are one or close to one with the exception of two items. The ratio for the Naval Reserve category of (self-reported) Service is slightly lower than the other categories (0.843). The ratio is substantially less than 1 for the Naval Reserve category of Stratum (0.230) . This is because 21 of the 23 responding officers are in the Naval Reserve stratum and SUDAAN zeroes out their data values under the domain approach. Using the file of enlisted participants only, zeroes for the officers cannot be incorporated in the standard error calculation, resulting in a much smaller standard error. The ratios for the marginals of each variable are less than one since all officers are in the marginal. (Note that estimated totals differ among the variables due to different amounts of missing data.) Overall, excluding officers from the public use file would have very little effect on most standard errors.
For comparison, we also include WesVar standard errors and the ratio of the WesVar SEs to the SUDAAN domain SEs. The median ratio is 1.038 across all item categories and 0.997 across the totals. Thus, the WesVar standard errors were slightly larger than the proper SUDAAN standard errors for most estimates. A-3 A-6 
