I. I NTRODUCTION
Inspired by intrinsic appealing characteristics of biological systems, many researchers are engaged in producing novel design paradigms to address challenges in current network systems [1] . Bio-inspired systems are those systems where biology plays an important role to solve the problems in other domain. Biological inspired approaches seem promising since they are capable to self adapt, self heal, self organise in varying environmental conditions [2] . One of the incredibly diverse characteristic of biological system is that they are robust. Over the recent years, there has been a paradigm shift in the development of computer networks; from monolithic, centralised systems to independent, distributed, self organised systems such as Wireless Sensor Networks (WSN). There are various factors which influence sensor network design like scalability, production cost, operating environment, hardware constraints, transmission media, power consumption while sensing, data processing, and communicating [3] . Due to expandability and scalability features of the system, new nodes can enter at various times. However, this also makes them prone to various types of attacks [10] . Due to this, it is imperative for these distributed systems to have the ability to adapt and organise in the changing world. If one looks at the characteristics of biological systems and the challenges faced by distributed network systems, it is pretty evident that one 978-1-4799-3635-9/14/$31.00 ©2014 IEEE can apply bio-inspired techniques to solve these challenges [9] . While the spread of viruses in wired systems has been studied in-depth, applying trust in wireless sensor network nodes is an emerging area [4] , [5] , [6] , [7] , [8] . The objective of this paper is to present the design of a security system for WSN using human immune system as inspiration. Section II explains the trust and reputation model and its implementation. Section III describes the novel approach that can be used in WSN for detection and removal of fraudulent nodes. It also describes the human immune systems and explains the concept of T-cells and B-cells in our system. Section IV describes the antigen and antibody concept used for the removal of the fraudulent node. Section V summarizes the paper and presents scope for future work.
II. R ELATED W ORK
WSN can be considered as living beings usually born (configured) in a controlled environment, where all its nodes are cells that work selflessly towards a common goal. Sensor nodes acquire data and send them to the gateway in a wireless fashion. Since the sensor nodes are remotely located, it is possible that someone tampers the sensor nodes. A simple example of malicious behaviour can occur when the node is communicating the data. It is possible that the node can start misbehaving while forwarding data, and can become selfish or can all together exclude the data [14] . Detection of such fraudulent nodes become mandatory in such type of networks. Trust management systems for WSN could be very useful for detecting such misbehaving nodes and for assisting the decision-making process. The concept of trust has become very relevant in these days as a consequence of the growth of fields such as internet transactions or electronic COlmnerce. The trust models in wireless sensor networks are aimed to provide trust ratings to the sensor nodes based upon its performance and measurements which it sends. Consecutively based upon the trust ratings the nodes can be removed from the system. Higher the trust ratings higher its performance, similarly lower the trust ratings higher are the chances to remove it from the system. In literature there are many trust models developed such as weightings method, artificial neural network method, swarm intelligence method etc [15] . This section describes the three models used to compute the trust ratings.
A. Weightings method
In weightings method, initially every node is highly trusted assigning them the weights equal to one. The network is adapted in the architecture between a group of sensor nodes and their forwarding node (FN) as shown in Figure 1 . The FN Forwarding Node Fig. 1 . Topology of weightings method collects all information provided by sensor nodes and calcu lates an aggregation result E using the weight Wn assigned to each sensor node as given in the formula [20] :
Where Un is data collected from sensor nodes and is ap plication dependent i.e. it could be temperature readings for thermocouple sensor nodes. If weights are equal to one then E equals U so no need to update else weights are updated for each based upon the variation of E with respect to U with the help of following equation where e is a constant value and r is the ratio of sensor node sending bad data to the total number of nodes under the same FN.
For implementation, topology of 5 sensor node was taken, where initially every node was given weight equal to one and e was kept as 0. 1. Random data was generated between 10 and 20 for each of the sensor node and its deviation from mean value of past history was checked and if its variation is greater than 0. 1 then weights were updated from the above equations. Figure 2 shows the result depicting rate of change of weights. Y-axis on the graph represents the weights and and X-axis on the graph represents the time which explains how the trust ratings is decreased with respect to time based on the formula used.
B. Artificial Neural Network
Artificial Neural Network (ANN) approach in WSN calcu lates trust value based on present values as well as past history of neighbouring nodes. The result so computed is based on three parameters that is the interconnection pattern, learning process and activation function as shown in Figure 3 . Based on the actual value received from the selected sensor node and the predicted value from estimation and prediction block, trust ratings are generated. Figure 4 is the result, where y axis is the measurement and x axis is the time in seconds. Dark a way that lesser the variation between the predicted value and the actual value higher the trust rating and vice versa.
C. Swarm Intelligence
Swarm Intelligence can be defined as collection of social insects and animals which can be represented by spatial arrangement and synchronized motion of individuals. Collectively they can perform impressively complex tasks such as nest building and food gathering ego ant colony. In ant colony optimization technique, each of the ant deposit pheromone while traversing for the shortest path [19] . The amount of pheromone deposition is inversely proportional to distance such that shorter the path larger is the deposition. Finally the ants converge to the shortest path.
Swarm Intelligence in trust model is used to find the most reputable path leading to the most trustworthy node. For implementation, 10 random active nodes was taken in a grid. Shortest path was computed between the source and destination using Dijkstra's algorithm, showing the nodes in between the path as the trustworthy nodes. As seen in Figure 5 , first part denotes all the active nodes between the source 1 and destination 10; second part shows the shortest path between the two having 4, 5, 6 and 9 calculated using Dijkstra's Algorithm [18] . 
III. PROPOSED WORK
Machine Learning Based Biologically Inspired Security model for WSNs can be divided into two essential blocks namely machine learning module and immune module. Ma chine Learning Module has three basic part K means, Support Vector Machine (SVM) and Anomaly Detection Engine and is used for the detection of fraudulent nodes. Followed by Immune Module which is used to remove the fraudulent node from the system just like the defensive mechanism used to remove foreign particles in our body. The flowchart describing the overall model is as shown in Figure 6 . 2) K-means algorithm is performed for making clusters.
Essentially there would be two clusters in it, faulty cluster and normal cluster. 3) Passed to support vector machine for creation of deci sion block. The decision block that is created would have faulty region, normal region and critical re gion(Boundary values). 4) Identify the critical or border line area by anomaly detection algorithm. Anomaly detection engine takes the mean and standard deviation of the benevolent data set identified by SVM. Threshold E is set such that for values < threshold, consider it as anomaly otherwise normal. 5) When anomaly is detected, we activate ilmnune module by initializing a variable set as g(t) to one for that particular sensor node for others it is zero. When g(t) becomes one, then immune module comes into picture. 6) Virtual antibodies are produced for changing the sam pling interval of the fraudulent node. Measurements are predicted and sent to gateway on taking account of antigen value. 7) Finally gateway would be turning off the sensor node based upon the virtual antibody values.
A. Machine Learning Module
Machine learning is one of the Intrusion Detection Sys tem(IDS) which checks the network traffic and decides whether these are symptoms of an attack or not [16] , [25] . Machine learning techniques develop algorithms for making predictions from data, to develop a model for accomplishing a particular task. Tom Mitchell described it as making a machine learn with time. A computer program is said to learn from experience E with respect to some task T and some performance measure P, if P improves in direct proportion with E [2 1]. Anomaly Detection is a major component of IDS. It detects abnormal activities from a predefined normal profile in order to identify possible attack. It can be supervised (having prior knowledge of the classes), or unsupervised (No knowledge).
1) K-Means: K-means is an unsupervised machine learning method which works on principle of finding a structure out of an unlabelled data set. It groups data to make clusters [22] . It has two major tasks:
• Cluster assignment: Assign each observation to the closest centroid.
• Move centroids: Take the average of all points pointing to each centroid and then move each of these to the average position. Repeat the above two steps till convergence. for k=I to k J.l k = average(mean) of points assigned to cluster k.J Figure 7 first part shows the random data and second part shows two clusters generated out of random data. 2) Support Vector Machine: Classification of data comes under this category and it is used when we are given labelled data and we need to describe pattern and create decision boundary [23] , [24] . Support vector machine(SVM) is a popu lar tool used to classify the data and create a decision boundary to distinguish between fraudulent and good data. Hence the data which was classified into clusters from k-means algorithm when given to support vector machine creates the decision boundary as shown in Figure 8 . Now as new data is received, if it lies in the fraudulent data points region, it is considered as fraudulent, else it is considered as benevolent (good) data.
3) Anomaly Detection Engine: SVM creates the decision boundary however the data which lies on the boundary needs to be further evaluated for better accuracy and precision. Anomaly Detection Engine is used for the boundary values between the two regions as shown in Figure 8 which is the output of SVM. It works in such a way that we calculate mean and standard deviation of the benevolent data points and compute the probability distribution of data points using Equations 4, 5 and 6. Equations 4 and 5 are used to compute the mean/average and standard deviation of the benevolent data points respectively. Equation 6 is used to calculate the probability distribution. 
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Fig. 8. Support Vector Machine in 2D
The probability distribution function of x and y is as shown in Figure 9 . The combined probability distribution function of x and y is PDFof X ..,
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Threshold 10 is maintained and if the probability of new data Fig. 10 . Combined PDF point < 10, it is considered as anomaly otherwise not. The outcome of the machine learning module is the set of all malicious data points.
B. Immune Module
Biological immune systems have intelligent capabilities of detecting antigens (foreign bodies in the system) in the body. The adaptive immune system consists of two complementary systems, namely cellular immune system and humoral immune system. The humoral immune system is aimed at bacterial infections and extracellular viruses, but can also respond to individual foreign proteins. This system contains soluble proteins called antibodies which bind bacteria, viruses, or large molecules identified as foreign and target them for destruction. Antibodies are produced by B-cells. The cellular immune system destroys host cells infected by viruses and also destroys some parasites. The agents at the heart of this system are a class of T-cells. B-cells are like the body's military intelligence system, seeking out their targets and sending defences to lock onto them [12] . Antigens are secreted by the pathogens which causes the adaptive immune system to respond. B-cells produce and secrete antibodies after they encounter antigens. Once they produce specific antibody for the antigen it forms a complex called antigen antibody complex which in turn is engulfed by T-cells. After the B-cells produce antibodies they give rise to plasma cells from which further antibodies are produced for that specific antigen.
Mathematical Model
In 1977, Dibrov's et al. devised a model to study the rate of change of antibodies and antigen. Dibrov Model consists of coupled equations for the antibody quantity a, the antigen quantity g, and the small B cell population x [13] . Since x is generally considered as a constant, the rate of change of x is zero and the third equation is ignored. Now consider the set of equations describing antigen-antibody interactions: dg dt = Kg -Qag (8) da dt = AH(t -T)g(t -T) -Rag -Ea (9) where Equations 8 and 9 are the rate of change of antigen and antibody respectively. Also K, Q, A, R, E are rate constants. K is the overall growth rate of antigen. H(t) in Equation 9 is the Heaviside step function whose value is zero for negative argument and one for positive argument.
The product ' ag' is the complex formed as antibody-antigen complex. As the complex is formed, it results in net loss of the antibody and antigen. The simplest assumption is that of the law of mass action, valid when the densities are below a saturation level, that is that the losses are proportional to the product of the antibody and antigen densities. The rate constants Q and R are necessarily not same. The rate of antibody production at time t is supposed to be proportional to the rate of small B cell stimulation at time t -T. That is, there is a delay T between stimulation of a small B-cell and the subsequent production of plasma cells from it [26] . When simulations were carried out using the Runge Kutta(variable) method for solving the differential equations, following results were seen as shown in Figure 11 . It shows the graph of rate of change of antigen and antibody as a function that the antigen count linearly increases and when the body comes to know about it, the B-cells start producing antibodies and when the antigen antibody complex is formed, the count of antigen decreases linearly and rate of change of antibody becomes constant.
IV. E XPERIMENTS AND R ESULTS
In the Immune Module, Dibrov Model was the basis for virtual antibodies production analogous to antibody production by B-cells in human immune system. It focuses on giving correct readings even if the node has become malicious. This is done to increase the lifetime of malicious node so that even if it gets corrupted, node gives correct readings. This is done by assigning weights to the measurement values and these weights are proportional to the antigen values. Prior to the malicious node detection, weights are assigned as one. After the malicious node is detected, the expected measurement value would be dependent on the previous measurements and the weights would be decreased proportional to the antigen values taken from the differential equation as shown in Figure  12 .
First instance of malicious nod@is detected Also in sensor node the measurements are taken keeping the sampling interval constant. Hence after the node becomes malicious, there is need to turn off the malicious node. However turning off the fraudulent node immediately after detection is not a feasible solution since it would affect the stability of the system. Hence a better solution would be to either slowly decrease the sampling interval to zero or to increase the sampling interval depending upon the application. For instance increasing the sampling interval means the rate at which the samples are collected is increased so that good measurements would last for longer period. Other probability is that sometimes fraudulent node can become benevolent after sometime. This particular thing is called ON-OFF attack [7] . In that case increasing the sampling interval would be beneficial. Figure l3 shows the raw measurements from the fraudulent sensor node. It shows when there is no security on fraudulent node and no sampling interval change, measurements would be like this. Four different scenarios were considered for • Non Weighted Averaging: Simple averaging is done, not assigning weights to the previous measurements.
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• Weighted Averaging: Weight is assigned to the previous measurement readings for the computation of new mea surement readings.
• Weighted Averaging and increasing sampling interval • Weighted Averaging and decrease sampling interval
A. Non Weighted Averaging
In non weighted averaging the measurement readings would be varied according to the noise in the malicious node. The variance from the true measurement is also varied. Lifetime of the malicious node is infinity here, since there is no change in the sampling interval for capturing the future measurements.
B. Weighted Averaging
In weighted averaging case, clearly the measurements would decrease since it is dependent on the weights given to the previous readings as shown in Figure 14 . Here weights are made proportional to the antigen value taken from the differential equation. Hence the measurements would be calculated as per the following equation. (12) where T n ew is the new measurement obtained by applying weights, Tp r ev is the previous measurement, N is the history length, W is the weight which is kept proportional to the antigen value i.e. Wi = k X gi where K is kept as 1.
e. Weighted Averaging and increasing sampling interval
In weighted averaging + increase in sampling interval, good measurements would persist its state on true measurement for longer duration making the lifetime of malicious node longer. The sampling interval is increased by taking into account the antibodies value from differential equation. The rate at which the sampling interval is increased is (am,ax an-Hn)
Here Saft e rAttack is the sampling interval after the malicious node is detected and SpriorTottack is the sampling interval prior to the detection, a is the antibody value where amax and ami n is fixed to 1 and 0 respectively. k is the number of steps desired to end influence of malicious node (in this case it is fixed to 10).
D. Weighted Averaging and decrease sampling interval
In the fourth scenario where sampling interval is decreased, variance from true measurements would be high leading to make malicious node lifetime very less. And when sampling interval is changed, sampling interval of other channels would also be affected. The rate at which the sampling interval is decreased is SpriorToAttack Sa f t e r Attack
Results comparing various options is as shown in Figure 14 . 
E. Results comparing different options
As seen from Figure 14 following tabular result can be formulated. The comparison is done on three metrics; lifetime of malicious node, variance from true measurement and im pact on other channels. Intuitively lifetime of malicious node should be less and is least in case when there is decrease in sampling interval. Variance from true measurement is less in case of weighted averaging and increase in sampling interval. The impact on other channels only happen in the last two cases. As seen from the results it is recommended to use weighted averaging. We can choose to increase or decrease the sampling interval based upon the application we are using. If we want an application to remove the fraudulent node immediately but still giving correct readings then decrease in sampling interval is better option. And if we want to still monitor the malicious node after the detection as well then we can increase the sampling interval. The qualitative qualitative comparison, proposed algorithm is better making it energy and efficient model. It tells during the training phase it can take time but post training it takes very less time to remove the fraudulent node from the picture since immune model revolves around solving only two differential equations. The response time is also controllable since we can either increase or decrease the sampling interval depending upon the application.
V. C ONCLUSION AND F UTURE S COPE
This paper described the human immune system, specifi cally focussing on the adaptive immune system consisting of the T-cells and B-cells. Aim was to derive inspiration from these cells to design a security system for next generation wireless sensor network (WSN). In sensor network where fraudulent nodes can hamper the system it is necessary to remove these nodes without affecting the overall system. Various trust models have been developed for the same. The proposed model is a mixture of machine learning module and immune module. Where machine module is used for the detection of the fraudulent nodes; immune module is used for the removal of those nodes taking into account the antigen and antibody concept. Where antigen values are used for the prediction of new values, antibody values are used to change the sampling interval. The proposed model proved to be a benefactor as against the previous models. Since we have only incorporated the primary response of ilmnune system, future work aims on including the secondary response as well focussed primarily on weighted averaging and decrease in the sampling interval. Secondary response means if the same type of maliciousness occurs in the sensor network, the antibody production increases at faster rate, in the similar way which happens in our body.
