Seasonal adjustment methods transform observed time series data into estimated data, where these estimated data are constructed such that they show no or almost no seasonal variation. An advantage of model-based methods is that these can provide con dence intervals around the seasonally adjusted data. One particularly useful time series model for seasonal adjustment is the basic structural time series BSM] model. The usual premise of the BSM is that the variance of each of the components is constant. In this paper we address the possibility t h a t the variance of the trend component i n a macroeconomic time series in some way depends on the business cycle. One reason for doing so is that one can expect that there is more uncertainty in recession periods. We extend the BSM by a l l o wing for a business-cycle dependent variance in the level equation. Next we show h o w this a ects the con dence intervals of seasonally adjusted data. We apply our extended BSM to monthly US unemployment and we show that the estimated con dence intervals for seasonally adjusted unemployment c hange with past changes in the oil price.
Introduction
A key reason for the application of seasonal adjustment methods is that intra-year seasonality can blur the analysis of the trend and the business cycle in macroeconomic time series variables. Seasonal adjustment methods transform observed time series data into estimated data, where these estimated data are constructed such that they show no or almost no seasonal variation. The two main methods for seasonal adjustment are based on (versions of) the Census X-12 program, see Findley et al. (1998) , and on various parametric models, see for example Maravall (1995) . One of the advantages of the model-based methods is that these methods not only give seasonally adjusted data but also can provide their associated con dence intervals. Indeed, to enable a proper interpretation of seasonally adjusted data, it seems important t h a t the estimated adjusted data come along with a measure of their uncertainty.
One particularly useful time series model for seasonal adjustment is the basic structural time series model BSM], see Harvey (1989) among others. This model assumes that an economic time series can be decomposed into trend, cycle, seasonal and irregular components. Given certain assumptions on the model structure, these unobserved components can beestimated for the available data. Once the seasonal component is determined, a seasonally adjusted time series can be constructed in a fairly trivial way. A nice feature of the BSM is also that con dence bounds for such a seasonally adjusted series can be easily constructed. These boundsare a function of all the estimated variance parameters in the structural model, see Burridge and Wallis (1985) .
The usual premise of the BSM is that the variance of each of the components is constant. Burridge and Wallis (1990) consider the extension to the case where the seasonal component c a n h a ve some seasonal heteroscedasticity, and, given the recent empirical ndings in Jaditz (2000) , this can sometimes be a useful extension. In this paper we take a slightly di erent perspective by addressing the possibility t h a t the variance of the seasonal component in a macroeconomic time series somehow depends on the business cycle. The empirical results in Canova and Ghysels (1994) 1 and Franses (1995) , among others, suggest that seasonal variation in several macroeconomic variables di ers with the business cycle, and hence it seems important t o take account o f s u c h v ariation. The main purpose for doing so is that one can expect that there is more uncertainty in recession periods, and somehow this uncertainty should be assigned to each of the components. Ooms and Franses (1997) document that in times of recession the seasonal component in US unemployment series becomes larger in the rst quarter and smaller in other quarters, but the origin of such variation is not exactly clear. On the other hand, while calculating con dence bounds for seasonally adjusted data, one would explicitly want to allow for possibly more uncertainty during recession periods. In this paper we therefore extend the BSM by allowing for a business-cycle dependent v ariance in the level equation. Next we show how this e ects the con dence intervals of seasonally adjusted data.
The outline of our paper is as follows. In x2, we discuss some aspects of the basic structural model, with a speci c focus on the construction of con dence intervals for seasonally adjusted data. In x3, we extend the BSM by allowing for a businesscycle dependent v ariance, and we s h o w h o w t h i s c hanges the con dence intervals for adjusted data. In x4, we apply our extended BSM to monthly US unemployment.
As an indicator for business cycle variation we take c hanges in the oil price 1 . We n d that our model ts the data well, and in fact signi cantly improves upon the BSM. Additionally, w e s h o w that the estimated con dence intervals for seasonally adjusted unemployment change with past changes in the oil price. In x5, we conclude with some remarks.
Basic Structural Time Series Model
In this section we discuss various aspects of the BSM, including the computation of con dence bounds for seasonally adjusted data.
Basic components
The structural time series model is based on the basic principle that a time series consists of interpretable unobserved components such as a trend, seasonal, cycle and irregular. The basic structural time series model (BSM) is given by y t = t + t + " t t = 1 : : : n (1) where y t represents the actual time series with n observations. The time series components, that is, level t , seasonal t and irregular " t are unobserved and modeled by stochastic processes. A simple model for the trend is the random walk as given by
with 1 N (0 ) where one can take as arbitrarily large. This initial condition for 1 indicates that no information is available about 1 . By introducing a slope term t which is also generated by a random walk, we obtain the model
with 1 N (0 ). If t = t = 0 then t+1 = t = , say, and t+1 = t + .
In that case, the trend is exactly linear and (3) reduces to the deterministic linear trend model. The speci cation (3) with 2 > 0 and 2 > 0 allows the trend level and slope to vary over time.
Various speci cations for the seasonal component t exist. In this paper we adopt the trigonometric form which for the case of a monthly time series is given by where I k is the k k identity matrix. Each initial seasonal value j1 and j1 for j = 1 : : : 6 is modeled by the non-informative prior distribution N (0 ). Finally, for 6t we have 6 = and sin 6 = 0 so that 6t does not have an in uence on 6t and it can therefore be excluded from the model. The ! jt 's and ! jt 's can be restricted to have a common variance 2 ! but we allow them to have di erent variances. Finally, w e take the irregular as a normally random variable with mean zero and variance 2 " . The irregular and all other disturbances are mutually uncorrelated, both contemporaneously and between di erent time periods. More details about the basic model and its dynamic properties are given by, for example, Harvey (1989) and Proietti (2000) .
The unknown parameters in this basic model are the variances 2 " , 2 , 2 and 2 !1 : : : 2 !6 . These can be estimated by maximum likelihood and since these are restricted to be non-negative, we estimate the logs of the variances rather than the variances themselves. These transformed parameters will be collected in the parameter vector .
Parameter estimation
The Kalman lter equations produce the one-step-ahead prediction errors v t = y t ; E (y t jy 1 : : : y t;1 ) = y t ; E ( t + t jy 1 : : : y t;1 ) together with its variance f t = Var(y t jy 1 : : : y t;1 ) = Var(v t ) for a given time series y t (t = 1 : : : n ) and for a given model represented in state space. An introduction to these matters is given by Harvey (1993) and Durbin and Koopman (2001) , among others. The classical result of Schweppe (1965) implies that the likelihood can be presented in terms of prediction errors using the so-called "prediction error decomposition". The loglikelihood function is then given by log L(y ) = ;fn log 2 + n X t=d+1 (log f t +
where d is the number of initial components with the arbitrarily large variance in the model. For a given model, the errors v t depend on the given time series y t and the parameter vector and the variances f t depend only on . Numerically 4 maximizing log L(y ) with respect to leads to maximum likelihood estimates of the unknown variances of the model.
Model speci cation diagnostics
Once the parameter vector has been estimated, it is common practice to check whether the model under investigation is correctly speci ed. For this purpose, we can compute some basic diagnostic statistics for testing the underlying assumptions of normally distributed, serially uncorrelated and homoskedastic one-step-ahead prediction residuals, which we standardize to obtain u t = v t = p f t (t = d + 1 : : : n ).
Furthermore, we can compute estimators of disturbances using all observations and we refer to them as smoothed estimators. For example, the smoothed level residual is de ned as^ t = E ( t jy 1 : : : y n ) with variance Var( t jy 1 : : : y n ). Such full-sample estimators can be computed using so-called smoothing algorithms. Time series plots and basic diagnostics for testing against normality are useful in identifying outlying residuals. In the case of " t , an outlying residual may indicate an outlying observation while in the case of t it may indicate a structural break in the time series. Thus smoothing disturbances are used to identify and to distinguish between outliers, structural breaks, slope breaks and other irregularities in the time series process. Such diagnostic procedures have been discussed by Harvey and Koopman (1992) and de Jong and Penzer (1998).
Seasonal adjustment with con dence intervals
A satisfactorily estimated model can be used as a tool to further investigate the properties of a time series. For example, we may estimate the level and seasonal components using all observations. The estimated trend re ects the underlying longterm movement of the time series. The seasonal component informs us about the seasonal variation within a year (or some other interval) which may change slowly over time.
Economic theories usually apply to stable relationships in the long-term and hence seasonal variation can be viewed as part of the noise in time series. This explains why empirical work in economics is often based on seasonally adjusted data.
In our view, the optimal strategy would be to analyze seasonally unadjusted data and to model the seasonal variation simultaneously with other parts (components) of the model. In any case, when seasonal adjustment is required, it should bebased on a model. When the structural time series model is used, seasonal adjustment is carried out by simply subtracting the estimated seasonal component^ t = E ( t jy 1 : : : y n ) from the time series y t (t = 1 : : : n ). Since an analysis based on the Kalman lter and the associated smoothing algorithm also provides variances of the estimated components such a s V ar( t jy 1 : : : y n ), we can construct con dence intervals for the estimated seasonal component but also for the seasonally adjusted time series. The latter will be the main focus of the paper.
3 The BSM with heteroscedasticity
In this section we discuss various extensions of the BSM, which allow for time-varying con dence intervals around the estimated components in the BSM.
Seasonal heteroscedasticity
Various forms of heteroscedasticity may exist in time series data and they should be modeled explicitly to obtain e cient estimates. A particular form of seasonal heteroscedasticity appears when di erent variances of disturbances apply to di erent seasonal periods. For example, observations of Decembercan perhaps bemore di cult to predict than observations of other months due to the Christmas celebration. Therefore the variance associated with the measurement errors of December should be larger compared to the errors of other months. Examples of this type of heteroscedasticity are given by Harvey, Koopman and Riani (1997) and Proietti (1998) . Similar forms of heteroscedasticity can beapplied to other disturbances in a structural time series model.
Trigonometric seasonal heteroscedasticity
Another form of seasonal heteroscedasticity is associated with the trigonometric speci cation of the seasonal component in the structural time series model. For the trigonometric seasonal component (4) we usually assume that the disturbances ! jt and ! jt are homogeneous for j = 1 : : : 6 such that we restrict the variances of these disturbances to be equal to each other, see Harvey (1989, x2.3.4) . However, it is regularly found for monthly time series that the seasonal cycle at a higher frequency, say 1t , varies more over time compared to the seasonal cycle at a lower frequency, say 6t . This requires that we should allow for di erent variances for di erent frequencies. The implied generality is already introduced for the seasonal component (4) of the structural time series model. The variances for ! jt and ! jt remain restricted to beequal since they both contribute equally to the variation of jt , for j = 1 : : : 6.
Trend heteroscedasticity
Economic conditions vary over time and many economic variables display a cyclical behaviour which is usually referred to as the business cycle. When the economy is in a transition from a recession to an expansion, for example, the local dynamic properties of the trend may be di erent compared to the trend when stable economic conditions apply. Therefore, time series properties of economic data are not necessarily homogeneous between di erent time periods. For example, the local properties of a time series of house construction gures will be di erent depending on the state of the economy.
An alternative strategy for allowing for this type of heteroscedasticity is to identify, say, two di erent conditions of the economy such as decline (recession) and growth. Parameters a ected by the di erent conditions can switch b e t ween two possible values. When the state of the economy in the business cycle cannot be observed, Hamilton (1989) proposed a Markov-switching model in which the switching depends on a latent unobserved variable. The Markov-switching technique has been later introduced to unobserved components models by Kim and Nelson (1999) and Luginbuhl and de Vos (1999) . In this paper we explicitly include explanatory variables to indicate a recession.
Trend heteroscedasticity can be incorporated in the structural time series model (1) by introducing time-varying variances for the level disturbances. In particular, we can specify the variance of the disturbance associated with the level component as
where z t is an exogenous variable which may provide some information concerning the business cycle. This speci cation is easily generalized by including other exogenous variables and lagged values of such variables.
Representation and estimation
The heteroscedastic model can be presented in a time-varying state space model. . . . The basic model in state space is given by
where row vector Z selects the appropriate elements for y t and is given by Z = ( 1 0 1 0 1 0 1 0 1 0 1 0 1):
The transition matrix T is the 13 13 identity matrix except for the elements T (1 2) = 1 T ( 1 + 2 j 1 + 2 j) = T (2 + 2j 2 + 2 j) = cos j ;T( 2 + 2 j 1 + 2 j) = T (1 + 2j 2 + 2 j) = sin j T (13 13) = ;1 with arbitrarily large.
The state space form of the basic model with trend heteroscedasticity is the same except that the rst diagonal element of , corresponding to the level residual t , i s time-varying and given by (5). The variance matrix for the state disturbance vector t is therefore time-varying and denoted by t for t = 1 : : : n . The parameter vector consists of logged variances and of the coe cients 0 1 of the logged variance 2 t .
When the model in state space form is time-varying, the Kalman lter can still be used to compute one-step-ahead prediction errors together with their variances. The likelihood function of the model can therefore becomputed via the Kalman lter. Seasonally adjusted data with con dence intervals can be obtained by applying a smoothing algorithm which allows for time-varying state space matrices.
Explanatory variables and interventions
In our empirical analysis below w e will introduce explanatory and intervention variables in the models. Explanatory variables and intervention e ects are easily allowed for in the basic structural model. Suppose that we h a ve k regressors x 1t : : : x kt with regression coe cients 1 : : : k which are constant o ver time and that we also wish to measure the change in level due to an intervention at time . We de ne this intervention variable w t as follows: w t = 0 t < = 1 t : Adding the above variables to the model (1) gives y t = t + t + k X j=1 j x jt + w t + " t t = 1 : : : n :
We see that measures the change in the level of the series at a known time due to an intervention at time . The resulting model can readily be put into state space form. For example, if t = = 0 , k = 1 and if t is determined by a random walk model, we can take t = ; t 1t 0 Z t = ; 1 x 1t T = 1 0 0 1 t = t 0 in (6). Here, although we h a ve attached a su x t to 1 it is made to satisfy 1 t+1 = 1t so it is constant. We note here that row vector Z has becometime-varying and therefore requires a subscript t. Another example of an intervention variable is the outlier intervention variable de ned by w t = 0 t < t > = 1 t = : In the next section we consider the application of (7) with heteroscedasticity.
Seasonal adjustment of unemployment gures
In this section we illustrate that taking into account explanatory variables and heteroscedasticity matters substantially for the width of con dence intervals around seasonally adjusted unemployment data.
Data and software
We investigate the seasonal adjustment of monthly US total unemployment (UN-EMPL) for the periodbetween January 1960 and July 1997, that is a total of 451 observations. The data had been obtained from the Bureau of Labor Statistics (BLS) from which we also have obtained monthly oil prices (in logs) p t .
The time-invariant BSM of x2, including its extensions with explanatory and intervention variables, can be analyzed using the program STAMP 6.0 of Koopman, Harvey, Doornik and Shephard (2000) . Models with time-varying heteroscedastic features such as the ones discussed in x3 cannot be analyzed using STAMP. F or this purpose we h a ve used the object-oriented matrix language Ox 2.2 of Doornik (1998) together with the state space functions in SsfPack 2.2 of Koopman, Shephard and Doornik (1999) In the case of a structural time series model without explanatory variables, the mean equation consists of level and seasonal components. During the process of estimation and diagnostic checking, we may detect irregular observations such as outliers and structural breaks see also the discussion in x2.3. It is standard practice in time series analysis to allow for such observations by introducing intervention variables into the model. The coe cients of the interventions will be part of the state vector and estimation is done by means of the Kalman lter.
Variance speci cation
The default variance speci cation is based on homogeneity, that is, constant variances for disturbances associated with the level, slope, seasonal and irregular comfrom http://www.econ.vu.nl/koopman/seasadj/.
ponents. This implies that the default model is (1) with the restriction that all seasonal variances are equal, that is, The inclusion of di erent variances for di erent seasonal frequencies in the trigonometric speci cation of the seasonal component will be referred to as seasonal heteroscedasticity.
The speci cation of trend heteroscedasticity depends on the choice of the exogenous variable z t in (5). Since we w ant t o i n vestigate whether the underlying trend uncertainty of unemployment is higher during a recession and since, especially in the 1970s and 1980s, oil price is believed to be an important leading variable for recessions, we use a constructed variable based on the oil price to model the trend heteroscedasticity. Generally speaking, positive oil price shocks lead to price increases and a higher burden for manufacturing and therefore output is bound to decrease after some burning-in period. A simple weighted sum, where weights are distributed by a triangular shape, of positive c hanges in oil price can be an e ective measure. For example, we have found that the indicator is appropriate for this purpose. The oil price is a leading indicator and therefore we may w ant to allow pp t to enter the variance speci cation of the trend with some lag P . The constructed pp t series as de ned is given in Figure 1. 
Model speci cations
We consider the following model speci cations in our empirical analysis of the unemployment data: 
Empirical results
We start with the BSM. We nd that it is required to include a level intervention for January 1975 and an outlier intervention for January 1986 in this model. The January 1975 observation corresponds with an unexpected increase of about 1 million unemployed. Furthermore, in January 1986 we h a ve found an irregularity in the data which might have beencaused by a rede nition of unemployed workers. An outlier intervention was appropriate to allow for this. These e ects for the basic model are estimated as 1122 (194 5:785) for the January 1975 break and ;529 (136 ;3:890) for the January 1986 outlier with standard error and t-value given in parentheses. These interventions are also included in all other models considered in this paper and give similar estimation results. Estimates of standard deviations are reported together with q-ratios which are de ned as the standard deviation divided by the largest standard deviation. Diagnostics include N, the 2 2 normality test statistic, H, the Goldfeld-Quandt F(150,150) test for heteroscedasticity, DW, the DurbinWatson test for serial correlation, Q(20), the 2 17 Box-Ljung portmanteau statistic, and R 2 , a measure of t against a random walk plus drift model with xed seasonal dummies.
Model parameter estimates and some diagnostic test statistics applied to the standardized one-step-ahead prediction errors u t for the basic model are reported in Table 1 . The estimated components are presented in Figure 2 . We m a y conclude that the basic model is capable of extracting the main features of the model. However, the model does not seem to have captured all dynamics satisfactorily since the BoxLjung Q(20) statistic is relatively large. The rst extension of the basic model concerns seasonal heteroscedasticity in terms of the trigonometric speci cation. Instead of having one seasonal variance, that is model speci cation (a), we consider six di erent variances (an increase of ve parameters) and this model is labelled as (b). The resulting estimates of the variances are reported in Table 2 . The variances associated with the frequencies 2 and 4 are su ciently close, as well as the ones associated with frequencies 3, 5 and 6, to restrict these variances accordingly. This model is labelled as (c) in Table 2 and it produces a loglikelihood value which was su ciently larger than its value for the basic model (a) which is re ected by the smallest Akaike information criterion for model (c). It is remarkable that the Box-Ljung statistic Q(20) is much l o wer for the preferred model (c) compared to (a). This emphasizes that accurate modeling of seasonal dynamics is important in time series modeling. We now consider the trend heteroscedastic extension of the basic model. The time-varying variance for the trend component is speci ed in (5) and we take z t as the lagged positive oil price (in logs) , that is
The model that allows for trend and seasonal heteroscedasticity is labelled as (e) and the estimation results for this model are also reported in Table 3 . This model (with P = 9) leads to the highest loglikelihood value and the smallest AIC and it is therefore our preferred model. Since in empirical time series analysis it is not often that we nd signi cant heteroscedastic e ects in variances of unobserved components, we strongly believe t h a t i t m a y w ell be essential to include time-varying variances in the speci cation of trend components for time series which are subject to business-cycle e ects such as unemployment gures. 
Seasonal adjustment of unemployment gures
The seasonally adjusted gures for unemployment based on our estimated are computed by means of Kalman ltering and smoothing and they are constructed aŝ y SA see also x2.4. These gures are estimates and subject to error for which standard deviations can becomputed. For the basic model, the standard error of seasonally adjusted data is constant for all time periods in the middle of the sample and it starts to get larger when we get closer to the end of the sample (or the beginning) since the number of observations surrounding a particular time point decreases. The introduction of seasonal heteroscedasticity will result in di erent standard errors for di erent seasonal periods but the di erences are usually small. The inclusion of trend heteroscedasticity leads to di erent standard errors for di erent time periods. For our model (e) we nd that in times of recession the standard errors are higher than in times of no recession. This re ects well on the fact that in times of recession, more uncertainty exists within the economy and it is therefore harder to identify the estimated trend during these periods. In our model the seasonally adjusted data is the sum of the estimated trend and irregular. The di erences in width of the con dence intervals are indicated by t wice the standard errors and they are reported in Table 4 for models (a), (c) and (e). We present the results for the typical years of 1980 (recession) and 1996 (no recession). It is concluded that the di erences in standard errors among the three models are pronounced in 1980 while in 1996 the con dence intervals are more or less equal. The percentage increase of the width of the con dence interval due to the recession period is, on average, about 34% for model (e) compared to model (a).
Concluding remarks
In this paper we have constructed a structural time series model, which allows the con dence intervals around the seasonally adjusted data to depend on business cycle conditions. We discussed representation, estimation, and computational issues. We illustrated the model for a US unemployment series, and we found substantial evidence in favor of our model. Next, we showed that the estimated con dence interval around seasonally adjusted unemployment can be much wider in a recession period than in an expansion period. As such, we believe that our model can contribute to a better understanding of seasonally adjusted data. Admittedly, we illustrated our model for only one unemployment series, while using only one variable that can indicate business cycle uctuations. Naturally, we are aware of the fact that other macroeconomic variables could have beenused for both purposes. In order to see whether our model is useful in general, it should be considered in other situations, and we plan to do so in the future. Another further topic would be to see whether our model can lead to policy decisions, other than those based on the standard model. Finally, it is of interest to see if business cycle conditions have common e ects on the con dence intervals of several seasonally adjusted series 18
