We present an Exponential Series Estimator (ESE) of multivariate densities, which has an appealing information-theoretic interpretation. For a d dimensional random variable x with density p 0 , the ESE takes
Introduction
The estimation of multivariate distributions and more generally, multivariate analysis, has become increasingly important in economics and econometrics. For example, see among others, Miller and Liu (2002) , Heckelei and Mittelhammer (2003) , Marsh (2004) , Sancetta and Satchell (2004) , Bauwens and Laurent (2005) , , , Gourieroux and Jasiak (2006) , and a recent review by Maasoumi and McAleer (2006) .
A number of methods have been used to estimate multivariate densities. The parametric approach assumes a fully specified distribution (up to a finite set of parameters); for example, the multivariate normal distribution is commonly used. Although efficient if correctly specified, the parametric method suffers potential mis-specification errors. An alternative approach is to estimate the density using nonparametric estimators. Popular choices include the kernel and the series methods. These nonparametric estimators seek a functional approximation to the distributions. Li and Racine (2007) provide a general review of these methods. For a d-dimensional random variable with a rtimes continuously differentiable density p 0 , both estimators can achieve the optimal convergence rate O p n −r/(2r+d) . However, for the kernel estimator to achieve a convergence rate faster than n −2/(4+d) , one has to use a higher order kernel, which can lead to negative density estimates. The optimal series estimator has a desirable property of automatically adapting to the smoothness * Tel.: +1 979 8456322.
E-mail address: xwu@ag.tamu.edu. of the underlying distribution, but it also shares the problem of likely negative density estimates. One of the advantages of these estimators is the linearity, which makes it easy to use crossvalidation to determine their smoothing parameters and relatively straightforward to derive their asymptotic properties. But the linearity is also their weakness in the sense that their likelihood function, being a product of a sum, is complicated, and they have no sufficient statistics (Brock, 1990) .
In this study, we present an Exponential Series Estimator (ESE) of multivariate densities, which essentially approximates the logarithm of a density by a series estimator. The approximation yields a regular exponential density pθ which is the unique minimizer of the Kullback-Leibler Information Criterion (KLIC) between the true density and the exponential family of p θ . Some applications of density estimation require accuracy in the sense of KLIC. In a stock market setup, the KLIC bounds the difference between the optimal exponential growth rate of wealth and the actual growth rate when investment portfolios are based on the estimated density instead of the true density (Barron and Cover, 1988) . For a data compression problem, the KLIC determines the redundancy of a code based on the estimated density instead of the true density (Davisson, 1973) . The KLIC also plays an important role in statistical inference. For example, see Robinson (1991) and Hong and White (2005) for KLIC-based tests of serial dependence.
The exponential form of p θ arises naturally from an application of the principle of maximum entropy or minimum relative entropy. The maximum entropy density is derived by maximizing Shannon's information entropy subject to a number of moment conditions. Letting the number of moment conditions increase with sample size with an appropriate rate, we obtain a consistent nonparametric estimator of the underlying density. We call this nonparametric estimator the Exponential Series Estimator (ESE) to distinguish it from the maximum entropy density estimator, which primarily focuses on the construction of densities from limited information. The ESE inherits the series estimator's adaptability to smoothness of p 0 to achieve the optimal convergence rate. On the other hand, unlike the series and higher order kernel estimators, the ESE is strictly positive.
Suppose that the true density p 0 is defined on a bounded support and the logarithm of p 0 is r-times continuously differen- The consistency in terms of the KLIC implies consistency in the integrated squared error, the integrated absolute error, the Hellinger distance and the total variation. We further show
The asymptotic normality of pθ is also established under suitable conditions.
To examine finite sample performance of the proposed estimator, we undertake two sets of Monte Carlo experiments. The first experiment examines the performance using a variety of mixtures of multivariate normal densities. The second experiment estimates empirical copula density functions. The proposed ESE is shown to outperform the kernel estimator for various densities considered in our experiments. An illustrative example on estimating the joint distributions of stock returns of the Asian financial market is also presented.
The rest of the paper is organized as follows. Section 2 briefly reviews the exponential series estimator for univariate density functions. Section 3 presents the multivariate exponential series estimator and establishes its convergence rates and large sample properties. Section 4 presents Monte Carlo simulations of the proposed estimator and compares it to the kernel estimator. An empirical application is provided in Section 5. The last section concludes. Mathematical proofs are gathered in Appendix A. The parameters of mixtures of multivariate normal densities used in our simulations are reported in Appendix B.
Exponential series estimation of univariate densities
In this section, we introduce the ESE of univariate densities. The estimation of a probability density function by sequences of exponential families, which is equivalent to approximating the logarithm of a density by a series estimator, has long been studied. Earlier studies on the approximation of logdensities using polynomials include Neyman (1937) and Good (1963) . Transforming the polynomial estimate of log-density back to its original scale results in a density estimator in the exponential family. The maximum likelihood method provides efficient estimates of this canonical exponential family. Crain (1974) establishes the existence and consistency of the maximum likelihood estimator.
This method of density estimation arises naturally according to the principle of maximum entropy. Given a univariate density function p, the differential entropy is defined as
Let x be a random variable with density p 0 . Suppose 
This problem can be solved using calculus of variations. Denote the Lagrangian
The necessary conditions for a stationary value are given by the Euler-Lagrange equation
plus the constraints given in (1). Thus from (2), the resulting maximum entropy density has the general form
where ψ (θ 
Generally there is no analytical solution for this problem and numerical optimization methods are used (Zellner and Highfield, 1988; Wu, 2003) .
The numerical solution is obtained using Newton's method by iteratively updating
where the superscript (t − 1) indicates values taken in the (t−1)th iteration. The positive-definitiveness of H ensures the uniqueness of the solution.
A concept closely related to the differential entropy is the Kullback-Leibler Information Criterion (KLIC), also called the cross or relative entropy. Given two densities p and q defined on a common support, the KLIC is defined as
The KLIC is a measure of discrepancy between p and q. Theorem 1 (Csiszár, 1975) .
To see this, notice that log (p 0 /p θ ) = log (p 0 /p θ * )+log(p θ * /p θ ).
Taking expectation with respect to p 0 on both sides of the equation yields
where the second equality is due to (1). We then have Given a reference density q 0 , instead of maximizing the entropy, one can minimize the relative entropy subject to the same set of moment constraints (1). The resulting minimum relative entropy density takes the form
where ψ (θ
dx . This is the density within the family of (4) that is closest to q 0 in the sense of D (p θ q 0 ) and at the same time satisfies the given moment conditions. The maximum entropy density is a special case of the minimum relative entropy density when the reference density is taken to be a constant. If one replaces the population moments in (1) with their
the resulting method of moments estimate pθ coincides with the (quasi) maximum likelihood estimate. According to Jaynes (1957) 's Principle of Maximum Entropy, among all distributions satisfying given moment constraints, the maximum entropy density ''is uniquely determined as the one which is maximally noncommittal with regard to missing information, and that it agrees with what is known, but expresses maximum uncertainty with respect to all other matters''. The Principle of Maximum Entropy provides a powerful tool to construct a density estimator from limited information. However, this method is generally inconsistent when the number of moments used in the estimation is fixed. Instead, by letting the number of moment conditions increase with the sample size with an appropriate rate, we obtain a consistent nonparametric estimator of the underlying density. We call this estimator the Exponential Series Estimator (ESE) to distinguish it from the maximum entropy density estimator, which focuses on the construction of a density based on a small number of moments.
In an important development, Barron and Sheu (1991) establish large sample properties of the ESE as a nonparametric estimator for univariate densities. They show that if the logarithm of a density p 0 defined on a bounded support has r squared integrable derivatives, the sequence of ESE pθ converge to p 0 in the sense of the KLIC at rate O p 1/m 2r + m/n for polynomial series if m → ∞ and m 3 /n → 0 as n → ∞. Setting m = O n 1/(2r+1) , one obtains the optimal rate O p n −2r/(2r+1) . Barron and Sheu (1991) also consider exponential trigonometric series and splines. Due to the periodicity of the trigonometric series, certain boundary conditions are required. For the spline series, let s be the degree of the spline. The fastest convergence rate of the exponential spline series is n −2s/(2s+1) where the number of equally-spaced interior knots is taken to be m − s + 1. The rate n −2r/(2r+1) is only achieved with s ≥ r (see also Stone, 1990 ).
Moreover, there is a small probability that the quasi-MLEθ does not exist for the exponential spline series estimator. 1 In contrast, estimators with the polynomial basis are well defined and do not have such saturation properties. On the other hand, the polynomial basis is relatively 'global' in the sense that it is defined on the entire support and does not require boundary conditions. Consequently, it is more sensitive to outliers and requires stronger smoothness conditions than the spline estimator does. Nonetheless under the condition of bounded support as is assumed in this study, the problem of potential outliers is not as severe as it is with an unbounded support. In addition, we introduce in Section 3.2 some alternative basis functions that are resistant to outliers and help the ESE accommodate fat-tailed distributions.
Multivariate exponential series density estimation
In this section, we extend the univariate ESE discussed above to multivariate variables and derive its asymptotic properties. 
To ease notation, we shall sometimes drop the argument x from expressions such as p (x) or φ i (x) when there is no ambiguity.
Asymptotic properties of multivariate ESE
Without loss of generality, we set the support of p 0 to be the hypercube [0, 1] 
The d-dimensional Legendre polynomials is then constructed as
The following conditions are assumed throughout: 
where ψ θ = log d exp i∈Mθ i φ i (x) dx < ∞ is the normalization term. It follows that the log-density
The same iterative method for univariate ESE discussed above is used to compute the multivariate ESE. To ensure that pθ (x) converges to p 0 appropriately, we need to restrict the degree of the polynomial relative to the sample size. Thus we also require the following:
Let p θ * be the information projection of p 0 into p θ based on population moments of p 0 . The key result of the convergence in the KLIC is based on the decomposition
according to Theorem 1. Below we first establish the approximation error of p θ * in terms of D (p 0 p θ * ). Denote S m as the linear space spanned by the basis functions φ i , i ≤ m.
If γ m is bounded and ε m ≤ 1, the information projection p θ * exists and satisfies
We next establish the stochastic order of the KLIC between p θ * and the quasi-MLE pθ . 
Note that the convergence in probability is uniform for any set B of log-densities having r-times continuously differentiable derivatives. In particular, we have
Next we show that the KLIC convergence implies convergence in terms of the integrated squared error. This is to be expected as Csiszár and Shields (2004) suggest that the KLIC can be interpreted as an analogue of squared Euclidean distance in a geometric sense.
Corollary 5. The ESE pθ converges to p 0 in the sense of the integrated squared error (ISE) with the following rate
The first term Convergence in the KLIC is a strong one and implies convergence in the integrated absolute error, the Hellinger distance and the total variation. Define In particular, we have Barron and Sheu (1991) conjecture that this is the optimal minimax rate for the KLIC for the class of log-densities with bounded derivatives. This conjecture is proved in Yang and Barron (1999) . Thus Corollary 6 suggests that the optimal minimax convergence
is achievable in terms of the integrated absolute error, the Hellinger distance and the total variation. Note that when A = [0, 1] d , the convergence in the total variation amounts to convergence in the integrated absolute error.
Until now we have focused on global loss measures such as the KLIC and the ISE. Next we provide the uniform almost sure convergence rate of pθ .
Theorem 7.
The ESE pθ converges to p 0 in the L ∞ norm uniformly. In particular,
Lastly, we establish the asymptotic normality of pθ (x). Denote
, the gradient of pθ (x) with respect to θ .
To establish asymptotic normality, we need the following additional undersmoothing condition to ensure that the bias of pθ vanishes asymptotically.
Note that Theorem 8 does not imply a √ n rate of convergence.
, which is the standard nonparametric rate of convergence.
Specification of basis functions
It is well known that proper selection of bandwidth is crucial to kernel density estimation, while the selection of kernel function often only plays a secondary role. Similarly in series estimation, the degree of the series plays a substantially more important role than the specification of the series basis functions. . The selection of m, which is essentially the ''bandwidth'' of the nonparametric ESE, is crucial to the performance of the proposed estimator. In practice, m can be chosen automatically based on the data. Given the close relation between the ESE and the MLE, the likelihood-based AIC and BIC are two natural candidates. Haughton (1988) shows that for a bounded number of exponential families, the BIC chooses the correct family with probability tending to 1. On the other hand, Shibata (1981) indicates that the AIC leads to an optimal convergence rate for infinite dimensional models. Our numerical experiments below suggest that these two criteria provide similar and satisfactory performance for small and modest sample sizes. In particular, we use a ''small sample'' AIC defined as
where K is the number of parameters (see Burnham and Anderson, 2002) .
It is known that both the AIC and the BIC are derived under the implicit assumption that the coefficients of the models in question are asymptotically normal. This condition is typically satisfied by parametric models with a fixed number of parameters under mild regularity conditions. However, this is not necessarily true for nonparametric estimations. Portnoy (1988) examines the behavior of the MLE of the exponential family when the number of parameters, K , tends to infinity. He shows that the condition to warrant the asymptotic normality is that K
Therefore, for the proposed ESE, we have K 3 /n → 0 as n → ∞, which satisfies Portnoy's condition. This result confirms the validity of using the AIC and the BIC for model selection for the proposed nonparametric estimator. Lastly, it is known that the maximum entropy densities have difficulties in fitting fat-tailed distributions, especially when a small number of moments are used. One can in principle increase the number of moments if necessary. However, higher order moments are sensitive to outliers. Instead, we propose an
Consider a simple case where with d = 2 and |i| = 2, we have
We note that this generalization can be motivated by the fact that the fat-tailed t distribution with v degree of freedom has the density function
When v = 1, the t distribution is the Cauchy distribution, which can be viewed as a maximum entropy density characterized by the generalized moment of log 1 + X 2 . 2 In addition, the generalized cross moment of the third term in (7) captures the dependence structure between x 1 and x 2 . These alternative basis functions allow the ESE to accommodate fat-tailed distributions substantially better with a small number of moments. This augment is in spirit close to Gallant (1981) 's flexible Fourier series, where the usual trigonometric series is augmented with a small number of polynomials. A noteworthy difference is that we let the augment be data driven. Namely, whether to include alternative basis functions specified in (6) is determined by formal model selection procedures.
2 More generally we can use log(a + x 2 ), where a is an arbitrary positive number. However, we note that log(a + x 2 ) is continuously differentiable only when a = 1.
Our numerical experiments suggest that the ESEs are not sensitive to the choice of a, or v if log(1 + x 2 /v) is used instead. 
Monte Carlo simulations
In this section, we present Monte Carlo simulations of the proposed multivariate ESE. We first use the ESE to estimate various multivariate densities. We start with six benchmark bivariate normal mixture densities investigated in Wand and Jones (1993) , which are characterized as ''uncorrelated normal'', ''correlated normal'', ''skewed'', ''kurtotic'', ''bimodal I'' and ''bimodal II'' respectively. The contours of these distributions are plotted in Fig. 1 to help readers visualize the bivariate densities in question. We then consider mixtures of trivariate normal densities with similar features. The coefficients for the normal mixtures are provided in Appendix B.
We set the sample size to be 100, 200 and 500, and repeat each experiment 300 times. We use both the AIC and the BIC to select the m, the actual moments in M m to be incorporated into the ESE, and to determine if additional terms specified in (6) are merited. For the sake of comparison, we also estimate the densities using a Kernel Density Estimator (KDE). The Gaussian product kernel is used, and the bandwidth is chosen by the method of cross validation where an individual bandwidth for each margin is obtained. The performance is gauged by the integrated squared errors (ISE) evaluated on a equally-spaced grid in [−3, 3] d , d = 2 or 3, with an increment of 0.1 in each dimension. Table 1 reports the simulation results. Since the performance of the ESE under the AIC and the BIC selection are quite similar, we only report results using the AIC to save space.
3
The top panel of Table 1 reports the results for d = 2.
The performance of both estimators improves with the sample size. For the two normal densities, the ESE outperforms the KDE considerably. This is to be expected as the ESE nests the 3 The simulations were conducted on Texas A&M University's Supercomputing
Facility. The cpu time is roughly 231 h and 244 h for the ESE and the KDE respectively. The convergence rate of the ESE estimation is 100%. 
bivariate normal density as a special case. Although the ESE does not nest the rest four normal mixtures, similar performance is observed. In addition, it is noted that the relative performance of the ESE improves with the sample size. The average ratio of the ISE between the ESE and the KDE across all six distributions is respectively 49%, 38% and 33% for n = 100, 200 and 500. The results for d = 3 are reported in the bottom panel of Table 1 . The (65) general pattern remains the same. The corresponding average ISE ratio between the ESE and the KDE improves to 38%, 28% and 19%.
In the second experiment, we use the ESE to estimate a copula density function. 4 We generate bivariate random samples from the commonly used Frank copula, which is given by
where (u, v) ∈ [0, 1] 2 , and λ ∈ {−∞, ∞} \ {0}. The parameter λ determines the dependence between u and v. The Frank copula density is defined as c(u, v) =
. We set the sample size to 100 and 200 and experiment with λ = 1, 5, 9. Each experiment is repeated 500 times. Like the previous simulation, we use the AIC for the specification of the ESE. The kernel estimator uses the Gaussian product kernel and cross validation for bandwidth selection. The ISE for the ESE and the kernel estimator are reported in Table 2 . Although the Frank copula densities do not belong to the natural exponential family, the results suggest that they are closely approximated by the ESE. The ESE outperforms the kernel estimator substantially. On average, the ISE of ESE is 39% of that of the kernel estimator for n = 100. This ratio improves to 30% when n = 200. It is noted that the tails of copula densities generally do not vanish near the boundaries (as shown in the example below). Thus, the kernel estimator suffers non-negligible boundary bias in this case, which may partially explain the large performance gap between the ESE and the kernel estimator.
Empirical application
In this section, we present an application of the proposed ESE on estimating the joint distributions of stock return indices. We examine the pairwise joint distribution of monthly stock return indices of four markets: S&P 500 (U.S.), FTSE 100 (U.K.), Hangseng (H.K.) and Nikkei 225 (J.P.). The sample covers the period from February, 1978 through May, 2006 . We emphasize that the results in this section are presented as an illustration of the ESE, rather than a detailed analysis of the stock return distributions.
For each market, the stock return at time t is calculated as R t = log P t − log P t−1 . We assume a GARCH(1,1) model such that R t = µ + u t , where u t ∼ N (0, h t ), and h t = γ + αu
The standardized residuals from the GARCH(1,1) models are used in the estimations. We estimate both marginal distributions and 4 See , for semiparametric estimation of copulas and its applications in financial econometrics. Chui and Wu (forthcoming) provide an extensive simulation study on using the ESE for empirical copula density estimation and multivariate density estimation.
pairwise joint distributions using the ESE. 5 Below we report results obtained using the AIC as the model selection criterion, which are similar to those obtained according to the BIC.
To investigate the dependence between different markets, we calculate the correlation, Kendall's τ and the mutual information between each pair. The correlation captures the linear dependence between two random variables. Kendall's τ is a nonlinear measure of dependence that measures the degree of dependence between two rankings. The mutual information is defined as We note that it is fairly easy to compute the mutual information if the marginal distributions and joint distributions are estimated by the ESE. One can show that 
This normalization is used by Granger and Lin (1994) to identify important lags in time series analysis.
The estimated correlation, Kendall's τ and normalized mutual information are reported in Table 3 . The patterns revealed by the three dependence measures are qualitatively similar. All measures suggest that the U.S. market has the highest degree of dependence with other markets, while the J.P. market has the lowest dependence.
The contours of estimated pairwise joint densities are plotted in Fig. 2 . Consistent with the estimated dependence measures, the joint distribution between the U.S. and the U.K. market exhibits the highest degree of positive dependence as suggested by its relatively narrow profile along the diagonal. On the other hand, all three joint distributions involving the J.P. market are the least indicative of such a positive dependence. To gain further insight into the interactions between these markets, we decompose the joint densities into their marginal components and copula densities. The estimated marginal densities are very similar in shape and thus not reported to save space.
We report the contours of the copula densities between various markets in Fig. 3 . It is known that the dependence structure between two variables is completely captured by their copula. For the six pairwise joint distributions considered in this study, their copula densities all exhibit a similar saddle point shape. The 5 Alternatively, we can estimate the joint density in two steps: estimate the marginal densities first, and then the copula density based on estimated CDF's from the first step. The joint density is then obtained as the product of marginal densities and the copula density. See Chui and Wu (forthcoming) on numerical comparisons of these two approaches using the ESE. copula density is of U shape along the diagonal, and of inverse U shape along the anti-diagonal. Since all copula densities are defined on the unit square, their density values are directly comparable. The U.S.-U.K. market's tail density along the diagonal is about 2.5, suggesting the highest tail dependence among all markets considered in this study. On the other hand, the J.P. market has the lowest tail dependence with other markets, especially the J.P.-U.K. and the J.P.-H.K. markets, where the diagonal tail densities are about 1.6. The examination of the copula densities provides important insight into the joint behavior of the stock markets. The common feature of a saddle point shape suggests that the positive dependence between different markets is largely driven by the co-movement of the two tails of their marginal distributions. This finding is consistent with the literature on the considerable positive tail dependence of stock returns (e.g. Schmidt and Stadtmüller, 2006) .
Conclusion
We have proposed a nonparametric Exponential Series Estimator (ESE) for multivariate densities. The ESE arises naturally from the principle of maximum entropy or minimum relative entropy. It retains the automatic smoothness adaptability of the conventional series estimator and at the same time ensures the positiveness of the estimated density. By allowing the degree of the exponential series to increase properly with the sample size, we obtain a consistent nonparametric estimator. We show that under the assumption that the logarithm of density p 0 defined on a bounded support is r-times continuously differentiable, the ESE pθ converges to p 0 in the sense of the Kullback-Leibler Information Criterion (KLIC)
The same rate is achieved for the integrated squared error. Convergence in the KLIC also implies convergence in the integrated absolute error, the Hellinger distance and the total variation. We further show
surely and establish the asymptotic normality of pθ (x) for x in the support of p 0 .
We undertake two sets of Monte Carlo experiments. The first experiment examines the performance using multivariate normal mixtures. The second experiment estimates a copula density function. An empirical application on the joint distribution of stock returns is provided. Our numerical examples demonstrate that the multivariate ESE is an efficacious density estimator for multidimensional variables. The experiment results on copula estimation suggest that the ESE provides a promising alternative estimator for empirical copula densities. This is of particular interest since the commonly used one-or two-parameter parametric copulas can be restrictive, while the kernel-based empirical copula estimator suffers from boundary bias. 
Appendix A. Mathematical proofs
We first present some Lemmas that are needed to prove the main theorems. Proof of Lemma A.1. According to Suetin (1999) , φ i can be expressed as the product of d univariate Legendre polynomials Cox (1988) shows that the system of derivatives of univariate 
Since the derivation does not depend on the value of x, the desired uniform result follows. Barron and Sheu (1991) , we have
Lastly, under the assumption that m j /n except in a set of probability which satisfies
where the equality is due to the fact that X 1 , . . . , X n are i. 
m,n , we can show that except in the set above (which has probability less then 1/J), the MLEθ exists and
Proof of Theorem 4. Given a class of functions S m and a density Next by Theorem 1,
Combining the results of Theorem2 2 and 3, we have
Proof of Corollary 5. From Lemma 2 of Barron and Sheu (1991) , we have for two densities p and q
From Lemma 1 of Barron and Sheu (1991) ,
Under the assumption that p 0 is bounded, we have sup (p 0 ) < ∞.
Replacing p and q with p 0 and pθ , respectively, yields
Proof of Corollary 6. By Pinsker's inequality, we have
. Reiss (1989) and Kullback (1967) give, respectively,
The desired results follow immediately.
Proof of Theorem 7. The proof is divided into three parts. 
. Lastly, the desired result follows from
We first establish the uniform almost sure convergence rate of the Fourier approximation to the log-density f (x). Let fβ (x) = |i|>0,i≤mβ i φ i (x) be the Fourier approximation of f 0 (x), wherê β i = 1 n n t=1 φ i (X t ) and φ i is an orthonormal basis. Let β * i = Eφ i (X 1 ) for all i.
We have
The main task remained is to establish the order of magnitude of the second term in the right hand side of (A.2). Suppose that the bounded space S m is covered by a finite number L n (d-dimensional) cubes I h = I h,n with center x h,n and length l n , h = 1, . . . , L n . We then have
Note that Q 2 does not depend on x.
Consider first Q 2 . Define W n = n t=1 Z n,t , where
For any η > 0, we have
Note that Z n,t is a polynomial of order 
we have
where the middle equality follows by EZ n,t = 0.
We then have, by the Markov inequality and (A.3),
Next note that Setting λ n η = A 3 log n, we obtain for α = −A 3 + A 2 , P (|W n | > η) ≤ 2 exp (−A 3 log n + A 2 log n) = 2/n α . By choosing A 3 sufficiently large, we can obtain the result that L n /n α is summable by properly choosing the order of L n such that
L n /n α < ∞.
Therefore, by the Borel-Cantelli lemma, we have
m j log n/n almost surely.
Next we consider Q 1 . We have sup x∈S∩I h,n |i|>0,i≤mβ
wherex is in the interior of line segment joining x and x h,n .
Since i∈Mβ i (x) φ i x is a polynomial of order 
This completes the proof of Theorem 7.
Proof of Theorem 8. First we establish the asymptotic normality of √ n θ − θ * , which can be found in, for example, White (1982) .
Note that E∇ θ log p X t , θ * = 0.
Applying Taylor 
Appendix B. Coefficients of normal mixtures
The coefficients for bivariate normal mixtures used in the simulations can be found in Table 1 of Wand and Jones (1993) .
Denote a trivariate normal random variable by N(µ, σ , ρ), where µ = (µ 1 , µ 2 , µ 3 ), σ = (σ 1 , σ 2 , σ 3 ), ρ = (ρ 12 , ρ 13 , ρ 2,3 ).
The coefficients for the trivariate normal mixtures used in the simulations are reported below:
