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Abstract--Infrared (IR) or near-infrared (NIR) spectroscopy is 
a method used to identify a compound or to analyze the 
composition of a material. Calibration of NIR spectra refers to 
the use of the spectra as multivariate descriptors to predict 
concentrations of the constituents. To build a calibration model, 
state-of-the-art software predominantly uses linear regression 
techniques. For nonlinear calibration problems, neural network-
based models have proved to be an interesting alternative. In this 
paper, we propose a novel extension of the conventional neural 
network-based approach, the use of an ensemble of neural 
network models. The individual neural networks are obtained by 
resampling the available training data with bootstrapping or 
cross-validation techniques. The results obtained for a realistic 
calibration example show that the ensemble-based approach 
produces a significantly more accurate and robust calibration 
model than conventional regression methods.      
 
Index Terms—Near-infrared spectrometer, spectra, NIR, 
FTNIR, calibration, chemometrics, neural network, ensembles, 
bootstrapping, cross-validation, committee. 
I.  INTRODUCTION 
NFRARED (IR) or near-infrared (NIR) spectroscopy is a 
method used to identify a compound or to analyze the 
composition of a material. This is done by studying the 
interaction of infrared light with matter. An IR/NIR spectrum 
refers to the absorption of the infrared light as a function of its 
wavelength. In IR spectroscopy, the considered frequency 
range is usually somewhere between 14,000 and 10cm−1. Note 
that the frequency scale applied is wavenumbers (measured in 
reciprocal centimeters) rather than wavelengths (measured in 
microns). The absorption of the material at different 
frequencies is measured in percent. 
‘Chemometrics’ is the application of mathematical and 
statistical methods to the analysis of chemical data, e.g., 
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multivariate calibration, signal processing/conditioning, 
pattern recognition, experimental design, etc [1].  
In chemometrics, calibration is achieved by using the 
spectra as multivariate descriptors to predict the concentrations 
of the different constituents. In this paper, we present and 
analyze the use of ensembles of neural network-based 
calibration models. The individual models of the ensemble are 
realized by resampling the original training data with 
bootstrapping or cross-validation techniques. The ensemble 
model is shown to lead to a significantly improved prediction 
accuracy and robustness when compared with conventional 
calibration approaches. 
The remainder of the paper is organized as follows. In 
section II, background information about the work is provided. 
This includes information about the spectrometers used, the 
data sample, state-of-the-art calibration methods, and neural 
network-based calibration models. Section III describes the 
concepts behind the use of an ensemble of neural networks. An 
example of the application of an ensemble of neural network 
models for calibration purposes is discussed in section IV, and 
section V summarizes our conclusions. 
II.  BACKGROUND INFORMATION 
A.  Instrument 
For this work, the Fourier transform near-infrared (FTNIR) 
spectrometers, model ABB FTLA2000-160 [2], FTPA2000-
160 [2], from ABB Analytics (Bomem), Québec, Canada were 
used.  
B.  Dataset and Sample Spectra 
The data used in this work is a set of 493 samples of a 
cleaning solution primarily used to remove particles from the 
silicon surface of computer chips. The solution has two 
chemical components, hereafter referred to as component 1 or 
C1 and component 2 or C2. The concentrations of component 
1 are in the range of roughly 0 to 3%, and that of component 2 
from 0 to 7%, the remaining constituent being water [2]. 
The spectra of such solutions, with different concentrations 
of components 1 and 2 were collected at different temperatures 
using the spectrometers mentioned above. The sample spectra 
were measured in single beam mode [1–2], and then 
transformed into relative absorbance spectra with respect to a 
reference spectrum [2]. This is shown in Fig. 1. 
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Fig. 1.  Acquisition of sample spectra. 
 
From Fig. 1, it can be seen that the region below 5000 cm-1 
cannot be used because it is below the cut-off limit of the 
detector, and the region between 5000–7200 cm-1 is often 
saturated by water. Usually, we used the range between 7600 
cm-1 and 11000 cm-1, where the spectra are not too noisy and 
the absorbance is below 1 [2]. 
After the acquisition, the spectra were baseline-corrected 
[1], and the corresponding 493 spectra, used throughout this 
work, are shown in Fig. 2. 
C.  Calibration in Chemometrics 
The process of finding the right model parameters that lead 
from the spectrum to the desired information on the 
composition of the material is called calibration. In 
chemometrics, calibration is achieved by using the spectra as 
multivariate descriptors to predict concentrations of the 
constituents. The sequential steps in chemometric calibration 
are shown in Fig. 3. The spectra first undergo standard 
preprocessing techniques like multiplicative scatter correction 
(MSC) [1], mean centering [1], baseline correction [1], 
Savitzsky-Golay smoothing [3], etc to compensate for 
variations due to different types of instruments, changes in 
laboratory conditions, changes in probes, and so forth. After 
this, the corrected spectra are transformed into feature vectors 
with a reduced number of data-points. This is done using 
techniques such as simple wavelength selection (e.g., choosing 
every n-th wavenumber), partial least squares (PLS) [4], 
principal component analysis (PCA) [5], etc. A data reduction 
is necessary to avoid overfitting of the calibration models 
which would lead to a bad generalization behavior. After the 
preprocessing and data reduction steps, a regression model is 
built using the spectral feature vectors and the measured 
chemical concentrations from the lab-tests. The corresponding 
calibration model can be linear (e.g., linear regression) or 
nonlinear (e.g., neural networks). 
State-of-the-art commercial software such as GRAMS/AI® 
[6], Unscrambler® [7], etc, follow the above-mentioned 
calibration procedure, in general by using a linear regression 
model. 
D.  Calibration using  Neural Network-based Model 
Artificial neural networks (ANNs, or simply NNs) are 
inspired by biological nervous systems and consist of simple 
processing units (artificial neurons) that are interconnected by 
weighted connections. The predominantly used structure is a 
multi-layered feed-forward network (multi-layer perceptron), 
i.e., the nodes (neurons) are arranged in several layers (input 
layer, hidden layers, output layer), and the information flow is 
only between adjacent layers, see Fig. 4 [8]. 
An artificial neuron is a very simple processing unit. It 
calculates the weighted sum of its inputs and passes it through 
a nonlinear transfer function to produce its output signal. The 
predominantly used transfer functions are so-called “sigmoid” 
or “squashing” functions that compress an infinite input range 
to a finite output range, e.g. [-1, +1], see [8]. 
 
 
Fig. 2. The 493 baseline-corrected spectra used in this study. 
  
  
 
Fig. 3. Typical steps in the calibration of near-infrared spectra. 
 
 
Fig. 4. Basic structure of a multi-layer perceptron. 
 
Neural networks can be “trained” to solve problems that are 
difficult to solve by conventional computer algorithms. 
Training refers to an adjustment of the connection weights, 
based on a number of training examples that consist of 
specified inputs and corresponding target outputs. Training is 
an incremental process where after each presentation of a 
training example, the weights are adjusted to reduce the 
discrepancy between the network and the target output. 
Popular learning algorithms are variants of gradient descent 
(e.g., error-backpropagation) [8–9], Hebbian learning [10], 
radial basis function adjustments [11], etc. 
Although state-of-the-art calibration software mainly relies 
on linear regression, neural networks are increasingly used for 
chemometric calibration purposes, in particular when the 
relationship between spectra and component concentrations is 
suspected to be nonlinear. 
Dardenne et al. [12], e.g., discuss the use of ANN as 
possible candidates for multivariate calibration of NIR 
spectroscopic data. Geladi et al. [13] used PLS and ANN to 
build calibration models, and Duponchel et al. [14] used ANN 
for the standardization of NIR spectrometers. Benoudjit et al. 
[15] compared different nonlinear techniques and identified 
ANN-based methods as a promising technique for 
chemometric calibration. Kohonen neural networks [16] were 
applied for calibration problems in absorption spectrometry by 
Heyden et al. [17], and Goodacre et al. [18] applied neural 
network based techniques for standardization and 
interlaboratory calibration of mass spectrometers. Additional 
examples for the application of neural networks to calibration 
problems are cited by Brereton [1]. 
The motivation of our present work, however, goes beyond 
the use of neural networks for the calibration of NIR 
spectrometers. To increase the accuracy and robustness of 
ANN-based calibration approaches, we propose the use of an 
ensemble of neural network models. In the remainder of this 
paper, corresponding methodologies will be introduced, 
discussed, and finally applied to the data set described in 
section II.B. 
III.  ENSEMBLES OF NEURAL NETWORK MODELS 
A.  Combination of Prediction Models 
Nonlinear calibration models, e.g., neural networks, have a 
number of advantages over conventional linear regression 
models. A weakness of neural networks, however, is that the 
corresponding learning algorithms are only guaranteed to 
converge to the nearest local optimum. Different initial 
weights, e.g., may thus lead to different calibration models. 
This apparent weakness may, on the other hand, be turned into 
a further advantage of neural network-based calibration 
methods. 
It is well known that a combination of different prediction 
models can lead to a substantial improvement in prediction 
accuracy. In addition, corresponding ensemble predictions are 
also more robust than the prediction of a single model. 
Here, we restrict our discussion to the simplest combination 
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is also called “ambiguity” and represents the variance of the 
individual predictions. 
Equation (2) shows that the prediction error of the ensemble 
is always smaller than the average prediction error of the 
individual predictions. We further see that the gain in accuracy 
increases with increasing disagreement between the individual 
predictions (provided that their average prediction error does 
not grow proportionally). 
Neural networks are particularly suited to generate different 
individual prediction models. We can, for example, vary the 
network architecture (e.g., the number of hidden units) or 
simply use different initial weights or different subsets of 
training samples. 
In our analysis, we mainly used bootstrapping [21] and 
cross-validation [23] to generate an ensemble of different 
neural network-based calibration models. These two 
techniques are briefly explained below. 
B.  Bootstrapping 
The individual neural networks are trained with different 
training sets that are generated by randomly selecting n 
samples from the available set of n training samples. The 
bootstrapped training sets thus all have the same number of 
samples as the original training set, but in each set some of the 
samples are missing and some occur several times. Originally 
developed for estimating sampling distributions of statistical 
estimators from limited data, bootstrap techniques have found 
numerous applications in many areas of engineering [22]. 
C.  Cross-validation Ensembles 
In a “cross-validation ensemble” of neural networks, the 
different training sets are generated from the available set of n 
training samples by leaving out a given number (m) of 
samples. The training sets for the individual calibration models 
thus all consist of (n–m) samples, and they should preferably 
be chosen such that they have minimal overlap. 
D.  Estimation of Confidence Intervals 
It can be shown [20] that the standard deviation of the 
individual predictions, i.e., the square root of the ambiguity, 
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can be used to construct confidence intervals for the 
ensemble prediction, 
)()()()()( xxyxyxxy pred σασα +≤≤− ,    (6) 
where α depends on the desired confidence level. 
It has to be noted, however, that these confidence intervals 
only reflect the modeling uncertainty for a given set of training 
samples and do not include prediction uncertainties that arise, 
e.g., from measurement errors and from different measurement 
conditions. 
The correlation between the ensemble standard deviations, 
)(xσ , and the prediction errors, (x) , is presented with 
some illustrative results from a simple test with a limited 
number of data (20 training and 60 test samples, taken from 
the dataset described in section II.B). The results shown in Fig. 
5 refer to an ensemble of 10 linear regression models for 
component 1 (based on the first 6 principal components of the 
spectrum and on the temperature at which the measurement 
was made). The individual linear regression models 
correspond to different bootstrapped training sets. 
 
 
 
Fig. 5.  Confidence intervals derived from a simple ensemble model for the 
calibration of spectroscopic data, plot (i) shows the 20 training samples and 
plot (ii), the 60 test samples from the dataset mentioned in section II.B. 
 
 
  
The confidence intervals shown in Fig. 5 have been 
determined according to (6) (with 2=α ). In the training set, 
only one of the measured C1-values is not within the 
confidence interval. In the test set, however, we observe 12 of 
60 samples for which the measured C1-value lies outside of 
the confidence interval. 
IV.  APPLICATION OF NEURAL NETWORK ENSEMBLES FOR 
CALIBRATION 
In this section, we demonstrate the advantages of using an 
ensemble of neural network-based calibration models by 
applying this concept to the example dataset described in 
section II.B. 
For the first set of test results, we started with a training set 
that consisted of 27 samples, randomly chosen from the 
available 493 samples, i.e., we had 466 samples as test data. At 
each iteration, we then added 30 randomly chosen samples to 
the training set. For the construction of feature vectors, we 
used PLS [4] and PCA [5] with 5 coefficients. To generate the 
individual models of the ensemble, we used bootstrapping (70 
bootstrap models) or cross-validation (leaving out 20% of the 
samples). The neural network model used had 10 hidden layer 
nodes. To prevent overfitting, early stopping [8] (max. 20 
training iterations) was used. Additionally, to overcome the 
problem with local minima, each model was trained 10 times 
with different initial weights, and the model with the best 
training set performance was chosen. This produced better 
result than averaging the 10 training runs. We also compared 
the results against the state-of-the-art methodologies using the 
GRAMS® software [6]. 
The chosen measure of performance is the root mean 
squared error (RMSE) of the test set predictions, 
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where n is the total number of test samples, the AT s are the 
actually measured concentration values, and the PT s are the 
predicted concentration values. 
A.  Analysis 
For the different tests, we used PLS- and PCA-based 
feature vectors with 5 coefficients. We considered ensembles 
of 70 NN models that were generated with either bootstrapped 
or cross-validated training sets (cross-validation always 
referred to randomly leaving out 20% of the samples). For 
comparison, we also used single NN-models (with PLS feature 
vectors) that were trained with the same set of training 
samples. The RMSE-values for the test samples vs. the number 
of input samples for the different methods are plotted in Figs. 
6 to 7, and summarized in Tables I to III. The MATLAB® 
neural network toolbox [24] was used for the analysis. 
It is to be noted that in Figs. 6 to 7 and Tables I to III, the 
suffix 5 in ‘PLS5’ and ‘PCA5’ indicates number of 
coefficients, like five PLS or PCA coefficients. Also, in this 
application, no PLS regression was involved. PLS factors were 
 
Fig. 6. Test set RMSE for component 1 vs. number of training samples: 
comparison of different methods. 
 
TABLE I 
TEST SET RMSE FOR COMPONENT 1: COMPARISON OF DIFFERENT METHODS 
 
 
 
Fig. 7. Test set RMSE for component 2 vs. number of training samples: 
comparison of different methods. 
 
TABLE II 
TEST SET RMSE FOR COMPONENT 2: COMPARISON OF DIFFERENT METHODS 
 
  
TABLE III 
ROBUSTNESS OF COMPONENT 2 PREDICTION WITH RESPECT TO CHOICE OF 
FEATURE VECTOR: COMPARISON OF ENSEMBLE-BASED AND SINGLE-NN 
APPROACH 
 
 
used as data reduction step by using the projections of the 
spectra to the spectra itself (without involving any 
concentration), which is similar to PCA. For GRAMS® result, 
the optimum test predictions were considered as computed by 
the software. This involved usual cross-validation method to 
determine the optimal number of factors (latent variables) for 
building the model on the training set, resulting in the best test 
accuracy. That is why no specific number of factors are 
mentioned for GRAMS® result, which was different 
(optimally) for different test samples. 
We note that the same training and test sets were used in all 
different methods, i.e., we kept track of which samples were 
added at each iteration step and always used the same set of 
samples for the different methods. 
B.  Discussion 
From Figs. 6 to 7 and Tables I to III, it is evident that 
bootstrapping and cross-validation on the training samples, 
i.e., the use of ensembles of neural network models generally 
leads to a better accuracy for predicting the concentrations of 
the unknown test samples than linear regression (GRAMS®) or 
conventional single-NN approaches. 
In particular, we can make the following observations: 
i. For component 1, (Fig. 6 and Table I), we see that with 
a feature vector of 5 PLS coefficients, bootstrapping or 
cross-validation produce consistently good results. The 
test set accuracies for the different methods come 
closer when we have a relatively large number of 
training samples (e.g. 267 training and 226 test 
samples). Using a feature vector of 5 PCA coefficients 
and 70 bootstrapped NN-models, we achieved the best 
results. 
ii. The conventional NN-based approach, without 
involving the concept of ensembles, produces better 
result than GRAMS®. This substantiates the traditional 
usage of NN for calibration as cited in the literature 
(see section II.D). However, applying an ensemble of 
NN-models leads to a significant further improvement 
of prediction accuracy. 
iii. An interesting aspect is that with an ensemble of NN-
based models, the number of necessary training 
samples to achieve a particular test set accuracy level 
is reduced considerably. From Table I, e.g., we see that 
using PLS5 and bootstrapping or cross-validation, we 
achieve a test set RMSE of about 0.39 with 57 training 
samples, while using GRAMS®  [6] we need about 177 
samples to achieve the same accuracy, and with a 
single NN-model we need about 87 samples. In 
comparison to the GRAMS® and single-NN 
approaches, we thus gain 120 and 30 samples, 
respectively, with an ensemble based approach. In the 
analytics industry, achieving a particular accuracy with 
less number of calibration samples is of considerable 
interest, as this reduces the number of laboratory tests 
and thus the cost of model building, see Fig. 3. 
iv. Within the ensemble-based approaches, we do not 
observe significant differences in the achieved test 
accuracies. Therefore, both bootstrapping and cross-
validation techniques appear to be equally suited for 
generating appropriate ensembles of calibration 
models. 
v. For component 2 (Fig. 7 and Table II), we see that 
bootstrap or cross-validation ensembles with a feature 
vector consisting of 5 PLS coefficients produce the 
best results for all training set sizes. 
vi. Also in the case of component 2, the ensemble-based 
approaches need fewer training samples to achieve a 
given test set accuracy than the approaches based on a 
single model. From Table II, we can see that using 
PLS5 and bootstrapping or cross-validation, we 
achieve a test set RMSE of about 0.87 with 117 
training samples, while with a single NN-model we 
need about 147 samples. With GRAMS®  [6], we can 
never achieve such a low RMSE. The best value we 
have achieved is 0.97 with 267 samples. 
vii. Finally, we observe that the ensemble-based 
approaches appear to lead to more robust calibration 
models than single-NN approaches where the 
prediction accuracy can vary considerably for different 
training runs. This is illustrated in Table III, where we 
compare the test set accuracies of a single NN-model 
and of an ensemble of NN-models (for feature vectors 
consisting of 5 PLS or PCA coefficients, respectively). 
For single NN-models, we observe a large difference 
between the results obtained with PLS- and PCA-based 
feature vectors, while for the ensemble-based 
approaches the results are very similar. This indicates 
that ensemble-based approaches are much less 
sensitive to the choice of preprocessing methods than 
approaches based on a single NN-model. 
V.  CONCLUSION 
In chemometrics, calibration of NIR spectrometers is 
achieved by using the spectra as multivariate descriptors to 
predict concentrations of the different constituents. State-of-
the-art software [6–7] uses a variety of methods for 
preprocessing and feature vector construction, but mainly 
relies on linear regression techniques. However, often the 
relationship between spectra and component concentrations is 
  
nonlinear. Therefore, neural networks, well-known as 
universal nonlinear function approximator, have been used as 
nonlinear regression-based calibration models [12–17]. A 
weakness of neural networks, however, is that the 
corresponding learning algorithms are only guaranteed to 
converge to the closest local optimum. In this paper, we 
proposed a novel extension of conventional neural network-
based calibration approaches. We introduced and discussed the 
use of an ensemble of neural network-based models that are 
generated by resampling the available calibration samples, 
e.g., using bootstrap or cross-validated techniques. The 
proposed approach was applied to a set of measured NIR 
spectra for a two-component cleaning solution of varying 
concentrations. The ensemble-based approaches showed 
significantly better and more robust prediction accuracy for 
unknown test samples when compared with models derived 
with state-of-the-art software or with conventional NN-based 
methods. Of particular interest is the observation that 
ensemble-based approaches can significantly reduce the 
number of calibration samples needed to achieve a pre-
specified accuracy level. 
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