In this paper, a multi-antenna assisted virtual fullduplex (FD) relaying with reliability-aware iterative decoding at destination node is proposed to improve system spectral efficiency and reliability. This scheme enables two half-duplex relay nodes, mimicked as FD relaying, to alternatively serve as transmitter and receiver to forward their received signals regardless of the decoding errors. Meanwhile, the inter-relay interference is cancelled with QR-decomposition. Then, by deploying the proposed reliability-aware iterative detection/decoding process at destination node, the inter-frame interference and error propagation effect can be simultaneously mitigated. Simulation results show that, without extra cost of time delay and signalling overhead, our proposed scheme outperforms the conventional selective decode-and-forward (S-DF) relaying schemes, such as cyclic redundancy check based S-DF relaying and threshold based S-DF relaying, by up to 8 dB in terms of bit-error-rate.
I. INTRODUCTION
Recent research works in [1] - [3] show that full-duplex (FD) relaying becomes feasible for simultaneous transmission and reception when advanced self-interference cancellation methods are exploited [4] , [5] . However, in practical environments, self-interference cannot be completely cancelled due to many factors, e.g., inaccurate self-interference channel modelling and/or limited dynamic range of analog-to-digital converter [6] . Consequently, the residual self-interference increases burden on decoding process at FD relay node and results in error propagation. In [7] - [10] , a promising technique named virtual FD relaying (or two-path successive relaying) has been proposed, where two half-duplex (HD) relay nodes mimic a FD relay node and alternately serve as transmitter and receiver to continuously transmit data frames for every channel use. This scheme benefits from simplified circuit designs, and optimal performance is achieved if both HD relay nodes can perfectly decode their received messages [11] , [12] . Otherwise, error propagation effects degrade system performances.
In order to avoid the error propagation effects, the authors in [8] , [11] , [13] - [15] presented adaptive retransmission based relaying to guarantee perfect decoding. However, this comes with additional costs of time delay and signalling overhead [16] , [17] . Alternatively, the authors in [18] - [20] proposed symbol-level selective transmission schemes, where relay nodes predict their correctly decoded symbols based on the pre-determined threshold and discard the erroneously decoded symbols, resulting in fewer errors being forwarded to destination node. However, to guarantee the quality of decoding at destination node, relay nodes have to forward the positions of their discarded symbols at the cost of extra signalling. On the other hand, inter-frame interference can also reduce the decoding capability at destination node [21] .
Motivated by the above discussion, in this paper, we propose a multi-antenna assisted virtual FD relaying with reliabilityaware iterative decoding at destination node to improve system spectral efficiency and reliability. 1 Specifically, assuming that signals are received with the help of multi-antenna due to terminals affordability, two HD relay nodes use QR decomposition to perfectly cancel the inter-relay interference and then forward their decoded signals regardless of the decoding errors. Subsequently, destination node performs the reliabilityaware iterative detection/decoding method by taking the estimated probability of decoding error at relay nodes (e.g. p e ) into account. In the literature, multi-antenna assisted iterative decoding was also proposed in [23] for point-to-point communication network and in [24] for network coding aided twoway relaying network. In comparison, our proposed scheme is for virtual FD relaying network and the additional challenge is how to jointly cancel inter-frame interference and enjoy spatial diversity gain at destination node. Simulation results show that, without extra cost of time delay and signalling overhead, our proposed scheme exhibits up to 8 dB biterror-rate (BER) gain by comparing with conventional cyclic redundancy check (CRC) based selective decode-and-forward (S-DF) and threshold based S-DF relaying schemes. Fig. 1 illustrates the virtual FD relaying network with a single-antenna based source node (S), two N -antenna based HD relay nodes (R1/R2) and one N -antenna based destination node (D). Each relay node randomly selects one antenna for transmission and uses all N -antenna for reception. This situation mimics a two-user multiple-access channel with two single-antenna sources and a N -antenna destination. In addition, we assume discrete-time block fading channels, which remain static over each time slot. Each reception node can perfectly estimate the channel state information linked with itself. Source node first encodes the information bits b using the turbo-like encoders, e.g., m-rate serial concatenated convolutional codes, to generate the coded bits c. Then, c are mapped into x transmission symbols based on Q-ary modulation. Subsequently, x are divided into L frames, and without loss of generality L is assumed to be even.
II. SYSTEM MODEL
As shown in Fig. 1 , source node continuously transmits the l th frame in the l th time slot, where l = 1, 2, . . . , L. In the first time slot, only relay node one (R1) and destination node receive the first data frame from source node. Starting from the second time slot, two relay nodes alternatively transmit and receive data frames until the L th time slot. Then, in the (L+1) th time slot, only relay node two (R2) forwards the last decoded frame (i.e. the L th ) to destination node. Let Y Rj (l) ∈ C N ×M and Y D (l) ∈ C N ×M be the received signal matrices at the j th , j ∈ {1, 2}, relay and destination node in the l th time slot, respectively, where M is the number of symbols per frame. Then, we have
where X(l) [x Rj (l − 1), x S (l)] T is the transmitted signal matrix in the l th time slot composed by the (l−1) th frame sent from the j th , j = j ∈ {1, 2}, relay node, i.e., x Rj (l−1) ∈ C M , and the l th frame sent from source node, i.e., x S (l) ∈ C M ; (·) T is transpose of a matrix; H Rj (l) ∈ C N ×2 is the channel matrix which consists of R-R link and S-R link in the l th time slot; H D (l) ∈ C N ×2 is the channel matrix which consists of R-D link and S-D link in the l th time slot; V Rj (l) ∈ C N ×M and V D (l) ∈ C N ×M are the additive white Gaussian noise (AWGN) matrices at the j th relay and destination nodes in the l th time slot, respectively. Note that, in the first time slot, since relay node one (R1) receives data frame sent from source node without inter-relay interference effect, the transmitted signal
where 0 is a column vector with all zeros. Similarly, in the (L + 1) th time slot, since only relay node two (R2) sends data frame to destination node, the transmitted signal X(L + 1) = [x R2 (L), 0] T . In this paper, we allow relay nodes to decode their received frame and then forward the re-encoded version regardless of decoding errors.
III. THE PROPOSED SCHEME FOR INTERFERENCE AND ERROR PROPAGATION MITIGATION
According to the system model described above, there are three main factors that affect system performances, which are inter-relay interference generated at relay nodes, interframe interference generated at destination node, and error propagation effect due to decoding errors at relay nodes. In this section, we mainly introduce how to cancel and limit these impacts with our proposed method.
A. Inter-relay Interference Cancellation at Relay Nodes
Due to its simplicity, we introduce QR decomposition based method to help to perfectly cancel the inter-relay interference without boosting noise power. More complicated non-linear cancellation method, e.g., successive interference cancellation (SIC), can be used if the inter-relay interference is much stronger than the desired signal. Let's take the j th relay node as an example. Assume that QR decomposition of the channel matrix H Rj (l) generates the unitary matrix Q Rj (l) ∈ C N ×N and the upper triangular matrix R Rj (l) ∈ C N ×2 . Then, the received signal at the j th relay node, after multiplying the unitary matrix Q Rj (l), can be expressed aŝ
where (·) H is hermitian of a matrix. Due to the upper triangular structure of R Rj (l), the desired signal sent from source node without inter-relay interference effect is the second row of matrixŶ Rj (l). In addition, due to the nice feature of Q Rj (l), the multiplication of V Rj (l) by Q Rj (l) does not change the power of AWGN matrix. Thus, based on the above description, the j th relay node can regenerate data frame sent from source node, i.e., x Rj (l), by decoding the second row of Y Rj (l) without inter-relay interference effect.
B. Reliability-Aware Iterative Decoding at Destination Node
As mentioned before, relay nodes can forward their received signals regardless of decoding error, the potential error propagation could degrade system performances. In addition, due to simultaneously receiving signals sent from source and one of relay nodes, the inter-frame interference at destination node also influences system performances. In this subsection, we will introduce a reliability-aware iterative detection/decoding method to mitigate the above effects.
It is shown in the literature that maximum a posteriori (MAP) based detection technique has been widely used to cancel inter-frame interference [23] , [24] . However, in order to endow the MAP detector the capability of jointly cancelling the inter-frame interference and the error propagation effects, we need to reformulate its detection process. Specifically, we start from transforming (2) to the real-valued equivalent form. Such transformation allows the proposed method to be appropriate for different modulation schemes, e.g., any Q-ary modulation scheme. Let's assume thatỸ
Additionally, letH D (l) ∈ R 2N ×4 denote the real-valued channel matrix transformed from H D (l), as
Then, the real-valued equivalent form of (2) can be given bỹ
According to the work in [23] , the conventional MAP detector is to solve the optimization problem, which is miñ
k,m is the k th component of the symbol vectorx (m) (l). As each constellation symbol represents log 2 Q modulated bits (e.g., for a Q-ary constellation), we assume c
, are the modulated bits for the symbol vectorx (m) (l). 3 Since the output of the MAP detector requires the soft information for the next step decoding process, the log-likelihood ratio (LLR) of the i th modulated bit for the symbol vectorx (m) (l) can be expressed as
where ∆ (m) (l) has been defined in (9); x is the short-hand used to denote the symbol vectorx (m) (l); c Unlike the conventional MAP detector, apart from interframe interference, our proposed MAP detector also needs to handle the error propagation effect. Specifically, we first define p (l) e as the probability of decoding error at one of relay nodes in the l th time slot. This probability can be estimated during the iterative decoding process at destination node. More detailed analysis of its estimation method will be introduced in Section III-C. Based on the transformedx (m) (l), ∀m, l, in (5), all the components from the odd rows ofx (m) (l) represent the symbol sent from one of relay nodes, and all the components from the even rows ofx (m) (l) represent the symbol sent from source node. Let's define a modulated bits set S odd representing all the components from the odd rows ofx (m) (l), and S odd is its complementary set representing all the components from the even rows ofx (m) (l). By taking p (l) e into account, the a posteriori probabilities of the modulated bits sent from the relay node can be modified as
where p(ĉ (l) j,m ) denotes the modified probability of the j th bit sent from the relay node and j ∈ S odd . Then, by replacing p(c
j,m ) in (10) when j ∈ S odd , the LLR value of the i th , i ∈ S odd , modulated bits sent from source node can be formulated as
On the other hand, due to the error prorogation effects, the LLR value of the i th , i ∈ S odd , modulated bits sent from the relay node can be formulated as (13) , shown on the top of next page, wherẽ
Here, we omit the detailed derivation of (13) because of the limited space. The basic principle of deriving (13) is to calculate j,j∈S odd logp(ĉ i,m = +1 for the numerator of (13) and on the condition that c (l) i,m = −1 for the denominator of (13) . Similar derivation for the network coding aided two-way relaying network can be found in [24] . (11) and (13) , the proposed MAP detector now is able to separate the data frames sent from the relay and source nodes, meanwhile, the error propagation effect can be eliminated by taking p (l) e , ∀l, into account. After the detection process, destination node needs to wait all L frames being received before the iterative process started. Then, it will add up two versions of LLR values per frame, e.g., the (l − 1) th frame sent from the relay node in the l th time slot and the (l − 1) th frame sent from source node in the (l − 1) th time slot, for the turbo-like decoder. The LLR values of the coded bits per frame, after the turbo decoder, will then be duplicated and fed into the a posteriori probability converter to generate the a posteriori probabilities for the next iteration. In a posteriori probability converter, the a posteriori probabilities can be found based on the specific modulator mapping function. In addition, in Fig. 2 , the blocks "-1" denote backward-shifting the frame number, "+1" denote forward-shifting the frame number, and p (l) e , ∀l, denote the error probability parameter estimation.
Turbo decoder 
C. Error Probability Parameter Estimation
As discussed in Section III-B, in order to mitigate the error propagation effect, the probabilities of decoding error at relay nodes p (l) e , ∀l, should be involved in the iterative decoding process. These probabilities can be estimated at relay nodes and then be forwarded to destination node at the cost of signalling overhead. On the other hand, they can be directly estimated at destination node, where the estimation method will be introduced in the following content.
As shown in Fig. 2 , the error probability estimation process should be carried out in each of detection/decoding iterations. In detail, let's define B log 2 Q is the number of modulated bits per each constellation symbol sent from either source node or one of relay nodes. Then, the estimated probabilities can be given by
Pr[c 
where Pr[c 
, ∀l,
where L[c represents the LLR value of the modulated bit sent from one of relay node, which is derived from (13) . After the error probabilities for all L frames being estimated in each iteration, they will be fed back and used by the modified MAP detector in the next iteration. It is worth noting that the accuracy of the estimated probabilities can be improved with the number of iterations.
D. Computational Complexity of Iterative Decoding
Based on the above discussion, the proposed iterative decoding process can be summarized as:
Reliability-Aware Iterative Decoding I. Initialize a posteriori probabilities and set i = 0; II. While i ≤ Iter:
1. Increasing i by 1; 2. Calculate LLRs for all L frames based on (11) and (13); 3. Estimate p (l) e , ∀l, based on (16);
Combine two version of LLR values per frame
and then send them to turbo decoder; 5. Send the LLRs of coded bits to a posteriori probability converter; 6. Feedback the output of a posteriori probabili--ties to modified MAP detector;
III. End While
where Iter is the number of outer iterations and equals to five in our case. The computational complexity mainly comes from Step II-2 and Step II-4. Specifically, for Step II-2 and following [23] , the expected complexity of the modified MAP detector is polynomial in 2N over specific rates and transmission powers; For Step II-4, the complexity of standard turbo-like decoder should be considered. For the rest steps, like Step II-3 and Step II-5, the complexity just involves certain element-wise multiplication and additions, which can be ignored by comparing with Step II-2 and Step II-4.
IV. SIMULATION RESULTS
Computer simulations are used to evaluate the BER performances of our proposed multi-antenna assisted virtual FD relaying with reliability-aware iterative decoding method. We assume all channels are generated as independent block Rayleigh fading, which remain static over each transmission time slot. For transmitting, source and relay nodes are using single transmit antenna, and for receiving, relay and destination nodes are with N = 2 receive antennas. 4 In addition, there are L = 20 frames being transmitted via L + 1 time slots, and each frame consists of M = 512 information bits. Signal-to-noise ratio (SNR) denotes the transmission signal power normalized by noise power ratio. The quadrature phase-shift keying (QPSK) modulation and turbo-like channel coding are implemented, e.g., 1/2 rate serial concatenated convolutional code for both source and relay nodes, where the first encoder is the nonrecursive non-systematic convolutional code with a generator polynomial G = ([3, 2]) 8 , and the second encoder is the doped-accumulator with a doping rate equalling two. Random interleavers are implemented, and the results are computed on an average over 500 independent channel realizations. Four baselines are used for comparisons: 1) Perfect decoding at relay nodes: this is served as performance bound, where we artificially allow both relay nodes to correctly decode their received messages all the time and the same iterative decoding at destination node as our proposed scheme; 2) Proposed iterative decoding (ID) without p e : relay nodes always forward their decoded symbols regardless of decoding errors and the iterative decoding at destination node without taking p e into account; 3) CRC based S-DF: relay nodes only forward if their received messages can be correctly decoded and the same iterative decoding at destination node as our proposed scheme; 4) Threshold based S-DF: relay nodes only forwards if their decoded errors are less than 15% and the same iterative decoding at destination node as our proposed scheme. In addition, the QR-decomposition based detection method at relay nodes is implemented for all four schemes. Fig.3 shows BER performances for different schemes with relay-location A. Let's define d i,j as the distance between the i th and the j th nodes, and d S,D = d. Thus, we have d S,R1 = d S,R2 = d R1,D = d R2,D = d for the relaylocation A. As a consequence, based on a simplified suburban area pathloss model with the pathloss exponent equalling to 3.52, SNR relationship in dB among different links can be approximated by γ S,D = γ S,R1 = γ S,R2 = γ R1,D = γ R2,D . As shown in Fig.3 , Perfect decoding at relay nodes scheme undoubtedly gives the best BER performance. Proposed ID with p e scheme gives the second best BER performance due to the iterative decoding process at destination node by taking the error probability p e into account. In contrast, Proposed ID without p e scheme gives the worst BER performance. The BER performances of two S-DF based schemes are in the middle between Proposed ID with p e scheme and Proposed ID without p e scheme. This is because the S-DF based schemes prefer to remain silent rather than propagate decoding errors if the number of decoding errors above their limits. Fig.4 gives BER performances for different schemes with a different relay location (e.g. relay-location B). In this case, given d S,D = d, we have d S,R1 = d S,R2 = 1 2 d and d R1,D = d R2,D = 3 4 d. Then, similar as relay-location A, the corresponding SNR relationship in dB among different links can be approximated by γ S,R1 = γ S,R2 = γ S,D + 10.6 dB and γ R1,D = γ R2,D = γ S,D + 4.4 dB. Such location is the case that relay nodes are close to source node. As shown in Fig.4 , the same BER performance trend as Fig.3 is presented, where Proposed ID with p e scheme gives the second best BER performance. In comparison with Fig.3 , the BER performance gap between Proposed ID with p e scheme and the conventional S-DF based schemes in Fig.4 is larger than the ones in Fig.3 , where the performance gap in Fig.4 exhibits up to 8 dB gain. This is because, with relay-location B, the decoding capability of relay nodes increases due to improved S-R link quality. On the other hand, for the conventional S-DF based schemes, one or a few bits decoding errors stop them forwarding their received frames to enjoy spatial diversity gain. This is also the reason why there is error floor for CRC based S-DF scheme.
In this section, by taking relay-location B as an example, we also provide comparison between proposed QR decomposition based inter-relay interference cancellation method and linear zero-forcing (ZF) based inter-relay interference cancellation method in terms of BER performances. Here, destination implements the same iterative decoding process. As shown in Fig.5 , without taking p e into account, both interference cancellation methods have the same BER performance. This is because error prorogation in this case dominates the BER performance. In contrast, by taking p e into account, the BER performance gap between two interference cancellation methods is enlarged accompanied with the increased S-D link SNR. This is due to noise power effect with ZF method.
V. CONCLUSION
In this paper, a multi-antenna assisted virtual FD relaying with reliability-aware iterative decoding has been proposed. Based on the simple QR decomposition, our proposed scheme can cancel the inter-relay interference without boosting noise power at relay nodes. In addition, our proposed scheme allows two relay nodes to forward the erroneously decoded symbols and jointly cancels inter-frame interference/error propagation effect at destination node. It has been shown that, without extra cost of time delay and signalling overhead, our proposed scheme exhibits up to 8 dB gain by comparing with the conventional S-DF based schemes especially when relay nodes are close to source node.
