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ABSTRACT
Among the numerical procedures to solve a hyperbolic system of partial
differential equation. in 3-independentvariables. method of bicharacteristicsoccupies an
important position from the point of view of the accuracy of the solution. All bichar-
acteristic method developedso far employedthe compatibility r!')lationsalong, at the most,
four bicharacteristics. We have presentedin this paper a procedurefor linear problems,
takin~: as many bicharacteristicsas possble and also have derived Butler's methodas its
particular case. Furthermore,stability criteria for thesemethodshave beendiscussed. The
present methodis consistent and has secondorder accuracy at every time cycle and allows
a timestep which is larger than that of Butler's method. A boundarymethodconsistent
with the presentmethod has been derived. The present method has been illustrated by
solving an initial-boundary value problem and a purely initial value problem,numerically
and the results are compared with those of Butler's and Strang's schemes. Although
Strang'sschemeallows time steplarger than those of bicharacteristicschemes,the bicharac-
teristic schemesare more accuratethan Strang's scheme.
I. Introduction
f
The theoryof characteristicsfor hyperbolicpartial differentialequations
in twoandmoreindependentvariablesis welldeveloped(CourantandHilbert,
1962). Thetheorycanalsobeusedfor thenumericalsolutionof theequations.
Massau gavethebasic principlesfor sucha numericalmethod for the caseof
2 independentvariablesasearlyas 1900. Following thedevelopmentsof the
techniquesby Busemann(1929)and Guderley(1940),the numericalmethod
of solution following the compatibility conditions along the characteristic
curves was extensivelyused in compressibleflow problems (Meyer (1953),
Shapiro(1954),Vol. I).
Unlike the caseof two independentvariables, where the compatibility
condition along a characteristiccurve contains only derivatives along
the curve and fr,om which finite-difference schemes for step-by-step
integration can be easily written down, the compatibility conditions
along a characteristic surface for three independent interior
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directionsand hencedo not lead quicklyto a suitable finite-differencescheme.
In thelatter casehowever,oneof theinterior derivativescanbe chosenin the
directionof thebicharacteristicurves,whichformanone parameterfamilyof
curves generatingthe characteristicsurface. Attempts were made in 1947
(Coburn and Dolph (1949),Thornhill (1948) to developnumericalschemes
for thesolutionusingthecompatibilityconditionsalongbicharacteristiccurves.
Out of all themethodsdevelopedso far, the oneby Butler(1960)seemsto be
most natural, from the point of viewof taking into account theboundary
conditions(Clineand Hoffman(J972)and Zucrowand Hoffman (1977)),and
alsomostaccurate. Moreover,for a classof hyperbolicequations,Butergives
a theoryfor derivinga differenceschemeusingintegrationoverthebase curve
(Thecurveof intersectionof thecharacteristiccone and theinitial spacelike
surfacewherethe Cauchydatais known). This way,he could, in principle,
take{'intoaccounttheconditionsof all theinfinitebicharacteristicurvespassing
throughthesoluti'onpointi. e, the point wherethe solutionis to be found
(seealsothemethoddevelopedby Chu andhis collaborators(1967,1975,1976).
However,in practicdlapplicationspresentedby him, he has used only four
bicharacteristicsto obtainthedifferencescheme.
The purposeof this paperis to developa finite differenceschemetaking
all or asmanybicharacteristiccurvesaspossible,passingthroughthesolution
pointby performingthe integrationoverthe characteristicconoid andto see
whetherinclusionof more bicharacteristicsgives more accurate results We
have shown thatby employinga suitable bivariate interpolationformula for
evaluatingthevaluesof thedependentvariableson thebasecurve in theinitial
plane,it is possibleto derive differentdifferenceschemes(thedifferencein the
different schemesarises due to differentnumberof bicharacteristiccurves
involvedin the derivationof the schemes)in each of which the value at the
solution point canbeobtainedin termsof thenine meshpoints in the initial
plane. Since nine points in the initial plane are also involved in Butler's
method,thecomputationaltime involvedin our methodis approximatelysame
asthatin the Butler'smethod Thenumericalresultsshowthatour difference
schemesare more accurate,becauseof relaxationof thestabilityrequirement.
Our aimin thispaperis to developmore accuratenumerkal schemesand
compareour results with tbose obtainedfrom theButler'sschemeandalso
with theexact sollltion. Hence we have taken onlya first order systemof
three equationsequivalentto the wave equation. It seemsappropriateto
commenthere on theother finite-differencemethods,suchas those developed
by Von Neumannand Richtmyer (1952),Lax and Wendroff(1960,1964),and
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Strang(1963)in which the derivativesare directly approximatedby finite~
differences.Thesemethodsarenotso easilyadoptableto the boundaryvalue
problems and they are far less accuratethan bicharacteristicmethods
(Ravindran(1979»),alsoshownby ourcomparisonwithStrang'sscheme.
2. Basic equationsand integral(or integra-differential)equations
formulationof the initial valueproblems
An initial value problem associatedwith a first order systemof three
equationsequivalento thewaveequationin two-spacedimensionsis givenby
CPt - c(ux + Vy)'"" 0 (2.1)
Ut - ccpx = 0 (2.2)
'\I, - cCPy= 0 (2.3)
.th CWI I
,,(x,y, 0) = 'Po(x,y), u(x,y, G) = uo(x,y), vex,y, 0) = vo(x,y). (2.4)
Theparametricrepresentationof thecharacteristiconepassingthrougha
point (;, 7],-r)in space-timeis
r: x =; + c(-r - t') cos0, y = n + c(-r - t') sin 0, t = t' (2.5)
where t' and () are the two parameters. For a constantvalue of 8, the
equations(2.5), when t' varies, representa straight line which is a bichar-
acteristiccurveof thesystem(2.1)- (2.3). The bicharacteristicurvesthrough
p forma oneparameterfamilyandgeneratethecharacteristicone(2.5).
Fol1owingthe proceduregivenby Prasad andRavindran(1980)(or multi-
plying (2.2)by cos 0 and (2.3)by sin 0 andaddingthemto (2.1),wecanwrite
thecompatibilityrelationon thecharacteristiconeas
dcp du. dv
~ + cos8- +sm8- = S
du du du
where
(2.6)
s = cruxsin2O- (Uy+ vx)sinocosO+ Vycos20] (2.7)
andd: denotesdifferentiationin thebicharacteristicdirectionand"is givenby
d {) {). {)- = - - cosO- - smO-
~ 8t oX ~
The surfaceof theconer is describedby two independentparameters['
andD. (see(2.5». Therelation(2.6)is validonthecone,whereallquantities
(2.8)
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", U,vand8 canberegardedas functionsof t' and0only. Wealso notethat
onr, thefunctionsu(t';0),v\t',0),,,(t',0)and their derivativesare all inde-
pendentofwhent' ::.: 'to To showthatonr, 8containsonlyinteriorderi-
vativesofUandv,wetransformthecoordinatesystemfrom(x,y, t) to (e,t', '1')
withthehelpof
x =-E+['t ... t') tan'1']cosO,
y -1J +['t - t') tan '1']sine,t' ... t
andthensettp= tan-Ie. This gives
8 =~ (- sinOu, + cosOVI)''t - t
Butlerdid notpayanyattentionto thisformof 8.
~u]tiplying(2.6)by unity,cosOandsinO,separatelyand integratingwith
respectto the parametert'( ..u) wegetthe followingsetof integro-differencial
equations
D
(2.9) ..
(2.10)
2n
,,(P) = 217(.S [rp(Q)+u(Q)cosO+ v(Q)sinO]dO
0
't 27(.
+ 2~ S S 8(t',0)d8de'
t=O 0
27(.
u (P) = ~S [rp(Q) cos0 + u (Q)cos'0 + v (Q) cos0sin"O]dJ
t 27(.
+ ~ S S8 (t',8)cos0de dt'
t'=o 0
(2.11)
(2.12)
~
and
,27(.
v (P) .. ~J[rp(Q)sin8 + u(Q)cos8 sin0 + v(Q)sin10]dO
0
't 27(.
+ ~ S S8 (t',0)sin0 d8dt'
t'=0 0
'"
(2.13)
1 - - - - -~ -~~~-~~--- --
(',
7
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The abovesystemof integro-differentialequationscan bereducedto the
followingsystemof singularintegralequationsby makinguse of the expression
(2.10)for S andperformingintegrationby partswithrespecto 0:
271:
tp (P) = ~ \[II'(Q) +u (Q)cos0 +v (Q) sin0]dO271:....
0
'T' 2n:
+ ~ s S~ [u(t', 0)cos0 + v (t', (Q) sin 0]d(Jdt'271: 't - t
to=0 0
(2.14)
271:
U (f) =+S [tp(Q) cos 0 +u (Q)cos20+ v (Q) cos0 sin0]dO
\' 0I
t 211:
+~r
S 1 I [u(t',O)COSO + v(t',(J) sin 20]d8 dt'1t J -r-t
t'=0 0
(2.15)
and
271:
V (P) = --.!... S [tp(Q)sin 0 + u (Q) cos0 sin0 + v(Q) sin20]dO:It '
0
1:
++S
t' ~ 0
211:
S~, [u(t', D)sin28 --v(t',0)cos20]dOdt'1: - t
0
(2.16)
Care should be taken in the interpretationof the double integrals in
(2.14)- (2.16)and also in the equations(2.11)- (2.13)when the expression
(2.10)instead of (2.7)is used for S. All thesesingular integrals,with a
singularityat t' = 1:,are interpretedas limits, as£-+0,of the corresponding
integralswith therangeof integrationfor t' givenby t' = 0 to t' = 1: - £.
Every solutionof the initial value problem (2.1)- (2.4)is also a solution
of the systemof integro-differentialequations(2.11)- (2.13)or its equivalent
systemof singular integral equations(2.14)- (2.16).However,unlikethecase
of two independentvariables [seeCourant andHilbert (1962),6 ChapterV] it
is hard to prove the equivalenceof the initial value problem(2.1)- (2.4)and
10
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the system(2.11)- (2.13)or (2.14)- (2.16). A proof of this equivalenceis
welcome. However,weshall,using integro-differentialor integral equations,
deriveafinite-differenceschemetodetermineuniquelyrp(p),u(P) andv(P) in
termsof theinitial valuesat t = 0 for small'1:. This will, therefore,give an
approximatefinite-differencesolutionof theinitialvalueproblem.
3. The Finite-Difference Schemes ,
First Method: Let us first take up the integro-differentialequations
(2.11)- (2.13),thelasttermsof whichcontain double integrationwith respect
to the bicharacteristicvariablet' and anotherinterior variablee. Following
Butler,we take'1:smalland approximateheintegrationwithrespectot' by
thetrapezoidalrule. For example,theequation(211) gives
,I 211:
" 1
SI' 'PCP)= 211: [rp(Q)+ u(Q) cos8 + v(Q)sine]dO
0
211:
+ 4: S [S(P)+ S(Q)]dO+ 0('1:3).
0
(3.1)
We note thatthe expression(2.10)doesnot defineS at P sincel' = 't at
this point and hence it is only the expression(2.7)whichis to beusedfor S
in (3.1). When we do thisnote thatthe valuesof the1I,v, rpand their deri-
vativesat p do notdependon e,weget
211:
rp(P) = 2~ S [rp(Q)+ u (Q) cosO+ v(Q)sinO]dO
0
211:
+ ~ (1I"+ Vy)+ 2. r S(Q)dO+ 0\'1:')
4 411:J
0
(3.2)
Similarly,wecanuse(2.12)and(2.13)tofindexpressionsfor lI(P) and yep).
However,we notethattheexpressionsfor rp(P)containsunknownderivations
UxandVyat thesolutionpoint. Butlerobtaineda major successby eliminating
thesederivativesat P byintegratingthe equationsalonga time-like(of course
non-bicharacteristic)urve. In thisparticularcase,we integratethe equation
(2.1)alongtheaxis0' P of thecone(Fig. 1). .
T,
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'%
"(P) = "(0') = ~T [uX + vy)p + (ux+ VY)O' ] + 0 (TS).
Eliminatingthederivativesat P fromequations(3.2)and(3.3)weget
2n
,,(P) =-+ S [" (Q)+ u(Q)cos0 + v (Q) sin 0]dO
0
2n
+ -
2-~ fS(Q) dO- ,,(0')- CT. (ux + Vy)o'+0 (TS).n ~ 2
0
(3.3)
I
, ~
(3.4)
Now,:;wewritetheresultwhichcanbeobtainedfrom(2.12)and(2.13):
:' 2n
u (P) = ~ f [" (Q)cos0 + U(Q)cosiO+ v(Q)sin0 cos0] do
0
2n
+ 2: S S (Q)cosede+ 0 (TS)
0
(3.5)
and
2n
v(P) = f J' [q:>(Q) sin e t- u (Q) cos0sin0 + v(Q) sinSO]dO
0
~
2n
+ 2: .r S (Q) sin edO+ 0 (1:S).
0
13.6)
The equations(34) - (3.6)explicitlygivethevaluesof ",u andvat a point
P (;, 'TJ,T) in termsof the initial valuesin theplanet = 0 andtheseformulae
are correctupto o('to), the errorbeingo(TS) or less. Theseexpressionscanbe
deducedas a particularcaseof Butler'sgeneraltheorygivenin thesection'3
of this paper. We proceednow to derivefromtheseequationsa sequenceof
finite-differenceschemesby replacingthe integrationwith respectto by a
suitablenumericalquadratureformulaanp by usingan appropriatebivariate
interpolationformulato determinethe valuesof q:>,u, v and theirderivatives
at the pointsof the basecurvein termsof the nine meshpointsin the initial
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p
planeor in a parallelplaneas shownin theFig 2. For example,if wewish
to replacetheintegrationwithrespecto 8 in (3.4)by Simpson'sone-third
quadratureformulaby takingN (= 8)equaldivisionsof theinterval[0,211]by
the points2~r (r "" 0, 1,2, ..., 7) and nothingthat valuesof all quantities
for r = 0 (i. e. () = 0) andr ... N (i. e. 8 "" 2:n:)coincide,weget
1
~(P) = 12 [2{Q.)+ cP(QI)+ cP(Qs)+ cP(Q.)}+4{cp(Q.)
+cP(Qe) +cP(Q7) + cP(Q8)}+2 {u(Q.) - u (Qs)}
~
I'
,
S :n: 3:n: 511: 711:)
;- 4 l u (Q.) cos "4+ u (Qe) cos "4 + u(Q7)cos 4+ U(Q8)cosT 5
+ 2{v(QI) - v (Q.) H + 4 [v(Q.)sin~ + v(Qe)sin3;
+ v(Q7)sin5; + v(Q8)sin'~:n:} ]
+~:[2{S(Q;) + S(Q,) + S(Qa) + S (Q.)}
+ 4{S(Q.) + S(Qe) + S(Q7) + S(Q8)}] - cP(0')
c6.t
( ) (
I .h- ~ Ux + vy OJ + 0 ( 6.1) ), Wit N =8. (3.7)
The formula(3.7)involvesthevaluesof thedependentvariablesandtheir
derivativesat thenon-gridpoints. We evaluatethesebythe useof thefollow-
ing bivariate interpolationformula involving onlyniIle points in the in itia
planeasshownin theFig. 2
1 1
{(x,y)... 2: 2: Pi+p(x) QJ+q(Y) f(Xi+P'YHq) + O«6.X)3)
p =- 1 q=- 1PHp (Xi+;) QJ+q(YHq) (3.8)
where
- (1 ,---
PlTP(x) = -{ II (x - Xi+P)~I.(X-Xi+P)Lp=- 1 J (3.9)
and
- -- -
~7'
~.
'JI:
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~ ( 1 I IQJ+q(y) = -1 n (y- YJ+q) ~{(y- YJ+q).lq= -1 )
Whenwe differentiate(3.8)togetthe derivativesoflex,y), the resulthas an
error0(61)1.However,weshallnoticethatall thetermsin (3.7)whichcontain
derivativesarealreadymultipliedby61. Thereforeusing(3.8)for the deri-
vativesat all pointsand for thefunctionsf',u andvatthenon-gridpoints,
weget
(3.10)
1
tpn+\,j "" 2 (a(l)i+p, j+p tpniTp, j+q + bP)I+p,jtq Unl+p,j+q
p,q=- 1.\, + cP)I+P,HqVnl+P,J+q)+ 0({6t)S) (3.11)
Similatly
1
Un+lI, j = 2 (a(I)I+P' J.t-q tpnl+p,j+q + b(I);+p, J+q UnItP, j+q
p,q = - 1
+ C(8)t+p, J+q Vnl+p, J+q) +0(6W) (3.12)
and
1
vn+l;, j = 2 (a(S)I+p,j+q tpni+p, J-t-q + b(3)i+p,j+qunl+P,J+q
p,q=- 1
+ C(S)i+p,J+q Vnl+p,Hq) + 0((6t)S). (3.13)
wherethe coefficientsin thecaseof N = 8for the first methodare given in
Table 1.
The methoddescribedabovefor N = 8is applicableto any evenvalueof
N. We call the differencesschemesobtainedfrom the integro-differential
equationsin this mannerasMethod1. Table 1gives the valuesof the coeffi-
cientscorrespondingtodifferentvaluesof N in termsofa parameterR ... ~
6X
introducedin the nextsection. It is also simple to prove that asN-,,>-=all
the81coefficientstendto definitelimits(seeAppendixA).
Wenote that irrespectiveof numberof bicharacteristicsused;the error is
of 0((61)3). In whatwaydoesthenumberof bicharacteristicsinvolved in the
schemeaffecttheactualcomputation,is investigated.
~
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A simplederivationof Butler'sscheme:Butler'sschemecanalsobeobtain-
by the abovemethodby approximatingthe integrationwith respectto 8 by
trapezoidal rule, taking the valueson the basecurve at () =0, 3t2'n, 3; and
In, which coincidewith the grid points Q" Q2,QsoQ. and QI respectively.
~Equatjon(3.4)withtheexpression(2.7)for S, gives
tp (P) = - tp(O')+ 1/2 {tp(Q,) + tp(Q2) + tp(Q.) + tp(Q.) }
+ 1/2{u(Q,) - u(Qa)+ v (Q2)- v(Q.)} +c 6.t/4 f(~)Q°Y I
.j
+ (!!!-) +(~) +(~) } - c 6.t/2 (ux+ vy),oX Q. ay Qs aX Q. 0
{' + 0 ( (6. t) s) (3.14)
Similarlywe canuse(3.5)and (3.6)foru(P)andv(P) respectively.Wenote
that the valuesof tp,u and v and their derivativesappearinghere are only
thoseat the grid points and are such that they can be approximatedby a
centraldifferenceformula with thehelpof theninepointsshownin the Fig. 2.
We get the differenceschemesame as (3.11)- (3.13), with the valuesof
the coefficientsgiven in Table 1. One of the main points to be noted in
Butler'sschemeis that theterm(Uy-+vx)sin8cos/J in the expression(2.7)for
(2.7)for S doesnotcontributedto thescheme.
However,Butler's schemegivesfairly goodresultsincethefour bicharac-
teristicrelationsusedby Butler in his derivationareequivalento theoriginal
equations(2.1) - (2.3).
SecondMethod: Our secondsetof differenceschemesare derived from
thesingularintegralequations(2.14)- (2.16). Tnthe derivationof these,there
is little more complicationdue to the presenceof the singubrity at l' = 'L.
However, weget exactly the same schemeby starting from the equations
(3.4)- (3.6)withthe expression(2.10)for S and then by getting rid of the
derivativesof u andvwith respectto 8by integrationby parts. This gives
2n 271:
1 r 3 r
tp(p) = - tp(O')+ ;- J tp (Q) d 0 + 2 J (ucoso+v sinO)de
0 0
- c6t (ux+ Vy)I + 0«6.t)")
2 0 (3.15)
P!!
"
i
~
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andsimilar expressionsfor u(P) andv(P). The only derivativeswhich appear
here are those at 0', which can be immediatelyreplacedby central finite-
differences.The bivariate interpolation formula (3.8) is to be used for
evaluatingthe valuesof 'P,u andv at non-gridpoints. Therefore,thismethod
(call it Method2) also givesa finite-differencescheme'oftheform (311)- (3.13)
with valuesof a's, b'sandc's dependingon N, the numberof equal sub-
intervalsof (0,2n) usedfor numericalquadraturewith respecto 8.
Wenotethatin thiscasealsoasN--+-=all thecoefficientstendto constant
valuesand these limiting valuesare thesame asthe correspondinglimiting
valuesasN--+-=in thefirstmethod. Becauseof this reason,we haveconcen-
tratedonlyoneMethod1in therestof thispaper.
4. Corisistency of the difference scheme
{'
We write the equations(2.1)- (2.3)in theform Ut + Bt Ux + B'},Uy = 0,
where U = (t:>,u, v)' and Bt and B2are 3 x 3 matrics, and the differencescheme
in the form
1
U(x,y, t + 6t) = 2:: Cij U(x+i 6x,y+j 6Y, t)
i, j =- 1
whereCij are3 x 3matricesindependentof 6t. We assumethat 6.t and 6.t
6.x .6.y
(4.1)
are constantssuch that 6 x = 6y = 6 t/R.
In order that, in thelimit as t--+-O,the solution of differenceequation
satisfytbe differentialequation,it is sufficientfor us to showthat the scheme
is consistentand stable (Lax andRichtmyer (1956). The stability will be
discussedin the next section. Hereweshall considerthe consistencyof th~
scheme,which meansthat the solution of the differentialequationmustbe
approximatesolutionof thedifferencequationwithanerror0(6t)2.
Weexpandbothsidesof (4.2)into Taylor series,one withrespectto 6 t
andtheotherwith respecto 6 x and 6y andget
U +6 t Ut + (6 t)' Utt + 0(.6.t)22
C [u . A [1 +
. U (i .6.x)2U
= ij + I L.;X x J.6.Y y + 2 xx
+ ij 6.X 6y fJxy+ (j~y)2 Uyy] + 0(6t)2
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Substitutingfor Ut from the differentialequation(4.2) and equatingthe
coefficientsof U, UXJUy,Uxx,UxyandUyy,weobtaintheconsistencyconditions:
~Cu ... 1, 2:.iCil = - B1R, "'2.jCij= - BsR
"'2.i'Cij= B1RI, "'2.ij- 8,HI -t;BsB1RI,
"'2.pCi} = BI RI
where ~ indicates summationover both i andj.
It is easy to verify that theserelationsare satisfiedfor all the three
schemesindicatingthatall thethreeareconsistentsecondorderschemes.
5. Stability
.;Tostudythestabilityof thedifferenceschemes,thedependentvariables
are;writtenas a doubleFurtherseriesandits eachcomponentis examined
as to its growthwith time. i. e.,
U (jt::;.x, kb"y, nt::;.t)= Unoexp {i (ocj ~ X + (Jk b"Y)}
andthesamequantityat anadvancedlevel(n + 1)t,
U (j b. x, k b.y, (n + 1) t::;.t}= Uon'r-lexp{i (ocjb"X + {Jkt::;.y}} (5.2)
whereU = (9',u, v)'andocand(3arethewavenumbersassociatedwith x andy
coordinates.
(5.1)
Substitutingthevaluesin a differencescheme,weget
Un+l -A (oc.6X, (3t::;.y,b"t) Uon
whereA is amplificationmatrixof thescheme.
The amplificationmatricescorrespondingto different schemesdiscussed
earlieraregivenbelow. HereB -cb.t t::;.x= t::;.y,l; = oc6X, '1}= (Jt::;.y.
D.X
(5.3)
Butler'sscheme
RI(cosl; - 1) iR sin l;X iR sin '1}X
RI (cos'1}- 1)+ 1 [~' (cos '1}- 1+ 1]
R.
[ 1~(cosl; - 1)+ 1]
A=
iEtsinl; [R2(cosl; - 1)+1 RI sin l; sin 7J-2
- iR sin 7JI -
R1. .
- T SID l; SID 7J R2(cos7J- 1) +1
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Method1whenN ==8:
A ==(AIj, i = 1,2,3; j = 1,2,3)
R4
All =T (cos~- 1)~os" - 1):+ Rt (cos~- 1)+ Rt(cos?]- 1)+1
All ==iR sin~[Rt(2C~S1}=3)+ 1]
All .. iR sin?][Rt (2 c~s~- 3) + 1]
Ail ==iR sin~[~!-(cos?]- 1)+1]
R
Au ==-t(cos~- 1)(cos?]-I)+R!(cos;- 1)+ 1
A :'. R!. .as{i=- - sm~SIn?]
j 2
[
R!
JAsl = iR sin?} 6 (cos~- 1)+ 1
A R!..31= - - sm~SIn1J2
R4
Ass =="""6 (cos; - 1)(COS1J - 1) + R! (COS1J - 1)+ 1
1:
~
Method1whenN = 16:
R4
All ==- (cos;-1) (COS1J-1) R' (cos~-1) +Rs (cas?)-1)+ 14
Ala = iR sin; [3:2 (CDS?]- 1)-+1]
A,s==iR sin1J[3:9 (COS;- 1)+ 1]
1)+ 1]A21 = iR sin; [~2 (cos1J-
Au = R4 (CDS; - 1) (COS?] - 1)+ R2(cos; - 1) + 18
A Rt. .U = - - SIn; SIn1J2
Asl == iRsin?][~2(CDS;- 1)+ 1 ]
11
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A R2..
32= - "2SID; SID')]
Ri
Ass =8"(cos~- 1)(cos')]- 1) + R2(COS'YJ- 1) + 1
Although it is very difficultto obtain theeigen-valuesof these matricsin
theirgeneralform, the considerationof various particular choicesof; and')]
revealedthatthe matricespossessthelargesteigen-valuesin theabsolutevalue,
when; = ')] =n.
For this..::hoice,theeigenvaluesof the amplificationmatrix for Butler's
schemeare
.1 - 2R2,1 - 2R',1 - 4R2 (5.4)
,i
;Thereforethestabilitycriterionis\
:R < 1/J2 = 0.7071068 (5.S)
For thesamechoiceof ; and')], theeigenvaluesof the amplificationmatrix
for the schemein Method 1 when N = 8 are
4/3 Ri - 4R2+ 1, 2/3 Ri - 2R2+ 1, 2/3 Ri - 2R2+ 1 (5.6)
The graphsof the eigenvaluesfor the threeschemeshave been shownin
Fig. 3,4 and5respectivelyand it follows thatthe stability criterion in the
case,is
- 4/3 Ri + 4R2 - 1 < 1.
This is satisfiedif R2 ;;. 3/2(1+1/,J3)or R2 .;;;3/2(1- 1/,J3). But CFL con-
ditionrestrictsthatR <1. Thereforethestabilitycriterionis
R < ,J3/2(1- 1/,J3) = 0.7962252 (5.7)
Again for ~ = ')]= n, theeigenvaluesof the amplificationmatrix for the
schemein Method 1 when N = 16,are
Ri - 4R2+ 1,Ri/2 - 2R2+ I, R4/2- 2R2+ I (5.8)
By thesameargumentasabove,thestabilitycriterionis
R < ,J(2- ..;2)~ 0.7653669 (5.9)
We observefrom(5.5),(5.7)and(5.9)that, usingthe schemesin~Method
I, wecanmarchfasteralong [-axisthanwhenButler's schemeis used, without
facing instabilities. Wecall the values of R in (5.5),(5.7) and (5.9)as the
criticalvaluesof R for correspondingschemes. .
....
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I
6. NumericalResultsand Discussion
".
Thefirst problemthatweconsideris the initial boundaryvalueproblemfor
thesystemof equations(2.1)- (2.3)in the domain0<;x.y <;1.t;;.O.withinitial
conditionsgivenby
,,(x.y, 0) ==O. u(x,y, 0) ... n COSnX sinny
vex.y, 0) - n sin nXcos :ny,0<;x, y<:1
andtheboundaryconditionsgivenby
,,==O.v ==Oonx ==Oandx ==1,0~y"'l,t;;;.0
and" = O,u ==Oony =0 andy - 1,0~x<;l,t;;.0
On eachof theboundariesonlyonedependentvariableis notknown. We
firstpre~enta methodof computingthisvariable.i,
Solution.at boundarypoints
Butler's schemeasa boundarymethodhasbeen discussedand compared
withseveralboundarymethodsbyBramleyandSloan(1977). We presenthere
a methodfor computingthevaluesof thedependentvariableson theboundaries
suitablefor Method1.
The unknowndependentvariable is calculatedusing thefinite-difference
,,(F) - ,,(Q)+ COg[u(P)- u(Q»)t sin[v(P)- v(Q)]
==C,0,t[S(P) + S(Q)]2 . (6.1)
of thecompatibilityrelationalonga bicharacteristic.This finite-differenceform
is integratedwithrespecto overan appropriateinterval. Along the boundary
y = 0,i. e. x-axis, the boundry conditions are 'P(x, 0, t) ==0 ==u (x, 0, t) for
0 ~ x < I, t ~ O. In thiscasetheappropriateintervelfor 0 is [0,n]. Integrat-
ing (6.1)withrespecto 8,from0 to 'It,weget.
'"
n
2v (P) -S['P (Q) +cos (} u (Q) + sin (} v (Q) +C~t S (Q) ]d 0
0
- nl2 'P(0')n c6 t/4 (ux+ VY)o' (6.2)
Note that we haveusedthe relation(3.3)in eliminatingthederivativesof the
dependentvariablesatP.
.t:!
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Proceedingin a similarway,wegetthefollowingresultsonotherbounda-
ries: -
onx = 1:
2n
- 2v(P).. S ["(Q)+ cos 0 u (Q) + sin 0 v (Q) + c (/::.t/2) S (Q) ] d 0
n
- n/2" (0') - n ct;:.t/4(ux+ vY)o' (6.3)
ony = 0:
n/2
2u(P) =S [" (Q) + cos0u (Q) + sin0 v (Q) + c (/::.1/2)S (Q)] d ()- n/2
- n/2" (0') - c6,t/4 (ux+ vY)o' (6.4)I'I
ony ... 1:
3n/2
- 2u(P} = S [" (Q) + cos 0 u (Q) + sin () v (Q) + c (t;:.t/2) S (Q)] d 0
n/2 ,
- n/2'P (0') - c t;:.t/4(ux+ "Y)o' (6.5)
The propertiesat thepointsQ areinterpolatedusing the bivariate inter-
polation formula(3.8)mentionedearlier. Theonly differenceis that thenine
pointsusedhereare notcenteredaroundthe projectionof the solUtionpoint
in theinitial plane,buttheyhavebeentakenon onesideof 0'inorderto havea
secondorderscheme.
The numericalsolutionis computedusing the differentschemes,taking
21x21 mesh points in the region0 < x,y < I and the maximumabsolute
error in the computedvaluesaregivenin Table2, usingthe exact solution,of
problem,viz..
,,(x.y. t) ... ..;2cnsinnX sin nJ' sin (.j2nct)
u(x,y, t) = n COSnX sin ny cos(.j2nct)
v(x,y, t) = n sin ;r,Xcosnycos (,J2nct)
The valueof c waschosento be1in all thecomputations.
It was pointedoutby Gourlay andMorris (1968)thatthe multistepfor-
mulationof Strang's schemeis superior to two step Lax-Wendroffscheme,
Therefore,by wayof comparisonwiththeabovethreeschemes,we also solved
(6.6)
-:-
.
L
Numericalsolutionof hyperbolicequations 591
the problemusingStrang'scheme,whichmakesuseof one-dimensionaltwo
stepLax-Wendroffschemes.Multistep Strang'sschemefpr the problem
U,+ (F(U»x+ (G(U»y= 0 is givenby
Vn+l(tJ = fly Un - (P/2)oy Gn,Wn+I(I)= fIx Un - (P/2)8x Fn
Vnf-I(2) = Un - P 8yGn+l(,), Wn+l(~) = Un - P 8x Fn+I(a)
Vn+l(s) = fIx Vn+\2) - (P/2) ax pn+l, Tyn+IIs)=fly wn+l(s)-(P/2)8.v Gn+I(Ia)
Vn+IW = Vn+l(sl - P 8xFn+l(s), Wn+I(4)= Wn+l(s) - pay Gn+1
Un+! = (Vn+IC4)+ Wn+I(4))/2
where U = (Ult Uu Us), Fn = F(Un), Fn+1(,)= F( Un+l!ol),etc.
We note that we haveButler'sboundarymethodfor theStrang'sscheme
here.
It
Table 2.1 gives the maxmum errors in thecomputedvaluesfor R = 06
which is significantlylessthan the critical valueof R requiredfor all scheme.
The computationswerecarriedout upto 300timesteps. BothButler'sscheme
aswellasMethod1givebetterresultsthanthoseof Strang'sscheme.
Table2.2givesthemaximumabsoluteerrorsfor R = 0.8. This valueof R
is greater than the critical value of Butler's schemefor which the error
becomesvery large for n > 70. Even for the schemein Method 1 when
N = 16,this value of R is greaterthan the critical value. However,error
growsslowlyand becomesvery large only whenn > 175. For theschemein
Method 1 when N = 8, the value of R, namely0.8, is slightlygreaterthan
the criticalvalue. The computationswe carriedout upto 400timestepsand
no instabilitywasobserved For Strang'sscheme,thisvalueof /J'is lessthan'he
criticalvalue. But at eachstepthemaximumabsoluteerror is greaterthanthat
in Method1whenN = 8.
We havealsodone somecomputationswitha mixeddifferenceschemein
whichthevaluesat theinterior pointswere calculatedby our Method! (N =8
andN = 16)and thoseat theboundaries,by Butler's boundarymethod. The
numericalresultsobtainedby thisare not asgood as reportedin Tables2.1
and2 2, showingthat Butler's boundary methodis not consistentwith our
Method1for interiorpoints~
The secondproblemthat we consider is a purely initial valueproblem,
namely,thelinear propagationof initial pressuredistributionin a mediumat
rest. Equationsgoverningthemotionare
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9'1+c(ux+Vy) ...0
u,+ c9'x=0, - 00 <x,y<00, t:> 0
V,+ c 9'y= 0
withinitialconditions
'P(x,y, 0) = I - Xl - y',if x' + y!!<; 1
... 0 otherwise
u(x,y,O) = v(x,y, 0) :; 0 - oo<x,y<oo
Theexactintegralsolutionof the initial value problemof thelinear wave
equationin two-dimensionscan be obtainedby the Hadamardmethodof
descent.. The solutionof theinitial valueproblem:
\ 9'11 = cl('Px~+'!Iyy) -oo<x,y<oot~O
~' 'P(x,y, 0) = tp(x,y) and 'P/(X,y, 0) = rex,y)
is '
'!I(xy t) = !...f J .SS tp{~,'1)d~d'1+ ~ S S
p(~, '1)d~d'1
}" at l2nc ,J(c' t' - r') 2n:c ,J(cl tl -r2)
r<.ct r:;;;.ct
wherer' ... (X-~)I + (Y-'1)I. Theseintegralsarecalculatedfor thegiveninitial
pressuredistributionusingChebyshevandGaussformulae.
Themaximumabsoluteerrorsin thenumericalcomputation,usingdifferent
schemesare given in Table 3. Butler's schemeis unstablefor R = 0.8and
gives less accurateresults evenfor smalltime steps. Both the schemesin
MethodI give better results than thoseof Strang's scheme. When R = 0.6
evenButler'sgivesbetterresultsthanStrang'sscheme.
Wetookthisinitialvalueproblemwitha viewto compareour resultswith
thoseof Ravindran(1979)who hasuseda first orderbicharacteristicmethodto
solvethisproblem. Wefindthatheretheschemeis stablefor R :;;;.1.However,
whenwe plot our resultsin Fig. 5 in that paperfor t = 1.6,wefind thatthe
secondorder accurateMethod1whenN ... 8 givesmuch less error than the
firstorder bicharacteristicschemesand can hardlybe distinguishedon the
graphfromtheexactintegralsolution.
From theresultsof computationsand stabilityanalysis,we concludethat
Method1whenN = 8 shows some improvementfromthe point of view of
accuracyand stability overthe Butler's schemeusingonly4 bicharacteristic.
The computationtimesare approximatelysamefor the four schemes,at least
in thecaseof linearproblems. But thebicharacteristicschemesare definitely
moreaccuratethanStrang'sscheme.
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The following are the sets of 9 matriceswhich give the coefficientsin
differentschemesfor arbitraryR = cfj.t
t::.x
-
Ak = [a(k)i+p,Hq],
Coefficientsin Butler'sScheme
Bk = [b(k),+p,Hq],
( 0
1
AI = ~ RI12.
I 0
l :'.
Ii,
( R'/8
I
C,=~ 0
I -,R3/8
l
I
I'
( 0
J
B2= ~ R2/2
[0
l
..
( 0
1
I
A3 =i 0
JO
l
I
I
I
I
(0
1
I
C3 = i 0
!O
l
R2/2
1- 2R2
R2/2
R(2- R2)/4
0
- R(2- R2)/4
0
1- R2
0
RI2
0
-R12
R2/2
l-R2
R~/2
0 1
R2/2 il-
I
I
)
R3/81
I
I
I-
R3/8 !
)
0
0
0 1
I
R212 ~
0 j
)
't)
0
0
0
0
0
Ck = [C(k)HP'Hq]
( - R3/8 0
I
BI'" ~ -R{2-R2/4 0
! - R3/8
l
( 0
I
A2 =~ - RI2
!0
l
( -R3/8
I
10
°1- i
l R2/8
l
1 ( R3/8
I 1
I , 0
I- B2...1
~! ! -RJ/8
) l
')
...:1
I
l-I
r
)
~
0
R318 ~ 1
I
R(2- R2)/4 I
I-
R3/8 j
)
0 1
I
RI2 I
}-
0 r.
)
0
0
0
0
0
R!/8 1
I
I
}-
- R2/8 !
)
0
0
0
0
0
R2/8 1
I
I
I-
-.R2/8!
)
0
---
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Coefficientsin Method 1 whenN ..8
( R R'(3 - R2) R ") ( -RS 0 Rs ")
I 12 6 12 I I 12 n I
I I I I
I R'(3- R')R' R'(3- RI) I I - R(2-R') 0 R(2- R') IA i --- - - aRt+1 }- B ' i .}- .I=- 6 3 6 1- 4 4
I I I I
I R R'(3 -R') R' I I -RS RS II 12 6 - IT I I 12 0 12 IL J L J
r Rs R(2- R1) Rs ") ( -R' 0 R' ")
I 12 4 12 I I 12 12 I
I I I I
I I I -R(3-R2) 0 R(3-R') I
C1 0 0 0 }- AI -i 6 6}-
t' I I I I
: I -RS -R(2-R2) - RS I I -RS RS I
I 12
..
4 12
i I 12
0
12 I
L j L J
r B' - R' R' ") ( -RS 0 Rs ")
.1 24 24'" 24 I I 12 I
I I I I
I R'(6-RS) R4 R2+1RS(6- RS)I 0 0 0 I
B2= 12 "6 - 12}- C2'"" }-
I , I I
I R' - R' R' I R2 0 - RI
I
I 24 24' 24 I I 8" 8 I
L J L J
r RS R(3- RI) RS ") ( - R, 0 R1 ")
I 12 6 12 I I -S 8" I
I I I I
As =i 0 0 0 }-Bs- -{ 0 0 0 }-
I I I I
I -RS - R(3 -RI) -RS I I R1 -R' I.
12 12
I I
""8
0 8 .
L 6 J L )
( R RS(6 - R') R ")
I 24 12 24 I
I I
I -R - RI+l -R ICs= 12 6 12 }-
I I
I R' R'(6-RS) R' I
I 24 12 24 I
l J
"-
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Coefficientsin Method1 whenN =16:
( R' R2(4- R2) R' ") ( - 3RS 0 3RS ")I 16 8 16 I 132 32. II I I I
":'
I RS(4-R2)R'-2Rs+IR2(4-R2) I I -R(8-3RS) OR{8-3RS)!
AI = p 8 4"" 8 BI = 16 16 r-
I I I II , , Ii R' R2(4- R') R' I I - 3Rs 3Rs I
l 16" 8 16 j l 32 .0 32 j
( 3RS R(8 -3R2) 3RS ') ( - RS RS ')J 3f 16 TI I /16 0 16 rI I I II
0 0 0 I I - R(4 - R2) RI4-RS) ,C. = ,\ As= 8 0 8
!\I , I I
j: -.3Rs - R(8- 3RS) - 3R' I I RS R2 I.
32 32
I I-=- 0
16 Il 16 J l 16 J
( R' - R' R2 ') ( - R' 0 Rs ")I 32 16 32 I 1- "8 I
I . I I 8 I
I R2(8- R2) R' S R2(8- R') ' I i!
Bs= 16 gR +1 16 t Cs= 0 0 0 tI I I I
I R' -R' R' I I R -R' II
16
I J -- 0
-8-
I
l 32 32 J l 8 J
( Rs R(4 - R') R3 ') ( - RS 0 Rs ')J 16 8 16 i l-S "8 !
f
0 I I 0 0 0 jAs= 0 0 t Bs= tJ I j RS - R" JI - RS - R( 4 - R'} - RS I 1- 0 r
l 1 16 J l 8 8 J
( R' R'(8- R') R' I
I 32 16 32 I
I I
I - R'
R'R'+1 - R' ICs=i ---r6 8 16I I
I R' R'(8- R') R"J I
l 32- 16 32 )
12
TABLE 2
Maximum absolute error in computed values
'1:J
CI:I Table 2.1 : R =0 6CI>
CI:I
I-t
Time Butler's Scheme Method1whenN =8 Method 1 when N =16 Strang's Schemec:CI:I
"0 stepn Interior Boundary Interior Boundary Interior Boundary Interior Boundary0
10 0.00974 0.00464 0.04904 0.00965 0.00821 0.00708 0.01038 0.00851
'1:Jc: 50 0.06169 0.00641 0.03146 0.03399 0.06799 0.00841 0.08922 0.00960CI:I
I-t 100 0.10800 0.04375 0.03318 0.03564 0.11770 0.05059 0.157430.06481CI:I
0 200 0.16588 0.16650 0.20360 0.20540 0.18790 0.18680 0.246300.24737'
E:: 300 0.23170 0.23340 0.27190 0.23920 0.24751 0.25167 0.34777 0.35030
d
> Table 2 2: R =0.8
;:..
'1:J
Method 1 whenN =8 Method 1 when N =16 Strang's'1:J Time Butler's Scheme Scheme0
CI:I stepn Interior Boundary Interior Boundary Interior BouJ:ldary Interior BoundaryI-t
CI:I
10 0.00902 0.00307 0.00881 0.00625 0.00616 0.00532 0.01207 0.01009c:CI:I
CI> 50 0.01407 0.01378 0.05100 0.01375 0.03112 0.02169 0.06736 0.04833CI:I
>.-
100 0.06455 0.06295 0.06259 0.06200 0.13525 0.13507tI.1 - -
-< 200 - - 0.13320.13670 19.500003,92400 0.306930.17617
300 - - 0.325400.00274 - - 0.542990.16887
\0 400 - - 0.276300.27330 - - 0.550950.555810"1to
.....
Numerical solution of hyperbolic equations 597
TABLE 3
Maximum abso.luteerrors in the computed values
Table 3.1 : R = 0.8
;
Time
i step Butler's scheme Method 1 Method 1 Strang's
n whenN = 8 whenN = 16 Scheme
10 0.008998 0.007500 0.007505 0.007317
20 0.030200 0.012950 0.012707 0.020615
30 . 0.052859 0.037250 0.036450 0.055366
40 {' 0.353449 0.006910 0.006670 0.013650I
50 1.676160 0.006980 0.006931 0.018218
60 18.924250 0.005977 0.005901 0.012606
70 189.890000 0'.004520 0.004385 0.015040
TABLE 3.2: R = 06
Time
step Butler's scheme Method 1 Method 1 Strang's
n whenN = 8 whenN = 16 Scheme
10 0.00856 0.00849 0.00851 0.01050
20 0.01582 0.01623 0.01615 0.01735
'i 30 0.05071 0.05256 0.05211 0.05566
40 007165 007595 0.07495 0.08375
50 0.01873 0.01973 0.01949 0.03487
60 0.00914 0.00853 0.00869 0.02090
70 0.00833 0.00798 0.00807 0.01953
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Appendix- A
In theequations(34) - (3.6),if we replaceintegral by the Simpson's
one-thirdruletakingN pointsot;!thebase curve, and use the bivariateinter.
polationformula(3J~)to getthevaluesof the dependentvariablesand their
derivativesat thenon-gridpointson thebasecurve,wegettheequations(3.11)-
(3.13),in whichtheelementsof thecoefficientmatricesdependonN.
Herewetakea typicalcoefficientandshow that it tend to a limit, as
N~=.
Considera(l)i-"j--uwhichcanbewrittenas
NI2 N/2
';,ai-I, j-I = 3~ [~AII (2/- 1) + 22:All (2/) ]
, /=1 1=1
(1)
where
All (l) = 1/2cos(x(l) ) [cos (x(l» - 1] x 1/2sin(xU» x[sin(xU»-1]
= 1/32- 1/32cos(4x(l» - 1/16[sin (3x(l)) + sin (x(l) ) ]
- 1/16[cos(x(l» - cos(2x(l) )], and
x(l) - 2n (l - 0/N
(2)
We note that all the argumentsof cos or sinaremultiplesof 2n/N.
Usingfollowingformulae
n-l
"sin (Gt+ kP) = si.nnp/2 x sin (Gt+ (n - 1)P/2)L cos smP/2 cos
k=O
andsubstitutingtheresult(2)in (1),weseeaftersomesimplificationthat
a<IJ;_"i-I = 1/16forallevenN ;;.8.
Similartreatmentappliesto all theothercoefficientsandwecanalso show that
for evenN ;;. 12,theyareindependentof N.
(3)
r'f'l.
Numericalsolutionof hyperqolicequations
~
;;
C
I
'r
599
,t"
y'
C=til.noc
["{+CCT-t)cos9,
"'1+CCT-Osine,t]
y
C!. Cr c:ost,'71"CTsin9,O)
Fig. 1. Characteristicconethrough(t, 1/,T)
~
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Fig. 2. Meshpointsfor a numericalscheme:
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