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Abstract 
The carbon dioxide (CO2) system is the primary buffer in seawater which controls 
oceanic pH. Changes in the marine CO2 system affect a number of processes such as 
metal speciation, mineral saturation states, auditory responses in fish, and primary 
productivity rates. Increased atmospheric concentrations of CO2 from human activities 
(e.g. burning of fossil fuels, deforestation, and cement production) has led to a global 
decrease in surface ocean pH termed anthropogenic ocean acidification. One particular 
concern in response to increased oceanic CO2 is a substantial decrease in the calcium 
carbonate (CaCO3) saturation states, 
3CaCO
 . The long-term physiological effects of 
ocean acidification and decreased 
3CaCO
 on marine biota are currently subjects of 
intensive global investigation. Consequently improved methods are needed to facilitate 
evaluations of the evolving CO2 system chemistry and the responses of marine organisms 
to those changes.  
 Currently two of four measureable chemical parameters (pH, dissolved inorganic 
carbon, fugacity of CO2, and total alkalinity) are required for full characterization of the 
inorganic carbon system; carbonate ion concentrations ([ 2
3CO
 ]) can, for example, be 
calculated from paired measurements of pH–DIC and pH–TA. The primary objective of 
this dissertation is to refine a method for directly determining [ 2
3CO
 ] using a single 
measurement, the distinctive ultraviolet absorbance spectra of Pb(II) species in seawater. 
The technique is fast, methodologically simple, and suitable for routine use in laboratory
xi 
 
 and shipboard studies. It is, as well, suitable for analyses using autonomous 
instrumentation.  
My studies began with an investigation of lead carbonate ( 03PbCO ) complexation 
in synthetic media (at 25 °C between 0.001 to 5.0 molal ionic strength) to evaluate factors 
that control Pb(II) speciation, and thereby Pb(II) spectra, in seawater. Since laboratory 
investigations of Pb(II) speciation in seawater require potentiometric measurements of 
seawater pH, my dissertation includes development of a novel spectrophotometric 
method for calibrating pH electrodes directly in seawater. This spectrophotometric 
electrode calibration enables improved assessment of the extent to which electrode 
behavior is Nernstian and the influence of salinity on electrode calibrations. In addition, 
for the first time at sea, [ 2
3CO
 ] was directly determined in the Arctic and the Eastern 
Pacific Oceans using the Pb(II) method. These field studies allowed assessment of the 
consistency between direct [ 2
3CO
 ] determinations and carbonate determined using 
conventional CO2 system measurements. Finally, using techniques from my evaluation of 
lead speciation, as well as my electrode calibration development and field studies, 
additional laboratory studies were used to increase carbonate measurement sensitivity and 
applicability over a wider range of salinity.   
 
 
 
 
 
 
Chapter 1- Introduction 
 
1.1 Impact of Anthropogenic Activities on Ocean CO2 Chemistry 
Since the start of the industrial revolution, carbon dioxide (CO2) concentrations in 
the atmosphere have continuously increased from preindustrial levels of 260–280 ppm to 
a present day (2013) level of ~391ppm. The Intergovernmental Panel on Climate Change 
(IPCC) has projected that by 2100, atmospheric CO2 may rise to a level between 550 ppm 
and 950 ppm [1]. Approximately one third of anthropogenic atmospheric CO2 enters the 
ocean, causing concomitant changes in ocean chemistry [2]. As a result of increased 
levels of CO2 in the ocean, surface oceanic pH has decreased from an average of 8.2 (pre-
industrial) to 8.1 today [3-5]. The phenomenon of an extended decrease in ocean pH 
(increased hydrogen ion concentration) due to human activities such as the burning of 
fossil fuels [6], deforestation [7], nitrogen and sulfur inputs [8], and cement production 
[9] has been termed anthropogenic ocean acidification [10]. Following the 2009 passage 
of the Federal Ocean Acidification and Research and Monitoring (FOARAM) Act [11] 
and the establishment of the National Ocean Council [12, 13] in 2011, advances in 
marine chemical and biological sensors have been outlined as a national priority for 
monitoring and understanding biogeochemical processes affecting the oceans, coastal 
waters, and the Great Lakes [14]. 
1.1.1 Changes in Ocean pH 
 The carbon dioxide system is the primary buffer in seawater which controls 
oceanic pH. Changes in the marine CO2 system affect a number of processes such as 
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metal speciation [15, 16], mineral saturation states [17, 18], auditory responses in fish 
[19] and primary productivity [20, 21]. The long-term physiological effects of ocean 
acidification on marine biota are currently uncertain [10, 22-24]. Models of surface pH 
(Figure 1.1) suggest that with business-as-usual estimates of future atmospheric CO2 
concentrations (IPCC A2), the average surface ocean pH will decrease from 8.2 (pre-
industrial) to ~7.8 by the end of the 21st century [5]. Surveys of the Pacific Ocean taken 
in 2006 during the Climate Variability and Predictability Repeat Hydrography Program 
(CLIVAR/CO2) along the P16N longitude, demonstrate a significant decrease in pH 
(approximately -0.026) attributed to anthropogenic inputs of CO2 in the mixed layer as 
compared to surveys performed in 1991 [25].   
1.1.2 The Inorganic Carbon System in Seawater 
The inorganic carbon system in seawater can be described with five primary 
components: aqueous CO2, carbonic acid ( 2 3H CO ), bicarbonate ion ( 3HCO
− ), carbonate 
ion ( 23CO
− ) and hydrogen ion (H+). The relationships between these species are defined 
using equilibrium constants (Ki). The Henry’s law expression describing the relationship 
between gaseous CO2 and aqueous CO2 is given as: 
0
* *
2 2CO ( ) CO ( )
K
g aq   1.1 
where *2 2 2 3CO CO ( ) H COaq= + . Dissolved CO2
* dissociates to 3HCO
−  and 23CO
−  as 
shown in Equations 1.2 and 1.3: 
1
*
2 3CO ( ) H HCO
K
aq + −+   1.2 
2
2
3 3HCO H CO
K
− + −+   1.3
2 
 
  
Figure 1.1 Global decadal mean sea surface pH centered around 1875, 1995, 2050, and 2095. The distributions are based on the 
National Center for Atmospheric Research Community Climate System Model 3.1 (CCSM3). Coral reef communities are indicated by 
the white areas. Reprinted from Feely et al. (2009) courtesy of The Oceanography Society, Inc. 
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At an average surface ocean pH (~8.1) and salinity of 35, approximately 87% of the 
inorganic carbon exists as 3HCO
− , ~12% as 23CO
− , and < 1% as CO2*. 
1.1.3 Ocean Acidification and CaCO3 Saturation States 
One concerning aspect of increased oceanic CO2 is a resultant decrease in 
carbonate ion ( 23CO
− ) concentration summarized by the following equilibrium 
expression: 
2
2 2 3 3CO H O CO 2HCO
− −+ +    1.4 
Decreased carbonate ion concentration ([ 23CO
− ]) influences the extent of calcium 
carbonate (CaCO3) formation and dissolution (Equation 1.5) [20, 26, 27]:  
2 2
3 3CaCO ( ) Ca ( ) CO ( )
SPK
s aq aq
′
+ −+   1.5 
Solubility products (K´SP) are defined for each CaCO3 polymorph (e.g. calcite, aragonite, 
and magnesium calcites) at a given salinity (S), temperature (t), and pressure (p) as 
follows: 
3
2 2
(CaCO ) 3[Ca ][CO ]SPK
+ −′ =    1.6 
Aragonite is nearly 1.5 times more soluble than calcite; magnesium calcites are 
approximately twice as soluble as aragonite [28, 29]. At standard S, t, and p, (S = 35, t = 
25 °C, and p = 1 atm), the log K′SP for calcite is -6.370 (mol kg-1)2 and the log K′SP for 
aragonite is -6.189 (mol kg-1)2. Magnesium calcites which experience variable solubility 
based, in part, on magnesium to calcium ratios are assigned apparent solubility products 
which may also account for magnesium ion concentration [30].  
Saturation states (ΩX) compare the equilibrium quotient (K′SP) of a mineral (X) 
and the solution ionic content to yield insight on the potential for mineral formation or 
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dissolution. When ΩX =1, the solution is at equilibrium with the mineral and there is no 
net mineral formation or dissolution. For saturation states greater than 1 (ΩX >1), the 
system is supersaturated with respect to the mineral and precipitation is 
thermodynamically possible. If ΩX <1, the mineral is undersaturated in the system and the 
conditions could potentially result in mineral dissolution. For CaCO3, the saturation state 
(
3CaCO
Ω ) is defined in relation to calcium ion ([Ca2+]) and carbonate ion ([ 23CO
− ]) 
concentrations, where the brackets ([]) denote concentration in mol kg-1: 
3 3
2 2
3 (CaCO )[Ca ][CO ] /CaCO SPK
+ − ′Ω =   1.7 
Changes in CaCO3 saturation state particularly influence calcification rates and 
the productivity of calcareous plankton such as foraminifera, coccolithophores, and 
pteropods that occupy the base of the oceanic food chain [31, 32]. Decreased 
3CaCO
Ω is of 
particular concern in polar regions, where low-temperature waters more readily dissolve 
CO2 and promote reaction 1.4.  
Models of global aragonite and calcite saturation states of the surface ocean 
(Figure 1.2) based on IPCC predications of CO2 levels in the atmosphere (280 ppm to 
2000 ppm CO2) demonstrate the vulnerability of low latitude regions to increases in 
atmospheric CO2 [4]. For atmospheric CO2 concentrations of 1000 ppm, most high 
latitude areas become undersaturated with respect to aragonite. While these global 
models do not sufficiently resolve complex processes occurring at regional scales and 
particularly in coastal waters, they do provide a broad-scale rationale for developing 
effective methodologies to examine the impact that a changing CO2 system has on marine 
ecosystems.   
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Figure 1.2 Saturation states of aragonite (Ωaragonite) and calcite (Ωcalcite) for different 
atmospheric CO2 stabilization levels (280 – 2000 ppm). At levels of 500 ppm CO2, 
portions of the Arctic and Southern Oceans will experience complete under-saturation of 
aragonite. Under conditions of 1000 ppm CO2, calcite will become undersaturated in 
most high latitude regions. Reprinted from Caldeira and Wickett (2005) courtesy of 
Wiley Publications. 
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1.2 CO2 System Measurements (DIC, TA, f (CO2), and pH) 
Two of four measureable parameters are required for full quantitation of the CO2 
system components: pH, dissolved inorganic carbon (DIC), fugacity of CO2 ( 2(CO )f  ), 
and total alkalinity (TA). The Guide to Best Practices for Ocean CO2 Measurements [33] 
provides standard operating procedures for recommended methods of analyzing the 
carbon dioxide system in seawater; further considerations are provided regarding use of 
the methods for ocean acidification studies in the Guide to Best Practices for Ocean 
Acidification Research and Data Reporting [34]. The quality of CO2 system 
measurements in seawater is ensured through the use of certified reference materials 
(CRM) [35-37]. 
1.2.1 Dissolved Inorganic Carbon (DIC)  
Total dissolved inorganic carbon (DIC) is the sum of the concentrations of all 
inorganic carbon species in seawater. The measurement is conservative with respect to 
changes of state (S, t, and p): 
* 2
2 3 3DIC [CO ] [HCO ] [CO ]
− −= + +   1.8 
Measurements of DIC are performed by acidifying a seawater sample to convert all 
inorganic carbon species into CO2*. The final concentration of CO2* can be determined 
by infrared (IR) or coulometric detection [33]. Liquid core waveguides have also been 
used for DIC analysis by equilibrating an acidified seawater sample with a reference 
solution of known alkalinity [38, 39]. Changes in the reference solution pH are 
determined using spectrophotometric indicator dyes (see section 1.2.4) with high 
precision.   
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1.2.2 Total Alkalinity (TA) 
Total alkalinity (TA) is a measure of the ability of a seawater sample to neutralize 
added acid (buffer capacity). TA is conservative with respect to changes of state (S, t, and 
p) and can be estimated from global and regional algorithms which relate TA and salinity 
[40, 41]. TA was defined by Dickson [42] as the equivalent concentration of the sum of 
proton acceptors minus the equivalent concentration of the sum of proton donors: 
4 3 4
2
3 3 4
2 3
4 4 3 3
TA [HCO ] 2[CO ] [B(OH) ] [OH ]
[HPO ] 2[PO ] [SiO(OH) ] [NH ] [HS ]
[H ] [HSO ] [HF] [H PO ] . . .
− − − −
− − − −
+ −
= + + + +
+ + + +
− − − − +
  1.9 
The ellipses represent other minor but circumstantially significant contributors to TA 
such as organic acids and bases which are more prevalent in coastal waters [43]. Total 
alkalinity can be determined by either multipoint potentiometric acid titration [44-47]  or 
a single-point acidimetric titration [48, 49]. The combined use of real-time scanning 
spectrometers with spectrophotometric pH for single-point titrations has improved TA 
measurement precision [50]. 
1.2.3 Fugacity of CO2 (f (CO2)) 
Fugacity relates the p(CO2) (partial pressure of CO2) to the non-ideal behavior of 
the gas based on the CO2 equation of state (in relation to the total pressure, molar volume 
and temperature) where ϕ, a virial expression, is nearly equal to 1: 
2 2(CO ) (CO ) φf p= ⋅   1.10 
For 2(CO )f  measurements, a seawater sample is equilibrated with a dry head-space gas 
of known CO2 concentration, typically using a shower equilibrator [33]. Concentrations 
of CO2 in the gas can be determined with non-dispersive IR or gas chromatography [33]. 
8 
 
Liquid core waveguides have also been successfully used to determine CO2 
concentrations in air and seawater by equilibrating samples with reference solutions of 
known alkalinity and monitoring the resultant change in pH using spectrophotometric 
dyes (see section 1.2.4) [38, 51]. Unlike DIC and TA measurements which are 
conservative with respect to changes in state parameters, 2(CO )f  varies with change in t, 
S, and p. 
1.2.4 pH 
Solution pH (-log [H+]) is considered a master descriptive variable which helps to 
characterize chemical (e.g. acid/base equilibria, mineral saturation states, metal 
speciation) and biological (e.g. primary production and respiration) processes. Similar to 
2(CO )f , pH varies with change of state (t, S, and p). In the field of marine chemistry, 
three different pH scales are used depending on the extent to which they account for 
hydrogen ion pairing with sulfate and fluoride ions. Only free hydrogen ions ( F[H ]
+ ) are 
included in the free scale. Both the total pH scale ( T[H ]
+ ) and the seawater scale (
SWS[H ]
+ ) include hydrogen ion pairs as shown: 
T F 4 T[H ] [H ] [HSO ]
+ + −= +   1.11 
SWS F 4 T[H ] [H ] [HSO ] [HF]
+ + −= + +   1.12 
The total scale has been recommended for ocean acidification studies [34]. Seawater pH 
is typically determined by potentiometric or spectrophotometric measurements. 
Potentiometric measurements are useful for many types of studies. Hydrogen 
electrodes exhibit precisions ~ 0.001 pH unit. Calibrations are determined using special 
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tris (2-amino-2-methyl-1,3-propanediol) buffers which mimic the ionic strength and 
composition of seawater: 
X BpH( ) pH( ) (E E ) / ( ln10 / )B GX S R T F= − −   1.13 
The pH(X) and EX are the pH of the sample and the emf of the electrode immersed in the 
sample; pH(SB) and EB are the respective values for the calibration buffer. The ideal gas 
constant (RG), the measurement temperature (T, units Kelvin), and the Faraday constant 
(F, 96 500 coulombs mole-1) are used to define the ideal slope (RGT ln10/F). At a 
standard measurement temperature of 298.15 K, the ideal slope is 59.16 millivolts (mV). 
Electrodes are inexpensive and simple to use but often experience drift over time. 
Sulfonephthalein dyes are commonly used to measure pH with visible 
spectroscopy in a variety of natural systems [52-57].  Spectrophotometric pH 
measurements are performed by adding a small volume of indicator dye to a seawater 
sample and measuring the visible absorbance of the dye. Absorbance ratios of the 
protonated (HI-) and unprotonated (I2-) forms of indicator dyes are used to determine 
seawater hydrogen ion concentration ([H+]) based on the following equilibrium reaction 
where K2T, the second dissociation constant (on the total hydrogen ion scale, T), is similar 
to the sample pH: 
2
2HI H I
TK
− + −+   1.14 
For sulphonephthalein dyes there is a visible color change upon transitioning between the 
HI- and I2- forms, with the HI- form exhibiting a yellow color (Figure 1.3). Absorbance 
ratios (R) obtained using absorbances at the wavelength of maximum absorptivity for 
each form of the dye (HI- and I2-), in addition to molar absorptivity ratios (e1, e2, e3), and 
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the indicator dye equilibrium constant (K2T), are used to determine solution pH with the 
following equation:  
T 1
2 2
3
2
RpH log( ) log
1 R
eK e e
e
 
 − = − +
 − 
 
  1.15 
Laboratory determinations of the salinity, temperature, and pressure dependence of K2Te2, 
e1, and e3/e2 enable pH measurement capabilities in situ over the full range of oceanic 
conditions. 
 
Figure 1.3 Visible spectra of purified m-cresol purple in seawater. Absorbance was 
measured at 434 nm (λ1) (HI- max absorbance) and 578 nm (λ2) (I2- maximum 
absorbance); absorbance at 730 nm was used for baseline corrections (S = 35.8, t = 25 °C, 
7.13 ≤ pH ≤ 8.08). 
 
Spectrophotometric pH measurements can yield precisions of 0.001 to 0.0004 for 
shipboard and laboratory measurements [58-60], and 0.0014 to 0.004 for in situ 
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measurements [61-64]. The use of indicator dyes has expanded to measurements of other 
inorganic carbon system parameters (TA, 2(CO )f , and DIC) [38, 39, 50, 51] and, as 
well, to the calibration of buffers used for potentiometric pH measurements in seawater 
[65]. The characterization of purified meta-cresol purple has reduced systematic errors in 
spectrophotometric pH measurements caused by impurities in the dye [66, 67].  
1.3 Calculated Carbonate Ion Concentrations ([CO32-])  
Combinations of CO2 system measurements (e.g. pH–TA, TA– 2(CO )f  and TA–
DIC) are used to calculate [ 23CO
− ] and to determine other CO2 system parameters. 
The concentration of each CO2 system component can be quantified using the 
stoichiometric constants defined in Equations 1.16–1.18: 
*
0 2 2[CO ] / (CO )K f′ =   1.16 
*
1 3 2[H ][HCO ] / [CO ]K
+ −′ =   1.17 
2
2 3 3[H ][CO ] / [HCO ]K
+ − −′ =   1.18 
Temperature, salinity, and pressure dependent values for each constant (K0′, K1′, and K2′) 
have been determined from laboratory and field assessments [33, 34].  
1.3.1 Determination [CO32-] from pH–DIC 
For paired measurements of pH–DIC, the concentrations of CO2* (Equation 1.19) 
and 3HCO
−  (Equation 1.20) can be written in terms of [ 23CO
− ] and [H+]: 
+ 2 2-
* 3
2
1 2
[H ] [CO ][CO ]
K K
=
′ ′
  1.19 
2
3 3 2[HCO ] [H ][CO ] / K
− + − ′=   1.20 
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Substitution of Equations 1.19 and 1.20 into the DIC relationship (Equation 1.21) gives 
the following:  
+ 2 2- + 2-
2-3 3
3
1 2 2
[H ] [CO ] [H ][CO ]DIC [CO ]
K K K
= + +
′ ′ ′
  1.21 
which can be rearranged to directly calculate carbonate ion concentration: 
2- 1 2
3 + 2 +
1 1 2
DIC[CO ]
[H ] + [H ]+
K K
K K K
 ′ ′⋅
 =
 ′ ′ ′ 
  1.22 
1.3.2 Determination [CO32-] from pH–TA 
For paired measurements of pH–TA, total alkalinity (Equation 1.9) can be 
simplified as follows for open ocean studies: 
3 4
2
3 3 4
2 3
4 4 3
TA [HCO ] 2[CO ] [B(OH) ] [OH ]
[HPO ] 2[PO ] [SiO(OH) ] [H ] [H PO ]
− − − −
− − − +
= + + + +
+ + − −
  1.23 
Total silicate and phosphate species are obtained by measuring nutrient concentrations 
and the speciation is determined using equilibrium relationships. Total boron (BT) 
concentrations are calculated from salinity [68]. The relationship between [H+], borate     
( 4B(OH)
− ) and boric acid concentrations ( 3B(OH) ) [69] is given as:  
4 3[H ][B(OH) ] / [B(OH) ]BK
+ −′ =   1.24 
The borate alkalinity (BA) is then calculated as: 
B
[H ]
T B
B
KBA
K +
′
=
′ +
  1.25 
The stoichiometric relationship ( WK ′ ) which describes the dissociation of water into 
hydrogen (H+) and hydroxide (OH-) ions [70] is used to determine the hydroxide ion 
concentration from measured pH:  
13 
 
[H ][OH ]WK
+ −′ =   1.26 
Equation 1.27 shows total alkalinity expressed in relation to [H+] and [ 23CO
− ] using 
Equations 1.20, 1.25, and 1.26: 
2
2-3
3
2
TA
[H ][CO ] B+2[CO ] [H ]
[H ][H ]
WT B
B
KK
K K
+ −
+
++
= + −
′′
+
′′ +
  1.27 
The carbonate alkalinity (CA = [ 3HCO
− ] + 2[ 23CO
− ]) is determined from 
measured S, t, TA and pH based on the following relationship: 
BTA [H ]
[H ][H ]
WT B
B
KKCA
K
+
++
−
′′
= − +
′ +
  1.28 
The carbonate alkalinity can then be written in terms of [ 23CO
− ] and [H+]: 
+ 2-
2-3
3
2
[H ][CO ] +2[CO ]CA
K
=
′
  1.29 
and used to calculate carbonate ion concentration: 
2- 2
3 +
2
[CO ]
[H ] 2
CA K
K
′⋅
=
′+
  1.30 
1.3.3 Determination [CO32-] from pH–f (CO2) 
Equations 1.16 and 1.17 are combined to calculate [ 3HCO
− ] in terms of pH and 
2(CO )f :   
0 1 2
3
(CO )[HCO ]
[H ]
K K f−
+
⋅
=   1.31 
Combining Equations 1.18 and 1.31 yields the following relationship which directly 
relates 2(CO )f  and [H
+] to carbonate ion concentration: 
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2- 0 1 2 2
3 + 2
(CO )[CO ]
[H ]
K K K f′ ′ ′ ⋅
=   1.32 
1.3.4 Determination of [CO32-] from DIC–f (CO2) 
Using DIC and 2(CO )f , carbonate ion concentrations are calculated with the 
following expression where dissolved inorganic carbon is defined in terms of 2(CO )f  
and [ 3HCO
− ]: 
2
3
0 2 3
0 2 1 2
[HCO ]DIC (CO ) [HCO ]
(CO ) /
K f
K f K K
−
−′= ⋅ + +
′ ′ ′⋅ ⋅
  1.33 
Equation 1.34 shows 3[HCO ]
−   expressed in terms of 2(CO )f  and DIC [33]:
( )
2
1 0 1 0
3 2 2
2 2
1/2
1 0
2 0 2
2
1[HCO ] (CO ) (CO )
2
1 4 (CO ) (CO ) DIC
2
K K K Kf f
K K
K K f K f
K
−
  ′ ′ ′ ′
 = − ⋅ +  ⋅ 
  ′ ′  
  ′ ′
′ −  ⋅  ⋅ −
 ′   
  1.34 
Equations 1.33 and 1.34 are used to determine carbonate ion concentrations: 
2
3 0 2 3[CO ] DIC (CO ) [HCO ]K f
− −′= − ⋅ −   1.35 
1.3.5 Determination [CO32-] from TA–f (CO2) and TA–DIC 
Quantification of CO2 system components using combinations of TA– 2(CO )f  
and TA–DIC are performed through iterative calculations. For TA– 2(CO )f  pairs, total 
alkalinity is written in terms of 2(CO )f  and [H
+] where [ 3HCO
−  ] is defined as Equation 
1.31 and [ 23CO
− ] is defined as Equation 1.32. The expression for TA (Equation 1.23) is 
iteratively solved for pH in the following form:  
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0 1 0 1 2
2 + + 2TA
2 B(CO ) [H ]
[H ] [H ] [H ][H ]
WT B
B
K K K K K KKf
K
+
++
= + −
 ′ ′ ′ ′ ′ ′′
 +  +
  ′ + 
  1.36 
Once the [H+] is determined, [ 23CO
− ] can be calculated using Equation 1.32.  
 A similar procedure is followed to determine [ 23CO
− ] from the TA–DIC pair. 
Total alkalinity written in terms of DIC and [H+] is shown in Equation 1.37: 
+
1 1 2
+ + 2
1 2 1
TA
[H ] 2 BDIC [H ]
[H ][H ] [H ] [H ]
WT B
B
KK K K K
K K K K
+
++
= + −
  ′′ ′ ′ ′+
+ 
 ′ ′ ′ ′+ + + 
  1.37 
Iterative determination of pH is performed and then carbonate ion concentrations can be 
determined using Equation 1.22. The development of programs such as the CO2SYS 
Microsoft EXCEL® macro [71] and a MATLAB based version [72] have simplified 
(automated) the calculation process.  
1.4 Direct Determination of Carbonate Ion Concentrations ([CO32-]) 
Byrne and Yao [73] proposed a methodology similar to spectrophotometric pH 
measurements to determine carbonate ion concentrations directly in seawater using Pb(II) 
UV spectroscopy. Pb(II) complexes have distinctive absorbance spectra in the UV region 
(Figure 1.4) [74-77]. The formation of lead carbonate in seawater was used in analogy to 
the dissociation of pH indicator dyes ( 2 2 03 3Pb CO PbCO
+ −+ → ) (Compare to Equation 
1.14). The lead carbonate formation constant (
3 1CO
β ) is expressed as: 
3
0
3
1 2 2
T 3 T
[PbCO ]
[Pb ] [CO ]CO
β + −=   1.38 
where the total carbonate ion ( 23 T[CO ]
− ) includes free and ion-paired carbonate ion and 
([Pb2+]T) includes free Pb(II) (Pb2+) and lead chloride species ( PbCl+ , 02PbCl , and 
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3PbCl
− ). With the absorbance ratio (R) defined as 2 1/A Aλ λ , Equation 1.39 can be used 
to calculate carbonate ion concentration: 
2
3 T 3 1 2 1 3 2COlog[ ] log{( ) / ( )} log{( ) / (1 / )}CO e R e Re eβ
−− = + − −   1.39 
The molar absorptivity relationships are defined as e1 = 2 3 1 3/PbCO PbCOλ λε ε ,  e2 = 
2 1 3
/Pb PbCOλ λε ε , and e3/e2 = 1 2/Pb Pbλ λε ε .  
 
 
Figure 1.4 Pb(II) absorbance spectra in seawater. The spectrum shown for 6.71 indicates 
a predominance of lead chloride species, while the spectrum at 7.93 indicates primarily 
lead carbonate species (S = 35.87 and 25 °C). Figure reported in Byrne and Yao [73], 
courtesy of Elsevier Publications. 
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The salinity dependence of log(CO3β1/e2), e1, and e3/e2 were determined through 
laboratory assessments of Pb(II) UV spectra in seawater:  
-2 -4 2
3 1 2log{( ) / ( )} 6.087 8.495×10 9.360×10CO e S Sβ = − +   1.40 
-4 -5 2
1 0.2215 -5.554×10 8.440×10e S S= +   1.41 
-2 -4 2
3 2( / ) 3.061 8.730×10 9.363×10e e S S= − +   1.42 
Using this method, absorbance ratios were monitored at λ1 (234 nm) and λ2 (250 nm). 
Absorbance values from a non-absorbing wavelength λNA (350 nm) accounted for 
baseline shifts caused by experimental factors such as optical cell position.  
1.5 Research Rationale: Limitations of the Direct Carbonate Ion Method 
Lab-based comparisons of [ 23CO
− ]T determined with Equation 1.39 and those 
determined with pH–TA combinations demonstrated that while the direct determination 
worked well for lower carbonate ion concentrations, there was a noticeable systematic 
trend of higher error for samples with [ 23CO
− ]T exceeding ~100 µmol kg-1 (Figure 1.5). 
The authors noted that the initial characterizations could be improved by field 
assessments, improved determination of Pb(II) speciation in seawater, and improved 
potentiometric pH calibrations in seawater.  
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 Figure 1.5 Residuals between observed and predicted carbonate ion concentrations. 
Results reported by Byrne and Yao [73] using Equation 1.39 with fittings from Equations 
1.40 to 1.42 (courtesy of Elsevier Publications).  
 
1.5.1 Field Validation 
Currently there are no certified standards available to verify carbonate ion 
concentrations ([ 23CO
− ]). Potential errors in determining [ 23CO
− ] could arise not only 
from experimental error but also from calculation uncertainty (Section 1.3). Systematic 
error propagation introduced from uncertainty in the thermodynamic constants 
(Equations 1.16–1.18), boron to salinity ratios [68], and nutrient concentrations [78] all 
potentially contribute to error in determining [ 23CO
− ]. Field validation provides an 
independent set of measurements for internal consistency comparisons [79].  
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1.5.2 Pb(II) Speciation in Seawater 
A comprehensive understanding of lead speciation under natural conditions will 
aid in interpretation of Pb(II) spectral signals and the contribution of mixed ligand 
species ( 3Pb(CO )Cl
− , 0Pb(OH)Cl , and 3Pb(CO )OH
− ) to Pb(II) complexation in 
seawater. A critical review of lead complexation with inorganic ligands [80] indicated 
that lead carbonate complexes are a predominant solution species in both seawater and 
freshwater. At the start of my research, only two preliminary assessments had been 
performed which directly observed lead carbonate complexation. The IUPAC review by 
Powell et al. [80] concluded that the results of these two studies did not provide an 
adequate assessment of the 03PbCO  formation constant at zero ionic strength. The ionic 
strength dependence of 03PbCO  formation was poorly defined and required further 
investigation.  
1.5.3 pH Electrode Calibrations in Seawater 
Refined pH electrode calibrations in seawater are essential for improving 
determinations of [ 23CO
− ] during laboratory assessments of the salinity and temperature 
dependence of Pb(II) equilibria and molar absorptivity ratios (Equations 1.40–1.42). In 
the initial assessment of the Pb(II) method [73], potentiometric pH measurements were 
used along with total alkalinity to determine carbonate ion concentrations in the sample 
solutions. The Guide to Best Practices for Ocean Acidification Research and Data 
Reporting [33] provides details on the limitations of potentiometric pH measurements. 
Electrodes are generally calibrated using a tris (2-amino-2-methyl-1,3-propanediol) 
buffer solution prepared in synthetic seawater. The buffer preparation is notably complex. 
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Ideally, the ionic strength of the buffer should lie within 5 salinity units of the sample 
solution [81]. For experiments which span a range of 20 salinity units, several batches of 
buffer would be required. Additionally, the preparation of only a single buffer cannot 
evaluate the extent to which electrode behavior is Nernstian. Uptake of CO2 from the 
atmosphere and microbial activity can also affect buffer quality and electrode 
calibrations.  
 To circumvent the issues associated with the preparation of the Tris buffers, 
Byrne and Yao [82] used unpurified thymol blue indicator dye to calibrate the pH 
electrodes directly in the seawater solution. It is now understood that some indicator dyes 
contain small amounts of impurities which can increase errors in pH determinations and 
subsequent calculations of [ 23CO
− ]T such as those provided by the original formulations 
of Equations 1.40–1.42 [66, 67]. 
1.6 Dissertation Overview 
The primary objective of this dissertation is to reexamine the salinity dependence of 
the Pb(II) method for directly calculating [ 23CO
− ]T. This objective is addressed using 
both refined laboratory techniques and field studies. The dissertation is outlined as 
follows:  
Chapter 2, published in Geochimica et Cosmochimica Acta [83] –PbCO30 
complexation in synthetic media was examined to determine the lead carbonate formation 
constant over a range of ionic strength ( I ) (0.005 < I < 5.0 mol kg-1, at 25 °C). These 
assessments helped to fill a gap in a general understanding of Pb(II) inorganic 
complexation and enabled  more accurate predictions of lead speciation in seawater.  
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Chapter 3, published in Environmental Science and Technology [84] –  A 
method is reported for the calibration of pH electrodes directly in seawater using visible 
spectroscopy and purified meta-cresol purple indicator dye. The multipoint 
spectrophotometric electrode calibration enabled more accurate assessment of both the 
Nernstian behavior of the electrodes and the dependence of the electrode liquid junction 
potential on seawater salinity. 
 Chapter 4, published in Environmental Science and Technology [85] – For the 
first time at sea, [ 23CO
− ]T was determined in the ocean (i.e., the Arctic Ocean and the 
Eastern Pacific Ocean) using the Pb(II) method. Field studies allowed assessment of the 
differences between [ 23CO
− ]T determined directly with the Pb(II) method and carbonate 
concentrations determined using standard CO2 system measurements (combinations of 
pH–DIC and pH–TA).  
Chapter 5 – The fitting parameters presented in Equations 1.40–1.42 were 
revisited using the modified procedures reported in Chapter 2 and Chapter 3. I examined 
the alternative wavelength combinations to increase the method’s sensitivity. 
Chapter 6 – Presents major conclusions from the study and future directions. 
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Chapter 2 – The Ionic Strength Dependence of Lead (II) Carbonate Complexation 
in Perchlorate Media 
Chapter 2 has been peer-reviewed and published as: Regina A. Easley and Robert H. 
Byrne (2011) Geochimica et Cosmochimica Acta 75(19), 5638–5647. The full 
publication is shown in Appendix B. Supplemental information regarding Chapter 2 can 
be found as follows: 
• Appendix C: (Experimental Design: Section 2.2) - Beer’s law plots 
demonstrating collinear behavior of Pb2+ (λ = 208 nm) over the range of ionic 
strengths used in the study (0.001 ≤ I ≤ 4.95 mol kg-1).  
• Appendix D: (Results: Section 3) – All experimental spectra (background 
absorbance spectra, raw experimental spectra, and background corrected spectra) 
are shown along with plots of the change in molar absorbance versus [H+]-1 for 
selected wavelengths.  
• Appendix E: (Results: Section 3) - Principal component analysis results for all 
experiments are shown in both tabular and graphical form.  
• Appendix F: (Discussion: Section 4.1) – A description of the Monte Carlo 
analysis used to estimate uncertainties of the intercept and slope of the two-point 
linear regression for determining the ionic strength dependence of log 
II
3 2 (Pb )CO K  is provided. 
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Chapter 3 – Spectrophotometric Calibration of pH Electrodes in Seawater Using 
Purified m-Cresol Purple 
Chapter 3 has been peer-reviewed and published as: Regina A. Easley and Robert H. 
Byrne (2012) Environmental Science and Technology 46(9), 5018–5024. The full 
publication is shown in Appendix G. Supplemental information regarding Chapter 3 can 
be found as follows: 
• Appendix H: (Materials and Methods: Spectrophotometric pH 
Measurements) - Series of spectra for purified m-cresol purple over calibration 
pH range.  
• Appendix I: (Results and Discussion: Experimentally Determined Electrode 
Slopes) Calibration lines and residuals for the three electrodes are shown for fits 
between pH 6.0–8.1 and pH 7.0–8.1. 
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Chapter 4 – Spectrophotometric Measurement of Calcium Carbonate Saturation 
States in Seawater 
Chapter 4 has been peer-reviewed and published as: Regina A. Easley, Mark C. Patsavas, 
Robert H. Byrne, Xuewu Liu, Richard A. Feely, and Jeremy T. Mathis (2013) 
Environmental Science and Technology 47(3), 1468–1477. The full publication is shown 
in Appendix J. Supplemental information published with the paper is found in Appendix 
K as follows: 
• Detailed description regarding the selection of thermodynamic equilibrium 
constants to calculate in situ calcium carbonate saturation states  
• Figure K1. Perturbation of seawater Pb(II) absorbance ratios 
• Figure K2. Frequency distributions of carbonate ion residuals 
• Figure K3. Linear regression of calcite saturation states (conventional 
methods compared to spectrophotometric methods) 
• Figure K4. Upper water column cross-sections of in situ aragonite and 
calcite saturation states 
• Figure K5. Cross-section of calcite saturation states off the coast of San 
Francisco 
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Chapter 5 – Salinity Dependence and Wavelength Optimization for Direct 
Carbonate Ion Determinations in Seawater 
5.1 Introduction  
Byrne and Yao [73] proposed a methodology to determine carbonate ion 
concentrations directly in seawater using the distinctive UV absorbance spectra of Pb(II) 
species [74, 76, 77, 86]. Spectrophotometric carbonate ion concentrations ([CO32-]Tspec) 
were calculated from the following equation:  
2-
3 Tspec 3 1 2 1 3 2log[C O ] log ( / ) log{( ) / (1 / )}CO e R e Re eβ− = + − −   5.1 
where CO3β1 is the lead carbonate (PbCO30) formation constant, ei are molar absorptivity 
ratios, and R = 250A/234A, the ratio of UV absorbance at 234 and 250 nm [73]. Equations 
expressing the salinity dependence of the molar absorptivity terms (log(CO3β1/e2), e1, and 
e3/e2) are shown in Table 5.1. Lab-based comparisons of [CO32-]T determined with the 
UV method ([CO32-]Tspec) were compared to those calculated ([CO32-]Tcalc) from pH and 
total alkalinity (TA);  while the direct determinations were capable of predicting 
carbonate ion concentrations within ±2 µmol kg-1 of [CO32-]Tcalc for lower [CO32-]T, there 
was a systematic trend of higher error for samples with [CO32-]T exceeding ~100 µmol 
kg-1 (Figure 1.4). Field assessments of the method demonstrated similar residual 
carbonate ion trends [85]. However, combinations of spectrophotometric pH and 
carbonate ion concentrations using modified parameters (Table 5.1) were able to predict 
calcium carbonate saturation states (ΩCaCO3) within ±0.06 of conventionally calculated 
values when 0.5 ≤ ΩCaCO3 ≤ 2.0 and within ±0.18 when Ω CaCO3 > 2.0 (Chapter 4).  
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Table 5.1 Reported salinity dependence of fitting parameters used in Equation 1 
(log(CO3β1/e2), e1, and e3/e2) characterized at λ1 = 234 nm and λ2 = 250 nm (25 °C) 
 
Reference Parameter Equation 
 log(CO3β1/e2) 6.087 – 8.495x10
-2S + 9.360x10-4S2 
Byrne and Yao 
(2008) e1 0.2215 – 5.554x10
-4S + 8.440x10-5S2 
 e3/e2 3.061 – 8.730x10
-2S + 9.363x10-4S2 
   
 log(CO3β1/e2) 5.513 – 5.358x10
-2S + 5.166x10-4S2 
Easley et al. (2013) e1 0.2293 – 5.554x10-4S + 8.440x10-5S2 
 e3/e2 3.091 – 8.730x10
-2S + 9.363x10-4S2 
 
In this chapter, we reexamined the salinity dependence of the fitting parameters 
using improved laboratory techniques. The availability of purified meta-cresol purple 
[66] enabled accurate pH electrode calibrations [84] over a range of seawater salinity. 
Wavelength optimization was explored based on knowledge of Pb(II) speciation in 
seawater to increase method sensitivity at higher carbonate ion concentrations.  
5.2 Theoretical Basis of the Method 
In seawater, Pb(II) forms major inorganic complexes with chloride ions (Cl-), 
carbonate ions (CO32-) and hydroxide ions (OH-). The total concentration of all 
potentially significant lead species which may contribute to Pb(II) UV absorbance in 
seawater is given as: 
II 2+ +
T T 3 T T 3[Pb ] = [Pb ] [PbCO ] + [PbOH ] [PbHCO ]
++ +   5.2 
where, 
2+ 2+ + 0
T 2 3[Pb ] = [Pb ] + [PbCl ] [PbCl ] [PbCl ]
−+ +   5.3 
 0 23 T 3 3 2 3 3[PbCO ] = [PbCO ] + [Pb(CO ) ] [Pb(CO )Cl ] [Pb(CO )OH ]
− − −+ +   5.4 
+ 0 0
T 2[PbOH] [PbOH ] [Pb(OH) ] [Pb(OH)Cl ]= + +   5.5
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Table 5.2 Equations used for speciation models. All equations listed are determined on the total hydrogen ion scale ([H+]T) for 25 °C. 
 
Equilibrium Constant Salinity (or Ionic Strength) Dependence Reference 
CO2 System Equations in Seawater 
 
   Ko = [CO2*]/f(CO2) lnKo = -3.3796 – 5.201*10-3(S) (Weiss, 1974) [87] 
K1 = [H+][HCO3-]/[CO2*] logK1 = - 6.110 + 1.16*10-2(S) - 1.15*10-4(S2) (Lueker et al, 2000) [88] 
K2 = [H+][CO32-]/[HCO3-] logK2 = -9.452 + 1.78*10-2(S) – 1.12*10-4(S2) (Lueker et al, 2000) [88] 
   
KB = [H+][B(OH)4-]/[B(OH)3] lnKB = -21.268 + 0.408(S0.5) - 4.96*10-2(S) + 
5.80*10-3(S3/2) -3.34*10-4(S2) 
(Dickson, 1990) [69] 
   
KW = [H+][OH-] lnKW = -32.239 + 0.401(S0.5) – 1.62*10-2(S) (Millero, 1995) [70] 
   Pb(II) Complexation Equations in Seawater 
    Clβ1 = [PbCl+][Pb2+]-1[Cl-]-1 log Clβ1 = 1.491 – 2.04I1/2(1+1.5I1/2)-1 + 0.238I (Byrne et al., 2010) [89] 
Clβ2 = [PbCl20][Pb2+]-1[Cl-]-2 log Clβ2 = 2.062 – 3.06I1/2(1+1.5I1/2)-1 + 0.369I (Byrne et al., 2010) [89] 
Clβ3 = [PbCl3-][Pb2+]-1[Cl-]-3 log Clβ3 = 1.899 – 3.06I1/2(1+1.5I1/2)-1 + 0.439I (Byrne et al., 2010) [89] 
CO3β1 = [PbCO30][Pb2+]-1[CO32-]-1 log CO3β1 = 6.789 – 4.09I1/2(1+1.5I1/2)-1 + 0.244I (Easley and Byrne, 2011) [83] 
CO3β2 = [Pb(CO3)22-][Pb2+]-1[CO32-]-2 log CO3β2 = 10.41 – 4.09I1/2(1+1.5I1/2)-1 + 0.31I (Easley and Byrne, 2011) [83] 
*β1 = [PbOH+][H+]/[Pb2+] log *β1 = -7.46 – 1.02I1/2(1+1.5I1/2)-1 + 0.06I (Powell et al., 2009) [80] 
*β2 = [Pb(OH)20][H+]2/[Pb2+] log *β2 = -16.94 – 1.02I1/2(1+1.5I1/2)-1 + 0.13I (Powell et al., 2009) [80] 
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Mixed ligand species ( 3Pb(CO )Cl
− , 0Pb(OH)Cl , and 3Pb(CO )OH
− ) are included 
in Equations 5.4 and 5.5. At an average seawater [CO32-]T and pH (< 8.1), Equation 5.4 
can be simplified to exclude 2-3 2Pb(CO )  and Equation 5.5 can be simplified to exclude
0
2Pb(OH) . Additionally, the concentrations of 
+
3[PbHCO ] and 
+
T[PbOH ]  make minimal 
contributions to 2+ T[Pb ]  and 3 T[PbCO ]  based on prior assessments of the temperature 
dependence of lead carbonate formation in seawater [77]. 
5.2.1 Speciation and Spectral Considerations 
Recent evaluations of PbCO30 formation constants have helped improve Pb(II) 
speciation models in seawater [83, 90]. The formation constants listed in Table 5.2 were 
used to construct a series of Pb(II) speciation diagrams for S = 20, 30, and 40 (t = 25 ºC) 
to examine the pH dependence of Pb(II) complexation in seawater (Figures 5.1–5.3). For 
each diagram, the chloride ion concentration was determined with respect to a reference 
salinity of S = 35 (where, [Cl-] = 0.54586968 * S /35) [91]. Total alkalinity was estimated 
with the t  and S dependence for subtropical waters modeled by Lee et al. (TA = 2305 + 
58.66 (S - 35) + 2.32 (S - 35)2  - 1.41 (t - 20) + 0.040 (t - 20)2) [41].  
Pb(II) inorganic coordination chemistry at low pH is dominated by PbClX species  
that serve as the sole contributors to the e3/e2 term (where X = 0, 1, 2, or 3). For S = 20, 
Pb(II) is largely complexed as PbCl+ (xPbCl = 0.47), where xi is the mole fraction of 
species i. At higher salinity (S = 30), PbCl20 becomes more dominant and is nearly equal 
in concentration to PbCl+ (xPbCl = 0.40 and xPbCl2 = 0.36). The relative concentration of 
PbCl20 increases to xPbCl2 = 0.40 and PbCl3- becomes nearly 20% of total Pb(II) species 
(xPbCl3 = 0.18) for S = 40. 
29 
 
 Figure 5.1 Speciation plot of mole fraction versus pH for all Pb(II) complexes in the Pb2+–CO32-–Cl-–H+ system at S = 20,  
TA = 1941 µmol kg-1, and t = 25 °C. 
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Figure 5.2 Speciation plot of mole fraction versus pH for all Pb(II) complexes in the Pb2+–CO32-–Cl-–H+ system at S = 30,  
TA = 2064 µmol kg-1, and t = 25 °C.   
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 Figure 5.3 Speciation plot of mole fraction versus pH for all Pb(II) complexes in the Pb2+– CO32-–Cl-–H+ system at S = 40,  
TA = 2650 µmol kg-1, and t = 25 °C.
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 Each PbClX complex has a distinctive absorbance peak. The relative mole fraction 
of each PbClX species and Pb2+ in relation to salinity is shown along with the reported 
λmax from Byrne et al. [89] (Figure 5.4). In addition to the maximum absorbance at 268 
nm, PbCl3- also has an absorbance tail which increases at wavelengths below 225 nm. 
The absorptivity maximum (εmax) for each PbClX peak is ~8,000 M-1 cm-1[89]. 
The transition between the PbClX dominated and PbCO30 dominated regimes 
occurs around pH = 7.4 for S = 20, pH = 7.6 for S = 30, and pH = 7.8 for S = 40 (Figure 
5.5). At a pH ~ 8.0, lead carbonate becomes the dominant Pb(II) species (xPbCO3 > 0.4 for 
all modeled salinities). The mixed ligand species, PbCO3Cl-, peaks in concentration near 
pH ~ 8.2, with a maximum mole fraction of xPbCO3Cl > 0.11 for S = 20 and xPbCO3Cl > 0.16 
for S = 40. Studies performed in 0.001 molal NaClO4 [83] (Chapter 2) predict a λmax for 
lead carbonate near 220 nm with a εmax ~7,500 M-1 cm-1 (See Appendix L, Figure L.1). 
Additional assessments of PbCO30 formation in sodium chloride solutions show an 
absorbance maximum ~240 nm for combinations of PbCO30 and PbCO3Cl- between  
(7.95 < pH < 8.5) [90]. Currently, the UV spectrum for the PbCO3Cl- species is unknown. 
Lead hydroxide (PbOH+), which has a xPbOH < 0.1 for pH < 8.2, does not have a 
distinctive λmax but exhibits a broad absorption peaking near 210 nm and decreasing until 
~250 nm; absorptivity for PbOH+ at wavelengths > 210 nm is less than 6,000 M-1 cm-1 
[92].  
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Figure 5.4 Relative concentrations of free Pb2+ and Pb(II) chloride, carbonate and hydroxide species over a range of salinity  
(20 < S < 40). Absorbance maximums (λmax) are shown based on previous studies on PbClx [74] and PbCO30 [83]. 
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Figure 5.5 Speciation plot of mole fraction versus pH for Pb2+–CO32-–Cl-–H+ system between 20 < S < 40 showing the transition 
between PbClX dominated speciation and PbCO30 dominated speciation. 
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5.2.2 Absorbance Model 
The general equation for the spectrophotometric measurement ([CO32-]Tspec) is 
derived from the Beer-Lambert law: 
ε [ ]iA l iλ λ= ⋅ ⋅   5.6 
 which relates the absorbance (λA) of a given chemical species ( i ) at wavelength λ to the 
species concentration ([ ]i ), the molar absorptivity at a given wavelength ( εiλ ) and 
optical pathlength ( l ). For direct carbonate ion concentrations, Byrne and Yao [73] used 
the formation of lead carbonate in seawater ( 2 2 03 3Pb CO PbCO
+ −+ → ), the transition 
between [Pb2+]T and [PbCO3]T, as the basis for the ratiometric method. The equation can 
be expressed in terms of the lead carbonate formation constant (
3 1CO
β ): 
3
0
3
1 2 2
T 3 T
[PbCO ]
[Pb ] [CO ]CO
β + −=   5.7 
Total carbonate ion ( 23 T[CO ]
− ) includes free and ion-paired carbonate  (CO32-, 
NaCO3+, MgCO30, and CaCO30). At a given wavelength, the absorbance of a Pb(II) 
solution in seawater can be expressed with the Beer-Lambert law (Equation 5.6) as the 
total absorbance of all Pb(II) species in solution:  
3
2+ 0
λ λ Pb T 3 T/ = ε [Pb ] + ε [PbCO ]PbCOA l λ   5.8 
The concentration of 23PbCO
−  in Equation 5.8 can be rewritten in terms of the formation 
constant for lead carbonate (Equation 5.7): 
3 3
2+ 2+ 2
λ λ Pb T 1 T 3 T/ = ε [Pb ] + ε [Pb ] [CO ]PbCO COA l λ β
−⋅   5.9 
Equations 5.2 and 5.9 can be combined in relation to the molar absorbance (λA/[PbII]T/l) 
which is dependent on the total concentration of Pb(II) in solution as follows: 
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3 3
3
2+ 2+ 2
λ Pb T 1 T 3 Tλ
II 2+ 2+ 2
T T 1 T 3 T
ε [Pb ] + ε [Pb ] [CO ]
=
[Pb ] [Pb ] [Pb ] [CO ]
PbCO CO
CO
A
l
λ β
β
−
−
⋅
+
  5.10 
The expression in Equation 5.10 can be subsequently simplified as the following: 
3 3
3
2
λ Pb 1 3 Tλ
II 2
T 1 3 T
ε + ε [CO ]
=
[Pb ] 1 [CO ]
PbCO CO
CO
A
l
λ β
β
−
−
⋅
+
  5.11 
Absorbance ratios at two different wavelengths (λ1 and λ2) are used in the analysis to 
eliminate the influence of indicator concentration on the computation [93]: 
2 2 3 3
1 1 3 3
2
λ Pb 1 3 Tλ2
2
λ1 λ Pb 1 3 T
ε + ε [CO ]
=
ε + ε [CO ]
PbCO CO
PbCO CO
A
A
λ
λ
β
β
−
−
⋅
⋅
  5.12 
With the absorbance ratio (R) defined as λ2 λ1/A A , the expression in Equation 5.12 
can be rearranged to Equation 5.1 where only three terms (log(CO3β1/e2), e1, and e3/e2) are 
needed to calculate the carbonate ion concentration. The molar absorptivity terms are 
defined as: e1 = 2 3 1 3/PbCO PbCOλ λε ε , e2 = 2 1 3/Pb PbCOλ λε ε , and e3/e2 = 1 2/Pb Pbλ λε ε . For the 
initial assessment of the method, absorbance ratios were monitored at λ1 (234 nm) and λ2 
(250 nm). Absorbance values from a non-absorbing wavelength (λNA=350 nm) accounted 
for baseline shifts caused by factors such as variation in optical cell position. The salinity 
dependence of log (CO3β1/e2), e1, and e3/e2 were determined through laboratory 
assessments of Pb(II) UV spectra in seawater (Table 5.1).  
5.3 Experimental Methods 
5.3.1 Seawater Preparation and Characterization 
Experiments were performed with offshore seawater from the Gulf of Mexico 
(depth ~20 meters). The seawater was filtered using Durapore 0.22µm GV Membrane 
filters (Lot ROSA26294) to remove potential organic particulates. Two samples were 
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evaporated over low heat to obtain salinity (S) values of 38.533 and 41.254. Additional 
samples were prepared by dilution with Milli-Q water for a final salinity range of 18.8 < 
S < 41.3. Salinities were measured with a Guildline Portasal (Model 8410A).  
5.3.2 Determination of e3/e2 
Acidified seawater samples (pH~ 3.0) were used to determine e3/e2 values (19.2 < 
S < 41.3). Samples were thermostated with a refrigerated recirculating chiller bath. UV 
absorbance was measured in a 10 cm open-top quartz cell using a Cary 400 Bio 
Spectrometer. Background absorbance was taken on thermostatted samples and six scans 
were averaged after the addition of Pb(II) in the seawater (~10 µL of 0.1 mmol kg-1 
Pb(ClO4)2 added to ~120 mL of seawater). Full UV spectra from 220 nm to 400 nm were 
collected at 1 nm intervals; spectra were adjusted for baseline shifts using 350 nm. The 
salinity dependence of e3/e2 ( 1 2/Pb Pbλ λε ε ) was modeled using a second order 
polynomial. (See Appendix M for spectra.)   
5.3.3 Measurement of log (CO3β1/e2) and e1 
For the log (CO3β1/e2) and e1 determinations, the total alkalinity of each sample 
was enhanced relative to natural seawater by adding sodium bicarbonate (NaHCO3). 
Total phosphate and silicate concentrations were measured on an auto-analyzer using 
standard seawater methods [94]. Total alkalinity (TA) was determined by visible 
spectroscopy [50] (Ocean Optics USB4000 spectrometer) with bromocresol purple (R = 
0.3183) as the indicator dye. Certified Reference Materials were used to determine 
accuracy of the TA measurements (± 0.9 µmol kg-1).  
An Agilent 8453 spectrophotometer was used for the e1 and log (CO3β1/e2) 
determinations. A series of absorbance measurements were taken over a range of pHT 
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(~5.0 < pHT < ~7.8) at 1 nm intervals between 220 nm and 350 nm. Seawater pH (and 
carbonate ion concentration) was varied by purging the sample with either ultra-pure CO2 
(to lower the pH and [CO32-]) or N2 gas (to increase pH and [CO32-]) (Airgas South Inc., 
Clearwater, FL). A series of background absorbance measurements were taken over the 
experimental pH range to account for UV-absorbing species such as carbonate ion and 
other UV active constituents. Next, a series of spectra were recorded upon the addition of 
Pb(II) (added as Pb(ClO4)2 for a final [PbII]T ~ 14 µmol kg-1).  
 
Figure 5.6 Linearity of E0 determinations for electrode calibrations based on the Nernst 
slope (g = -59.16 mV) at 25 °C between 18 < S < 41.  
 
 
Sample pH was determined for each spectrum using an Orion Ross combination 
pH electrode (No. 8104BNUWP) and an Orion pH meter (Model 720A) in the absolute 
mV mode. Three molal NaCl was used as the filling solution for the reference electrode. 
Subsequent to each experiment the electrode was calibrated on the total hydrogen ion 
Salinity
20 25 30 35 40
E
0
408
409
410
411
412
413
414
415
Ideal Fit
Calibration E0
39 
 
scale ([H+]T) in the experimental seawater using purified meta-cresol purple (mCP) 
indicator dye. Multipoint linear fits of the electrode emf reading (EX) in a seawater 
sample of known pH (pH(X)) were used to confirm Nernstian response and to determine 
the electrode potential at pH = 0 (E0) using: pH(X) = (E0 – EX)/g, where g is the slope 
[84]. The electrode demonstrated linearity of E0 over the range of experimental salinity 
(Figure 5.6). The pH dependence of the background samples (without Pb(II)) was fitted 
with a 5th order polynomial to correct the sample spectra as outlined in Easley and Byrne 
[83] (Figure 5.7 A–C). Table 5.3 summarizes auxiliary measurements (TA and nutrient 
concentrations) and experimental conditions.  
 
Table 5.3 Auxiliary measurements for log(CO3β1/e2) and e1 determinations 
 
Salinity Silicate (µM) 
Total 
Phosphate 
(µM) 
TA 
(µM) 
Initial 
pH 
Final 
pH 
Initial 
[CO32-] 
(µM) 
Final 
[CO32-] 
(µM) 
18.818 235.12 0.00 3130.0 5.031 7.727 0.234 
 
107.103 
 
20.945 259.33 0.00 3479.1 5.099 7.797 0.325 
 
146.998 
 
25.064 310.12 0.01 4119.2 5.138 7.905 0.475 
 
146.886 
 
26.710 330.30 0.02 4186.9 5.095 7.836 0.458 
 
222.218 
 
31.719 68.79 0.00 4140.2 5.135 7.888 0.566 
 
273.120 
 
35.160 51.29 0.01 4315.9 5.175 8.013 0.703 
 
386.576 
 
41.254 45.45 0.01 4148.3 5.144 7.779 0.717 
 
264.177 
 
 
5.3.4 Modeling log (CO3β1/e2) and e1  
For the log( CO3β1/e2) and e1 determination, CO3β1 was first determined on 
background corrected spectra (Figure 5.7 C) (See Appendix M for all experimental 
spectra). Carbonate ion concentrations for each spectrum were calculated using CO2SYS 
[71] with the potentiometric pH measurements and total alkalinity. Modified Mehrbach et 
al. constants [95], as refit by Dickson and Millero [96], were used on the total pH scale 
(pHT) for the [CO32-]T determinations. Nonlinear least squares regression using OriginPro 
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9.0 (Origin Labs, Northampton, MA) was performed on Equation 5.11. Variation in the 
independent variable, [CO32-]T, was modeled versus the dependent variable, molar 
absorbance (λA [PbII]-1 l-1), to yield CO3β1 for each experiment (Figure 5.8 ). Multiple 
wavelengths (246 nm ≤ λ ≤ 254 nm) were simultaneously modeled (global fit setting) to 
determine CO3β1 from Equation 5.11. The salinity dependence of the lead carbonate 
formation constant was subsequently determined using the CO3β1 values obtained from all 
experiments.   
Values for e1 (e1 = 2 3 1 3/PbCO PbCOλ λε ε ) and e2 ( 2 1 3/Pb PbCOλ λε ε ) were determined by 
fitting changes in the absorbance ratio (R = λ2 λ1/A A ) at λ1 and λ2 (dependent variable) to 
changes in [CO32-]T (independent variable) using Equation 5.12. Values for e3/e2              
(
1 2
/Pb Pbλ λε ε ) and CO3β1 calculated from the prior salinity dependent determinations were 
set as constants. The salinity dependence of log( CO3β1/e2) and e1 were determined from 
the results of regressions with Equation 5.12. 
5.4 Results and Discussion 
5.4.1 Summary of e3/e2, log( CO3β1/e2), and e1 Determinations 
The salinity dependence of e3/e2, log( CO3β1/e2), and e1 were all initially 
determined by taking absorbance ratios at λ1=234 nm and λ2=250 nm (25 °C) to compare 
with results obtained by Byrne and Yao [73]. Low pH solutions, where PbClX species 
dominate, were used to determine e3/e2 (λ1εPb/ λ2εPb). The best fit model (Equation 5.13) 
using data from Table 5.4, Column 2 is shown in Figure 5.9 (Panel A) with the 95% 
confidence interval: 
2 4 2
3 2( / ) 2.9796 8.038 10 8.096 10e e S S
− −= − × + ×   5.13 
41 
 
 Figure 5.7 UV absorbance of PbII in seawater (S = 35.160) at 25 º C. Panel A shows the background absorbance; Panel B, the 
uncorrected sample; Panel C, background corrected sample.  
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 Figure 5.8 Molar absorptivity changes with respect to carbonate ion concentration at 
selected wavelengths in seawater at S = 35.160 and 25 º C. 
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Changes in molar absorbance (λA [PbII]-1 l-1) versus [CO32-]T were used to determine log 
CO3β1. The salinity dependence of log CO3β1 in seawater is expressed as follows: 
4 2
3 1log 5.698 0.0742 8.365 10CO S Sβ
−= − + ×   5.14 
Further determination of log( CO3β1/e2) and e1 using Equations 5.12, 5.13, and 5.14 
generated the following relationships:  
2 4 2
3 1 2log{( ) / ( )} 6.083 8.424 10 9.015 10CO e S Sβ
− −= − × + ×   5.15 
3 4 2
1 0.2768 4.263 10 1.440 10e S S
− −= − × + ×   5.16 
The final results for the log CO3β1, log(CO3β1/e2) and e1 determinations are listed in Table 
5.5 and are shown in Figure 5.9 (Panels B–D).  
5.4.2 Model Comparisons 
 Comparisons between the assessments in this study and those determined by 
Byrne and Yao [73] are shown in Figure 5.10. There was no distinguishable difference in 
the e3/e2 salinity dependence (Figure 5.10 A). For log CO3β1, values near S = 30 have the 
highest agreement between the two studies (Figure 5.10, Panel B) but the values diverge 
at lower salinities. The general trends for both log(CO3β1/e2) and e1 are similar between 
the two assessments however, the determination of log(CO3β1/e2) by Byrne and Yao 
(Figure 5.10, Panel C) yielded higher estimates at higher salinities while their e1 
determinations produced lower estimates at lower salinities (Figure 5.10, Panel D). 
 Comparisons of log CO3β1 fits between this study and those presented by Byrne 
and Yao [73] reveal systematic differences for S < 30. In the original assessment, 
absorbance changes at 250 nm were used to determine CO3β1; in our assessment, the 
constant was determined using a simultaneous fit of wavelengths between 246 nm and 
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Table 5.4 Salinity and temperature dependence of e3/e2 listed as (1λ /2λ) at 25 ºC with standard error (N = 6). 
Salinity e3/e2     234nm / 250nm 234nm / 252nm 222nm/252nm 228nm/ 252nm 233nm / 252nm 
19.233 1.7398 ± 0.0007 1.9844 ± 0.0008 1.9964 ± 0.0007 2.0951 ± 0.0005 2.0084 ± 0.0008 
19.468 1.7298 ± 0.0008 1.9699 ± 0.0015 1.9718 ± 0.0015 2.0706 ± 0.0016 1.9907 ± 0.0014 
21.328 1.6285 ± 0.0003 1.8370 ± 0.0021 1.7895 ± 0.0025 1.8983 ± 0.0021 1.8523 ± 0.0020 
23.691 1.5334 ± 0.0004 1.7163 ± 0.0004 1.6224 ± 0.0004 1.7393 ± 0.0003 1.7227 ± 0.0005 
25.157 1.4590 ± 0.0006 1.6252 ± 0.0006 1.5036 ± 0.0006 1.6238 ± 0.0004 1.6265 ± 0.0006 
26.721 1.4020 ± 0.0004 1.5533 ± 0.0008 1.4106 ± 0.0011 1.5312 ± 0.0004 1.5510 ± 0.0006 
28.465 1.3404 ± 0.0002 1.4784 ± 0.0013 1.3171 ± 0.0009 1.4380 ± 0.0011 1.4724 ± 0.0011 
29.814 1.2998 ± 0.0015 1.4268 ± 0.0010 1.2513 ± 0.0004 1.3746 ± 0.0008 1.4172 ± 0.0014 
32.818 1.2236 ± 0.0003 1.3314 ± 0.0005 1.1383 ± 0.0005 1.2576 ± 0.0005 1.3184 ± 0.0003 
34.143 1.1954 ± 0.0002 1.2964 ± 0.0002 1.0980 ± 0.0002 1.2162 ± 0.0002 1.2819 ± 0.0002 
36.223 1.1288 ± 0.0002 1.2153 ± 0.0003 1.0100 ± 0.0006 1.1219 ± 0.0002 1.1965 ± 0.0002 
36.414 1.1275 ± 0.0004 1.2124 ± 0.0004 1.0033 ± 0.0004 1.1180 ± 0.0003 1.1952 ± 0.0005 
38.533 1.0876 ± 0.0002 1.1631 ± 0.0002 0.9474 ± 0.0004 1.0551 ± 0.0003 1.1425 ± 0.0002 
41.254 1.0317 ± 0.0002 1.0965 ± 0.0001 0.8761 ± 0.0001 0.9800 ± 0.0001 1.0744 ± 0.0001 
 
Table 5.5 Salinity and temperature dependence of log CO3β1, log(CO3β1/e2), and e1 at 234 nm (λ1) and 250 nm (λ2) at 25 ºC. 
 
Salinity log CO3β1 log(CO3β1/e2) e1 
18.818 4.6167 ± 0.0118 4.2550 ± 2.43E-7 0.3089 ± 0.0076 
20.945 4.5051 ± 0.0043 4.3420 ± 1.79E-7 0.2878 ± 0.0087 
25.064 4.3511 ± 0.0016 4.8301 ± 7.85E-8 0.2512 ± 0.0018 
26.710 4.2823 ± 0.0079 4.4487 ± 3.83E-7 0.2561 ± 0.0053 
31.719 4.2325 ± 0.0011 4.1276 ± 1.29E-7 0.3441 ± 0.0034 
35.160 4.1515 ± 0.0027 4.5171 ± 2.63E-7 0.2679 ± 0.0039 
41.254 4.0854 ± 0.0067 4.7165 ± 5.60E-7 0.2457 ± 0.0029 
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Figures 5.9 Salinity dependent optimizations of (second order polynomial) of e3/e2 
(Panel A, Equation 5.13), log CO3β1  (Panel B, Equation 5.14),    log(CO3β1/e2) (Panel C, 
Equation 5.15), and e1 (Panel D, Equation 5.16) using λ1 = 234 nm and λ2 = 250 nm.  
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254 nm. Another inherent difference in the two studies is the smaller range of salinity 
used in the initial assessment (20 < S < 36) as compared to our experimental range       
(19 < S < 41). We performed additional fits of our data (1) solely using 250 nm and (2) 
with a similar range of salinities (See Appendix L, Figures L.2–L.3 and Table L.1) to 
determine the potential source of the difference. The model comparisons suggest that 
discrepancies between the two assessments of CO3β1 are not attributable to the differences 
in wavelength selection or the experimental salinity ranges. Evaluation of our CO3β1 
values solely using 250 nm produced a similar salinity dependent trend but with slightly 
higher error (lower R2) than our multi-wavelength regression results reported in Figure 
5.10 B and Table 5.5.  
Another difference between the two studies is the pH electrode calibration 
procedure. Byrne and Yao [73] determined the pH of their calibration seawater using 
thymol blue indicator. The salinity dependent relationship presented by Zhang and Byrne 
[82] was used to calculate pHT however the characterization has a limited calibration  
range between 30 < S < 40. The agreement between our results and those of Byrne and 
Yao [73] between 30 < S ~ 40 suggest that electrode calibrations performed with purified 
mCP (this study) and thymol blue (Byrne and Yao, 2008) produced experimentally 
indistinguishable results. A similar finding was reported by Waters [97] on the agreement 
between purified mCP and thymol blue spectrophotometric pH measurements. 
Reevaluation of the former thymol blue electrode calibrations [73] using the salinity 
dependent assessments of the indictor by Mosley et al. [57]  which span a salinity range 
between 0 < S < 40, may increase the agreement between the models shown in Figure 
5.10 B.  
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Figure 5.10 Comparison of salinity dependent parameters between this study (black) and 
Byrne and Yao 2008 (red). The salinity dependence of e3/e2 (Panel A), log CO3β1 (Panel 
B),  log(CO3β1/e2) (Panel C), and e1 (Panel D) were determined using λ1 = 234 nm and λ2 = 
250 nm. 
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5.4.3 Wavelength Evaluation 
A well-defined isosbestic point (~234 nm) was present in each experiment 
throughout most of the [CO32-]T range, suggesting a transition between two dominant 
speciation regimes (Figure 5.7C). The complexity of Pb(II) coordination chemistry, 
which changes relative to solution salinity (Figures 5.1–5.4), presents challenges in 
optimizing the wavelength selection. Byrne and Yao [73] modeled the complexation 
patterns using a wavelength near the isosbestic point (234 nm) and 250 nm. For 
wavelengths >240 nm, decreasing absorbance is attributed to the decrease in PbClX 
(primarily PbCl20 and PbCl3-) upon formation of PbCO30 (Le Chatelier's principle). At λ 
> 240, PbCl+ absorptivity decreases to ε < 3,000 M-1 cm-1 [89]. Absorbance at 
wavelengths < 240 nm are primarily attributed to contributions from PbCl+ and PbCO30. 
Our prior assessments of lead carbonate complexation in simple medium suggest that 
PbCO30 has a maximum absorbance ~220 nm (Figure 5.8). Free Pb2+ has a maximum 
absorbance near 208 nm but low molar absorptivity (ε < 500 M-1 cm-1) in the spectral 
area of interest (220 nm < λ < 280 nm). Difference spectra (Figure 5.11) showing the 
magnitude of absorbance changes caused by changes in [CO32-] concentrations suggest 
that wavelengths slightly higher than 250 nm are more sensitive to [CO32-] changes; 
similarly, wavelengths lower than 234 nm may provide greater sensitivity. We examined 
additional models to assess the impact of choosing more sensitive wavelengths in 
determining [CO32-]Tspec.  
For the comparison, we modeled data using parameters determined at λ1 = 222 
nm, 228 nm, 233 nm, and 234 nm along with λ2=252 nm. Residual plots compare the fits 
using (1) the original wavelength combination (234 nm and 250 nm) along with the 
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salinity dependent terms from Byrne and Yao [73] (Figure 5.12, Panel A), (2) from this 
study at λ1 = 234 nm and λ2 = 250 nm (Figure 5.12, Panel B), and (3) using wavelengths 
with increased [CO32-] sensitivity (Figure 5.12, Panels C–F). The original assessment by 
Byrne and Yao produced residuals with both a downward curvature and 
heteroscedasticity (Figure 5.12A). Our assessments using 234 nm and 250 nm along with 
Equations 5.13, 5.15, and 5.16 improved the overall scatter seen in the residuals. The 
trend in the residuals was not removed with the reassessment suggesting that the model 
presented in Equation 5.1 insufficiently describes the complexation chemistry in the 
spectra.  
Second order polynomial fits were performed on each set of residuals with    
[CO32-]T as the independent variable.  The resulting R2 suggests a relationship between 
the residuals and carbonate ion concentration. A process which involves complexation 
with an additional carbonate ion (most likely the formation of 2-3 2Pb(CO ) ) may require 
further consideration in the final optimized model. Use of a more sensitive wavelength 
for λ2 (252 nm, Figure 5.12 C) further decreased the scatter in the residuals (R2 = 
0.8837). The shortest wavelength examined (λ1 = 222 nm), did not reproduce an 
improved model. Residuals from the combination of 228 nm and 252 nm are more evenly 
distributed around the zero axis at higher [CO32-] but there is still a slight downward 
curvature without an improvement in the scatter.  
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Figure 5.11 Difference spectra between highest and lowest carbonate ion concentrations 
for each experiment. The gray lines indicate the wavelengths used in the Byrne and Yao 
(2008) assessment.
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Figure 5.12 Carbonate ion residuals ([CO32-]Tspec - [CO32-]Tcalc) are shown in relation to [CO32-]Tcalc. [CO32-]Tspec was determined with 
Equation 1 for the listed set of wavelengths at 25 °C.
52 
 
5.5 Conclusions 
The results produced in this study demonstrate that small changes in the modeled 
terms (e3/e2, log (CO3β1/e2) and e1) can improve the overall ability of the model to predict 
solution [CO32-]T (Figure 5.12, Panel A versus Panel B). For the current study, the 
assessments were performed by determining carbonate ion concentrations from 
potentiometric pHT measurements in combination with total alkalinity measurements. 
Electrode calibrations using purified mCP provided a better assessment of electrode 
performance and demonstrate linearity of E0 over the experimental salinity range. 
Comparison with results obtained by Byrne and Yao [73] suggest that while the original 
model provided a solid characterization of the e3/e2 parameter, the determinations of     
log CO3β1 and subsequently log (CO3β1/e2) and e1 require small revisions. The electrode 
calibrations using thymol blue possibly contributed small errors to the initial assessment 
due to a lack of salinity dependent characterization for samples with S < 30.  
We assessed the effect of changing the analytical wavelengths on the general 
predictability of the model. For the lead carbonate absorptivity determinations, lower 
wavelengths are more sensitive to the formation of PbCO30 (Figure 5.11). We considered 
shorter wavelengths for use as λ1 (222 nm, 228 nm, and 233 nm) in combination with an 
alternate choice for λ2 at 252 (Figure 5.11). The combination of 234 and 252 nm (Figure 
5.11, Panel C) seemed to improve the fit slightly over the original 234 and 250 fits 
(Figure 5.11, Panel B). Comparisons performed at lower wavelengths demonstrate the 
inadequacy of 222 nm. At the wavelengths closest to 220 nm, background absorbance 
due to UV absorbing species such as carbonate ions, nitrate, and organic compounds 
(Figure 5.7A) may decrease the signal-to-noise ratio [73, 98] (Figure 15.12, Panels D 
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and Panel E). Fits performed with alternative wavelength combinations yielded an 
overall improvement in the model by both decreasing the magnitude of the residuals (228 
nm and 252 nm) and decreasing the amount of heteroscedasticity (233 nm and 252 nm). 
However, the downward curvature of the residuals in Figure 15.12 (Panels E and F) 
suggests there is a complexation process which is not entirely explained by the current 
model. More robust model testing will be performed to improve our ability to assess 
carbonate ion concentrations in seawater using Pb(II) UV spectroscopy.
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Chapter 6 – Areas of Future Research 
6.1 Model Optimization 
Characterization of the fitting parameters (log(CO3β1/e2), e1, and e3/e2) with slight 
experimental design changes improved the general capability of determining [CO32-] in 
seawater using Pb(II) UV spectroscopy. Additional models using alternative wavelength 
choices further improved the predicting capacity (Figure 5.12) however a downward 
curvature in the residuals suggests that further model optimization is needed. Our Pb(II) 
speciation models suggest that at least five Pb(II) inorganic complexes may be present in 
the spectra. Alternative models which include the Pb(CO3)22- formation constant which is 
dependent on [CO32-]2 are in progress. Field data providing full Pb(II) spectra along with 
conventional CO2 system measurements (> 3,000 samples collected so far) comprise a 
solid validation dataset which will be used to assess the various models. 
6.2 Characterization of Temperature and Pressure Dependence 
Characterization of the temperature and pressure dependence of the fitting 
parameters is necessary for in situ analysis. Similar assessments of spectrophotometric 
dyes have enabled effective analysis on in situ spectrophotometer [63]. The temperature 
dependence of the fitting parameters is currently being characterized and initial data 
collected for 234 nm and 250 nm are summarized in Figure 6.1.
55 
 
 Figure 6.1 Temperature dependence of e3/e2. 
6.3 Perturbation Effect 
Perturbation effects account for small changes in the sample carbonate ion 
concentration which are caused by the addition of the titrant. The perturbation effect of 
carbonate ion which is introduced into the sample is still uncertain. Both laboratory and 
field trials yielded inconclusive results (Refer to Figure K.1). For spectrophotometric pH 
measurements, the perturbation correction is an essential component of the data analysis 
process, and if left unaccounted introduces errors around ~0.01 pH units. Field data 
collected in July 2012 during the second Gulf of Mexico East Coast Carbon cruise 
(GOMECC-2) along with additional laboratory studies will be used to understand the 
change in [CO32-] caused by the addition of the titrant. Additional computational models 
of the perturbation effect will be further explored. 
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Appendix C – Supplement to Chapter 2 on Beer’s Law and Ionic Strength 
The effect of ionic strength on the linearity of Beer’s Law was determined using a 
set of lead perchlorate standard solutions (Table C.1). All solutions were adjusted to a 
pH = 3.0 such that only the free Pb2+ peak (λmax = 208 nm) was observed. Standard 
curves were produced for each set of measurements to calculate molar absorptivity 
values. Solutions were prepared gravimetrically (moles/kg) but were adjusted for density 
to determine molarity (moles/L). All curves were superimposed to demonstrate the 
consistency of Beer’s Law throughout the experimental range of ionic strength (Figure 
C.1).  
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Table C.1 Molar absorptivity of standard Pb2+ solutions in perchlorate medium 
Ionic Strength 
(mol kg-1) 
Density            
(g mL-1 at 22 oC) 
Molarity 
(µmol L-1) Absorbance 
Molar 
Absorptivity 
L mol-1cm-1   
(208 nm) 
  
0.000 0.001 
 
  
24.949 0.213 
 0.001 M 1.004 72.385 0.643 8800 
  
85.247 0.738 
 
  
95.601 0.844 
 
  
0.000 -0.003 
 
  
24.892 0.218 
 0.5 M 1.032 50.493 0.443 8789 
  
73.695 0.647 
 
  
95.272 0.835 
 
  
0.000 -0.006 
 
  
25.278 0.216 
 1.0 M 1.080 50.560 0.444 8883 
  
73.809 0.650 
 
  
95.859 0.844 
 
  
0.000 -0.003 
 
  
25.274 0.220 
 3.0 M 1.158 50.462 0.444 8744 
  
74.203 0.643 
 
  
96.403 0.843 
 
  
0.000 -0.012 
 
  
30.827 0.264 
 5.0 M 1.280 60.321 0.521 8732 
  
88.209 0.766 
 
  
116.297 1.003 
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Figure C.1 Ionic strength dependence of Beer’s law in sodium perchlorate medium using 
standard lead (Pb2+) solutions 
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Appendix D – Supplement to Chapter 2 of Experimental Spectra 
Two sets of spectra were collected for each experiment. Background spectra were 
obtained to account for changes in the carbonate absorbance over the range of experimental pH. 
Figures D.1 to D.16 show all background spectra, uncorrected spectra (with Pb(II)), and 
background corrected spectra showing the transition between free Pb(II) and lead carbonate. The 
change in molar absorbance over the change in pH ([H+]-1) was used for the multi-wavelength 
regression (shown in subplot d).  
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Figure D.1 UV spectra of Pb(II) in 0.001 mol kg-1 NaClO4 (Experiment 1). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown.  
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Appendix D (continued) 
 
Figure D.2 UV spectra of Pb(II) in 0.001 mol kg-1 NaClO4 (Experiment 2). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown.  
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Appendix D (continued) 
 
Figure D.3 UV spectra of Pb(II) in 0.001 mol kg-1 NaClO4 (Experiment 3). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Appendix D (continued) 
 
Figure D.4 UV spectra of Pb(II) in 0.001 mol kg-1 NaClO4 (Experiment 4). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Figure D.5 UV spectra of Pb(II) in 1.003 mol kg-1 NaClO4 (Experiment 5). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Figure D.6 UV spectra of Pb(II) in 0.701 mol kg-1 NaClO4 (Experiment 6). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Appendix D (continued) 
 
Figure D.7 UV spectra of Pb(II) in 0.500 mol kg-1 NaClO4 (Experiment 7). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Appendix D (continued) 
 
Figure D.8 UV spectra of Pb(II) in 0.050 mol kg-1 NaClO4 (Experiment 8). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Appendix D (continued) 
 
Figure D.9 UV spectra of Pb(II) in 0.101 mol kg-1 NaClO4 (Experiment 9). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Appendix D (continued) 
 
Figure D.10 UV spectra of Pb(II) in 1.906 mol kg-1 NaClO4 (Experiment 10). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Appendix D (continued) 
 
Figure D.11 UV spectra of Pb(II) in 3.048 mol kg-1 NaClO4 (Experiment 11). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Appendix D (continued) 
 
Figure D.12 UV spectra of Pb(II) in 4.000 mol kg-1 NaClO4 (Experiment 12). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Appendix D (continued) 
 
Figure D.13 UV spectra of Pb(II) in 4.948 mol kg-1 NaClO4 (Experiment 13). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Appendix D (continued) 
 
Figure D.14 UV spectra of Pb(II) in 0.201 mol kg-1 NaClO4 (Experiment 14). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Appendix D (continued) 
 
Figure D.15 UV spectra of Pb(II) in 0.001 mol kg-1 NaClO4 (Experiment 15). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown.  
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Appendix D (continued) 
 
Figure D.16 UV spectra of Pb(II) in 0.001 mol kg-1 NaClO4 (Experiment 16). Background absorbance spectra (a), raw experimental 
spectra (b), background corrected spectra (c) and the change in molar absorbance versus [H+]-1 (d) are shown. 
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Appendix E – Supplement to Chapter 2 of Spectral Principal Component Analysis 
Principal component analysis (PCA) was performed on each set of spectra using a 
correlation matrix. For each experiment, a matrix of all spectra collected over the 
experimental pH range was analyzed to visualize similarities between the spectra. Each 
PCA was performed between 208 – 260 nm to exclude noise from the baseline 
subtraction. The contribution of the first two principal components (PC1 and PC2) is 
reported in Table E.1 and shown in Figures E.1 to E.3. In all experiments, PC1 and PC2 
explain ≥ 99.8 % of the total variance. 
Table E.1 Principal component analysis results for each experiment 
Ionic 
Strength PC1 (%) PC2 (%) PC1 +PC2 
Percent 
Variance 
Remaining 
0.001 99.783 0.202 99.985 0.015 
0.001 99.951 0.048 99.999 0.001 
0.001 99.895 0.088 99.983 0.017 
0.001 99.846 0.152 99.998 0.002 
0.001 99.610 0.379 99.989 0.011 
0.001 99.880 0.118 99.998 0.002 
0.05 99.920 0.077 99.997 0.003 
0.1 99.854 0.134 99.988 0.012 
0.2 99.912 0.078 99.990 0.010 
0.5 99.590 0.357 99.947 0.053 
0.7 99.214 0.671 99.885 0.115 
1 99.726 0.233 99.959 0.041 
1.9 99.785 0.162 99.947 0.053 
3 99.782 0.205 99.987 0.013 
4 99.614 0.377 99.991 0.009 
4.9 96.291 3.694 99.985 0.015 
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Appendix E (continued)
 
Figure E.1 PCA of experiments performed at I = 0.001 mol kg-1. Numbers correspond to spectra number.  
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Appendix E (continued) 
 
Figure E.2 PCA of experiments performed between 0.05 ≤ I ≤ 1.0 mol kg-1. Numbers correspond to spectra number.
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Appendix E (continued) 
 
Figure E.3 PCA of experiments performed between 1.9 ≤ I ≤ 4.9 mol kg-1. Numbers 
correspond to spectra number.
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Appendix F – Supplement to Chapter 2 on Monte Carlo Simulation 
F1. Monte Carlo Simulation to Determine Error of a Two-Point Linear Regression 
In order to calculate the slope and intercept uncertainties for a two point linear 
regression of formation constants (log K) vs. ionic strength (I), Monte Carlo procedures 
were used to generate log normal distributions (N=100,000) of log K values around each 
of two estimated formation constants. Log K distributions were created assuming an 
estimated 0.10 standard error for each log K value (i.e., log K = 3.45 ± 0.10 at I = 0.305 
mol kg-1 and log K =3.22 ± 0.10 at I = 0.725 mol kg-1).  Linear regressions were 
performed on each set of log K values (105 values at each ionic strength) for calculation 
of the slope, and intercept, and the uncertainties for both. The following equation shows 
the regression results for this analysis:  
3 2log (3.62 0.18) (0.55 0.33)CO K I= ± − ±  
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Appendix F (continued) 
F2. MATLAB (7.7.0) Script for Monte Carlo Simulation 
clear;clc 
  
%Create a normal distribution for Log K=3.45 at I=0.305 mol/kg with a 
%standard deviation of 0.1 
R = normrnd(3.45,0.1,100000,1); 
Mean=mean(R); 
Std=std(R); 
  
%Create a normal distribution for Log K=3.22 at I=0.725 mol/kg with a 
%standard deviation of 0.1 
R2 = normrnd(3.22,0.1,100000,1); 
Mean2=mean(R2); 
Std2=std(R2); 
  
%Create histograms with 25 bins and plot distributions 
y=hist(R,25);    
y2=hist(R2,25);  
  
subplot(2,2,1) 
%figure (1) 
plot(R,'.'); 
title({' ';' ';'LogK = 3.45 at 0.305 mol/kg';' ';'Normal 
Distribution';'(Mean = 3.45, sigma = 0.1)'} ,'FontWeight','bold'); 
 
subplot(2,2,2) 
%figure (1) 
plot(R2,'.'); 
title({' ';' ';'LogK = 3.22 at 0.725 mol/kg';' ';'Normal 
Distribution';'(Mean = 3.22, sigma = 0.1)'},'FontWeight','bold');  
 
subplot(2,2,3) 
%figure (2) 
bar(y) 
title('Histogram LogK = 3.45','FontWeight','bold'); 
  
subplot(2,2,4) 
%figure (3) 
bar(y2) 
title('Histogram LogK = 3.22','FontWeight','bold'); 
  
%Perform a linear regression on the two data points to reference 
Ion=[0.305;0.725]; 
logK=[3.45;3.22]; 
  
p = polyfit(Ion,logK,1); 
p_all=[]; 
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Appendix F (continued) 
 
%Perform the linear regression on the randomly generated numbers 
for x=1:100000 
    logK=[R(x,1);R2(x,1)]; 
    p=polyfit(Ion,logK,1); 
    p_all=[p;p_all]; 
end 
  
%Average the slopes and intercepts of the regressions 
Mean_Slope=mean(p_all(:,1)); 
Mean_Intercept=mean(p_all(:,2)); 
  
Std_Slope=std(p_all(:,1)); 
Std_Intercept=std(p_all(:,2)); 
  
%Confirming Normality (68.1% within one standard deviation) 
ind1=find(R>=3.35&R<=3.55); 
ind2=find(R2>=3.12&R2<=3.32); 
  
D1=size(ind1); D2=size(ind2); 
PercentR1=D1*100/100000; 
PercentR2=D2*100/100000; 
  
%Confirming Normality (95.4% within two standard deviations) 
ind3=find(R>=3.25&R<=3.65); 
ind4=find(R2>=3.02&R2<=3.42); 
  
D3=size(ind3); D4=size(ind4); 
PercentR3=D3*100/100000; 
PercentR4=D4*100/100000; 
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Appendix F (continued) 
 
 
Figure F.1  Normal distribution of log K generated by Monte Carlo simulation (N = 100,000).
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 Appendix F (continued) 
Table F.1  Confirmation of normal distribution for randomly generated log K values 
 
 
 
 
 
Table F.2 Monte Carlo output (average intercept and slope) with N=100,000 
Mean Intercept Mean Slope 
3.6177±0.1873 -0.5484±0.3369 
  
 
 
Ionic Strength log K 
N=100000 
Percent 
within 1σ 
Percent 
within 2σ 
0.305 3.45 68.32 95.49 
0.725 3.22 68.33 95.41 
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Appendix G – Chapter 3 Publication 
Chapter 3 has been peer-reviewed and published as: Regina A. Easley and Robert H. 
Byrne (2012) Environmental Science and Technology 46, 5018–5024. (DOI: 
10.1021/es300491s)
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Appendix H – Supplement to Chapter 3 of Sample mCP Spectra 
 
 
 
 
Figure H.1 Series of visible spectra in seawater with purified m-cresol purple between 
6.06 ≤ pH ≤ 8.08. Absorbance was measured at 434 nm (λ1) (HI- max absorbance) and 
578 nm (λ2) (I2- maximum absorbance); absorbance at 730 nm was used for baseline 
corrections (S = 35.8, t = 25 °C). 
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Appendix I – Supplement to Chapter 3 of Calibration Lines and Residuals 
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Figure I.1 Electrode 1 calibration lines from 3/30/2011 and 3/31/2011. Subplots a and c 
were performed on 3/30/2011 and subplots b and d were performed on 3/31/2011. Data 
fit between pH 6.0 – 8.1 are in the upper panels (a and b) and data fit between 7.0 – 8.1 
are in the lower panels (c and d).
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4/7/2011 - Electrode 1
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Figure I.2 Electrode 1 calibration lines from 4/1/2011 and 4/7/2011. Subplots a and c 
were performed on 4/1/2011 and subplots b and d were performed on 4/7/2011. Data fit 
between pH 6.0 – 8.1 are in the upper panels (a and b) and data fit between 7.0 – 8.1 are 
in the lower panels (c and d). 
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4/23/2011 - Electrode 1
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Figure I.3 Electrode 1 calibration lines from 4/23/2011 and 5/4/2011. Subplots a and c 
were performed on 4/23/2011 and subplots b and d were performed on 5/4/2011. Data fit 
between pH 6.0 – 8.1 are in the upper panels (a and b) and data fit between 7.0 – 8.1 are 
in the lower panels (c and d). 
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6/17/2011 - Electrode 1
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6/21/2011- Electrode 1
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Figure I.4 Electrode 1 calibration lines from 6/17/2011 and 6/21/2011. Subplots a and c 
were performed on 6/17/2011 and subplots b and d were performed on 6/21/2011. Data 
fit between pH 6.0 – 8.1 are in the upper panels (a and b) and data fit between 7.0 – 8.1 
are in the lower panels (c and d). 
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6/27/2011 - Electrode 1
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Figure I.5 Electrode 1 calibration lines from 6/27/2011 and 6/28/2011. Subplots a and c 
were performed on 6/27/2011 and subplots b and d were performed on 6/28/2011. Data 
fit between pH 6.0 – 8.1 are in the upper panels (a and b) and data fit between 7.0 – 8.1 
are in the lower panels (c and d). 
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6/29/2011 - Electrode 1
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Figure I.6 Electrode 1 calibration lines from 6/29/2011 and 6/30/2011. Subplots a and c 
were performed on 6/29/2011 and subplots b and d were performed on 6/30/2011. Data 
fit between pH 6.0 – 8.1 are in the upper panels (a and b) and data fit between 7.0 – 8.1 
are in the lower panels (c and d). 
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7/1/2011 - Electrode 1
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Figure I.7 Electrode 1 calibration lines from 7/1/2011 and 7/2/2011. Subplots a and c 
were performed on 7/1/2011 and subplots b and d were performed on 7/2/2011. Data fit 
between pH 6.0 – 8.1 are in the upper panels (a and b) and data fit between 7.0 – 8.1 are 
in the lower panels (c and d). 
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4/23/2011 - Electrode 2
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Figure I.8 Electrode 2 calibration lines from 4/23/2011 and 5/4/2011. Subplots a and c 
were performed on 4/23/2011 and subplots b and d were performed on 5/4/2011. Data fit 
between pH 6.0 – 8.1 are in the upper panels (a and b) and data fit between 7.0 – 8.1 are 
in the lower panels (c and d). 
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6/28/2011 - Electrode 3
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Figure I.9 Electrode 3 calibration lines from 6/28/2011 and 6/29/2011. Subplots a and c 
were performed on 6/28/2011 and subplots b and d were performed on 6/29/2011. Data 
fit between pH 6.0 – 8.1 are in the upper panels (a and b) and data fit between 7.0 – 8.1 
are in the lower panels (c and d). 
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6/30/2011 - Electrode 3
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pH
6.0 6.5 7.0 7.5 8.0
m
V
-120
-100
-80
-60
-40
-20
0
20
40
60
80
100
R
es
id
ua
ls
 (m
V)
-2
-1
0
1
2
Best Fit
Residuals
pH
7.0 7.2 7.4 7.6 7.8 8.0
m
V
-100
-80
-60
-40
-20
0
R
es
id
ua
ls
 (m
V)
-2
-1
0
1
2
Best Fit
Residuals
Slope: - 58.93
Intercept: 406.9
Slope: - 59.42
Intercept: 409.2
Slope: - -58.00
Intercept: 399.8
Slope: - 58.79
Intercept: 404.3
a b
c d
Figure I.10 Electrode 3 calibration lines from 6/30/2011 and 7/1/2011. Subplots a and c 
were performed on 6/30/2011 and subplots b and d were performed on 7/1/2011. Data fit 
between pH 6.0 – 8.1 are in the upper panels (a and b) and data fit between 7.0 – 8.1 are 
in the lower panels (c and d). 
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7/2/2011 - Electrode 3
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7/2/2011 - Electrode 3
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Figure I.11 Electrode 3 calibration lines from 7/2/2011. Data fit between pH 6.0 – 8.1 
are shown in subplot a and data fit between 7.0 – 8.1 are shown in subplot b.
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Appendix J – Chapter 4 Publication 
Chapter 4 has been peer-reviewed and published as: Regina A. Easley, Mark C. Patsavas, 
Robert H. Byrne, Xuewu Liu, Richard A. Feely, and Jeremy T. Mathis (2013) 
Environmental Science and Technology. 45(11): 1468–1477. (DOI: 10.1021/es303631g). 
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Appendix K – Supplemental Text and Figures for Chapter 4 
The supplemental text and figures have been peer-reviewed and published as: 
Regina A. Easley, Mark C. Patsavas, Robert H. Byrne, Xuewu Liu, Richard A. Feely, and 
Jeremy T. Mathis (2012) Environmental Science and Technology submitted. (DOI: 
10.1021/es303631g) 
 
K.1 Determination of in situ Calcium Carbonate Saturation States: Details 
Regarding Selection of Thermodynamic Equilibrium Constants  
To calculate in situ calcium carbonate saturation states, two CO2 system 
parameters are required as input. We used conventional parameter pairs (pHT—DIC and 
pHT—TA) as well as a spectrophotometric pair (pHT—[CO32-]Tspec) heretofore 
unavailable.  
Because [CO32-]T is not currently accepted as an input parameter by the standard 
CO2 system calculators, it was necessary to first calculate dissolved inorganic carbon 
(DIC) from spectrophotometric pHT and [CO32-]Tspec as an alternative input parameter to 
CO2SYS. The Lueker et al. constants [1], which provide salinity- and temperature-
dependent refits of the Mehrbach et al. constants [2] on the total hydrogen ion 
concentration scale (pHT), were used for this calculation (eqs 7–9). DIC and pHT were 
then provided as input to the CO2SYS calculator [3]. 
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Because the Lueker et al. constants [1] are not available as an option within 
CO2SYS, an alternative but internally consistent approach was used for the calculation of 
saturation states from pHT—DIC and pHT—TA. For these computations, the Dickson and 
Millero constants [4], also based on the Mehrbach et al. constants [2] (but published on 
the pHSWS scale), were used. Thus, an internally consistent set of dissociation constants 
was used in both sets of calculations. 
 
K.2 Supplemental Figures for Chapter 4 
 
Figure K.1 (Figure S1 in publication) Perturbation of seawater Pb(II) absorbance ratios 
(∆R) in response to a 100 µL addition of PbCl2 to ~30 mL of seawater. Rinitial is the R 
value measured after one 100 µL addition, and Rfinal is the value after a second addition. 
The best-fit line, shown in blue, approximates ∆R = 0. 
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Appendix K (continued) 
 
 
Figure K.2 (Figure S2 in publication) Frequency distributions of carbonate ion residuals 
([CO32-]spec – [CO32-]calc) for the combined cruise data sets, using the parameterizations of 
(a) eqs 2–4 (Byrne and Yao [5]) and (b) eqs 10–12 (this study). With the revised 
parameterizations, the sum of squares for the fit improves from 22,046 to 12,345; the 
overall improved fit resulted in an r2 value of 0.995. 
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Appendix K (continued) 
 
 
 
Figure K.3 (Figure S3 in publication) Calcite saturation states (ΩC) at in situ temperature 
and depth, obtained spectrophotometrically from pHT and [CO32-]Tspec and from 
conventional calculations. The best-fit line (black line) is given by ΩCspec = 0.997ΩCcalc + 
0.007 (r2=0.996). 
 
157 
 
Appendix K (continued) 
 
Figure K.4 (Figure S4 in publication) Upper water column cross-sections of in situ aragonite and calcite saturation states off the coast 
of San Francisco, California (West Coast line 10, see Figure 2). The top panels show ΩAcalc (left) and ΩCcalc (right), calculated from 
conventional shipboard measurements of pHT and DIC. The lower panels show ΩAspec (left) and ΩCspec (right), obtained from 
spectrophotometric measurements only (pHT and [CO32-]Tspec). The dashed line indicates saturation state equal to 1.
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Appendix K (continued) 
 
Figure K.5 (Figure S5 in publication) Cross-sections of in situ calcite saturation state off 
the coast of San Francisco, California (West Coast line 10, see Figure 2). The top panel 
shows ΩCcalc, calculated from conventional shipboard measurements of pHT and DIC. 
The lower panel shows ΩCspec, obtained from spectrophotometric measurements only 
(pHT and [CO32-]Tspec). The dashed line indicates saturation state equal to 1. See SI Figure 
S4 for an expanded view of surface waters near the shelf break. 
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Appendix L – Supplemental Information for Chapter 5 
L.1 Molar Absorptivity Estimates for Pb2+ and PbCO30  
The molar absorptivities for free Pb2+ and PbCO30 were estimated using 
regressions performed in Chapter 2. The following relationship was used to determine the 
molar absorptivities for Pb2+ (λε0) and PbCO30 (λε1) (Chapter 2, Equation 15): 
+ 1 * * + 1
λ 0 1 3 1 3 1 1λ
II + 1 * + 1
T 3 1 3 1
ε + ε [HCO ][H ] + ε [H ]A =
[Pb ] 1+ [HCO ][H ] + [H ]
H
HCO
H
HCOl
λ λβ β
β β
− − −
− − −
⋅ ⋅
⋅
 
Equation 15 (Chapter 2) was modeled as Equation 16 (shown below) in OriginPro for 6 
experiments performed at an ionic strength of 0.001 molal NaClO4: 
+ 1
o 1λ
II + 1
T o 1
A +A [H ]A =
[Pb ] B +B [H ]l
−
−⋅
 
The resulting wavelength dependent molar absorptivities are shown in Figure L.1. 
 
Figure L.1 Wavelength dependent molar absorptivities (M-1 cm-1) for Pb2+ and PbCO30 
in 0.001 M NaClO4 based on the average of 6 experiments from Chapter 2.
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L.2 Model Comparisons for log CO3β1 
Additional fits of the data used to determine log CO3β1 were performed to 
understand the difference between the values obtained in the current study and those 
obtained by Byrne and Yao [73]. The resulting fits to determine log CO3β1 with Equation 
5.11 from Chapter 5 using multiple wavelengths (246 nm – 254nm), solely 250 nm, and a 
limited range of salinity are presented in Figure L.2 and Table L.1. 
 
Figure L.2 Comparisons of three non-linear fits for log CO3β1 shown with the resulting R2 
and residual sum of squares (RSS). 
 
Table L.1 Salinity dependence of log CO3β1 
log CO3β1 Fit Salinity Dependence 
Byrne and Yao (2008) log CO3β1 = 6.574 - 0.1235(S) + 1.514*10-4(S2) 
  
This Study  
246 nm – 254 nm log CO3β1 = 5.698 - 0.0742(S) + 8.365*10-4(S2) 
250 nm log CO3β1 = 5.544 - 0.0657(S) + 7.215*10-4(S2) 
246 nm – 254 nm (S20 – S35) log CO3β1 = 6.015 - 0.1007(S) + 3.187*10-3(S2) 
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Appendix L – Continued  
The salinity dependent relationships presented in Table L.1 were compared over 
the experimental salinity ranges in Figure L.3. The overall model for the data presented 
in Chapter 5 did not change substantially for the various fits. The log CO3β1 values 
presented by Byrne and Yao (2008) reasonably correspond with the values from Chapter 
5 for 30 < S < 35.   
 
 
Figure L.3 Comparison of the salinity dependent models of log CO3β1 determined using 
various regression conditions which vary wavelength selection and salinity range.  
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Appendix M– Supplement to Chapter 5 of Experimental Spectra 
Two sets of spectra were collected for each experiment. Figures M.1 to M.3 
show spectra of Pb(II) samples in acidified seawater (pH~3). Background spectra were 
obtained to account for changes in the carbonate absorbance over the range of 
experimental pH. Figures M.4 to M.10 show all background spectra, uncorrected spectra 
(with Pb(II)), and background corrected spectra showing the transition between [Pb2+]T 
and [PbCO3]T. The change in molar absorbance over the change in carbonate ion 
concentration ([CO32-]) was used for the multi-wavelength regression (shown in Figures 
M.11 to M.17). 
163 
 
Appendix M – continued 
 
Figure M.1 Spectra collected for e3/e2 at t = 25°C for S = 19.233 to S = 26.721. Dashed lines indicate λ = 234 nm and 250 nm. 
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Appendix M – continued 
 
Figure M.2 Spectra collected for e3/e2 at t = 25°C for S = 28.465 to S = 36.414. Dashed lines indicate λ = 234 nm and 250 nm. 
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Appendix M – continued 
 
Figure M.3 Spectra collected for e3/e2 at t = 25°C for S = 38.533 and S = 41.254. Dashed lines indicate λ = 234 nm and 250 nm. 
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Appendix M (continued) 
 
Figure M.4 Spectra collected for S=18.818 showing background absorbance spectra (a), raw experimental spectra (b), and 
background corrected spectra (c)  
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Appendix M (continued) 
 
Figure M.5 Spectra collected for S=20.945 showing background absorbance spectra (a), raw experimental spectra (b), and 
background corrected spectra (c)  
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Appendix M (continued) 
 
 
Figure M.6 Spectra collected for S=25.064 showing background absorbance spectra (a), raw experimental spectra (b), and 
background corrected spectra (c)  
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Appendix M (continued) 
 
Figure M.7 Spectra collected for S=26.710 showing background absorbance spectra (a), raw experimental spectra (b), and 
background corrected spectra (c) 
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Figure M.8 Spectra collected for S=31.719 showing background absorbance spectra (a), raw experimental spectra (b), and 
background corrected spectra (c)  
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Appendix M (continued) 
 
Figure M.9 Spectra collected for S=35.160 showing background absorbance spectra (a), raw experimental spectra (b), and 
background corrected spectra (c)  
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Appendix M (continued) 
 
Figure M.10 Spectra collected for S=41.254 showing background absorbance spectra (a), raw experimental spectra (b), and 
background corrected spectra (c) 
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Appendix M (continued) 
 
Figure M.11 Change in molar absorbance versus carbonate ion concentration ([CO32-] in 
µmol kg-1) for selected wavelengths between 222 nm–234nm (panel A) and 246 nm–254 
nm (Panel B) for S = 18.818.  
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Figure M.12 Change in molar absorbance versus carbonate ion concentration ([CO32-] in 
µmol kg-1) for selected wavelengths between 222 nm–234nm (panel A) and 246 nm–254 
nm (Panel B) for S = 20.945.  
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Figure M.13 Change in molar absorbance versus carbonate ion concentration ([CO32-] in 
µmol kg-1) for selected wavelengths between 222 nm–234nm (panel A) and 246 nm–254 
nm (Panel B) for S = 25.064.  
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Figure M.14 Change in molar absorbance versus carbonate ion concentration ([CO32-] in 
µmol kg-1) for selected wavelengths between 222 nm–234nm (panel A) and 246 nm–254 
nm (Panel B) for S = 26.710.  
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Figure M.15 Change in molar absorbance versus carbonate ion concentration ([CO32-] in 
µmol kg-1) for selected wavelengths between 222 nm–234nm (panel A) and 246 nm–254 
nm (Panel B) for S = 31.719.  
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Appendix M (continued) 
 
Figure M.16 Change in molar absorbance versus carbonate ion concentration ([CO32-] in 
µmol kg-1) for selected wavelengths between 222 nm–234nm (panel A) and 246 nm–254 
nm (Panel B) for S = 35.160.  
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Appendix M (continued) 
 
Figure M.17 Change in molar absorbance versus carbonate ion concentration ([CO32-] in 
µmol kg-1) for selected wavelengths between 222 nm–234nm (panel A) and 246 nm–254 
nm (Panel B) for S = 41.254.  
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