Intra-frame mode selection and inter-frame mode selection are new features introduced in the H.264 standard. Intra-frame mode selection dramatically reduces spatial redundancy in I-frames, while inter-frame mode selection significantly affects the output quality of P-/B-frames by selecting an optimal block size with motion vector(s) or a mode for each macroblock. Unfortunately, this feature requires a myriad amount of encoding time especially when a brute force full-search method is utilised. In this paper, we propose fast mode selection algorithms tailored for both intra-frames and inter-frames. The success of the intra-frame algorithm is achieved by reducing the computational complexity of the Lagrangian rate-distortion optimisation evaluation. Two proposed fast inter-frame mode algorithms incorporate several robust and reliable predictive factors, including intrinsic complexity of the macroblock, mode knowledge from the previous frame(s), temporal similarity detection and the detection of different moving features within a macroblock. This information is used to reduce the number of search operations. Extensive simulations on different classes of test sequences demonstrate a speed up in encoding time of up to 86% compared with the H.264 benchmark. This is achieved without any significant degradation in picture quality and compression ratio.
Introduction
The Joint Video Team (JVT) incorporated a number of advanced features in H.264/AVC [1] . The improvements achieve significant gains in compression. One of the new features is multi-mode selection for intra-frames and inter-frames, which is the subject of this paper. In the H.264 coding algorithm, block-matching motion estimation is an essential part of the encoder to reduce the temporal redundancy between successive frames. The difference, however, is that the block size is no longer fixed. The block size is variable ranging from 4 · 4 to 16 · 16 [1] in inter-frame coding ( Fig. 1) , to minimise the overall prediction error. Furthermore, intra-frame modes, where the objective is to reduce the spatial redundancy in a frame, constitute the other candidates for mode selection.
The method of selecting modes in the H.264 standard requires the application of Lagrangian rate-distortion optimisation. The optimisation approach is based on the assumption that the distortion and rate incurred in coding multiple macroblocks are independent of each other [3] . Hence, the coding mode for each macroblock is acquired from knowledge of the previously coded blocks. Let us denote B t as a block of any rectangular size in a frame at time t; whileB tÀs is a reconstructed block of the same block size as B t located in the previously coded frame at time t À s (s = 0 in intra-frame coding). Then, the macroblock-based Lagrangian cost LC MB for B t is LC MB ðB t ;B tÀs ; modejQp; k mode Þ ¼ DðB t ;B tÀs ; modejQpÞ þ k mode Á RðB t ;B tÀs ; modejQpÞ;
where Qp and k mode represent the macroblock quantiser value and Lagrange parameter, respectively. k mode is normally associated with Qp and has a relationship approximated as 0.85 · Qp 2 [3] [4] [5] [6] . In the H.264 standard, the alternative definition for k mode is k mode ¼ 0.85 Â 2 ðQpÀ12Þ=3 . In Eq.
(1), D is a distortion measure quantifying the difference between B t and B tÀs , defined separately in terms of intra-and inter-frame modes as: 
where member in (3a) accounts for the directional extrapolation of an intra mode and (m x ,m y ) in (3b) represents the motion information in the inter-frame case. R in (1) reflects the number of bits, including the macroblock header, motion vectors and all the DCT residue blocks, associated with the chosen mode and Qp. It can be obtained from the look-up table of run-level variable-length codes. Mode indicates a mode chosen from the set of potential prediction modes, the respective possibilities of which are: mode intra 2 fI4MB; I16MBg;
. mode inter 2 fSKIP ; I4MB; I16MB; INTERg.
Intra-frame mode has two modes, I4MB and I16MB. I4MB consists of nine members which extrapolate elements (a-p) of a 4 · 4 block with the neighbouring encoded pixels (A-Q) in eight directions as depicted in Figs. 2 and 3, respectively. For instance, VERT, the vertical member, extrapolates a 4 · 4 block vertically with four neighbouring pixels, A, B, C, and D, whereas the horizontal member, HORT, utilizes the horizontal adjacent pixels, I, J, K, and L to do the prediction. The other modes operate the same way according to their corresponding orientations, except for DC, the directionless member, which extrapolates all pixels with (A + B + C + D + I + J + K + L)/8. I16MB resembles I4MB but is less time-consuming, comprising four members to predict a 16 · 16 macroblock as a whole. As for inter-frame mode, it contains the SKIP (direct copy), I4MB, I16MB, and INTER, the most time-consuming mode, which consists of seven members with different block sizes as shown in Fig. 1 . In intra-frame coding, the final mode decision is selected by the member (either from I4MB or I16MB) that minimizes the Lagrangian cost in (1) . In inter-frame coding, motion estimations with 7 different block-size patterns, as well as the other members in three modes (I4MB, I16MB, and SKIP), are calculated. The final decision is determined by the mode that produces the least Lagrangian cost among the available modes. Currently, the H.264 standard employs a brute force algorithm to search through all the possible candidates and its corresponding members to find an optimum mode and its motion vector(s) that achieves the best compromise between distortion and coding rate [2] . Since the exhaustive search method is employed in all the modes to acquire a final mode decision, the computational burden of the search process is far more significant than any existing video coding algorithm.
The contribution of this paper is to develop fast mode selection algorithms to reduce the computational time for both intra-and inter-frame coding. The proposed algorithm comprises two parts: (1) fast intra-frame mode selection (Fintra) algorithm designed to acquire the most likely members from the I4MB mode from knowledge of the frequency spectrum; (2) two fast inter-frame mode selection algorithms (denoted Finter1 and Finter2). The next two sections give detailed formulation of the proposed algorithms. The results of extensive simulations are summarised in Section 4. Finally, Section 5 discusses some overall conclusions.
Fast intra-frame mode selection algorithm
In intra-frame coding, the H.264 standard selects a mode which minimizes the Lagrangian cost LC MB as given in (1) . The optimisation process entails finding the minimum coding rate while achieving the least distortion (if the Lagrangian multiplier, k mode , is sufficiently large). The computation of the distortion parameter, D, requires the availability of the reconstructed image, which means the completion of the encoding-decoding cycle. On the other hand, the evaluation of the rate parameter, R, depends only on the residue blocks obtained from the difference between the original block and the predicted block for each mode, by means of a look-up table containing the entropy codes. Clearly, the computational requirement of rate evaluation is less demanding than that for the distortion evaluation.
It is observed that the modes that provide the least residue energy will also result in minimum rate R and hence minimise the Lagrangian cost. The chart in Fig. 4 illustrates this observation. The chart shows the relationship between the candidates selected by distortion cost and those by Lagrangian evaluation. Results were obtained by coding 30 frames of three test sequences in CIF format (352 · 288 pixels), Akiyo, Foreman, and Mobile & Calendar, representing three different degrees of spatial correlation and movement. I4MB intra-coding was used. The MostProbableModes, the candidates predicted from prior knowledge of neighbouring blocks, account for 56, 42, and 30% of the mode decisions made by Lagrangian evaluation, for the three test sequences respectively. These percentages increase to 89, 88, and 81%, respectively, when three more candidates, each selected as having the lowest SAD values, are chosen.
To reduce the computational cost of the expensive Lagrangian cost evaluation, we can limit the number of members (to say M) that need to undergo the full evaluation process. The M members are those with the least residue energy from amongst all the possible members. Furthermore, the residue blocks of I4MB and I16MB normally have relatively large block energy due to a spatial prediction from the neighbouring pixels. Consequently, it is more efficient to operate in the frequency domain rather than in the spatial domain. The following subsections detail the formulation of the fast algorithm.
Algorithm formulation
The proposed fast intra-mode selection (Fintra) is achieved by selecting fewer members from I4MB mode that need to undergo the full Lagrangian cost evaluation. The selection criterion is the least residue energy which can be measured from the sum of absolute difference (SAD) of the DCT residue block. First, let us denote an M · N original block to be B M·N and any intra predicted block to be P M·N,member . For a unitary transform, the SAD of the DCT residue block is given by
where Diff (A, B) represents the difference between A and B, where T {.} stands for the unitary transformation. In our case, T {.} stands for the Discrete Cosine Transform (DCT). From (6), a SAD evaluation is equal to the sum of absolute difference between the transforms of an original DCT-block, T {B M · N } and a predicted DCTblock, T {P M·N,member }. Then, according to the definition of DCT X DiffðT fB MÂN g; T fP MÂN ; member gÞ j j
Eq. (7) indicates that SAD DCT(residue) can be obtained by finding the sum of the absolute differences of both the low-frequency (DC) coefficients and the high-frequency (AC) coefficients. Note that a DC coefficient normally possesses more block energy than the AC coefficients for natural images. Thus, we can formulate the approximation as
where AC 0 B represents the AC coefficient that possesses the largest energy of these AC coefficients in an original DCT-block, and AC 0 P; member is the AC coefficient that is at the same location as AC 0 B in any predicted DCT-block. Since empirical experiments show that the low-frequency AC coefficients contain more energy than the high-frequency coefficients, we select AC Next, we consider how to efficiently access the DC P, member and AC 0 P;member values of the predicted block, P 4·4,member . Unlike the original block, the predicted blocks are the direction-biased extrapolations from the neighbouring pixels. In order to simplify the calculation, we rewrite each of the equations of (9)- (15) 
In a similar manner, a matrix formula can be provided to relate the predicted elements and the neighbouring samples (A to Q): ; ð18Þ
where C member is a 16-by-17 conversion matrix, for instance, C HORT , the conversion matrix of the horizontal member, extrapolates the horizontal pixel I to the first rowÕs elements, i.e., a to d. Then, all the coefficients in the first four rows of C HORT are zero except for the ninth coefficients (C 1,9 , C 2,9 , C 3,9 , C 4,9 , i.e., position of I), which are one.
We then obtain the relationship between AC 0 P;member and the neighbouring pixels (A to Q) by combining (16) and (18). 
Note that X DC and all six X POSðAC 0 B Þ can be calculated and stored in advance.
Algorithm description
The proposed Fintra algorithm utilizes (20) and (22) to shortlist M (<9) candidates from the nine prediction modes. However, since empirical trials indicate that MostProbableMode (the mode predicted from prior knowledge of the neighbouring blocks) has a higher chance of being selected as the prediction mode, it is included in the short-listed candidates although it may not produce the least residue energy. The proposed algorithm is summarised as follows: A1. Evaluate (9)- (15) The proposed intra-frame mode selection algorithm, Fintra, employs the inherent frequency characteristic of an original block and its predicted block without any a priori knowledge, such as predefined threshold or other priori macroblock information. This feature is considered one of the main advantages of the proposed algorithm in that it may be applied to the I16MB mode, and mode selection for chrominance components from one sequence to another. Furthermore, the matrices, all X POSðAC 0 B Þ in different AC 0 B positions and X DC , can be calculated and stored in advance.
Fast inter-frame mode selection algorithm
The success of two proposed fast mode selection algorithms, Finter1 and Finter2, for inter-frame coding is achieved by discarding the least possible block size. Mode knowledge of the previously encoded frame(s) is employed by the proposed Finter1 algorithm, whereas the Finter2 algorithm incorporates temporal similarity detection and the detection of different moving features within a macroblock. Both Finter1 and Finter2 make use of a general tendency: a mode having a smaller partition size may be beneficial for detailed areas during the motion estimation process, whereas a larger partition size is more suitable for homogeneous areas [7] . Therefore the primary goal is to determine a complexity measurement for each macroblock.
Algorithm formulation
In this section, we derive a low-cost complexity measurement based on summing the total energy of the AC coefficients to estimate the block detail. The AC coefficients are obtained from the DCT coefficients of each block. The definition is
where From (24), the total energy of the AC components, E AC , of an M · N block is the sum of all the DCT coefficients, F uv , except for the DC component, u = 0 and v = 0. According to the energy conservation principle, the total energy of an M · N block is equal to the accumulated energy of its DCT coefficients. Thus, (24) can be further simplified as
where the first term is the total energy of the luminance intensities within an M · N block, and the second term represents the mean square intensity. Eq. (27) clearly shows that the energy of the AC components of a macroblock can be represented by the variance. Since complexity measurements for different block sizes need to be made for each macroblock (up to 21 measurements per macroblock in the worst case), Eq. 27 can be further modified to form three piecewise equations to reduce the computational redundancy.
; n ¼ f1; . . . ; 4g ðbÞ
where E n = {e 1 , e 2 , . . ., e 16 } and S n ={s 1 , s 2 , . . ., s 16 } represent the sum of energies and intensities of the 4 · 4 blocks decomposed from a macroblock, respectively, with the scanning pattern shown in Fig. 5 . The first piecewise equation is applied to a macroblock with block size of 16 · 16 pixels; the second is for 4 blocks, n = {1, 2, 3, 4} of 8 · 8 pixels; and the last is applicable to the 16 decomposed 4 · 4 blocks.
Evaluating the maximum sum of the AC components is the next target. By definition, the largest variance is obtained from the block comprising a checkerboard pattern in which every adjacent pixel is the permissible maximum (I max ) and minimum (I min ) value alternately [8] . Thus, E max , the maximum sum of AC components of an M · N block is
Note that E max can be calculated in advance. The criterion to assess the complexity R B of a macroblock MB is
The function of the natural logarithm is to linearise both E max and E AC such that the range of R B can be uniformly split into 10 subgroups. Normally, a macroblock with R B > 0.70 is considered to be a high-detailed block [8] . In our evaluation, we select R B = 0.75. 
The proposed Finter1 algorithm
Fig . 7 shows the flowchart of the proposed Finter1 algorithm that incorporates the complexity measurement. In total, 7 partition sizes are recommended by H
The proposed Finter1 algorithm provides a recursive way to determine the complexity of each macroblock. First, a macroblock of 16 · 16 pixels is examined with (28a). A Cat0 tag is given if it is recognised as being a homogenous macroblock. Otherwise, the macroblock is decomposed into four blocks of 8 · 8 pixels. Note that an 8 · 8 block is recognised as high-detailed if it satisfies two conditions: (a) the R B in (30) is greater than 0.75, and it is decomposed into four 4 · 4 blocks, and (b) one of its four decomposed 4 · 4 blocks is high-detailed as well. If an 8 · 8 block satisfies the first condition but not the second, it is still recognised as low-detailed. After checking all the 8 · 8 blocks, a Cat2 tag is given to a macroblock which possesses more than two high-detailed blocks, otherwise a Cat1 tag is assigned. Table 1 displays the relationship between the three categories and the nine members of the inter-frame modes. It is observed that the Cat0 category covers the least number of members of the inter-frame mode, whereas the Cat2 category contains all the available members. The table further indicates that the more detailed the macroblocks are, the more prediction modes the proposed algorithm has to check.
Mode knowledge of previously encoded frame(s)
A trade-off between efficiency and prediction accuracy exists. If a Cat2 category is assigned less often, the efficiency of the algorithm will increase, but the chance of erroneous prediction also increases. An improved method is proposed, that considers the mode knowledge at the same location in the previously encoded frame. Since most of the macroblocks are correlated temporally, it is easy to see that the mode decision in the previous frame contributes reliable information for revising the erroneous prediction that may be indicated by its intrinsic complexity information. Therefore, our suggestion is first to convert all the mode decisions in the previous frame into the corresponding categories. Then, the prediction is revised to the higher category if that of the corresponding historic data is higher than the current predictor. However, no action is taken if the reverse situation is true. B1. Obtain a motion vector for a 16 · 16 macroblock by using the full search algorithm with search range of ±8 pixels. B2. The best prediction of I4MB and I16MB can be obtained by applying steps A1-A4 (described in Section 2.2) and the full search algorithm, respectively. B3. Compute the Lagrangian costs of SKIP, I4MB, I16MB, and INTER to find a final mode decision for the current macroblock.
Cat1 category algorithm:
C1. Obtain a motion vector for each of the four 8 · 8 blocks in a macroblock by using the full search algorithm with search range of ±8 pixels. C2. Continue to search for motion vector(s) for the 8 · 16 blocks, 16 · 8 blocks, and 16 · 16 macroblocks by referring only to the four search points, i.e., the motion vectors of the four 8 · 8 blocks. C3. Perform step B2 to B3 to find the final mode decision for the current macroblock.
Cat2 category algorithm:
D1. Obtain a motion vector for each of the sixteen 4 · 4 blocks in a macroblock by using the full search algorithm with search range of ±8 pixels. D2. Continue to search for motion vector(s) for 8 · 4 blocks, 4 · 8 blocks, and 8 · 8 blocks by referring only to the 16 search points, i.e., the motion vectors of the sixteen 4 · 4 blocks. D3. Perform the steps C2 to C3 to find the final mode decision for the current macroblock.
The proposed Finter2 algorithm
The efficiency of the proposed Finter2 algorithm is achieved by introducing two additional measurements targeted at two kinds of encoded macroblocks: (a) macroblocks encoded with SKIP mode (direct copy from the corresponding macroblock located at the same position in the previous frame); (b) macroblocks encoded by the inter-frame modes with larger decomposed partition size (greater than 8 · 8 pixels). By successfully identifying these two kinds of macroblocks, the encoder is exempted from examining them with all possible inter-frame modes, which saves encoding time.
Measurement of temporal similarity
The SKIP mode is normally assigned to a macroblock that comprises almost identical pixel information to that of the corresponding macroblock in the same position in the previous frame, for example in areas representing a static background. The macroblocks coded with SKIP mode (skipped macroblocks) can easily be detected by comparing the residue of the current macroblock and the previously encoded macroblock with a threshold as follows:
where S residue is the sum absolute difference between B m,n,t and B m,n,tÀ1 , which represent current and previous macroblocks, respectively. If T (S residue ) = 1, the current macroblock is a skipped macroblock. However, performing this calculation for every macroblock further increases the encoding time. Lim et al. [10] suggested performing temporal similarity checking if the current 16 · 16 macroblock has zero motion. This necessitates each macroblock, including skipped macroblocks, to undergo at least one complete cycle of motion estimation. If the encoder can detect the skipped macroblocks without a priori knowledge, then a significant proportion of the encoding time will be saved. Generally, the skipped macroblocks tend to occur in clusters, such as in a patch of static background. Thus, we propose that the current macroblock has to undergo temporal similarity detection if one of the encoded neighbours is a skipped macroblock. The temporal similarity detection is implemented according to (31) and (32), but we propose an adaptive spatially varying threshold, Th ASV , to replace Th.
where C is a constant; S N1 , S N2 , S N3 , and S N4 are the sum absolute difference of four nearest encoded neighbours, N 1 , N 2 , N 3 , and N 4 , as shown in Fig. 6 . They are valid and pre-stored in the system if and only if their corresponding macroblocks are skipped macroblocks. Thus, (33) reduces in size according to the number of skipped neighbouring macroblocks. Fig. 7 . Flowchart of the proposed Finter1 algorithm that incorporates a complexity measurement for a macroblock. A macroblock will be recognised as one of three categories, namely Cat0, Cat1, and Cat2.
Measurement on block-based motion consistency
The tendency that the inter-frame modes with larger partition size (of sizes 8 · 8, 8 · 16, 16 · 8, and 16 · 16 pixels) are more suitable to encode homogeneous macroblocks has been verified by a number of authors [7, 10, 11] . By contrast, macroblocks containing moving features appear more detailed and therefore require use of smaller block sizes. Thus, the proposed algorithm suggests checking the motion vector of each 8 · 8 block decomposed from a highly detailed macroblock. If consistency among the motion vectors (of four 8 · 8 blocks) within a highly detailed macroblock exists, the proposed algorithm checks the inter-modes with partition size greater than 8 · 8. If the motion vectors are not consistent, all possible inter-frame modes are searched. 
Finter2 algorithm description

Simulation results
This section presents two sets of simulation results employing the proposed Fintra algorithm for intra-frame coding, and the combinations of (Fintra + Finter1) algorithms and (Fintra + Finter2) algorithms for inter-frame coding. Fintra is included as P-frames may contain I-macroblocks. All the simulations were programmed using C++. The computer used was a 2.8 GHz Pentium 4 with 1024 MB RAM. The testing benchmark was the JM6.1e version provided by the Joint Video Team (JVT) [9] . The selected sequences in two different resolutions, namely, QCIF (144 · 176) and CIF (288 · 352) formats, are classified into three different classes. Class A comprises sequences containing only low spatial correlation and motion, e.g., Akiyo and Container Ship; Class B contains medium spatial correlation and/ or motion, e.g., Foreman and Silent Voice; and Class C features high spatial correlation and/or motion, e.g., Mobile & Calendar and Stefan. In the following simulations, 22 test sequences in different resolutions are presented. Fig. 8 shows snapshot frames from the less common sequences used.
Simulation results of Fintra algorithm
In this simulation, all sequences were quantised by a static Qp factor of 32. They were encoded by the intra-coding technique provided by JM6.1e and the proposed Fintra algorithm. In each case, the rate was 30 frames per second with no skip frame throughout the 30 frames. Fig. 9 Table 2 shows the simulation results of the proposed Fintra algorithm in comparison with the JM6.1e implementation. Comparisons are given for PSNR difference in the luminance component, Y-PSNR (measured in dB), bit rate difference (as a percentage), and speedup (computational performance). The table entries are arranged according to class of sequence.
General trends are identified as follows: all the selected sequences are able to attain almost the same PSNR performance and bit rates as the JM6.1e algorithm. The selected sequences from Class A and Class B exhibit marginal PSNR differences which are between 0.01 and 0.04 dB, whereas sequences of Class C have a slightly wider variation from 0.01 to 0.09 dB. Computational efficiency varies insignificantly from one test sequence to another. This is because a saving in time was achieved by reducing the short-listed candidates for each block (see algorithm A4 in Section 2.2) regardless of the resolution and class of test sequences. On average, more than 50% of the encoding time is saved when the proposed Fintra algorithm is applied; the saving can be up to 62%. Table 3 shows the number of Lagrangian evaluations performed during the encoding of 30 frames, as a measure of computational complexity of the two intra-coding techniques. The Full Search (FS) algorithm required between 2.4 and 2.9 as many Lagrangian evaluations to be carried out compared with the proposed Fintra algorithm. The complexity difference varied little over the test sequences used, and appeared to be independent of class. There is a direct correlation between the proportional reduction in the number of Lagrangian evaluations and the algorithm speed-up listed in Table 2 . This confirms that the success of the proposed Fintra algorithm can be attributed to reducing the number of these evaluations, by a factor of approximately 2.5.
Simulation results for (Fintra + Finter1) and (Fintra + Finter2) algorithms
The test settings in inter-frame mode are as follows: all the sequences are defined in a static coding structure, i.e., one I-frame is followed by nine P-frames (1I9P), with a frame rate of 30 frames per second and no skip frame throughout the 300 frames. The precision and search range of the motion vectors are set to 1/4 pixel and ±8 pixels, respectively. Fintra is used for obtaining the best member from I4MB. Contextbased Adaptive Binary Arithmetic Coding (CABAC) is used to perform the entropy coding and a static quantisation factor, Qp = 32, is applied throughout the simulation. Since the mode decision of the two chrominance components (U and V) is affected when applying the proposed fast algorithms, Finter1 and Finter2, the simulation results are presented in terms of an average PSNR of the luminance and two chrominance components, i.e., Y, U, and V (measured in dB) rather than the PSNR of the luminance component (Y-PSNR). Table 4 summarises the performance of two proposed combinations of algorithms, (Fintra + Finter1) and (Fintra + Finter2). The general trends are identified as follows: on average, there is a degradation of 0.02 dB in Class A, and approximately 0.05-0.06 dB in other classes for both proposed combinations of algorithms. It is clear that the average PSNR difference is insignificant (less than 0.02 dB). As to compression ratio, the tendency of a marginal bit rate increase is directly proportional to the class of sequence. The test sequences of Class A attain the least bit rate increase, whereas the high motion sequences in Class B and Class C produce slightly higher bit rates than the H.264 standard. However, the differences for most test sequences are still within an acceptable range of less than 5%. In general, the combination of (Fintra + Finter2) performs better in terms of compression than the combination of (Fintra + Finter1). The degradations and the bit rate differences are due to the erroneous prediction in the proposed combined algorithms. Nevertheless, the degradations are still below the human visual threshold, which is widely recognised as being less than 0.15-0.20 dB.
In contrast, the efficiency of the two proposed combined algorithms is far greater than that of JM6.1e, the benchmark: on average, a saving of 61% in encoding time for (Fintra + Finter1) and 83% for (Fintra + Finter2) for Class A. The speedup for other classes varies between approximately 44-62% and 50-79% for the two proposed combined algorithms, respectively. It is interesting to observe that the combination of (Fintra + Finter2) results in a significant speedup for Class A test sequences, while the performance drops (approximately 20%) when the spatial correlation/motion of the test sequences increase. The explanation is that the skipped macroblocks, which benefit the coding of the proposed Finter2 algorithm, are abundant in low motion sequences, while the high motion sequences require more predictions from previous frames rather than direct copy. Thus, the advantage of Finter2 becomes less significant in Class B and Class C test sequences. In any case, the general speedup of both proposed combined algorithms is in excess of 50%. Table 5 shows the number of search operations performed during the inter-coding of 100 frames in QCIF (176 · 144) format, as one measure of the computational complexity of the algorithms considered. Note that the savings in number of search operations varied less from sequence to sequence for the Finter1 algorithm than for the Finter2 algorithm. There is a direct correlation between the proportional reduction in the number of search operations listed in Table 5 and the overall speed-up figures shown in the final two columns of Table 4 . Without losing generality, it is safe to deduce that the Finter1 and Finter2 algorithms successfully select the inter-mode partition sizes without the need for an excessive number of search operations, and this provides a proportionate saving in the amount of computation required.
Conclusions
In this paper, we proposed three fast algorithms, namely, Fintra, Finter1, and Finter2, for fast mode selection in the H.264 standard. The algorithms improve the computational performance of both intra-and inter-frame coding, thus reducing the implementation requirements in real applications. Improvement is accomplished by discarding the least possible modes to be selected. The Fintra algorithm intelligently selects fewer candidate members required to undergo expensive Lagrangian evaluation. The Finter algorithms utilise a complexity measure to identify those low detailed macroblocks that require less demanding processing. The results of extensive simulations demonstrate that the proposed algorithms can attain a time of saving up to 62 and 86% in intra-coding and inter-coding, respectively, compared with JM6.1e, the benchmark. This is achieved without sacrificing both picture quality and bit rate efficiency. 
