In this work, the existence criteria of extremal solutions of periodic boundary value problems for the first-order dynamic equations on time scales are given by using the method of lower and upper solutions coupled with the monotone iterative technique. Our results generalize and improve some existing results. Two examples are provided to show the effectiveness and feasibility of the obtained results.
Introduction
Recently, the theory of impulsive differential equations has been investigated extensively in simulating processes and phenomena subject to short-time perturbations during their evolution, moreover, such equations have a tremendous potential for applications in biology, physics, epidemic models, engineering, ect. (see [1] [2] [3] [4] ). Especially, the study of impulsive dynamic equations on time scales has also attracted much attention since it provides an unifying structure for differential equations in the continuous cases and the finite difference equations in the discrete cases, see [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] and references therein. Most of them were devoted to the existence of solutions for periodic boundary value problems (PBVP) by means of some fixed point theorems [18] [19] [20] [21] [22] such as the Tarski's fixed point theorem [17] , Guo-Krasnoselskii fixed-point theorem [18] , and twin fixed-point theorem in a cone [19] , etc.. Li et al. [4] considered the following periodic boundary value problem with impulses ⎧ ⎨ ⎩ u (t) = g(t, u(t), u(θ (t))), t ∈ J = [0, T], t = t k , u(t k ) = I k (u(t k )), k = 1, 2, ..., p, u(0) = u(T), (1:1) where 0 = t 0 <t 1 <t 2 < ... <t p <t p+1 = T, J 0 = J\{t 1 , ..., t p }, g C(J × R 2 , R), and θ C(J, R), 0 ≤ θ(t) ≤ t, t J, u(t k ) = u(t + k ) − u(t k ). In [6] , the authors discussed the following periodic boundary value problem by using the upper and lower solution method and monotone iterative technique 
., m, y(0) = y(σ (T)).
Although, the existence of extremal solutions to equation (1.2) was studied in [6] by using the outlined method, the results were obtained only under the case: a ≤ b, where a and b are the lower and upper solutions of PBVP (1.2), respectively. To the best of our knowledge, while using the method of lower and upper solutions, one can consider the problem under another case: a ≥ b, the readers can refer to [12, [23] [24] [25] and references therein. For example, in [23] , He and Zhang analyzed the existence for the extremal solutions to first order impulsive difference equations with periodic boundary conditions by utilizing the monotone iterative technique under these two cases. However, there are few papers to deal with the existence for the extremal solutions to periodic boundary value problems of first order dynamic equations on time scales based on the method of lower and upper solutions coupled with monotone iterative technique under these two cases. Thus, in this paper, we make the first attempt to consider the following periodic boundary value problem of first order dynamical equation on time scales:
where T is a time scale, T >0 is fixed.
) denote right and left limits of y(t) at t = t k in the sense of time scales respectively, that is, t k + h [0, T] ∩ T for each h in a neighborhood of 0. s is a function that will be defined later and y s (t) = y(s(t)). The aim of this paper is to obtain the existence criteria of extremal solutions of PBVP (1.3) under the two cases expressed above. Our results extend and generalize the results of Geng et al. [6] . The remainder of this paper is organized as follows. Some preliminary definitions, lemmas and notations on time scales are given in Section 2. In Sections 3 and 4, by means of lower and upper solutions and monotone iterative technique, the existence of extremal solutions for PBVP (1.3) is proved under two cases: the lower and upper solutions with well-order and with reverse-order, respectively. Finally, two examples are simplified to illustrate the effectiveness and feasibility of the obtained results.
Preliminaries
In this section, we state some fundamental definitions and results on time scales, we refer readers to [5] [6] [7] [8] [9] [10] [11] .
Let T be a nonempty closed subset (time scale) of R. We denote the forward and backward jump operators s, r : T T as follows:
σ (t) = inf{s ∈ T|s > t} and ρ(t) = sup{ s ∈ T|s ¡ t} .
A point t T is called right-scattered, right-dense, left-scattered, left-dense respectively if s (t) >t, s (t) = t, r(t) < t, r(t) = t holds. If T has a right-scattered minimum m, then
A function f : T R is called right-dense continuous provided it is continuous at every right-dense points in T and its left-side limits exist at every left-dense points in T, write f C rd (T) = C rd (T, R).
Definition 2.1. For x : T R and t T k , we define the delta derivative of x(t), x Δ (t), to be the number (when it exists) with the property that, for any ε >0, there is a neighborhood U of t such that
is the ordinary derivative, and if T = Z, x
Lemma 2.2 ([9]
). Assume that f, g : T R are delta differentiable at t, then
≠ 0 for all t T, where µ(t) = s(t) − t, which is said to be the graininess function.
Definition 2.4. If p is a regressive function, then the generalized exponential function e p is defined by
, for s, t ∈ T with the cylinder transformation
Let p, q : T R be two regressive functions, we define
Then, the exponential function has some properties as follows. Lemma 2.3 ([9] ). Assume that p, q : T R are two regressive functions, then
Well-ordered lower and upper solutions
In this section, we prove the existence theorem of extremal solutions for periodic boundary value problem of first-order dynamic equations on time scales under the case of a ≤ b, where a and b are lower and upper solutions of PBVP (1.3).
We assume for the remainder of this paper that the impulsive points t k , k = 1, 2, ..., q are right dense, other cases may be considered similarly. Define the following space 
the impulsive condition
and the periodic boundary condition
Let h : T R be a rd-continuous function and consider the following periodic boundary value problem
(3:1) Lemma 3.1. y PC is a solution of PBV P (3.1) if and only if
where h PC and
Proof. For the convenience of the reader, letting
If y is a solution of PBVP (3.1), for t (0, t 1 ], we have
and
For any t (t 1 , t 2 ], in a similar way, we deduce that
From the fact that y(t + 1 ) = y(t
, this together with (3.4) and (3.5) yields that Repeating the above procession, for t (t k , t k+1 ], it is not difficult to see that
with
Consequently, it turns out that
Since y(0) = y(s (T)), then we have
it follows
Substituting (3.8) into (3.7), we obtain
On the other hand, assume y(t) satisfies (3.2) and notice that ⎡
G(t, s)h(s) s + h(t).
As a result,
Clearly, we have y(t
The proof is completed. □ Define an operator F as follows:
In view of
Under the condition of satisfies 0 ≤ t 0 < t 1 <... < t q ;
(ii) For k = 1, 2, ..., q, t ≥ t 0 , 1 − µ(t)m(t) >0, there are
9) 10) where b k are constants and b k >0. Then
Proof. In view of (3.9), we have
It means that e m (t, t 0 )y(t) is a non-increasing on [t 0 , s(T )]. So we can easily get
For t (t 1 , t 2 ], similarly, one can assert that
Continuing with this procedure, we can get that for t (t k , t k+1 ], 12) proceed inductively to obtain
The proof is completed. □ Remark 3.1. If the inequalities of (3.9) and (3.10) are reversed, then the inequality in the conclusion is also reversed.
13)
Then, y(t) ≤ 0 for all t J, where
Proof. Case 1: when y(0) ≤ y(s (T)), obviously, we have r y(t) = 0, d yk = 0. From Lemma 3.2, we see that,
It means
then y(0) ≤ 0, returning to (3.15) we have y(t) ≤ 0, t J.
, where
It is easy to check that g(0) = 0,ȳ(0) =ȳ(σ (T)) and g(t) ≥ 0. Next, from (3.13) and (3.14), one can deduce that
In view of case 1, one can easily see thatȳ(t) ≤ 0, it means y(t) + g(t) ≤ 0, this together with g(t) ≥ 0 for t J guarantees that y(t) ≤ 0, t J. The proof is completed. □ For a, b PC, we write a ≤ b if a(t) ≤ b(t) for all t J. In such a case, we denote
Now, we are in the position to establish the main result. Theorem 3.1. Assumed that the following conditions are satisfied (H 1 ) There exist two functions :
and 
that is, a(t) and b(t) are lower and upper solutions of PBV P (13), respectively; (H 2 ) f(t, x):T × R R is rd -continuous at the first variable and continuous at the second variable such that
) There exists m(t) C(R, R) satisfying 1 -μ(t)m(t) >0 and
Then, there exist monotone sequences a n (t) and b n (t) with a 0 = a, b 0 = b such that
uniformly on J, and y * (t), y * (t) are the minimal and maximal solutions of PBV P (1.3) such that y * ≤ y ≤ y * , where y is any solution of PBV P (1.3) satisfying a ≤ y ≤ b on J.
Proof. For any h [a, b], consider the PBVP (3.1) with h(t) = f(t, h s (t)) + [m(t) -p (t)] h s (t). The condition (H 4 ) and Lemma 3.1 guarantee that PBVP (3.1) has a unique solution y(t). Define the operator A : [a, b]
PC such that y(t) = Ah. Next, we show that the operator A satisfies the two properties as follows:
(ii) A is a monotone nondecreasing function, i.e. for any
To see (i), lettingȳ = α − α 1 , where a 1 = Aa. Owing to the condition (H 1 ) and (3.1), we havē
By virtue of Lemma 3.3, we achieveȳ(t) ≤ 0 on J, i.e. a ≤ A a. Similarly, we can show that Ab ≤ b.
To see (ii), letȳ = y 1 − y 2 , where y 1 = Ah 1 , y 2 = Ah 2 . Applying the condition (H 2 ) and (H 3 ) together with (3.1) to obtain that
The Lemma 3.3 yields thatȳ(t) ≤ 0 on J, i.e. Ah 1 ≤ Ah 2 . Now, define the sequences a n+1 = Aa n , b n+1 = Ab n with a 0 = a, b 0 = b. Notice that
The two properties of operator A guarantee that the sequences a n and b n satisfy
Consequently, there exist y * (t) and y* (t) such that Assuming that there exists a positive integer n such that a n (t) ≤ y(t) ≤ b n (t), since A is a monotone nondecreasing operator, we obtain a n+1 (t) = Aa n (t) ≤ Ay(t) = y(t), b n+1 (t) = Ab n (t) ≥ Ay(t) = y(t), furthermore, it follows a n+1 (t) ≤ y(t) ≤ b n+1 (t). In view of a 0 (t) ≤ y(t) ≤ b 0 (t), proceed inductively to obtain a n (t) ≤ y(t) ≤ b n (t) for any positive integer n. Therefore y * (t) ≤ y(t) ≤ y*(t) on J as n +∞. The proof is completed. □ Remark 3.2. Observe that Theorem 3.1 generalize the Theorem 3.1 of Geng et al. [6] . When p(t) = t, s (t) = t, t [0, T] ∩ T, t ≠ t k , k = 1, 2, ..., q, the PBVP (1.3) becomes to the PBVP (1.2) which has been investigated in [6] , moreover, we have the following corollary if we set m(t) = M.
Corollary 3.1 ( [6] ). Suppose the following conditions : (H 5 ) The functions a, b are lower and upper solutions of PBV P (1.2) respectively, such that a(t) ≤ b(t) for t J;
(H 6 ) f (t, y):T × R R is rd -continuous at the first variable and continuous at the second variable such that
uniformly on J, and y * (t), y*(t) are the minimal and the maximal solutions of PBV P (1.2), respectively, such that
where y is any solution of PBVP (1.2) satisfying a(t) ≤ y(t) ≤ b(t) on J.
Lower and upper solutions in the reversed order
In this section, we obtain the existence criterion of extremal solutions for PBVP (1.3) under another case: a ≥ b, where a and b are lower and upper solutions of PBVP (1.3). Assume h : T R is rd-continuous, we consider the following periodic boundary value problem: 
Proof. The detailed proof is very similar to one given in Lemma 3.1. Here, we omit it for brevity. □ Similarly, define an operatorF:
Then, y(t) ≤ 0 for all t J, wherē
Proof. Following the similar lines as in Lemma 3.3, we can prove this Lemma. The detailed process is omitted here for brevity. □ Theorem 4.1. Assume that (G 1 ) There exist two functions :
that is, a(t) and b(t) are lower and upper solutions of PBV P (1.3), respectively; (G 2 ) f (t, x):T × R R is rd -continuous at the first variable and continuous at the second variable such that
There exists m(t) satisfying 1 -μ(t)m(t) >0 and
uniformly on J, and y * (t), y*(t) are the minimal and maximal solutions of PBV P (1.3) such that y * ≤ y ≤ y*, where y is any solution of PBV P (1.3) satisfying b ≤ y ≤ a on J.
Proof. Setting h(t) = f(t, h s (t)) -[m(t) + p(t)] h s (t), t J, by using Lemma 4.1 and Lemma 4.2 coupled with the monotone iterative technique, we can prove this result by imitating the proof of Theorem 3.1. □
Examples
In this section, we provide two examples to illustrate the feasibility and applicability of our obtained results. Under the case of lower and upper solutions with reverse-order, the first one is devoted to the existence of extremal solutions to PBVP (5.1) on a time scale defined as the real numbers set, and in the second one, the existence of extremal solutions to PBVP (5.5) on a time scale defined as a sequence of discrete points union a closed real interval is guaranteed. Example 5.1. Let T = R and consider the following periodic boundary value problem ⎧ ⎨ ⎩ y (t) = sin y(t) − 4y(t) + e t , t ∈ [0, In this case, when x ≤ y, x, y R, we have
then, the condition (G 2 ) is satisfied for m(t) = 3.
Taking L 1 = 1 3 to verify (G 4 ), it is easy to check that, Due to the fact that α(0) < α(
Then, we have 
