DenseNet has strong expressiveness in many computer vision tasks, but the complexity of its model makes it difficult to deploy to devices with limited computing resources. In this paper, we propose S-DenseNet, a compact model of DenseNet which makes the extracting features of DenseNet more comprehensively and reduces the parameter redundancy at the same time. Firstly, we investigate the parameter redundancy of DenseNet and show the possibility of compressing DenseNet. For example, we reduced its parameters by 10% as keeping in the same accuracy. Secondly, we propose an algorithm based on the Skyline method for converting standard convolution into group convolution automatically. It can choose the filter weights automatically and restore the standard convolution filter with a high sparsity one called S-Conv. Finally, we combine S-Conv with dense connections and formed a more effective network architecture, that is S-DenseNet. Experiments show that in Cifar10, Cifar100 and SVHN datasets, we use only 40% parameters and 20% FLOPs of DenseNet, and the accuracy is improved by 1%. Compared with the compression models of DenseNet and other CNNs, we use less complexity in the model and achieve higher or similar accuracy. On ImageNet dataset, compared with lightweight CNN models, traditional CNNs and their compression models, we achieve the higher or similar Top-1 accuracy with less complexity.
I. INTRODUCTION
In recent years, convolutional neural network(CNN) has shown good performance in many computer vision tasks, such as image classification [1] , object detection [2] and semantic segmentation [3] . Since AlexNet [4] has shown its advantages far beyond other traditional methods in ILSVRC12(ImageNet Large Scale Visual Recognition Challenge 2012), CNN has gradually become the most widely used method to solve image classification task. With the past of time, more and more excellent network models have been proposed, from the layer by layer pipeline VGG [5] and multi-branch structure Inception [6] to ResNet [7] and DenseNet [8] with jump connection.
Although these excellent network models are constantly approaching the limit of image classification task accuracy, The associate editor coordinating the review of this manuscript and approving it for publication was Habib Ullah . the model parameters and computational overhead are also increasing. As shown in Table 1 , the number of network layers is constantly getting deeper, and the CNN models use huge model parameters and high computational costs. Compared with them, DenseNet achieves higher performance and significantly reduces the number of parameters and the computing costs of the network. The method of building DenseNet architecture is to push the method which was proposed by ResNet to connect the previous layer to the subsequent layer to the extreme, that is, the connection is established between all pairs of layers in the networks, so that the current layer can collect feature channels of all the ancestor layers. This method is different from the conventional layer-by-layer CNN models, which only consider the feature channels used by the convolution layer itself. DenseNet requires the convolution layer to consider additional feature channels including the same level dimension/cross-level dimension, which can reduce the need for feature replication in the network model and enhance the reuse of features. However, rather than taking simple summations of features of the ancestor layers output as input feature channels, DenseNet takes the concatenations of them as input. Therefore, the filter size of convolution layers would surely become larger and larger as the depth of the model increases. This results in that DenseNet suffers from high requirements on computational costs in the cases that it employs deeper models. For devices with many constraints in terms of computing power and storage capacity, such as mobile terminals and embedded devices, Densenet as one of the benchmark CNNs to extract features is difficult to deploy and be applied in these devices. Therefore, it is necessary to compress DenseNet model. We propose S-DenseNet, which compresses DenseNet model based on convolution grouping strategy by Skyline [9] method.
In this paper, we focus on the problem that how to compress DenseNet model. According to the observation on the pre-experimental results, we find that DenseNet has the possibility for further compression. We proposed S-DenseNet, which can automatically choose the most valuable parameters in the filters in the process of training the model, and convert the standard convolution into group convolution. S-DenseNet can map the filter of convolution layers to Skyline Point search matrix according to the importance of features, and automatically search the Skyline Point of the corresponding compression threshold. S-DenseNet gradually removes the connection of the filters dominated by Skyline Point during the training process, and generates the form of group convolution. Importantly, the groups of incoming features and the group numbers of convolution layer filters are learned in the training process. Meanwhile, we extend the Learned-GroupConv (LGC) that applies only to the 1 × 1 size filter to AllSize-LearnedGroupConv (AS-LGC) that applies to any size filter. The experiment shows that on the data sets of Cifar10, Cifar100, and SVHN, we only use 40% parameters and 20% FLOPs of DenseNet, and the accuracy is improved by 1%. Compared with the compression models of DenseNet and other CNNs, we use less complexity in the model and achieve higher or similar accuracy. On ImageNet dataset, compared with lightweight CNN models, traditional CNNs and its compression models, we achieve the same or higher top-1 accuracy with less complexity.
II. RELATED WORK
The existing works [10] , [11] show that there are many redundant parameters in the architecture of the CNNs.
Recently, many researchers have studied how to reduce model complexity.
A. TRADITIONAL COMPRESSION TECHNIQUES
Many traditional compression methods are applied to CNN model compression, which are generally divided into three classes. a) Low-rank decomposition. In the methods proposed in papers [12] - [14] , the low-rank weight matrix in the network is decomposed into smaller and more compact matrices by tensor. That is, the weight matrix whose original features are distributed on the low-rank subspace is reconstructed by using a few bases. The most representative method is the singular value decomposition. b) Weight quantification or binary/trinification. Weight quantization usually adopts hash mapping, floating point weight quantization, Huffman coding, etc [15] - [18] . These methods not only have good performance in solving traditional problems, but also have excellent performance in neural network model compression. Weight binarization refers to quantizing the original real value matrix into binary or ternary low-order approximate matrix, that is, the values of filters' weight limit in {−1, 1} or {0, 1}. This can save a significant amount of model memory and achieve significant acceleration given the bitwise library. c) Network pruning [19] , [21] - [23] . These methods are divided into unstructured pruning and structured pruning. As for unstructured pruning, it is usually a join-level and fine-grained pruning method. Pruning each connection independently will result in random distribution of weights. And these methods require the support of specific algorithm library or hardware platform and cannot be well applied in existing frameworks. In contrast, structured pruning is usually a filter-level or hierarchical, coarse-grained pruning method that trims the connections group by group, so that the weights of the network are regularly distributed. As a result, this kind of methods can work well on existing deep learning frameworks. A lot of works have been done to optimize DenseNet based on traditional compression techniques.
B. KNOWLEDGE DISTILLATION BASED TECHNIQUES
Hinton et al. [24] first proposed the concept of knowledge distillion. Knowledge distillion uses the ''teacher-student'' framework to compress CNN models. The teacher network has complex architecture and strong learning ability. The student network has a small number of parameters and weak learning ability. The ''teacher-student'' framework distills the features learned by the teacher network and transfers the features to the student network. Yim et al. [25] improved the knowledge distillation technology which extracts knowledge only from softmax layer, and extended it to multi-layer extraction knowledge through FSP matrix. From the prespective of the classified decision boundary, Hea et al. [26] thinked the process of knowledge transfer can also be understood as the process that teacher network induces student network to identify effective decision-making boundary. Cho and Bharath [27] discussed and evaluated the effectiveness of knowledge distillation, and concluded that stopping the teacher's training early can reduce the negative impact of teacher-student framework.
C. EFFICIENT NETWORK ARCHITECTURE
Recent works have explored new layers or modules to replace the main components of traditional neural networks for efficient end-to-end training networks. For example, MobileNet(V1 [28] and V2 [29] ) put forward by the depth of convolution and the depth of the point by point convolution structure of separation of convolution, instead of the traditional standard convolution. Paper [30] , [31] proposed CNN models using MobileNet structure as their backbone network and achieved good performace. ShuffleNet(V1 [32] and V2 [33] ) applied point set of convolution to build a network model, and used the channel mixed washing technology to eliminate the convolution caused by inadequate information circulation features of information capacity of this negative impact. SqueezeNet [34] puts forward a new ''Fire module'' which consists of squeeze layer and expand layer. DelugeNet [35] proposed Cross-layer depthwise Convolution layer with learnable filters, and the connections between layers are established through it, acting as a flexible yet efficient selection mechanism. SENet [36] proposed explicitly modeling interdependent relationship between the characteristics of the channel, known as Squeeze-and-Excitation module. Its essence is the introduction of attention mechanism to the features between channel to calibration. These new efficient layers or modules significantly reduce memory requirements and computing costs without significantly reducing accuracy and can be deployed effectively on mobile devices with limited computing resources. CondenseNet [37] proposed a new module called LearnedGroupConv, which applied group convolution to the DenseNet model. CondenseNet using 51.9M FLOPs and 0.41M parameters achieved 94.72% accuracy, and realize the compression of DenseNet. Although Con-denseNet and S-DenseNet use group convolution to compress DenseNet, the number of groups used in LGC is determined before the model building and it is fixed(C LGC = 4). Moreover the corresponding relationship between inputs and outputs of group convolutions is assigned and fixed too. Different from the LGC method, we break the limit by not setting up the number of groups or assigning the relation between inputs and outputs of the group convolutions. We use the compression ratio to control the overall compression effect of the model. The experiment shows that our compression model is more effective than CondenseNet.
In this paper, we proposed S-DenseNet, which uses l 1 norm as the criterion to find skyline points satisfying the condition constrained by the compression threshold in traditional compression technology and uses advanced and effective network topology as the basic framework.
III. S-DENSENET
In this section, we describe our model S-DenseNet. In III-A we make an experiment on compressed DenseNet models and the result shows these models still exist further potential of compression. In III-B, we propose a module to convert the standard convolution with sparse convolution kernel into the convolution kernel in the form of group convolution using the convolution grouping strategy based on Skyline, called S-Conv. We describe the whole architecture of S-DenseNet in III-C.
A. PRELIMINARY EXPERIMENT
We compare two DenseNet compression models, CondenseNet that using 60 % parameters of DenseNet and compression DenseNet(using 50 % parameters of DenseNet) that using double compression ratio of CondenseNet LGC. Fig. 1 shows the testing error rate curve of two DenseNet compression models tested in Cifar10 dataset by 300 training epochs. We find that the compression model with 50% parameters can reach nearly the same testing error with the CondenseNet model using 60% parameters. It indicates that DenseNet has the possibility of further compression. However, the filter matrix of the convolutional layer in compressed DenseNet is a sparse matrix, which cannot be converted into any variant of standard convolution without processing, such as depth separable convolution, hollow convolution, etc. We visualize the filter matrix of the first convolution layer in the dense block, and find that it can be converted into the form of group convolution after selection and accept or reject (see Fig. 2 ). 
B. S-CONV
To further compress DenseNet and determine how to convert standard convolution with sparse filter matrix into group convolution, we propose S-Conv, which uses Skyline technology to transform this problem into multi-objective solution problem: to optimize the network model to the required threshold by using as many advanced weight elements as possible. The process is a multi-stage progressive process to find an approximate solution. As shown in Fig. 3 , network training is divided into three stages (S = 3). We use half of the training steps as the number of steps in the optimization process, and the remaining steps as the number of steps in the test process. In the optimization process, we repeatedly train the network, gradually sparse the network to our given threshold. During testing, the optimized network is trained to restore performance. Next, we'll show the S-Conv module used in the optimization process. In order to implement the above process, we first obtain the weight matrix W of discrete standard convolution and then sort it. We use the l 1 norm of matrix as a rule to sort the filters, and apply the results of the ordered matrix of weight matrix to the symbol matrix Mask. Then, the sorted symbol matrix Mask is divided into submatrices in the order from left to right and from top to bottom. The values obtained by adding all elements in all submatrices are recorded as SM . SM is the value of the index position, which defines the submatrix of the Mask. Finally, we obtaine the matrix SM , which is used by Skyline technology to find Skyline points.
When we get the matrix SM , we need to find Skyline that makes model satisfy the condition constrained threshold of τ . We maintain a count variable #CSM to calculate the number of parameters used by the remaining filters. Then, we find Skyline that satisfies the given threshold of τ in the SM matrix. It is worth noting that there are several strategies available for finding and identifying Skyline points. We will compare the advantages and disadvantages of finding the Skyline point strategy in IV-D.5. Algorithm 1 shows the strategy of optimal decision Skyline Point index SP index .
Based on the above algorithm, we can decide which filters are more effective and which input features are used by the retained filters. At the same time, the selected filters can form a structured standard group convolution. This method has higher sparsity than filtering-level. for i from 0 to m do 16: for j from 0 to n do 17: if SM i,j equals to SP and SM i,j+1 does not equal to SP then 18: #CSM = #CSM + n − j + 1 19: if SM i+1,j does not equal to SP then 20: add [i, j] into SP index 21: break 22: if SP index is not empty then 23 :
if SP index is not empty then 25 :
The whole architecture of S-DenseNet is divided into the following three parts:
1) S-CONV BLOCK
The S-Conv block is shown in Fig. 4 , each connection is in a densely connected manner, so that characteristic information flows better between layers. During the optimization of the training phase, the unit that constitutes the block changes as shown in the figure. And during the test, we will remove the discarded neurons and reorganize the sparse connections. Therefore, we reconstruct the discrete standard convolution into the structured standard group convolution according to the symbol matrix Mask obtained in the optimization phase as the index layer.
2) THE AS-LGC
The LGC method proposed by CondenseNet applies only to filters of size 1 × 1. Our analysis shows that its essence is not only a filter for convolution operations, but also plays a VOLUME 7, 2019 role in identifying the importance of input feature channels. Then we just need to provide the importance of the input feature mapping channel corresponding to the filter, and we can apply the LGC technique to filters of any size. We apply the attention mechanism, use the pooling to calculate the importance of each filter's corresponding characteristic channel, and then use the LGC for the standard convolution, which we call AS-LGC.
3) TRANSFORM LAYER
The shallow layer has higher resolution and contains local and detailed, while the deeper learned features have stronger semantic information. Therefore, to encourage feature reuse and feature fusion, we connect the input layer to all subsequent layers in the network, even though these layers are located in different S-Conv blocks. Because the S-Conv blocks have different feature resolutions, when we use the pooling as input in the lower resolution layer, we lower the sample feature map with the higher resolution. We show the entire architecture in Fig. 5 . 
IV. EXPERIMENTS
In this section, we evaluate the proposed S-DenseNet on the Cifar10, Cifar100, SVHN and ImageNet datasets. We compared S-DenseNet with other state-of-the-art CNN networks and compression models appling efficient pruning techniques. In addition, we conduct experiments to explore the influence of different S-Conv strategies and AS-LGC usage groups on error rates.
A. DATASETS
CIFAR [38] . The Cifar10 and Cifar100 datasets consist of colored natural images with 32 × 32 pixels, corresponding to 10 and 100 classes, respectively. Both of these two datasets contain 50,000 training images and 10,000 test images. We adopt a standard data-augmentation scheme that is widely used for these two datasets, in which the images are zero-padded with 4 pixels on each side, randomly cropped to produce 32 × 32 pixels images, then the images are normalized using channel means and standard deviations, and horizontally mirrored with probability 0.5.
SVHN [39] . The Street View House Numbers (SVHN) dataset contains 32 × 32 colored digital images. There are 73,257 images in the training set, 26,032 images in the test set, and 531,131 images for additional training. In the following experiment, we use all the training data without any data augmentation, and a validation set with 6,000 images is extracted from the training set. We select the model with the lowest validation error during training and report the test error. We follow the method using in paper [42] and divide the pixel values by 255 so that they are in the range [0,1].
ImageNet [40] . The ImageNet dataset is the most widely used large-scale classification dataset. It comprises 1000 visual classes, and contains a total of 1.2 million training images and 50,000 validation images. We adopt the data-augmentation scheme of paper [7] at training time, and perform a rescaling to 256×256 followed by a 224×224 center crop at test time before feeding the input image into the networks.
B. COMPARED MODELS INTRODUCTION AND EXPERIMENTAL ENVIRONMENT
The main advanced CNN models compared with S-DenseNet are VGG, ResNet, DenseNet and CondenseNet, and the corresponding compression models that apply advanced pruning techniques. These models have good performance both in scientific research and in application. Due to the generalization ability of depth features extracted is far better than traditional methods, these models have become the standard Baseline. Of course, the comparisons of other state-of-theart CNN models are also included. In the early CNN models, VGG uses the deepest network depth and is considered to be layer-wise feed-forward pipeline. ResNet successfully adopts skip connections, which transfers early information through identity maps and adds input characteristics to its block output at the element level. This technique enables the network to avoid gradient dispersion at deeper depths. DenseNet further enhances feature reuse and feature fusion by connecting all previous original input features to output features using densely connected paths. CondenseNet is a new type of network structure imporving DenseNet using group convolution technology. The method is similar as S-DenseNet, but it uses high constraint rules in the construction of group convolution. The difference is that our model removes the constraint rules, which will make our model parameters more efficient and reduce parameter redundancy.
All our experiments are implemented using the PyTorch 1 architecture and perform on a single CPU core (2.40GHZ) of an Intel Xeon e5-2640 server on CentOS 7.4.1708 with 160GB of RAM. A single NVIDIA K40 GPU is used for CNN computing on CIFAR and SVHN datasets. For Ima-geNet dataset, we use four GPUs.
C. TRAINING 1) MODEL CONFIGURATION
For CIFAR and SVHN datasets, the detailed standard network configuration is shown in Table 2 . When we train the model, we select four stages (S = 4) and set the number of groups of AS-LGC as the same as the number of stages (G = 4). For ImageNet dataset, the network configuration has five S-DenseNet blocks, the number set of these blocks is {4, 6, 8, 10, 8}, and growth rates set that each block used is {8, 16, 32, 64, 128}. 
2) DETAILS
Similar to the training details used by CondenseNet, we use the Stochastic Gradient Descent (SGD) to train all network models, and we also use the learning rate [41] of cosine shape starting from 0.1 and gradually decreasing to zero. We use 10 −4 weight decay and Nesterov momentum without damping and adopt the weight initialization method introduced in [42] . For Cifar10 and Cifar100 datasets, we use batchsize of 64 to train 300 epochs, and evaluate the mean value of three times of results for the test error of these models, While for SVHN and ImageNet datasets, we use batchsize of 128 to train 120 epochs, and evaluate the test error of the model only once. Table 3 shows the results of S-DenseNets and several benchmark CNNs on the Cifar10 and Cifar100 datasets. We observe that S-DenseNet has 54.9 million flops and 0.43 million parameters, with a test error of 5.17%. This uses only DenseNet's 40% parameters and 20% FLOPs and achieves a lower error rate. Meanwhile, we evaluate S-DenseNet light with exponential step size adjustment in all Skyline algorithm in III-B. The model has the same depth as S-DenseNet but uses more fewer parameters, and the light weight version has higher computational efficiency, that is, the minimum FLOPs and parameters are used within the acceptable increase range of test errors compared to all comparison networks. Table 4 shows the results of S-DenseNet and models applying the most advanced and effective pruning techniques in the Cifar10 and Cifar100 datasets. The result shows that the test error rate of S-DenseNet is 0.2% less than CondenseNet, but S-DenseNet only uses 82.7% model parameters and 84.5%FLOPs of ConDenseNet. Table 5 shows the results of S-DenseNets and several deep CNNs (models with depths over 100 layers) on the Cifar10 dataset. We observe that the test error rate of S-DenseNet is 4.17%, which is the lowest compared with other CNNs test error rates. The results show that ResNet or random depth models use approximately ×90 as many FLOPs and parameters as S-DenseNet. Conpared with Con-denseNet, S-DenseNet has lower model complexity and test error. Table 6 shows the actual inference times of an image sized at 32 × 32 on one GPU for different models. Compared to VOLUME 7, 2019 DenseNet40, our S-DenseNet saves 22% of the actual inference time when inferences an image, and has higer accuracy. Similarly, the actual inference times on the SVHN dataset and the ImageNet dataset show the same trend. Fig. 6 shows the results of the different Skyline policies. After obtaining Skyline Point, we evaluate the Skyline policy using a different Mask to reconstruct the symbol matrix (the upper left corner of the 1 symbol matrix is filled with a 0 or the lower right corner of the 0 symbol matrix is filled with an 1). There is also the stage setting optimization stage (whether the set stage is exceeded), and it is found that the weighted sorting rule is used to fill in the lower right corner 1 to reconstruct the symbol matrix Mask to achieve the best performance. We speculate that the reason for this situation is shown in Fig. 7 . The left side of Fig. 7 shows a strategy to fill the top left corner of the all-one symbol matrix with 0, and the right side shows a strategy to fill 1. The bottom right corner of the all-zero character matrix. The blackening position of the matrix in the figure is Skyline Point, which is used to determine which filters are important and saves to form a structured standard set convolution. The position not shaded diagonally is the filter discarded by the network. Two different decision strategies use the same Skyline point to determine which filters to use for different weight matrices. The figure on the left uses parameters in red boxes, which are not very important. It causes that the parameter increases without the error rate decreases when filters in red boxes are used.
D. RESULTS ON CIFAR 1) COMPARE TO THE STATE-OF-THE-ART CNNs

2) COMPARE TO MODELS USING ADVANCED AND EFFECTIVE PRUNING TECHNIQUES
3) COMPARE TO VERY DEEP CNNs
4) ACTUAL INFERENCE TIME
5) DIFFERENT SKYLINE STRATEGY OUTCOMES
6) EXPERIMENTAL RESULTS OF AS-LGS GROUP NUMBER SELECTION
In Fig. 8, we show the complexity and test error of the network model for AS-LGC with different group numbers (using the same phase S as the group number). We use a fixed S-DenseNet depth as the reference model (G = 0) and all S-Conv with the same compression threshold connected by different AS-LGC sets. We set the group number to {2,4,8} because AS-LGC has only eight output channels in the first S-DenseNet block. We equalize the number of stages and groups, which allows the network to restore accuracy when selecting training filters. We find the lowest test error rate at G = 2, with fewer parameters than the benchmark model and FLOPs. From Fig. 8 we can know that the complexity of the network model is positively correlated with the accuracy. Therefore, we chose G = 4 as the default configuration for all experiments when balancing parameters and Flops with the test error rate. 
7) RESULTS OF THE DIFFERENT GROWTH RATE
In Fig. 9 , we show the complexity and test error of the network model with different growth rates (S = G = 4). We find S-DenseNet has lowest test error when growth rate is {32-32-32}, but it has highest model parameters and FLOPs. The other three growth rates use similar model parameters and FLOPs, but for balance of complexity and test error, we chose {8-16-32} as the default configuration for all experiments. Table 7 shows the results of S-DenseNet compare to several of the efficient CNNs and compression models using pruning technique on the SVHN dataset. we observe that S-DenseNet has 51.61 million flops and 0.4 million parameters, with a test error of 1.73%, which is the minimum test error for some of the effective CNNs and models using pruning technique. These use approximately ×3 ∼ ×6 the FLOPs of S-DenseNet, and S-DenseNet also uses the smallest number of parameters of all models. Table 8 shows the results of S-DenseNet compare to several of the efficient CNNs and models using pruning technique, on the ImageNet dataset. we observe that S-DenseNet (S = C = 4) has 431.69 million flops and 5.08 million parameters, with a test Top-1 accurarcy of 73.88%. Compared with state-of-the-art CNNs and their compression models with purning techniques, S-DenseNet achieves the higher or samilar Top-1 accuracy with less complexity.
E. RESULTS ON SVHN AND IMAGENET 1) RESULTS ON SVHN
2) RESULTS ON IMAGENET
V. CONCLUSION
In this work, we proposed the DenseNet compression model based on convolution grouping strategy using Skyline method. Firstly, in the pre-experiment, we observed that DenseNet with high sparse standard convolution achieves the same accuracy as the original network. Only 50% of the network parameters are valid. Secondly, we used the Skyline method to determine how to abandon and restore the filter weight matrix of discrete standard convolution with high sparsity to convert it into structured standard group convolution and combine it with dense connections to form a more effective new network architecture. Experiments show that we only use 40% parameters and 20% FLOPs of DenseNet, and the accuracy of CIFAR and SVHN datasets is improved by more than 1%. Compared with the most advanced CNNs and their corresponding compression models with pruning techniques, we use less complexity and have higher or similar accuracy in the model. On ImageNet dataset, compared with lightweight CNN models, traditional CNNs and their compression models, we achieve the higher or similar Top-1 accuracy with less complexity. 
