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Brittle materials include a wide range of materials such as bones, ceramics, and minerals. 
Machining brittle materials with precision is crucial in the manufacturing of devices for a 
wide range of industries from medical instrument manufacturers to aerospace industry. 
However, the models of brittle materials cutting are not yet well-established. The difficulty 
of modeling such a process can be attributed to the crack initiation and propagation 
governed by fracture mechanism. A brittle cutting generally produces powder-like chips, 
fragmented and dusty debris, which can be hardly captured by common numerical models 
such as finite element method (FEM). To address the issue, this study investigates two 
different methods to model brittle materials cutting; smoothed particle hydrodynamics 
(SPH) and embedded cohesive zone finite element method (ECZ-FEM). SPH, which is 
lagrangian method, can be an alternative option because of the particle-based algorithm 
eliminating the use of volumetric elements. The current research investigates the effects 
of particle density and damage criteria on the chip morphology and cutting force. The 
natural separation of particles and numerical instabilities hinder the application of SPH 
for brittle cutting and it needs further study. Besides, this research proposes a fracture-
based finite element model, ECZ-FEM, which does not require predefined crack path. In 
ECZ-FEM, a network of cohesive zone (CZ) elements is embedded in the material body 
which potentially gives the model the ability to capture undetermined fracture during a 
cutting process. In terms of chip morphology, ECZ-FEM is able to capture dusty debris, 




The model, though, overestimates the average cutting forces by 30-50% and shows a more 
oscillating force profile. The key to build a successful model is selecting an appropriate 
scaling factor, f, acquired by model calibration against the experiment. Experiments is 
carried out for orthogonal cutting of bone-mimetic materials. ECZ-FEM seems like a good 
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1. INTRODUCTION  
 
1.1. Background  
Machining is the main process for manufacturing of devices for different 
industries, including semiconductor, optical communication, computer peripherals, 
medical, automotive and aerospace. Hard and brittle materials such as glasses, engineering 
and functional ceramics are one of the most difficult materials to machine [1].  
 
Figure 1-1. (a) 3D and (b) 2D schematics of orthogonal cuttings 
 
Orthogonal cutting, as shown in Figure 1-1, is the basic configuration of all 
machining processes to describe the interaction between the cutting tool and work-
material. This cutting concept has been applied to a variety of fields from traditional metal 
alloys, brittle ceramics, to non-engineering materials such as rocks and human tissues [2]. 
Cutting force and chip formation are crucial indices of machining performances. 




material, as can be seen in Figure 1-2, shows the possibility of different cutting mechanics 
between ductile and brittle materials. The chip could be formed in several different ways 
for different material properties which could be explained by the dominant mechanism of 
cutting. It will be discussed in the next section.  
The workpiece material properties, therefore, could range widely from brittle to 
ductile and from isotropic to anisotropic. To deal with a complex cutting configuration, 
numerical simulation is often adopted owing to the advancement of computational power 
and software development. Simulation models also enable more comprehensive analyses 




Figure 1-2. Chip formation of orthogonal cutting of regular (a) ductile [4] and 
(b) brittle [5] materials 
 
1.2. Motivation 
Although brittle materials machining is a common process in industry, it is still 




mechanics. So, the main motivation for this study was to address such industrial need 
through a fundamental study. The current research focuses on the mechanics of brittle 
materials cutting by understanding the dominant cutting mechanism. The cutting behavior 
including the chip morphology and cutting force was also investigated.  
Even though machining of brittle materials has been widely used in manufacturing, 
there is no comprehensive and robust method to model brittle materials cutting. In order 
to address this issue, this study investigates the modeling of brittle materials cutting such 
that the model can predict the chip morphology as well as cutting forces.  
Several researchers have attempted to model the cutting of brittle materials such 
as bones, ceramics, and carbon-fiber reinforced plastics (CFRP). The analytical 
approaches for brittle cutting such as bone cutting are very limited due to the complexity 
of the nature of the problem [6]. So, the main focus then has been attracted towards the 
numerical modeling. The literature review on the modeling of different brittle materials 
cutting will be presented in the next chapter.  
 
1.3. Objectives 
Machining of brittle materials has been widely used in the manufacturing world, 
while it is still one of the most difficult and challenging works for manufacturers, mainly 
due to lack of knowledge in brittle cutting mechanics. Several research groups have been 
trying to develop computational models for crucial brittle materials cutting processes such 
as the cutting of bone, ceramics, fiber carbide and so forth. However, there is not a 




as cutting forces precisely. Even among those models which are not completely efficient 
and applicable, there are some discrepancies, not only in model setup, but also in definition 
of the failure criteria [3].  
As explained in the last section, the difficulty of cutting of brittle materials over 
ductile materials can be associated to the role of fracture and crack propagation. The chip 
formation of ductile material cutting is usually continuous and curled, but the brittle 
cutting  mostly generates powder-like chips, chunk-like chips, fragmented debris, or series 
of discrete chips, all due to fracture. The existing computational models for cutting like 
regular FEM is not able to capture crack propagation. Even some modified FE methods, 
such as cohesive zone-based FEM requires pre-defined crack paths which limits this 
model for very simple geometries; the cases that we already know where the crack is going 
to initiate and propagate. The other approach could be using particle-based computational 
models such as SPH, instead of element-based models like FEM. However, this is a very 
novel method for cutting and needs a deep understanding of the physics behind the model 
to be able to apply that correctly.  
 
1.4. Organization of the Dissertation 
The dissertation follows the common format of a journal paper such that it includes 
a complete and distinct research topic, yet under the umbrella of the main dissertation title. 
Each chapter includes a short summary, an introduction, the main research including 




Chapter 2 reviews the methods to model bone, ceramics and composites cutting. 
A comprehensive review on bone cutting is presented in this section since the chosen 
materials to do the experimental tests and numerical modeling is a bone-mimic material. 
 As mentioned above, machining of brittle materials is common in the industry, 
but there is no robust model to predict the cutting behavior. Smoothed particle 
hydrodynamics (SPH), which is a particle-based method, recently began to appear in the 
modeling of orthogonal cutting but has not yet been validated by experimental data. Then, 
the feasibility of SPH in brittle cutting simulations is thoroughly investigated in Chapter 
3. The model setup including how to create the SPH domain and tie it to the FE domain is 
discussed. Then, the effects of particle density and damage criteria are studied.  
The limitations of SPH method might hinder its application for brittle cutting 
modeling and requires further study and model development. Thus, a novel fracture-based 
finite element method is proposed in Chapter 4. To develop this method, the cohesive zone 
concept is used. The implementation of the method including how to embed a network of 
CZ elements and input the material properties are discussed. To build a successful model, 
a scaling factor is introduced and different scenarios are studied to thoroughly understand 
the effects of this factor.  
By ensuring a complete model by ECZ-FEM, the experiments for validation study 
are performed in Chapter 5. The chip formation and cutting forces predicted by the ECZ-
FEM model are compared against experiment.  
Finally, the research conclusion is drawn and the room for future work and 
improvement is discussed in Chapter 6. 
6 
2. LITERATURE REVIEW*
This chapter reviews the literatures on bone, ceramics and composites cutting 
modeling. Because the brittle material selected for both simulation and experiment in this 
study is a bone-mimetic material, a comprehensive literature review of the numerical 
modeling of bone cutting1 is presented in the following section.  
2.1. Computational Methods 
As mentioned in the last chapter, the modeling of brittle materials cutting can be 
in the forms of analytical approaches or computational methods. That said, analytical 
methods do not seem to be practical to such complex engineering problems which involve 
the interaction between the cutter and the workpiece. So, researchers have focused to 
develop computational models for this purpose. 
2.1.1. Bone cutting modeling 
Bone cutting is a critical process in surgical operations. Cutting of bone, which 
tends to be a brittle material, needs to be carefully operated to assure a precise surgery 
with the minimum damage to the human body. 
There are a large number of FEA studies focused on bone orthogonal cutting. 
Orthogonal cutting is a 3D process per se [7]; however, except few works considering 
1 Content of this section has been adopted with permission form: B. Takabi, B.L. Tai, “A review 
of cutting mechanics and modeling techniques for biological materials,” Medical Engineering and Physics, 




three-dimensional orthogonal cutting [8, 9], the majority of studies [10-17] on metal and 
composite orthogonal cutting have seen this process as two dimension to reduce 
computational cost. In addition, there are also a couple of recent models using a mesh-free 
method, which will be introduced. 
2.1.1.1. FEM: Johnson-Cook (J-C) based models 
Alam et al. [18] performed a 2D simulation on bone orthogonal cutting using the 
commercial software MSc Marc. The schematic of the geometry and boundary conditions 
considered for the FEA model is shown in Figure 2-1. They assumed an elastic-
viscoplastic as well as isotropic behavior for the cortical bone. Cutter geometry, depth of 
cut, and cutting speed were variables in the model to test the cutting performance. In 
addition, a shear friction model was used as opposed to the conventional Coulomb’s 




         (a)       (b) 
Figure 2-1. (a) The schematic of the geometry, mesh and boundary conditions, 





Johnson–Cook (JC) model was employed for the non-elastic behavior of the bone 
during cutting. This model has been widely used for metal cutting [11, 19-24] because it 
takes into account strain hardening, strain rate sensitivity and thermal softening which are 
presented in the first, second and third terms, respectively, of Eq. (2-1). 
𝜎(𝜀̅𝑝, 𝜀 ̅̇𝑝, 𝑇) = [𝐴 + 𝐵(𝜀̅𝑝)𝑛] [1 + 𝐶 𝑙𝑛 (
𝜀̅̇𝑝
𝜀̅0̇




where 𝜀̅𝑝 represents strain hardening, 𝜀̅̇𝑝 stands for the strain rate sensitivity. Also, 𝐴, 
𝐵 and 𝐶, are constants; 𝑛 and 𝑚 are the exponents for the strain hardening; temperature 
sensitivity. 𝑇0 and 𝑇𝑚 are the initial and the melting temperatures, respectively. Alam et 
al. neglected the temperature term in J-C model because of little temperature softening 
effect. Other constants in J-C model were determined based on curve fitting on the stress-
strain curve resulted from the tension test [18]. They assessed the effects of the depth of 
cut, friction coefficient, and nose radius of the cutting tool on the forces. These effects 
were validated by experiments using the mid-diaphysis of a fresh bovine femur. Along the 
same line, their research group extended the approach to account for temperature effects 
[25], where the thermal properties were directly adapted from those reported by Davidson 
and James [26] and Huiskes [27]. However, no damage criterion was specified in these 
works, so a continuous chip was expected as can be seen in Figure 11(b). Alam et al. [28] 
also applied the same concept to ultrasonically-assisted cutting of bone to investigate 
cutting forces and thermal impacts.    
Childs and Arola [29] investigated the applicability of using metal machining models 




tool was a conventional shaper with triangular tool inserts. Their material properties were 
obtained from another paper [30]. The simulation was performed utilizing a commercial 
metal cutting software AdvantEdge-2DTM. The material model was based on isotropic 
elastic-plastic behavior plus a damage criterion. The yield stress was pressure dependent 
based on Drucker-Prager yield criterion [31]. The isotropic hardening behavior describes 
the stress flow by a power law form of strain rate and strain, as well as the thermal 
softening effect, as shown in Eq. (2-2).      








𝑚⁄  Θ(𝑇) (2-2) 
The Θ(𝑇) represents thermal softening, which was neglected here due to small increase of 
temperature during bone cutting, similar to the assumption made by Alam et al. [18]. The 
parameters 𝜎0, 𝜀0̅
𝑝
, n, and m were obtained from the literature [30]. A progressive damage 






where Δεp was the increment of the equivalent plastic strain, and εf was the equivalent 
strain at failure. The εf was based on the Johnson-Cook failure model, but not specified in 
this work.  
They also studied the effects of different parameters involving in an orthogonal bone 
cutting for ductile to brittle behaviors (referred to “ductility ranking”). The ductility 




cutting force by the uncut chip area, was shown to be influenced by Young’s modulus, 
Poisson’s ratio, cutting edge radius, and depth of cut, and the ductility ranking. Among 
them, the ductility ranking has the most dominant effect. In addition, they also investigated 
the effects of the friction factor for a range of ductility ranking by using two values of the 
friction factor 0.2 and 1. The value of 0.2 was obtained from experimental works, while µ 
= 1 indicates an extreme condition when friction stress becomes limited by shear flow 
stress. As the results shown in Figure 2-2, the chip formation and force are highly 







Figure 2-2. The specific cutting forces and chip formation, (in each pair of 
images, µ=0.2 is above and µ=1 is below) [29]; reprinted with permission from [6] 
 
More recent papers incorporated the effects of anisotropic behavior of bone on the 
cutting characteristics. Santiuste et al. [32] included anisotropy effect to the diaphysis of 
long bones through a VUMAT user subroutine in Abaqus. They made both two and three-
dimensional models for their simulations, and also considered both isotropic (2D) and 




with the temperature term neglected. Likewise, the material properties and J-C model 
parameters were from [18]. The friction factor of 0.35 was taken from [25]. For the 
anisotropic behavior modeling of bone, they assumed an elastic behavior up to failure 
according to Hou’s model [33], which is based on the composite mechanics of fiber-
reinforced matrix. Hou’s damage criteria were modeled via a VUMAT that follows a 
certain procedure to degrade material properties.  
 
Figure 2-3. chip formation obtained from isotropic model, as well as 
anisotropic models including longitudinal, across, and transversal orientations 
[32]); reprinted with permission from [6] 
 
Figure 2-3 shows their numerical results for the isotropic model and the anisotropic 
model in three osteon orientations (i.e., longitudinal, across, and transversal). This figure 
shows different chip formations. The average cutting force for the across orientation is 
higher than that of longitudinal orientation; the transversal orientation results in the highest 
force among these four models.  
Although cortical bone is well known as being anisotropic, very few studies have 




modeling anisotropy of bone is much more complicated and time-consuming than 
isotropic cases.  
2.1.1.2. Mesh-free models  
Although FEA is widely used in cutting simulation, FEA models often face the issues 
associated with excessive element distortions and/or penetration. An adaptive remeshing 
method, associated with the remapping technique, might be used to mitigate these issues. 
However, it could be time-consuming and requires very fine mesh to generate accurate 
results. Alternatively, researchers have recently explored the feasibility of using the 
smoothed particle hydrodynamics (SPH) method to simulate cutting processes [34-39]. 
SPH is a meshless Lagrangian method and has been widely used in fluid dynamics 
analyses. In this technique, material properties are approximated by their values on a set 
of discrete points, or called SPH particles. This way avoids mesh tangling and distortion 
problems in FE large deformation simulations [34].  
Li et al. [40] used a hybrid FEA-SPH model to simulate bone cutting with a steel 
blade. The bone material was the mid diaphysis of a fresh bovine femur. The area of the 
workpiece under the cutter is modeled by SPH for contact and cutting simulation, while 
the rest of the workpiece is modeled by FEA, as shown in Figure 2-4(a). They took the 
anisotropic behavior of bone into account. For the SPH domain, the smoothing length was 
2.2 times of the characteristic length of the associated particle volume. Also, particle 
elements (PC3D in Abaqus) have been used for the SPH domain, and the coefficient of 




modeled as a transversely isotropic, elastic-plastic material along with Hill’s anisotropic 
yield criteria and progressive damage. The Hills’ yield criteria can be described by 
2 2 2 2 2 2
22 33 33 11 11 22 23 31 12( ) ( ) ( ) 2 2 2 1F G H L M N                  (12) 
where F, G, H, L, M, and N are constant determined from another literature. The material 
properties were obtained from the previous experimental data by the same research group. 
The onset of damage was assumed at a failure strain of 0.02 [42]. The damage evolution 
was governed by the energy-based criterion to describe the progressive degradation. This 
value was not specified in the paper. 
Their results revealed that considering progressive damage along with the anisotropic 
property significantly affects the material response to the cutting blade, especially for 
cortical bone which is a quasi-brittle material. Figure 2-4(b) shows the simulated crack 
propagation during cutting when the osteons are oriented in different ways. Accordingly, 
they suggested that damage criteria must be taken into account for the large deformation 
simulations. Otherwise, it might lead to inaccurate results such as an unrealistic continuous 









Figure 2-4. FEA-SPH bone cutting simulation (a) Geometry of the cutting tool 
and workpiece, and FE and SPH domains, (b) The crack propagation of different 
orientations of osteons [40]; reprinted with permission from [6] 
 
  Similarly, Tajdari and Tai [43] also introduced an FEA-SPH hybrid model for 3D 
bone drilling, particularly for Kirschner wires (K-wires) made of stainless steel. Unlike 
regular drill bits, a typical K-wire has a trocar tip and does not cut continuous chips. Thus, 
FEA cannot capture the small bone debris generation. In their work, the SPH domain 
(element PC3D in Abaqus) was placed in the workpiece under the drill tip for a full cutting 
edge contact, as shown in Figure 2-5(a), while the rest of the workpiece was made as FEA 




revolution of the tool 0.07 mm. For both SPH and FEA counterpart, an isotropic, elastic-
plastic material property was used. The friction factor was assumed to be 0.2. The damage 
of element was initiated at 0.033 strain followed by an immediate failure to simulate an 
extremely brittle scenario. For this purpose, the effective plastic displacement was 
assumed with 1 μm displacement. Figure 2-5(b) illustrates the results of K-wire bone 
drilling with SPH (left) and FEA (right). As shown, SPH produced a large amount of tiny 
bone debris from the model and accumulated on the workpiece surface. These debris 
fragments, though failed in the model, still interact with the tool and workpiece. On the 
contrary, FEA simply deleted the failed elements. Therefore, the force and torque profiles 
of SPH were higher and more continuous than FEA, although they were not yet 





Figure 2-5. FEA-SPH simulation of K-wire bone drilling (a) Geometry, as well 
as the SPH and FE domain (b) Chip formation by SPH (left) and FEA (right) [43]; 
reprinted with permission from [6] 
 
In summary, Finite element method (FEM) has been applied in bone cutting 




Johnson-Cook (J-C) plastic model to simulate the material deformation. Some papers do 
not specifically take damage definition into account, while others suggest that the damage 
criteria must be defined [6]. The differences in the model setting can affect both chip 
formation and cutting force results significantly. In addition to FEM, some recent papers 
adopted particle-based models for bone cutting and brittle materials cutting, such as 
smoothed particle hydrodynamics (SPH), but they have not been fully validated 
experimentally [3]. 
2.1.2. Modeling of ceramics and composites  
For ceramics cutting, the chip formation is in a shape of a series of discrete chips 
due to brittle fracture [44]. In the regular FEM, the elements are removed after failing, i.e., 
exceeding the damage criteria; therefore, it cannot predict the crack propagation. Thus, for 
modeling brittle materials, the path of crack propagation must be pre-defined. Typically, 
a small crack or notch is placed in the domain so that it makes the tool move along with 
the crack path to keep its contact with the workpiece [45]. Cohesive zone FEM (CZ-FEM) 
has been frequently used to model such brittle behaviors [46-48]. The details of this 
method will be discussed in the next chapters.  
The other brittle material which is widely used in aerospace industries and needs 
to undergo cutting processes is carbon-fiber reinforced plastics (CFRP). It has been 
observed that, during cutting of this material, micromechanical damage, delamination and 
fiber pullout are highly dependent on the orientation of the fibers. So, regular 




effect. Similar to ceramics cutting, in order to model CFRP cutting processes, CZ-FEM 
has been used in the literature [49-51]. However, this method again requires predefined 
crack paths.  
 
2.2. Conclusion  
To model brittle materials cutting, analytical approach does not seem to be 
applicable due to the complex nature of the problem. Therefore, researchers have tried to 
develop a numerical model which can describe cutting behavior including the chip 
morphology as well as the cutting force.  
To model bone cutting, the literature review reveals that to model bone cutting, 
FEM has been used along with the Johnson-Cook (J-C) plastic model to describe material 
behavior. However, there are some discrepancy in the literatures, such as damage criteria 
which governs the element degradation and deletion. These discrepancies have affected 
the numerical results like chip formation and cutting force. Further study, especially on 
the damage criteria, is needed to build a comprehensive model which can predict both chip 
formation and cutting force of bone cutting. The review demonstrates that an appropriate 
damage criterion should be into account, while some papers have not considered that. 
Another method to model bone cutting is meshfree methods such as SPH. However, it has 
not experimentally validated and needs further study.     
In ceramics and composites cutting processes, the dominant mechanism of cutting 
is fracture which leads to crack initiation and propagation. The regular FEM, then, cannot 




mesh is used which is not practical for engineering applications. The researches have used 
the cohesive zone FEM (CZ-FEM) to model such brittle materials behavior. The CZ 
elements are placed at the interface of two materials, or for composite cutting, they are 
placed along with the fibers, where the crack is anticipated to occur. So, CZ-FEM requires 
predefined crack path. But for orthogonal cutting of brittle materials, this method cannot 
be used because of undetermined fracture and crack. Therefore, there is a need to develop 
a method to model the orthogonal cutting of brittle materials which does not require 




3. FEASIBILITY OF SPH IN ORTHOGONAL CUTTING SIMULATIONS* 
 
Synopsis 
This chapter2 conducts a numerical study of smoothed particle hydrodynamics 
(SPH), a mesh-free method, for orthogonal cutting simulations of both ductile and brittle 
materials. Finite element method (FEM) is commonly used for cutting simulations, but 
issues with excessive element deformation hinder its applications. SPH can be an 
alternative option because of the particle-based algorithm eliminating the use of 
volumetric elements. However, studies have reported inconsistent ways to set up damage 
definition and particle density. This chapter instructs a method to build an SPH model and 
compares the results with an equivalent FEM, in terms of the effects of damage definition 
and particle density on chip morphology and cutting forces. The materials used for this 
study are aluminum, which represents a common ductile engineering material, and the 
cortical bone representing a brittle counterpart. The results reveal that in spite of the 
natural separation of SPH, proper damage criteria must be defined for the model accuracy. 
SPH tends to produce a lower cutting force than that of FEM. SPH and FEM have an 
opposite convergence trend as the particle density/mesh size reduces. SPH better simulates 
fragmented debris in brittle cuttings but fails to produce curled chips in ductile cuttings. 
In order to resolve the limitations of this method which mostly comes from lack of control 
                                                 
2 Content of this chapter has been adopted with permission form: B. Takabi, M. Tajdari, B.L. Tai, 
“Numerical study of smoothed particle hydrodynamics method in orthogonal cutting simulations–Effects of 




on the natural separation of particles, further study is required. So, there might be a need 
to develop a different method for modeling of brittle materials cutting.  
 
3.1. Introduction 
Orthogonal cutting is the basic configuration of all machining processes to 
describe the interaction between the cutting tool and work-material. This cutting concept 
has been applied to a variety of fields from traditional metal alloys, brittle ceramics, to 
non-engineering materials such as rocks and human tissues [52-55]. The work-material 
properties, therefore, could range widely from brittle to ductile and from isotropic to 
anisotropic. To deal with a complex cutting configuration, numerical simulation is often 
adopted owing to the advancement of computational power and software development. 
Simulation models enable more comprehensive analyses on cutting forces, chip formation, 
and heat generation, which are important indices of machining performance.  
The most common numerical tool for machining analyses is finite element method 
(FEM). FEM has been employed to simulate the cutting processes of metals [56], 
composites [50], and biological objects [57], among which metal cutting is considered the 
most well-developed application since the 90s [13, 58, 59]. Model setups such as mesh 
size, element type, and element damage model are known to significantly affect the 
simulation results. Since material separation is achieved by removing damaged elements, 
it becomes challenging when excessive deformation and stress concentration occur at the 
cutter-material contact. This challenge later led to the use of Arbitrary Lagrangian-




avoid numerical issues during the computation. Similarly, commercial software Third 
Wave Systems [60] uses adaptive meshing techniques to re-mesh the cutting zone near the 
tool tip [61] at each time increment. However, these advanced techniques are often at a 
high computational cost [62, 63]. In order to tackle such issues with FEM, Smoothed 
Particle Hydrodynamics (SPH) began to appear in the field of manufacturing.  
SPH is a mesh-free method that was first employed for astrophysics application and 
then has been gradually extended to the continuum mechanics scale [38]. SPH has been 
extensively used to obtain an approximate solution of fluid dynamics by replacing the flow 
domain with a set of particles [64]. SPH does not require the gridded domain like FEM. 
Thus, it can deal with problems involving free surfaces, deformable boundaries, moving 
interfaces. As a result, it can handle extreme deformation and even crack propagation [65]. 
SPH seems to be an alternative to FEM for machining processes [66, 67].  
A few articles have investigated the feasibility of SPH for metal cutting simulations 
because it eliminates the issues associated with element distortion. Limido et al. [38] 
simulated the orthogonal cutting with a two-dimensional (2D) SPH for aluminum to obtain 
the cutting forces and chip formation. They used the Johnson-Cook model to define the 
material’s plastic behavior, but the natural separation of particles to simulate material 
removal. They reported a 30% difference between the simulated cutting forces and 
experimental data. Calamaz et al. [63] analyzed the tool wear of Ti6Al4V via a 2D plain 
strain SPH using the J-C material constitutive model without damage definition. They 
mentioned that an insufficient particle density led to an error of 20% in shear band 




of the aluminum alloy 6060-T6. Unlike the aforementioned articles, they defined damage 
in addition to the J-C constitutive model. The damage definition was based on Cockcrof-
Lathram (CL) criterion. An underestimated error of 27% was reported compared to the 
experimental cutting force. Spreng and Eberhard [68] investigated the metal orthogonal 
cutting processes via both 2D and 3D SPH simulations for engineering steel C45E by 
implementing a cumulative-damage fracture model. In a similar work, Umer et al. [69] 
showed that the standard SPH was unable to simulate curled chips although they had 
defined a strain-based damage criterion. A modified SPH called Renormalized SPH can 
be used to correct the numerical issues.  
The literature review of SPH orthogonal cutting simulations shows inconsistencies in 
the SPH modeling setup. In particular, some researchers use damage definition to model 
material separation, while others adopt the natural separation of particles. Even among 
those defining damage, there has not been a clear method to model the post-failure region. 
A quite number of articles have emphasized on the significant influence of damage 
definition in cutting results [63, 70]. Besides, the effect of SPH particle density is not as 
well-understood as that in FEM cutting simulations. Furthermore, all these works use SPH 
cutting simulations for metallic materials, while the performance of SPH in brittle 
materials is still unknown. 
To justify the use of SPH in different cutting scenarios and a proper material setting, 
this research investigates SPH orthogonal cutting simulations for ductile and brittle 
materials, using FEM as the baseline. In particular, this chapter instructs a method for 




metal [71, 72], and the cortical bone, which is of interest to many orthopedic drilling 
studies [73-75]. Cortical bone is relatively brittle [40] and challenging in simulation due 
to small debris. This study focuses on the effects of damage criterion definition and 
particle density. Numerically generated cutting force and chip morphology resulted from 
SPH are directly compared with those from a converged FEM. No experimental study is 
included since this work is not aimed at a specific application. On the other hand, 
experiments can induce other uncertain parameters, such as friction, geometrical accuracy, 
and material properties that require tuning of models. Thus, FEM serves as the controlled 
counterpart. It should also be mentioned that this study does not consider the micro 
structural based response of cutting. 
To structure this work, Section 3.2 explains the model setups for both FEM and 
SPH. This section covers the material definitions, including the damage criteria. Section 
3.3 presents the computational results by SPH and FEM and investigates the effects of 
aforementioned parameters. Following this part, Section 3.4 is the discussion about the 
pros and cons of SPH over FEM and their applicable scenarios. Conclusions will be drawn 
at the end of this chapter.  
 
3.2. Numerical Models and Testing Methods 
3.2.1. Model configuration 
ABAQUS/EXPLICIT (Version 6.14-2) was adopted for the orthogonal cutting 




model setup. A three-dimensional orthogonal cutting was first created in FEM with the 
workpiece dimensions of 5.0 mm (height) × 10.0 mm (length) × 0.4 mm (width). The 
depth of cut (DOC) is 0.4 mm. Although the orthogonal cutting was often described in a 
2D scenario, this simulation was performed in three dimensions to test the 3D capabilities 
of SPH. The model was built with three layers with the top one (chip layer) having a 
smaller mesh to handle material deformation and separation, as shown in Figure 3-1(a). 
The second layer was a transition to the bottom layer that has a rougher mesh. This setup 
allows more efficient computation as the bottom layer does not effectively involve in tool-
workpiece interactions. To assure having a continuous material throughout these three 
layers, the “tie” function was used to pin the particles and nodes in all degrees of freedom, 
as shown in Figure 3-1(a). The mesh independency was assured for the bottom and 
transition layers for the SPH simulations and also the entire computational domain for 
FEM. The particle density of the chip layer was a variable for comparison in a later section. 
The boundary of the bottom layer was fixed in three translational directions (X, Y, and Z). 
Two sides of the bottom layer were fixed in the normal direction (Z) to mimic a plane-
strain condition, while only one side of the chip layer was fixed in the normal direction to 
emulate a thin chip in real cutting processes. With this FEM model, an equivalent SPH 
model can be built by converting the FEM nodes of each element (C3D8R) to SPH 
particles (PC3D). It should be noted that SPH does not have physical elements; the FEM 
nodes are directly converted to SPH particles. The particle spacing (L) is the same as the 
FEM element size, as shown in Figure 3-1(b). This spacing, which is twice of the 








Figure 3-1. The schematics of (a) the model configuration and boundary 
conditions and (b) the conversion of FEM to SPH models; reprinted with 




particle. Usually, SPH modeling is suggested to have evenly distributed particles, 
so a constant L can be used for the entire model [76]. For this reason, all the FEM elements 
were made cubic to ensure the compatibility during the FEM-SPH conversion. 
Different from FEM, SPH approximates the field value based on the interpolation 
across the neighboring points weighted by a kernel function (W). A cubic spline form, as 
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 is a dimensionless location of the particles; r and h represent the distance 
between the particles and the smoothing length, respectively. The normalization factor Cn 
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The smoothing length determines the number of neighboring particles. This length is 
automatically calculated in ABAQUS to include 30 to 50 particles by default. Stresses are 
then computed in a similar fashion as for reduced-integration brick elements, which are in 
turn used to compute element nodal forces, stress, strain and so on [79].  
To ensure the uncut layers to have the same stiffness to support the cutting layer 
(the top layer) in SPH simulations, a hybrid model consisting of both SPH and FEM 




converted from the elemental nodes, the nodal positions remain the same, and thus the 
nodes on the interface between SPH and FEM are aligned with each other.  
 For machining and cutting tool setups, the cutting blade was modeled as a rigid 
part with a clearance angle of 5 degrees and rake angle of 15 degrees, as shown in Figure 
3-1(a). The friction coefficient between the cutting tool and workpiece was 0.2, estimated 
based on [80]. A velocity of 400 mm/s (24 m/min) was applied to the rigid body cutter 
along the X-direction.  
3.2.2. Material properties and damage criteria 
Two materials are included in comparison: aluminum representing ductile 
materials and cortical bone representing quasi-brittle materials [71]. The detailed property 
definitions including progressive damage criteria are presented in this section. 
3.2.2.1. Cutting of ductile materials 
As a typical ductile material, the aluminum alloy selected was 2024-T351, which 
is commonly used in the manufacturing processes. The material properties of Al 2024 
include the density of 2700 kg/m3, the elastic modulus of 73 GPa and the Poisson ratio of 
0.33 [72]. Aluminum cutting has been studied extensively [36, 61, 81]. Almost all the 
simulation works adopt Johnson-Cook (J-C) material model to describe the cutting 
mechanism [82]. Eq. (3-3) is a generic expression of J-C model for an equivalent plastic 
flow stress as a function of strain, strain rate, and temperature. The parameters used in this 
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Table 3-1. Johnson-Cook parameter values for Al2024-T351 [72]; reprinted with 





n D1 D2 D3 D4 D5 
352 440 0.42 0.13 0.13 -1.5 0.011 0 
 
The effects of thermal softening and strain-rate hardening were not considered here for 
two reasons. One, the thermal effect involves heat transfer analysis, which creates another 
uncertain factor in SPH’s thermal simulation. Second, the cutting speed (400 mm/s) is a 
control variable; thus, the effect of strain rate change does not exhibit here. Pairing with 
the J-C plastic model is the J-C failure model to define when the element damage occurs, 
as can be seen in Figure 3-2, the material behavior reaches a phase of strain softening 
which is called damage evolution. This phase starts at a damage initiation point (D = 0), 
following by a gradual reduction in the load carrying capacity of the material. The 
initiation of the damage occurs when the increment of the plastic strain has reached the 
damage initiation strain 0i  calculated by Eq. (3-4) [72]. 
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where D1 to D5 are material constants listed in Table 3-1 [72].  In the damage evolution 




(1 )D    (3-5) 
where   is the undamaged stress and D ranges from 0 to 1 with 1 being a complete 
material failure. The damage evolution is defined using Hillerborg’s fracture energy, 
which can alleviate mesh dependency by creating a stress-displacement response after 
damage initiation. This approach adopts a stress-displacement response rather than a 
stress-strain response [72]. The linear damage evolution, which can be defined based on 
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where u is the equivalent plastic displacement; fu represents the equivalent plastic 







  (3-7) 
The fracture energy Gf can be calculated based on the fracture toughness Kc by Eq. (3-8). 
The fracture toughness of Al 2024-T351 is 37 MPa.m1/2 [72]. Even though Gf  in cutting 
processes can be a mixed mode, it tends to be dominated by Mode I for a positive rack 










Many studies do not specify their definition of damage evolution [20, 83-87]; 




experimentally defined based on conducting fracture toughness test or fitting the energy 
release rate after the onset of necking in a tensile test.   
 
 
Figure 3-2. A stress-strain curve that describes the material behavior with 
damage definition; reprinted with permission from [3] 
 
3.2.2.2. Cutting of brittle materials  
The cortical bone which is generally considered brittle [88] or quasi-brittle [71] 
was chosen to cover the cutting of brittle materials in this study. Bone machining is of 
interest due to the concerns of thermal and mechanical injuries to living tissues. In this 
study, the cortical bone was considered isotropic since the numerical result was not 
compared to real bones. The density was set 2000 kg/m3, the elasticity modulus was 10 
32 
GPa and Poisson’s ratio was 0.4 [29]. The elastic-plastic model of the bone was adopted 
from [32] instead of using J-C model due to a very limited plastic region and the unknown 
J-C parameters. Similar to the aluminum model, damage evolution was calculated based 
on Hillerborg’s fracture energy. The fracture toughness of this material is 5.45 MPa.m1/2 
[89]. 
3.3. Results 
In this section, cutting force and chip morphology obtained from both SPH and 
FEM are presented for the two selected materials, Al 2024 and cortical bone. The SPH 
results are compared to an identical, converged FEM. This section also includes the effects 
of damage criterion and particle density for SPH on the simulation results.  
3.3.1. Effects of damage criterion 
Damage criteria are usually defined to allow material separation to simulate 
cutting. However, this definition is not necessary for SPH due to its “natural separation” 
of the particles under excessive stretch as mentioned in Introduction. To assess the effects 
of setting damage criterion, two cases were tested by SPH for each type of material with 
and without damage definition, called “damageable” and “undamageable” models 
hereafter. Only damageable FEM results are presented in this paper. As mentioned above, 
material damage is defined by two consecutive steps, damage initiation, and damage 
evolution. These two steps must be used in conjunction in order to execute the damage 
behavior correctly. 
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3.3.1.1. Simulation results of aluminum cutting 
Fig. 3 illustrates the chip formation of aluminum cutting resulted from both SPH 
and FEM simulations. SPH with and without the damage definition are compared with the 
FEM baseline. A continuous and straight chip was formed in Figure 3-3(a) in the 
undamageable SPH model. Defining damage for SPH resulted in a similar chip formation, 
but at a lower stress level, as shown in Figure 3-3(b). Comparing the chip thickness 
between these two figures reveals that undamageable SPH generates a little thicker chip 
because more plastic deformation is allowed. This is because particles can move 
extensively and aggregate to increase the chip thickness. In comparison with SPH, Figure 
3-3(c) shows that FEM allows element deletion and produces a curled chip similar to a 
real aluminum alloy cutting process [36, 72, 90].  
 (a)  (b) (c) 
Figure 3-3. Effects of damage definition on the chip formation in the aluminum
cutting simulation: (a) Undamageable SPH, (b) Damageable SPH, and (c) 
Damageable FEM; reprinted with permission from [3] 
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Figure 3-4 shows the results of the specific cutting force of the cases in Figure 3-
3. Specific cutting force is defined as the cutting force per unit uncut chip area to normalize
different cutting depths and feeds [29, 91]. Using the damageable FEM (Figure 3-3(c)) as 
the baseline, the force produced by undamageable SPH is closer to the baseline, but the 
force fluctuates significantly. The damageable SPH produces a smoother force profile, but 
the force level is about 20% lower than that of the baseline. These results show that the 
natural separation of particles in SPH can produce a reasonable cutting force. However, 
this observation does not necessarily lead to the conclusion that SPH requires no damage 
definition, which has been used in a few studies [34, 38, 92]. Theoretically, in FEM, a 
model without damage definition can infinitely increase the stress and strain level until 
the numerical error occurs. No damage definition prevents the elements from failure, 
leading to continuous deformation without a stop criterion [40]. However, in an 
undamageable SPH model, continuous deformation stretches the particles until they fall 
outside of the kernel effective region, leading to detachment from each other. Although 
SPH benefits from eliminating issues associated with excessive distortion, the 
phenomenon of natural separation is, after all, not a damage definition.  
35 
Figure 3-4. Effects of damage definition on the specific cutting force in the 
aluminum cutting simulation; reprinted with permission from [3] 
 Figure 3-5 illustrates the von Mises stress distribution along two designated paths. 
These two paths are shown in Figure 3-5(a) and (b) in the associated FEM and SPH 
simulations. Although the overall stress maps are similar, FEM shows higher stress values 
in Path 1 near the cutting edge compared to those of SPH, which explains the higher 
cutting force generated to the tool. On both paths, there is a smooth transition of stress 
from the transition layer to the chip layer; the stress values are small in the transition layer 










































Figure 3-5. Stress variation along two designated paths, in the aluminum 
cutting simulation; reprinted with permission from [3] 
function has been applied far enough from the high-stress region, thus not to affect 




3.3.1.2. Simulation results of bone cutting 
Similarly, Figure 3-6 shows the chip morphology for SPH model with and without 
damage definition, as opposed to the corresponding damageable FEM. In Figure 3-6(a), a 
continuous chip was formed as a result of the natural particle separation, but this type of 
chip is unrealistic for a brittle material. Figure 3-6(b) shows the result of the damageable 
SPH, where the particles are separated apart from the surface. Since the equivalent plastic 
displacement at the failure (?̅?f) for the cortical bone is less than half of ?̅?f of the aluminum, 
particles lose their stiffness more rapidly and fail almost immediately after the cutter 
contacts. It is important to note that these failed particles still remain their mass and 
velocity; they simply separate from the workpiece but continue to collide to one another.  
   
(a) (b) (c) 
Figure 3-6. Effects of damage definition on the chip formation in the bone 
cutting simulation: (a) Undamageable SPH, (b) Damageable SPH, and (c) 
Damageable FEM; reprinted with permission from [3] 
 
For the FEM case shown in Figure 3-6(c), the elements are removed from the 




from the surface, while the majority of elements are completely deleted upon the cutter 
contact.  
Figure 3-7 shows the specific cutting forces of these SPH and FEM models. 
Similar to the aluminum case (Figure 3-4), the damageable SPH tends to be easier to cut 
than FEM, while different from the aluminum case, the cutting force of the undamageable 
SPH is much higher than that of the damageable one because the natural separation occurs 
at a higher strain. 
  
Figure 3-7. Effects of damage definition on the specific cutting force in the bone 









































Figure 3-8. Stress variation along two designated paths, in the bone cutting 




Similar to the stress analysis in the aluminum cutting simulation, Figure 3-8(a) and 
(b) show the von Mises stress of FEM and SPH along Paths 1 and 2, respectively. FEM 
stress field is higher than that of SPH in the bone cutting simulation as well. The 
assumption of using the tie function to create an SPH/FE domain to decrease the 
computational cost is still valid, due to the smooth transition of stress across the interface 
as well as a small stress level, as shown in Figure 3-8(c).  
 
3.3.2. Effects of particle density 
Convergence test of the mesh size is a common practice in FEM, but the size effect 
on SPH has not been well studied. This section investigates the effects of SPH particle 
density on the specific cutting force and chip formation for both types of materials. To this 
end, on the chip layer of the model (Figure 3-1), three levels of particle density were made 
with the particle spacing of 0.2 mm, 0.1 mm, and 0.05 mm, which were named Coarse, 
Medium, and Fine SPH, respectively to represent their size with relative to DOC (0.4 mm). 
According to the last section demonstrating that the damage criterion must be defined for 
SPH cutting simulations, all the results of this section were obtained under a damage 
definition. Also, the presented results corresponded to the medium particle density.  
3.3.2.1. Simulation results of aluminum cutting 
Figure 3-9 shows the chip morphology resulted from FEM and SPH with all 




in Figure 3-9(a) is capable of producing the curled chip. In contrast, the chips are always 












Figure 3-9. Chip formation of the aluminum cutting simulation of (a) FEM; 
and also SPH with three different levels of particle density: (b) Coarse, (c) Medium, 




This observation is in accordance with [69, 80, 92]. The straight chip could be due 
to the nature of this computational method as well as numerical limitations. These 
limitations will be thoroughly discussed in the next section.  
The specific cutting forces associated with these cases for the aluminum are shown 
in Figure 3-10(a). The SPH simulation with coarse particle density produces the most 
oscillating force profile. Since the particle spacing is relatively large, sudden separation 
of a group of particles causes intermittent contact between the tool and workpiece, leading 
to a periodic force drop. In general, a higher particle density yields a smoother force 
profile. To investigate the convergence rate of SPH versus FEM, the equivalent FEM 
models were made with coarse, medium and fine meshes. In Figure 3-10(b), the average 
FEM forces resulted from the coarse, medium, and fine meshes are 279 N, 353 N, and 388 
N, respectively. These values were calculated by the average of the cutting force data from 
0 to 0.015 s. The corresponding SPH forces are 396 N, 269 N, and 250 N, respectively. 
FEM and SPH have different convergence trends. The finer FEM mesh, the higher force 
is obtained. This is because of a reduced chip volume due to losing elements with a coarse 
mesh. Conversely, for SPH, the finer particle density, the lower force is obtained instead. 
This is due to the fact that, in a coarse mesh, particles can interpolate to a larger chip size 
because each particle represents a large volume (defined by the characteristic length). 










Figure 3-10. Effects of particle density on (a) the variation of the specific 
cutting force, and (b) the average specific cutting forces of FEM and SPH, in the 































































For FEM simulations by commercial packages like ABAQUS, there are techniques 
such as distortion control, hourglassing control, the ALE adaptive meshing algorithm 
(Arbitrary Lagrangian-Eulerian) that can aid convergence. In this study, none of those 
techniques were used to ensure a fair comparison between FEM and SPH. 
 
3.3.2.2. Simulation results of cortical bone 
Similar to results for aluminum, SPH results of three particle densities for cortical 
bone are presented in Figure 3-11. The FEM case, which is shown in Figure 3-11(a), 
demonstrates a small piece of debris separated from the surface. Because deletion of 
elements in a fine mesh weakens the chip stiffness, the chip can break apart easily under 
an excessive deformation near the shear plane. In particular, the brittle damage causes the 
elements to lose their stiffness so rapidly that prevents them forming a continuous chip. 
The chip formation of SPH cases can be found in Figure 3-11(b)-(d). In coarse-density 
SPH simulation, although the failed particles are not shown, they are still in the 
computation with their mass and volume. The fine density case shows a similar chip 
formation to the FEM. However, it encountered an intense numerical instability after a 













Figure 3-11. Chip formation of the bone cutting simulation of (a) FEM; and 
also SPH with three different levels of particle density: (b) Coarse, (c) Medium, and 
(d) Fine; reprinted with permission from [3] 
 
 The average specific cutting forces of the coarse, medium and fine SPH are 41 N 
and 20 N, 18 N, respectively. The corresponding FEM forces are 22 N, 37 N, and 47 N, 
towards the finest mesh. A similar trend of convergence to that of the aluminum results 




3.4. Discussion  
SPH could be an alternative to FEM in machining simulations, in particular for 
relatively brittle materials and locally large distortion with a coarse mesh. However, it is 
important to understand the discrepancies and limitations of SPH. To further explain the 
natural separation behavior, Figure 3-12 shows a hypothetical material model when the 
damage is defined and undefined in SPH and FEM.  An undamageable FEM model shows 
an increasing stress until the excessive element distortion crashes the computation; an 
undamageable SPH can enable material failure when the natural separation occurs at n . 
This point is related to the smoothing length set in the SPH algorithm. In ABAQUS, this 
length is automatically defined to include 30-50 particles, which is about 1 to 1.5 particle 
spacing, at the beginning of the analysis and kept as a constant throughout the 
computation. This implies that a local strain over 100% could initiate natural separation 
since the nearest particle starts to fall outside of the kernel region.   
Therefore, if no damage is defined in SPH, the cutting force could be either under- 
or over-estimated depending on the occurrence of natural separation at n  against the 
actual material failure strain, 
f . In the aluminum cutting, the force of the damageable 
SPH being less than the undamageable one implies a higher strain at the natural separation 
than the actual failure strain. Further, natural separation does not take into account the 
progressive damage of the material (i.e., damage evolution), which can lead to a large 







Figure 3-12. A hypothetical stress-strain curve that describes the behaviors of 
SPH natural separation, damageable and undamageable responses; reprinted with 
permission from [3] 
 
In Figure 3-13, the fine SPH case is shown to become unstable after a few time 
steps due to the numerical instability. Such instability, often referred to “tensile 
instability,” is exclusive to SPH that is not present in FEM [80, 93, 94]. This instability 
manifests itself as a clumping of particles, which consequently leads to artificial fracture 
or fragmentation [34]. Sometimes, the detached particles can aggregate and blow apart 
[93]. Figure 3-13(b) evidences the local fragmentation of the chip with a large number of 




rupture, these detached particles carry a high kinetic energy and can impact the 
neighboring particles that are still on the workpiece, leading to an early failure even before 
contacting the tool.  
    
(a) (b) 
Figure 3-13. An example of SPH instability around the shear band: (a) stable 
cutting with a continuous chip formation and (b) chip rupture and particles blow-
up; reprinted with permission from [3] 
 
For the chip morphology, SPH does not create a continuous curled chip as in FEM. 
This may be attributed to the boundary particles on the chip. SPH relies on interpolation 
from neighboring particles; however, due to the lack of neighbors, classic SPH 
approximation is not correctly calculated on the boundaries [80, 93]. This often leads to a 
higher field value on the boundary (e.g., stress and strain). There are a few developed 




or adopting renormalization formulation [93]. Renormalization is another mathematical 
method that minimizes truncated Kernel functions on the boundaries.  
 
3.5. Conclusion  
FEM and SPH have both been applied to simulate machining processes, in 
particular that SPH is favorable for large-deformation problems. To further understand the 
interchangeability between these two methods, an orthogonal cutting process was 
numerically investigated in this study on ductile and brittle materials, respectively. It 
should be mentioned that experiments are not conducted for verification since this work 
aimed at emphasizing the differences between these methods and their effects on the 
simulation outcomes. As far as the model accuracy is concerned, a validation study is 
needed when either method is applied to a real material. The major conclusions are 
summarized below. 
The effects of damage definition on the chip morphology and cutting forces 
demonstrated that appropriate damage criterion must be taken into account for SPH cutting 
simulations, despite the natural separation of particles, and regardless of the ductility of 
the material. A mechanistic model was presented to calculate damage initiation and 
evolution. Further, SPH produced less fluctuating force profile than FEM because of no 
sudden element loss (deletion) during cutting. This is particularly beneficial for simulating 
relatively brittle materials. However, SPH produces lower forces and stress than FEM; 




 Although SPH is feasible in machining simulations, underestimated forces and 
numerical issues with boundary particles and instabilities can lead to inaccurate prediction. 
A customized SPH algorithm would be needed to correct these issues. Given an increasing 
use of numerical methods in manufacturing processes, it is important to understand the 
limitations of SPH and thus apply it properly.  
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4. EMBEDDED COHESIVE ZONE FINITE ELEMENT METHOD*
Synopsis 
This chapter3 presents a fracture-based finite element method, named Embedded Cohesive 
Zone Finite Element Method (ECZ-FEM), to model brittle materials in machining. In 
ECZ-FEM, a network of cohesive zone (CZ) elements is embedded in the material body 
to capture undetermined crack initiation and propagation during a cutting process. The 
deflection of the CZ element is limited by a scaling factor to control the material ductility 
and chip formation. In conclusion, this model has demonstrated the potential to model 
cutting of brittle materials which are rigid and have no plastic deformation. However, the 
experiment for model validation is still required, which will be presented in the next 
chapter. 
4.1. Introduction 
Machining of brittle materials such as ceramics, rocks, carbon fiber reinforced 
polymers and bones is very common in aerospace/automotive industries and medical 
applications [95]. Although some efforts [49, 50, 96, 97] have been made to model 
machining of brittle materials, there is not a generalized method that can successfully 
emulate the physics behind brittle cutting – the instantaneous crack initiation and 
3 Content of this chapter has been submitted as: B. Takabi, B.L. Tai, “Modeling of Brittle Materials 




propagation upon tool-workpiece contact. Unlike ductile material cutting dominated by 
shear deformation across the shear plane, brittle material cutting is driven by fractures. 
Finite element method (FEM) has been widely used to simulate ductile material machining 
(e.g., metals) using Johnson-Cook plasticity model for cutting forces and chip formation 
[22, 98, 99]. However, FEM has not yet been successfully applied to brittle materials 
because of the difficulty to capture numerous and unpredictable cracks at the same time 
[6]. To do so, FEM needs an extremely fine mesh to simulate stress concentration and 
consequent element failure at each time increment, which can be time-consuming and 
computationally expensive [3].  
To deal with fracture problems, researchers have developed the cohesive element 
which forms the cohesive zone (CZ) in a FEM model. The cohesive zone concept links 
the microstructural failure mechanism to the continuum fields [100]. A CZ element can 
begin to separate based on strain energy release rate, which often defined by a traction-
displacement relationship. The cohesive zone-finite element method (CZ-FEM) has been 
a popular tool to investigate interfacial fracture problems. Examples include crack tip 
propagation, adhesive strength between two materials, and modeling of composite 
delamination [49, 96, 97]. 
Though not many, CZ-FEM has been used to solve machining problems of composites 
and ceramics. Rao et al. [49] simulated the orthogonal cutting of unidirectional carbon 
fiber reinforced polymer and glass fiber reinforced polymer composites using CZ between 
the fibers and matrix. They used a 2D plane-strain model and zero thickness cohesive 




defined by an exponential traction-displacement relationship. Umer et al. [96] used CZ-
FEM to simulate metal matrix composite machining. They modeled the orthogonal 
machining of SiC particle-reinforced aluminum-based metal matrix composites by placing 
CZ elements between the particles and the matrix. A bilinear traction-displacement profile 
was used for CZ elements with zero thickness. Dong and Shin [47] developed a multi-
scale model for simulating the machining of alumina ceramics in laser assisted machining. 
Zero-thickness CZ was assigned around the ceramic grain boundaries and the traction-
displacement profile was determined based on a separate Molecular dynamics (MD) 
simulation. Note that CZ is often modeled as zero thickness because it is an imaginary 
interface inside the material in these cases, unlike physical adhesives.  
In the above-mentioned CZ-FEM works, the CZ elements are placed either at known 
interfaces or paths as a pre-determined condition where cracks will initiate and propagate 
[101]. Therefore, CZ-FEM seems not possible for a homogenous, flaw-free brittle material 
in which potential cracking path cannot be defined. To address this issue, the current study 
proposes using a CZ mesh together with a regular element mesh to enable a network of 
potential cracks. A zero-thickness CZ element is embedded between regular elements. In 
other words, this CZ mesh will force the material to fail between elements instead of 
within an element. This modified CZ-FEM is named embedded cohesive zone finite 
element method (ECZ-FEM).   
ECZ-FEM is somewhat similar to mesh-free methods such as smooth particle 
hydrodynamics (SPH) or discrete element method (DEM) in the sense of element 




like FEM, so they are suitable for large deformation problems [65]. SPH has been used by 
a few researchers in metal cutting simulation [37, 38, 63, 68]. However, there are 
discrepancies among these works, especially on damage definition. Takabi et al. [3] 
investigated SPH in orthogonal cutting and showed the uncertainty of damage due to 
particles losing connection to each other (i.e., the natural separation), which can drastically 
change the outcomes. The separation is also not determined by fracture toughness but the 
material strength. Therefore, mesh-free methods cannot be an alternative to ECZ-FEM. 
The ECZ-FEM for brittle machining is developed in this chapter using the commercial 
FEM software ABAQUS. In the rest of the chapter, Section 4.2 details the model 
configuration. Section 4.3 shows model development. Section 4.4 presents the results 
showing the effects of damage criteria and the scaling factor. Conclusions will be drawn 
at the end of this section. 
 
4.2. Model Configuration   
This section presents the overall configuration of ECZ-FEM, step-by-step procedures 
to construct the model, and the required modification for material properties. The model 
introduced here is built based on the corresponding orthogonal cutting experiment which 
will be presented in the next chapter.    
A two-dimensional orthogonal, plane-strain cutting model is configured in Abaqus 
(version 6.14-2), as illustrated in Figure 4-1. There are two main sections in this model. 
The top section (named the chip layer) is the ECZ domain where CZ elements are 




domain without CZ elements. This configuration saves the computational time from a 
fully embedded CZ model since the bottom layer does not directly involve in the tool-
workpiece interaction. Instead, the bottom layer provides the compliance to the material 
during cutting. To ensure the stress continuity, the nodes on both sides of the interface 
must be merged or tied with all degrees of freedom. For this reason, the mesh sizes on 
both sections must match to have a perfect node-to-node alignment.  
Table 4-1 shows the actual model dimensions used for two depths of cut (DOC), 
0.1 mm and 0.3 mm. The boundary of the bottom layer is fixed in both translational 
directions (X and Y). The element size, d, is set at 0.01 mm. The bottom layer is meshed 
structurally with brick elements, while for the top layer, the elements are tilted by 45˚. The 
inclined elements are necessary because the maximum shear stress to fracture the material 
is expected to be around 45˚ based on the Merchant’s Circle [102]. This configuration can 
avoid numerical instability when no CZ mesh aligns with the preferred fracture direction. 
The main elements are the four-node plane strain elements CPE4R, and the CZ elements 
are the four-node two-dimensional cohesive elements COH2D4. To embed zero-thickness 
CZ elements, all elements and nodes of the chip layer need to be assigned through the 
input file directly because each CZ element shares nodes with adjacent two main elements, 
as shown in Figure 4-1. The CZ element is defined by nodes ABCD, in which A and B 
belong to the element on the left side while C and D belong to the right side. Since these 
two pairs of nodes are overlaid geometrically, they cannot be identified from the graphic 





Table 4-1. The model setup for different depths of cut (DOC) 
 DOC (mm) L (mm) H (mm) W (mm) 
Case 1 0.1 2 0.5 0.1 
Case 2 0.3 5 0.85 0.1 
 
A complete mesh is imported to Abaqus/explicit to set up other boundary conditions. 
The plain strain thickness of 3 mm is also applied to the model to be consistent with the 
actual samples thickness. The cutting tool is modeled as a rigid body with a constant speed 
at 10 m/min to match with the experiment. The tool has a rack angle of zero, a clearance 
angle of 7˚ and an edge radius of 11µm.  
 
Figure 4-1. The schematic of the model configuration, boundary conditions, 






4.3. Model Development  
To develop a complete model as described in the last section, different steps have taken 
to investigate the effects of important parameters. In this section, the development of the 
model including trial and error was described step by step until the complete model was 
achieved.  
4.3.1. Element size 
The initial model was built by the element size of 0.01 mm (d = 0.01 mm), as can be 
seen in Figure 4-2 and a finer mesh, d = 0.005 mm, as shown in Figure 4-3.  
 






Figure 4-3. The initial model with the finer mesh, d = 0.005mm 
 
Figure 4-4 shows the chip formation in these two cases. The chip formation looks 
similar in both cases, while the software terminates the run in the first few steps. So, to 
reduce computational cost, the final model was considered to have d = 0.01 mm, while the 
model still needs to improve in other aspects.  
4.3.2. Element configuration  
The original element configuration was a simple structured quad element. Using this 
element type for an orthogonal cutting simulation might lead to a stress propagation 
through the chip layer, as can be seen in Fig 4-5. That is due to the CZ elements limitations 





Figure 4-4. The chip formation resulted from the simulation with d = 0.01 mm 
and d = 0.005mm 
 
Given the zero rack angle, the maximum shear stress resulted from fracture most likely 
occurs at 45˚ according to the Merchant’s Circle [102]. So, the CZ element just passes on 
the stress to the next element, then a stress wave propagates throughout the body. To 
resolve such numerical instability, the elements were inclined by 45˚, made a 
parallelogram. Now, the CZ direction aligns with the fracture direction and that avoids 






Figure 4-5. Stress propagation during the simulation 
 
4.3.3. Mass scaling 
To speed up the simulation, there is an option in Abaqus, named the mass scaling. 
In explicit dynamics simulations, the time step is internally calculated to provide a stable 
solution. Mass scaling increases the time step by scaling up the density in some small 
elements which control the time step. In this study, dealing with the zero-thickness CZ 
elements might significantly increase the running time. In order to reduce the 
computational cost, a mass scaling was adopted, after ensuring the independency of the 
results. Figure 4-6 compares the cutting force profile under different mass scalings. It 





Figure 4-6. The effect of mass scaling on the cutting force profile 
 
Figure 4-7 shows the effects of mass scaling up to 50 on the chip formation. The 
results show that all the cases are able to capture the shear band as well as small debris. 
The chip formation of all look similar. So, for the current research, the mass scaling of 30 





Figure 4-7. The effect of mass scaling on the chip formation 
 
4.4. Results and discussion 
This section investigates the critical factors that should be taken into account to 




4.4.1. Damage criteria of main and CZ elements 
To apply the ECZ-FEM to a brittle cutting process, the material properties of the main 
and CZ elements and their damage criteria are defined separately despite being within the 
same entity.  Assuming an isotropic material, the main element is defined by the modulus 
of elasticity (E), the ultimate strength, and damage criteria of the material. Although the 
model is meant to impart fracture-based failure on the CZ mesh, the main element should 
still allow to fail to avoid excessive element distortion when no fracture occurs. For this 
reason, the damage to the main elements is defined by an initiation at the ultimate strength 
followed by a progressive damage evolution by the Hillerborg’s fracture energy theory. 
The total energy required to completely degrade the element after the damage initiation is 














  (4-2) 
where u is the equivalent plastic displacement; 
fu represents the equivalent plastic 







  (4-3) 
where Ut represents the ultimate stress. These steps are standard when applied to metal 




The properties associated with the CZ elements embedded in the chip layer are defined 
differently. The cohesive zone is a mathematical approach in which the work is done to 
overcome the energy needed to open a crack. This work can be described by a traction-
displacement relationship, t-δ, as seen in Figure 4-8. Damage initiation is related to the 
interfacial strength, i.e., the maximum traction tc, on the traction-displacement relation and 
the area under the relation represents the fracture energy, Gf as defined in Eq. (4-1). 
In this study, a common bilinear traction-separation law is adopted. The maximum 
traction tc should be less than the ultimate stress, yet close to that  to avoid triggering main 
element failure [100]. Hence, the 80% ultimate stress is used here. The initial stiffness k 
should be large enough to ensure the continuum between the two adjacent bulk elements, 
but small enough to avoid numerical issues such as spurious oscillations of the tractions 
in an element. Studies suggest that the initial stiffness of CZ elements can be calculated 




  (4-4) 





Figure 4-8. Bilinear traction-displacement of cohesive zone elements 
 
The maximum deflection of a CZ element δc is determined by given Gf and tc, as shown 
in Fig. 2. Therefore, the deflection can become larger than the element size when a fine 
mesh is used. A large deflection is impossible since it virtually increases the part ductility 
when a CZ mesh is embedded in the material. Because of this limitation, a scaling factor 
is introduced here to limit the maximum deflection to control the expansion of CZ 
elements and thus to control the chip behavior. However, when the deflection is scaled, 
the fracture energy is also scaled, which can affect cutting forces and other modeling 
outputs. This tradeoff has become a major concern in this modeling method.  
To properly apply this model with the scaling factor, the following assumptions are 
made. No plastic deformation occurs in the material and all the force contributes to 
material removal. Friction is negligible. The specific cutting energy (energy required to 




force (Fc) can be related to the specific cutting energy (p) and material removal rate 
(MRR), as described in Eq. (4-5),  
c fF v MRR p   (4-5) 
the cutting force is linearly proportional to the specific cutting energy. This is, cutting 
force is scaled together with the CZ element’s fracture energy. The simulated cutting force 
will be scaled back to estimate the actual cutting force. This concept will be validated in 
the experimental study.   
 
4.4.2. The scaling factor, f 
A scaling factor is necessary to control the maximum deflection of CZ elements and 
thus the part ductility. In the case of 30 pcf, the original CZ deflection goes up to 0.064 
mm. With the adjacent element size being 0.01 mm, this allowable deflection is equivalent 
to a 600% elongation, which is unrealistic. Figure 4-9 shows four different scenarios when 
using the original Gf and scaled Gf that limits the deflection to be 0.00512 mm (51.2% 
elongation), 0.00128 mm (12.8% elongation), and 0.00032 mm (3.2% elongation), 
respectively. As seen in Figure 4-9 (a) with the original Gf, the workpiece and elements 
experience excessive deformation. Many stretched CZ elements remain alive though the 
chip has been distorted significantly. Figure 4-9 (b) shows small but consistent debris 
generated from the shear plane, which is similar to cutting of brittle metals like high carbon 
steels. Figure 4-9 (c) starts to generate irregular debris containing dusty pieces, which can 




case, where the workpiece shatters upon the tool contact. From this simple example, it can 
be seen that a fairly small scaling factor is needed in order to force the material to behave 
brittle. Note in the simulation no self-contact is employed because the elements are 
supposed to support each other via CZ elements. Self-contact might also exponentially 
increase the computational load due to the larger number of surfaces involved in the 
contact algorithm. 
 
Figure 4-9. Material response to the cutting tool with different scaling factors 





4.5. Conclusion  
This chapter presented a fracture-based model for brittle material cutting using 
cohesive zone concept, namely ECZ-FEM. In this model, a network of cohesive zone 
elements is embedded in the material body to allow free development of cracks to emulate 
the undetermined fracture during a cutting process. The model configuration was 
described and different critical parameters to develop a successful model were 
investigated. The results show that ECZ-FEM can be a great approach to model the cutting 
of though and stiff brittle materials which possesses no plastic deformation. To limit the 
maximum deflection of CZ elements though, a scaling factor was introduced. Different 
scaling factors could generate different chip formation. Hence, an appropriate scaling 
factor should be chosen through model calibration against experiment. The details will be 







5. MODEL VALIDATION AGAINST EXPERIMENT*  
 
Synopsis 
The ECZ-FEM model was completely setup in the last Chapter. The model is validated by 
an experimental study in terms of chip formation and cutting forces with two different 
brittle materials and depths of cut. The experimental setup4, material selection and the 
model validation is presented in this chapter. For chip formation, ECZ-FEM can capture 
dusty debris, irregular chips, and unstable crack propagation as seen in the experimental 
cases with a properly selected scaling factor. For the cutting forces, the relative differences 
among these cases are similar in both simulation and experiment, but the model prediction 
is always higher by 30-50%. Limitations of this model are discussed towards the end of 
this chapter. In conclusion, this model has demonstrated the applicability to brittle 
materials that are rigid and have no plastic deformation. 
 
5.1. Introduction  
Orthogonal cutting is the most basic cutting configuration for all machining 
processes. The essential geometrical parameters include rake angle, clearance angle and 
the depth of cut. To validate the proposed ECZ-FEM model which was developed in the 
last chapter, a set of experimental tests was designed. Several literatures [105-108] have 
                                                 
4 Content of this section has been submitted to B. Takabi, B.L. Tai, “Modeling of Brittle Materials 





done experiments on an orthogonal cutting test and the setup has become common such 
that it needs to capture the chip formation and find the cutting force. The selected materials 
for this study are two bone-mimetic foams and a full 2 × 2 factorial test is carried out, on 
two different materials and depths of cut (DOC).  
The first section in this chapter includes the orthogonal cutting setup by which chip 
formation and cutting force can be obtained. Section 5.2 explains the material selection 
and material properties for this study. Section 5.3 shows a comparison between the 
numerical results obtained from the ECZ-FEM against the corresponding experimental 
data. The last section shows the experimental setup and the method to find the fracture 
toughness, Kc of the selected materials.  
5.2. Orthogonal Cutting Setup  
Prior to the orthogonal cutting tests for the current project, the testbed for the 
orthogonal cutting experiment was used for another study through a collaboration with 
Ecole Nationale Supérieure d’Arts et Métiers, ENSAM, France and Department of 
Industrial and Systems Engineering at Texas A&M University [108]. The study focused 
on machining natural fibers reinforced plastic (NFRP) composites. The setup used for that 





Figure 5-1. (a) The orthogonal cutting setup for machining of NFRP composites 
(b) The PCD insert position against the workpiece. 
 
Through that work, the weaknesses of the setup which led to high vibration was 
recognized and the setup was improved for the current study, even though the cutting 
forces were expected to be in a lower order of magnitude. The strength of the structure 
enhanced, especially near the cutting zone, where the workpiece is placed, by replacing 
the vertical bars by titled bars. Besides, the horizontal linear actuator was replaced by one 
which has an automatic lock, minimizing the sample movement during cutting, i.e. the 





Figure 5-2. The orthogonal cutting setup for the current study 
 
In this experiment, the solid foams, the 30 and 40 pcf, were sectioned to a 20×30×3 
mm testing sample. Each sample’s cutting surface was polished with the same grit size to 
ensure a consistent initial condition. Figure 5-3 illustrates the schematics of the 
experimental setup for the orthogonal cutting setup which consists of two linear actuators 
and a dynamometer for force measurement. The cutting tool is attached to the vertical 
linear actuator through a customized tool holder. The linear actuator (L70, Moog 
Animatics, Milpitas, CA) is driven by a high-torque servo-motor to maintain a constant 
feed rate during cutting. The force dynamometer (Model 9272, Kistler, Winterthur, 
Switzerland) is used to capture high-speed or high-frequency force data up to 5 kHz. Data 




device (PCle-6321, National Instruments, Austin, TX), along with a data recorder, 
LabVIEW, at 2 kHz sampling rate. The workpiece is fixed by a clamping system on the 
top of the dynamometer which is placed on the other linear slider to control the depth of 
cut for each test.  
 
Figure 5-3. A schematic of the orthogonal cutting setup for model validation 
 
The cutting tool has a tungsten carbide substrate and a polycrystalline diamond (PCD) 
insert as a cutting edge, provided by Sandvik (Model TCMW16T304FLP- CD10). This 
PCD insert is extremely hard to avoid any possible deformation or wear at the cutting 




radius is 11µm, measured by a high-definition surface profiler (Alicona InfiniteFocus G4, 
Graz, Austria).  
In this experiment, two depths of cut, 0.1 mm and 0.3 mm, are used to present common 
chip loads for a machining process. The cutting tool is moved at a constant velocity of 10 
m/min also to represent a machining condition. This cutting speed is equivalent to a 3 mm 
drill running at 1061 rpm or a 10 mm cylinder being turned at 318 rpm. These parameters 
are applied to the two specimens and repeated for four times each. 
 
5.3. Material Selection and Characterization  
The brittle materials used for the experiment are two types of solid bone-mimetic 
materials made of high-density polyurethane (PU) foam (Sawbones, Vashon, WA). This 
material provides consistent and uniform material properties; it is isotropic and does not 
require a large force to cut. It is ideal for the modeling purpose and experimental validation 
without extraneous variables such as vibration, impact shock, and heat. These two foams 
are named based on their densities, 30 and 40 pcf (pound per cubic foot), which equal to 
480 kg/m3 and 640 kg/m3, respectively. The 30 pcf has the ultimate strength of 12 MPa 
and the elasticity modulus of 592 MPa; the 40pcf has the strength of 19 MPa and the 
modulus of 1000 MPa, respectively [109].  
To implement the damage criteria in the computational model, the fracture energy 
Gf  was needed which could be calculated from the fracture toughness Kc . So, the fracture 
toughness of the foam was obtained through a three-point bending test, following the 




in Figure 5-5. Figure 5-6 shows the sample before and after the test. The fracture toughness 









Figure 5-4. ASTM Standard D5045–93 to find the fracture toughness Kc (a) A 






Figure 5-5. The three-point bending setup to find the fracture toughness Kc of 






Figure 5-6. The sample for three-point bending experiment, (a) before, and (b) 




The averaged Kc for the 30 pcf is 0.46 MPa.m
1/2 and that of 40 pcf is 1.13 MPa.m1/2. 
The 40 pcf is stiffer and also tougher than the 30 pcf. Based on these properties, the 
original CZ element properties are calculated in Table 5-1 below. As seen, the allowed 
cohesive element displacements are both larger than the element itself (0.01 mm).  
Table 5-1. The CZ element properties for the testing materials 30 pcf and 40 pcf 
Samples tc (N/mm
2) k (N/mm3) Gf (N/mm) δ (mm) 
30 pcf 9.6 59,200 0.31 0.064 
40 pcf 15.2 100,000 1.12 0.147 
 
5.4. Simulation and Experiment Results  
The simulations results are compared to the experiments in terms of the effects of the 
depth of cut (DOC) and material properties (30 pcf and 40 pcf) in this section. 
5.4.1. Chip formation with a selected scaling factor 
As discussed in Chapter 3, determining the scaling factor f is a critical step as it can 
affect the material behavior significantly. Figure 5-7(a) shows the simulation result of 
30pcf at DOC = 0.1 mm with a selected f = 0.02 based on trial and error to match with the 
actual chip formation. The simulation can capture the irregular chips of different sizes 
generated from the cutting zone. Then, this scaling factor is used to simulate the case of 
0.3 mm DOC. The result is shown in Figure 5-7(b). A larger DOC tends to generate bigger 
chips surrounded by small debris as compared to the case of 0.1 mm DOC. Consistently, 
the experiment also sees much bigger or clustered pieces when DOC increases to 0.3 mm. 
The results of 30 pcf with the selected scaling factor show good agreement between the 








Figure 5-7. Chip formation of the 30pcf with (a) DOC = 0.1 mm and (b) DOC = 
0.3 mm 
 
For the 40 pcf, the same scaling factor of 0.02 is used not because of the 30 pcf. Instead, 
this scaling factor means the maximum of 0.00294 mm deflection (29.4% elongation), 




result of 40 pcf at 0.1 mm DOC and corresponding experimental observation are shown 
in Fig. 6(a). Different from 30 pcf at 0.1 mm DOC, bigger and similarly-sized chips are 
generated with some dusty debris around. This phenomenon also indicates a more ductile 
behavior.   
When the same scaling factor is applied to the case of 0.3 mm DOC, the simulation of 
the cutting process starts to show unstable chip formation, as shown in Figure 5-8(b) and 
(c) at different time steps. Cracks can propagate ahead of the cutting tool motion to 
generate large chips and sudden fracture along the cutting direction to shear the chip layer. 
This phenomenon is also seen in the experiment thought the unstable cracks into the 










Figure 5-8. Chip formation of the 40 pcf with (a) DOC = 0.1 mm, (b) DOC = 0.3 








5.4.2. Cutting forces 
Figure 5-9 shows the cutting forces measured from four repeated tests for 30 pcf at 
DOC = 0.1 mm. Force profiles are oscillating due to the brittle nature of the material. The 
system vibration is assumed minimal in these measurements as the cutting forces are very 
small (less than 20N) compared to the system rigidity. During a roughly 0.14 s cutting 
period, the cutting forces can reach and stay at a certain level, namely the steady cutting, 
and then decrease toward the end. The simulation length is about 0.01 s only since it is 
enough to reach the steady cutting to extract the force. According to the scaling factor f = 
0.02 used in these simulations, the simulated force is scaled by 50 times (1/f) and overlaid 
on Test 4, shown by the comparison in Figure 5-9(b). Since the simulation ran at every 
0.00006 s increment, the sampling frequency is equivalent to 16.7kHz as opposed to 2 
kHz of the experiment. The averaged force of simulation is 12.51 N and the experimental 
average across the steady cutting is about 9 N. Although the forces are at a similar 
magnitude, the simulated force is oscillating much more significantly (0 to 35 N). These 
discrepancies may be attributed to the fact that CZ mesh is a discrete method to emulate a 
continuous material, so the force may experience more significant drop when a CZ 
element fails. Such discrepancy is seen in all simulation cases of 30 and 40 pcf at 0.1 and 








Figure 5-9. Experimentally measured cutting forces of 30 pcf at DOC = 0.01 
mm and the comparison with the simulated, scaled cutting force. 
 
To compare all simulated cases at a time, the average forces of experiments, from the 
steady cutting region, and the corresponding simulated forces are compared side-by-side 
in Figure 5-10, where the error bars stand for one standard deviation from the four 




tend to be constantly higher by 30 to 50%. This difference can be because of oscillating 
force profiles or the non-linearity of the scaling factor. Nonetheless, the simulation model 
is considered successful despite a large scaling factor needed to overcome the CZ element 
limitation.  
 
Figure 5-10. Comparisons between all simulated cutting forces and 
experimentally measured forces (averaged) 
 
5.5. Discussion 
In ECZ-FEM, the key to a reasonable result is choosing an appropriate scaling factor, 
f, by calibrating the model behavior. As mentioned, CZ elements are determined by a 
traction-displacement relationship. When CZ elements are embedded in the workpiece, 
their displacement can change the material ductility (elongation), and thus it must be 
limited. Figure 3 has shown how different scaling factors can change the chip formation 
from very ductile to brittle. Although limiting CZ deflection inevitably changes the 




conservation. Therefore, the calibration of model based on experiment is necessary with 
the current modeling method.   
The model-predicted cutting force is consistently higher by 30-50% as shown in 
Figure. 8. This indicates that the fracture energy is always overestimated though the model 
predicts the relative behaviors well among different materials and depths of cut. This over-
estimation can be explained by the difference between the static and dynamic fracture 
toughness, Kc. The fracture energy Gf is determined by the material toughness Kc, which 
is measured from a quasi-static test. Thus, the obtained Kc is a static fracture toughness 
while the actual dynamic toughness may be much lower, as reported in the literature [111, 
112]. However, it is technically challenging to measure a dynamic toughness at a 
comparable speed of cutting (10 m/min or 167 mm/s).  
Another model limitation is the significant oscillating force profile as shown in Fig. 7. 
This is because the model consists of embedded CZ elements which have different 
material properties and degrees of freedom from those of the main elements, the force can 
change drastically when the model experiences deformation and damage. Another reason 
could be a non-self-contact definition of the main elements, which results in intermittent 
contact between the tool and material and significant force drop. A much finer mesh with 
full contact definition may mitigate the problem at the cost of extreme computational time. 
 
5.6. Conclusion  
This paper presents a fracture-based model for brittle material cutting using cohesive 




embedded in the material body to allow free development of cracks to emulate the 
undetermined fracture during a cutting process. The research results have shown a certain 
degree of agreement with the experiment in terms of chip formation and cutting forces 
while also revealed some limitations. Controlling the maximum deflection of the cohesive 
zone element through a scaling factor is a critical step in this method, and for that, an 
experimental calibration is necessary. This factor is currently determined on a qualitative 
basis because it is a behavior indicator instead of a property. Also, the current model is 
limited to brittle materials that do not have any plastic deformation in order to scale the 
force linearly with the fracture energy. The model should also not be used for flexible 
material because the CZ mesh does not have enough degrees of freedom to handle 
deformation. In summary, there is still room for the improvement of this model, including 
the CZ element itself, anisotropic material behaviors, temperature dependent properties, 







6. CONCLUSIONS AND FUTURE WORK 
 
6.1. Conclusions and major contributions 
This dissertation studied the modeling of brittle materials cutting. Quantitative as 
well as fundamental understanding the mechanics of brittle materials cutting were 
achieved. The proposed methodology, Embedded Cohesive Zone Finite Element Method 
(ECZ-FEM) have demonstrated to be a good tool to model brittle materials cutting and 
reasonably predict the chip formation and cutting force. The particle-based method, 
Smoothed Particle Hydrodynamics (SPH), seems to be feasible to simulate brittle 
materials cutting, but it still needs further study and more method development.  
Major contribution of this dissertation can be summarized as following: 
I. The motivation for this study was to address an industrial need. Brittle 
materials machining is a common process in various industries from 
medical devices to aerospace. However, there is not a generalized and 
robust model yet that is capable of predicting the cutting behavior. To 
address the need, this study was to develop a model for brittle materials 
cutting.  
II. The current study also includes a fundamental research. Even though brittle 
materials machining has been widely used in the manufacturing world, it 
is still one of the most difficult and challenging works for manufacturers, 
mainly due to lack of knowledge in brittle cutting mechanics. This 




understanding the dominant cutting mechanism. The cutting behavior 
including the chip morphology and cutting force was also investigated.  
Therefore, this study was can benefit both industry and scientific worlds.  
The conclusions and important findings in this research can be summarized as 
follows:  
1. The dominant mechanism of ductile materials cutting is shear stress band, 
while that of brittle materials cutting is fracture. As a result, brittle 
materials cutting deals with crack initiation and propagation. 
2. Regular FEM cannot practically model brittle materials cutting, since it can 
hardly capture crack initiation and propagation. An FE model with an 
extremely fine mesh though might be able to capture the cracks, but it is 
not practical for complex problems due to the computational cost. So, other 
methods should be introduced to model brittle materials cutting.  
3. SPH can be an alternative for FEM to model brittle materials cutting, 
because it eliminates the need for volumetric elements. So, it can handle 
large deformations. But to apply this method to brittle materials cutting, 
crucial parameters such as particle density and damage definition should 
be investigated.  
4. SPH can neither capture curled chip in ductile materials cutting, nor predict 
precise cutting forces for brittle materials cutting, due to the numerical 
issues with boundary particles, natural separation of particles and 




cutting though. To apply SPH to brittle materials cutting, the method 
should be improved by developing a customized SPH algorithm.  
5. To model brittle materials cutting by both SPH and ECZ-FEM, appropriate 
damage definition should be taken into account. The implementation of 
damage definition in commercial software, Abaqus, is by including both 
damage initiation and damage evolution which can be calculated by the 
proposed mechanistic model.  
6. The cohesive zone (CZ) elements have been designed and introduced to 
FEM so that the CZ-FEM can capture the cracks. However, they should be 
placed where the crack is anticipated to occur. In other words, CZ-FEM 
requires predefined crack path. So, this method cannot be used for a brittle 
cutting simulation due to the complex nature of the process and 
unpredictable fracture and cracks.  
7. This study proposed a fracture-based finite element method, named 
Embedded Cohesive Zone Finite Element Method (ECZ-FEM), to model 
brittle materials cutting. In ECZ-FEM, a network of cohesive zone (CZ) 
elements is embedded in the material body to capture undetermined crack 
initiation and propagation during a cutting process. 
8. In ECZ-FEM, the maximum deflection of the CZ element should be limited 
by a scaling factor to control the material ductility and chip formation. 




obtain an appropriate scaling factor, the model should be calibrated against 
the experiment.  
9. Comparing the numerical results against the experiment demonstrates that 
ECZ-FEM can capture dusty debris, irregular chips, and unstable crack 
propagation as expected for brittle materials cutting. However, it 
overstimates the cutting forces by 30-50%.  
10. ECZ-FEM has demonstrated the applicability to brittle materials that are 
rigid and have no plastic deformation. 
 
6.2. Future work 
The models proposed in this study can be further improved and /or extended in the 
following directions: 
1. The main goal of this study was to understand the mechanics of brittle 
materials cutting. So, the selected brittle material was assumed to be 
isotropic, and temperature and strains rate independent. The effects of 
anisotropic, temperature and strain rate dependent materials can also be 
investigated.  
2. The models applied to an orthogonal cutting process which is the most 
basic configuration of machining processes. The models can be extended 
to a 3D configuration such as drilling.  
3. For applying SPH to brittle materials cutting, to achieve higher accuracy 




by adopting renormalization formulation or setting “ghost” particles 
around the boundaries.  
4. In ECZ-FEM, the CZ elements behavior including the traction-deflection 
relationship can be customized due to the fact that by embedding the CZ 
elements all around a main element, they have to share several nodes and 
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