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Resumen
Este artı́culo muestra la aplicación de técnicas de optimización multiobjetivo, tanto para la identificación de parámetros de un
modelo no lineal como para el ajuste de controladores. En particular, se propone una técnica para identificar los parámetros de un
modelo en primeros principios para un péndulo invertido rotatorio (PIR) aplicando una metodologı́a de optimización multiobjetivo
y datos experimentales. Ası́ también la metodologı́a se extiende a la sintonización de controladores PID y PI para el sistema en
mención. En la aplicación de la metodologı́a multiobjetivo se utilizan una serie de herramientas para cada una de las etapas. Como
optimizador se ha utilizado una implementación basada en algoritmos evolutivos, ev-MOGA (Herrero et al., 2007). Para la fase
de análisis de las soluciones del frente se utiliza la herramienta de visualización del frente de Pareto denominada Level Diagram
(Blasco et al., 2017), que permite explorar satisfactoriamente el conjunto de soluciones óptimas de Pareto y seleccionar una de
ellas de acuerdo con las preferencias del diseñador. El artı́culo no trata de estudiar diferentes estructuras de control para el sistema
PIR, sino, dada una estructura de control, analizar cómo exprimir al máximo las posibilidades de la misma para cumplir con unos
objetivos contrapuestos establecidos por el diseñador. Una ventaja que ofrece esta metodologı́a es la fácil comprensión de los
conflictos que aparecen entre los objetivos de diseño, permitiendo seleccionar una solución de compromiso satisfactoria de acuerdo
a las preferencias del diseñador, sin perder de vista el conjunto de soluciones óptimas encontradas.
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Multi-objective Optimization in Modeling and Control for Rotary Inverted Pendulum
Abstract
This article shows the application of multi-objective optimization techniques, both for the identification of parameters of a non-
linear model and for the adjustment of controllers. In particular, we propose a technique to identify the parameters of a first principles
model of a rotational inverted pendulum (RIP) applying a methodology of multi-objective optimization and experimental data. Also
the methodology extends to the tuning of PID and PI controllers for the mentioned system. For multiobjective optimization, an
implementation based on evolutionary algorithms has been used, ev-MOGA (Herrero et al., 2007). For the analysis phase of the
front solutions, we use the Pareto front visualization tool called Level Diagram (Blasco et al., 2017), which allows to successfully
explore a set of Pareto optimal solutions and select one of them according to the preferences of the designer. The article does not
try to study different control structures for the RIP system, but, given a control structure, analyze how to maximize the possibilities
of the same to meet some conflicting objectives established by the designer. The advantage offered by this methodology is the easy
understanding of the conflicts that appear among the design objectives, allowing to select a compromise solution according to the
preferences of the designer, without losing sight of the set of optimal solutions found.
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1. Introducción
En la actualidad se está haciendo énfasis en el estudio de
nuevas metodologı́as para el modelado y diseño de controlado-
res de procesos cada vez más complejos. Una forma novedo-
sa que ayuda a este propósito, especialmente cuando se anali-
zan sistemas que presentan no linealidades, puede ser efectuada
aplicando la metodologı́a de optimización multiobjetivo (MO),
ya que permite analizar diferentes prestaciones y compensacio-
nes que ocurren entre los objetivos de diseño planteados para
diferentes escenarios en un problema multiobjetivo (MOP por
sus siglas en inglés). La metodologı́a MO ofrece al diseñador un
mayor criterio para seleccionar la mejor solución a un MOP de
acuerdo a sus preferencias como se muestra en (Herrero et al.,
2007), (Reynoso-Meza et al., 2009), (Reynoso-Meza et al.,
2013), (Reynoso-Meza et al., 2016), (Huilcapi et al., 2017).
La metodologı́a MO puede ser aplicada en diversas situaciones
comunes de la vida real donde los ingenieros de control se en-
frentan a problemas multivariables en los cuales los objetivos
de diseño se encuentran en contraposición, es decir que mejo-
rar unos implica degradar las prestaciones de otros. Uno de los
objetivos del presente estudio es mostrar la forma de proceder
cuando se plantea un problema de control clásico con un enfo-
que diferente a los tradicionales. A partir de un planteamiento
MO se analiza el problema de modelar y controlar un sistema
para encontrar un conjunto de posibles soluciones óptimas en
el sentido de Pareto y, basado en las preferencias del diseñador,
elegir una de ellas. Además, se muestran las herramientas dis-
ponibles para el análisis MO cómo utilizarlas y cómo realizar
la toma de decisión final.
En el presente artı́culo se plantea la aplicación de la meto-
dologı́a MO al modelado en primeros principios de un péndulo
invertido rotatorio (PIR) ya que es un problema referente en la
teorı́a de control, debido a que se trata de un sistema no lineal,
inestable y subactuado del cual existe una numerosa cantidad
de investigaciones en cuanto a su modelado y control con técni-
cas convencionales (Wang, 2011), (Shahnazi and Akbarzadeh-
T, 2008), (Mathew et al., 2013), (Fontanet et al., 2016), (Zhang
and Zhang, 2011), (Åström and Furuta, 2000).
Para el modelado del PIR se ajusta un conjunto de parámetros
que caracterizan satisfactoriamente la dinámica de las salidas
del sistema correspondientes a los ángulos α y θ del péndulo y
brazo respectivamente. Después de evaluar y comparar las pres-
taciones de los modelos identificados se realiza la selección de
un modelo con prestaciones satisfactorias para representar a la
planta y de esta forma proceder al ajuste de dos controladores,
uno de ellos PID para el control de la estabilización del péndu-
lo y el otro PI para el seguimiento de referencias del brazo. Por
último se evalúa el ajuste de los controladores del PIR para se-
guimiento de referencias en el ángulo θ y el rechazo frente a
perturbaciones externas del ángulo α en una plataforma experi-
mental.
El presente artı́culo ha sido organizado de la siguiente mane-
ra: en la sección 2 se detallan los aspectos teóricos de la me-
todologı́a de optimización multiobjetivo, se analiza el modelo
en primeros principios del PIR, ası́ como se dan detalles de la
plataforma experimental utilizada. En la sección 3 se plantea
el problema de optimización multiobjetivo para la identifica-
ción del modelo y el ajuste de los controladores del PIR. En la
sección 4 se muestran y evalúan los resultados obtenidos. Fi-
nalmente algunas conclusiones se detallan en la sección 5.
2. Consideraciones teóricas
2.1. Fundamentos de optimización multiobjetvo
En numerosas situaciones reales de ingenierı́a es muy
común encontrarse con problemas que requieren la optimi-
zación de múltiples objetivos simultáneamente, los cuales se
encuentran en conflicto y sujetos a restricciones fı́sicas. Para
resolver estos problemas es conveniente aplicar técnicas de op-
timización multiobjetivo. De acuerdo a (Herrero et al., 2007)





J(x) = {J1(x), J2(x), ..., Js(x)} (2)
sujeto a:
g(x) 6 0 (3)
h(x) = 0 (4)
xil ≤ xi ≤ xiu , i = [1, ..., n] (5)
Donde x = (x1, x2, . . . xn) ∈ Rn es el vector de decisión, D
es el espacio de decisión, J(x) ∈ Rm es el vector de objeti-
vos, g(x), h(x) son los vectores de restricciones, y xil , xiu son los
lı́mites superiores e inferiores del espacio de decisión. Conse-
cuentemente no existe un único modelo óptimo, en efecto hay
un conjunto de soluciones óptimas con diferentes compensacio-
nes entre los objetivos, donde ninguno es mejor que otro. Este
conjunto de soluciones forman lo que se conoce como frente de
Pareto.
El concepto de frente de Pareto se basa en la definición de do-
minancia de Pareto. El conjunto de Pareto xp está formado por
soluciones que no son dominadas por otras. Se establece que un
vector x1 domina a otro vector x2, si J(x1) no es peor a J(x2)
en todos los objetivos, y es mejor en al menos un objetivo. La
dominancia de Pareto está definida como:
∀i ∈ {1, ..., s}, Ji(x1) 6 Ji(x2) ∧ ∃k ∈ {1, ..., s} :
Jk(x1) < Jk(x2)
(6)
Y el conjunto óptimo de Pareto xp está definido por:
xp = {x ∈ D|@x′ ∈ D : x′ 6 x} (7)
J(xp) = {J(x)|x ∈ xp} (8)
La solución para un problema multiobjetivo es xp y J(xp). Esta
solución por lo general es inabordable porque está formada por
un conjunto infinito de puntos, por lo cual en la práctica la solu-
ción a un MOP se consigue encontrando un conjunto x∗p ⊂ xp y
J(x∗p) el cual representa satisfactoriamente a J(xp). Basándose
en el conjunto x∗p el diseñador puede seleccionar una solución
de acuerdo a sus preferencias, por ejemplo seleccionado la so-
lución que se encuentre mas próxima para alguna norma ‖ ‖n
al punto utópico Jideal que es aquel que minimiza todos los ob-
jetivos al mismo tiempo.



































Figura 1: Diagrama esquemático del péndulo invertido rotatorio.
2.2. Modelo del péndulo invertido rotatorio
Un péndulo invertido rotatorio se conoce también como
péndulo de Furuta (Furuta et al., 1992), está formado por un
motor DC acoplado a un brazo mecánico, el cual se mueve en
el plano horizontal debido al par que este le aplica. El brazo
del PIR está acoplado a un péndulo que consiste de una varilla
cilı́ndrica y se mueve libremente en posición vertical. El sis-
tema tiene dos encoders rotativos para medir los ángulos α y
θ, el objetivo es mantener en equilibrio el péndulo en posición
vertical hacia arriba. (Ramı́rez-Neria et al., 2014). El diagrama
esquemático del sistema PIR se muestra en la Figura 1.
El modelo en primeros principios del PIR que se utilizó en es-
te artı́culo es el propuesto por (Barbosa et al., 2011) y (Lima
et al., 2017). Para describir las ecuaciones del modelo se usará
la nomenclatura de la Tabla 1 y la Figura 1.
Tabla 1: Nomenclatura.
Sı́mbolo Descripción Unidades
mp Masa del péndulo Kg
Lp Longitud de rotación del eje al centro de masa del péndulo m
ra Longitud del brazo rotatorio m
g Aceleración gravitacional m/s2
Rma Resistencia de armadura Ω
Lma Inductancia de armadura H
Jem Momento de inercia equivalente del rotor Kg · m2
Ja Momento de inercia equivalente del brazo Kg · m2
Jp Momento de inercia equivalente del péndulo Kg · m2
Bp Coeficiente de fricciı́on viscosa del péndulo N · m · s/rad
Bm Coeficiente de fricción viscosa del motor N · m · s/rad
kb Constante de fuerza contraelectromotriz V · s/rad
kt Constante de par electromagnético N · m/A
Tm Par del motor DC acoplado al brazo N · m
Va Voltaje de armadura V
α Ángulo de giro del péndulo Grados
θ Ángulo de rotación del brazo Grados
En primer lugar se calcula las coordenadas del centro de
masa y velocidad del péndulo en el punto B con respecto al
punto A:
XBA = −Lpsen(α); YBA = Lpcos(α) (9)
ẊBA = −Lpcos(α)α̇; ẎBA = −Lpsen(α)α̇ (10)
Las coordenadas de la velocidad del péndulo teniendo en con-
sideración la velocidad del brazo son:
ẊB = raθ̇ − Lpcos(α)α̇; ẎB = −Lpsen(α)α̇ (11)
Las coordenadas de la aceleración del péndulo corresponden a
la segunda derivada de su velocidad y son:
ẌB = raθ̈ + Lpsen(α)α̇2 − Lpcos(α)α̈ (12)
ŸB = −Lpcos(α)α̇2 − Lpsen(α)α̈ (13)
Aplicando la segunda ley de Newton y las ecuaciones de Euler
para el movimiento rotacional se describen las fuerzas y mo-
mentos dinámicos netos en los ejes (x, y) y en los puntos B y O
respectivamente:∑
Fx = Ax = mpraθ̈ + mpLpsen(α)α̇2 − mpLpcos(α)α̈ (14)∑
Fy = Ay = −mpLpcos(α)α̇2 − mpLpsen(α)α̈ + mpg (15)∑
MB = Jpα̈ = AxLpcos(α) + AyLpsen(α) − Bpα̇ (16)∑
MO = (Ja + Jem)θ̈ = Tm − Bmθ̇ − Axra (17)
Donde el par Tm del motor DC acoplado al brazo del PIR se





(Va − kb)θ̇ (18)
Reemplazando (14) y (15) en (16) ası́ también reemplazando
(14) y (18) en (17) se obtiene el modelo no lineal del PIR, como
se muestra en (21) :
(Jp +mpL2p)α̈−[mpraLpcos(α)]θ̈−mpgLpsen(α) = −Bpα̇ (19)
−[mpraLpcos(α)]α̈ + (Ja + Jem + mpr2a)θ̈
+[mpraLpsen(α)]α̇2 = Tm − Bmθ̇
(20)
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[
Jp + mpL2p −(mpraLpcos(α))














El péndulo invertido rotatorio se comunica con un compu-
tador de escritorio a través de una tarjeta PCI-1711, que recibe
los valores medidos de los ángulos α y θ de una tarjeta Arduino
Mega. La señal de esfuerzo de control es el voltaje de armadu-
ra aplicado al motor del brazo, que previamente debe ser am-
plificada por una etapa de potencia. La planta experimental se
muestra en la Figura 2.
Para compensar el efecto de la fricción estática en la plataforma
se aplica una compensación de voltaje a la salida analógica de
la tarjeta PCI-1711 para ambos sentidos de giro del motor que
esta acoplado al brazo del PIR.
3. Detalles del enfoque de optimización multiobjetivo apli-
cado al PIR
3.1. Detalles de la identificación multiobjetivo del modelo
Para plantear el problema de optimización multiobjetivo es
necesario tener en consideración los parámetros que se necesi-
tan identificar del modelo propuesto del PIR, ası́ como las con-
diciones iniciales del sistema, las restricciones del MOP, y el
criterio de optimalidad a ser aplicado para representar el frente
de Pareto. Para la aplicación presentada en el artı́culo se definie-
ron los criterios mostrados en (22-25) que evalúan los errores
promedio de los ángulos α y θ durante el tiempo del experimen-
















|αexperimental(k) − αidenti f icado(k)| (25)
El vector de decisión está representado por:
xm = {Rma, Lma, kb, kt, Jem, Bm, Ja, Lp, Jp, Bp} (26)
xilm ≤ xm ≤ xium (27)
Donde xilm y xium fueron determinados (ver Tabla 2) teniendo
en consideración los valores referenciales establecidos por los
fabricantes de los dispositivos eléctricos, ası́ como realizando
un análisis mecánico preliminar de la estructura del PIR.
Tabla 2: Lı́mites de xm para la identificación del modelo del PIR.
xm Rma Lma kb kt Jem
xilm 5 0.001 0.4 0.3 0.00002
xium 6 0.002 1.2 1.5 0.00009
xm Bm Ja Lp Jp Bp
xilm 0.01 0.005 0.18 0.001 0.0010
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Figura 2: Péndulo invertido rotatorio. Planta experimental.
3.2. Detalles de la optimización multiobjetivo para el ajuste
de controladores
La estructura de control implementada se muestra en la Fi-
gura 3. Es importante mencionar que el artı́culo no trata de estu-
diar diferentes estructuras de control para el sistema PIR, sino,
dada una estructura de control, analizar cómo exprimir al máxi-
mo las posibilidades de la misma para cumplir con unos obje-
tivos contrapuestos establecidos por el diseñador. Sin embargo,
de manera estratégica se decidió diseñar un control PID para
el péndulo de tal forma que la acción derivativa pueda mejo-
rar el rechazo de la perturbación al cual será sometido el PIR,
mientras que un controlador PI para el brazo del PIR resultó sa-
tisfactorio en el seguimiento de referencias. En las ecuaciones
(28) y (29) se muestran los controladores tipo paralelo PID y PI
respectivamente.
Uα(s) =










Kp1, Ki1, Kd1 representan las ganancias proporcional, integral y
derivativa del PID.
Kp2, Ki2 representan las ganancias proporcional, e integral del
controlador PI.
N representa el filtro derivativo. El valor usado fue N=100.
En el ajuste de los controladores PID y PI del péndulo y el brazo
respectivamente se utilizaron como criterios de optimización: la
integral de la magnitud absoluta del error (IAE por sus siglas en
inglés), para evaluar la calidad del control, y la integral del valor
absoluto de la derivada de la acción de control (IADU por sus
siglas en inglés), para evaluar el esfuerzo de control. El proble-
ma trata de encontrar un conjunto de parámetros optimizados
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correspondientes a las constantes de sintonización de los con-
troladores: Kp1,Ki1,Kd1,Kp2,Ki2.
El problema de optimización multiobjetivo se plantea como se
describe en (30-37), en donde se establecen dos escenarios, pa-
ra seguimiento de referencia y rechazo de perturbación. La eva-
luación de seguimiento de referencia del brazo se hace a través
de una señal tipo escalón con una amplitud de 10 grados en
θ, cuando el sistema se estabiliza se somete el péndulo a una
perturbación externa que produce un desplazamiento del ángu-
lo θ de aproximadamente 40 grados. En los dos escenarios la
referencia del ángulo α debe estar a 0 grados para evitar que el
péndulo se caiga. El tiempo de muestreo de las señales es de 1
milisegundo (T s = 1ms). El primer escenario trata el problema
de seguimiento de referencias estableciendo dos objetivos, J11
y J21, para cuantificar las prestaciones obtenidas en cada uno
de los ángulos. Este escenario se evaluó durante 5 segundos
después del cambio en la referencia (equivalente a N1 = 5000
muestras). El segundo escenario se evaluó durante 9 segundos
después de provocar la perturbación (equivalente a N2 = 9000
muestras). En este segundo escenario se trata el problema del
rechazo de una perturbación, para ello se establecieron dos ob-
jetivos, J12 y J22. Se incluyen además dos objetivos adicionales





J(xc) = {J11(xc), J12(xc), J21(xc), J22(xc), J31(xc), J32(xc)} (31)
J11(xc) = [IAE]11 = Ts
N1∑
k=1
|αre f (k) − α(k)| (32)
J12(xc) = [IAE]12 = Ts
N2∑
k=1
|αre f (k) − α(k)| (33)
J21(xc) = [IAE]21 = Ts
N1∑
k=1
|θre f (k) − θ(k)| (34)
J22(xc) = [IAE]22 = Ts
N2∑
k=1
|θre f (k) − θ(k)| (35)
J31(xc) = [IADU]31 =
N1∑
k=1
|ucontrol(k) − ucontrol(k − 1)| (36)
J32(xc) = [IADU]32 =
N2∑
k=1
|ucontrol(k) − ucontrol(k − 1)| (37)
El vector de variables de decisión está representado por los
parámetros de sintonización de los controladores PID y PI:
xc = {Kp1,Ki1,Kd1,Kp2,Ki2} (38)
xilc ≤ xc ≤ xiuc (39)
Los lı́mites para el espacio de decisión se muestran en la Tabla
3, los cuales fueron determinados diseñando controladores de
referencia con los modelos linealizados del péndulo y brazo del
PIR como se muestra en (Lima et al., 2017).
Tabla 3: Lı́mites de xc para el ajuste de controladores del PIR.
xc Kp1 Ki1 Kd1 Kp2 Ki2
xilc 20 50 0.1 1 1
























Figura 3: Estructura de control del PIR.
4. Resultados y discusión
Para la identificación de los modelos y la sintonización de
controladores del PIR se aplicó el algoritmo ev−MOGA (Herre-
ro et al., 2007)1. En ambos casos, la optimización se ha llevado
a cabo en una plataforma hardware con procesador Intel Core i7
4700MQ a 2.4GHz y con 12GB de RAM. En la fase de análisis
de los frentes de Pareto se utiliza la herramienta Level Diagram
(Blasco et al., 2017)2. Tanto la plataforma hardware como las
herramientas ev−MOGA y Level Diagram son adecuadas para
la dimensión del MOP.
4.1. Resultados de la identificación experimental del modelo
del PIR utilizando optimización multiobjetivo
En el ensayo para la identificación del modelo se aplicó una
señal de voltaje al motor del PIR que consiste de un sumato-
rio de ondas senoidales de diferentes frecuencias mientras el
péndulo se encuentra en posición vertical hacia abajo. Se efec-
tuó el experimento de esta forma ya que el PIR es inestable
en lazo abierto y no se lo puede mantener en posición verti-
cal hacia arriba si no es con la aplicación de un controlador. Es
importante mencionar que la identificación se realizó sobre el
modelo no lineal del PIR detallado en (21), y los parámetros
que se identifican tienen sentido fı́sico, esto garantiza en cier-
ta medida su funcionamiento en cualquier punto de operación.
Aunque el modelo puede tener dinámica no modelada represen-
ta de manera satisfactoria al PIR.
La representación del frente de Pareto mostrado en la Figura 4
se realizó con la herramienta Level Diagram, la cual facilita la
visualización de cada objetivo y parámetros de diseño de mane-
ra separada y sincronizada, esto ayuda al diseñador en la selec-
ción de la mejor solución de acuerdo a sus preferencias . En la
Figura 4 se ha sectorizado el frente de Pareto en dos zonas A y
1El algoritmo está disponible en: https://es.mathworks.com/matlabcentral/fileexchange/31080-ev-moga-multiobjective-evolutionary-algorithm.
2La herramienta está disponible en matlab central con videos tutoriales para explicar su uso: https://es.mathworks.com/matlabcentral/fileexchange/62224-
interactive-tool-for-decision-making-in-multiobjective-optimization-with-level-diagrams
V. Huilcapi et al. / Revista Iberoamericana de Automática e Informática Industrial 15 (2018) 363-373 367
Tabla 4: Valores de la función objetivo y parámetros del modelo del PIR aplicando norma −∞ para la zona A.
J1 J2 xm1 xm2 xm3 xm4
[1.355-3.523] [1.453-1.772] [5.66-5.90] [0.0014-0.0018] [0.625-0.872] [0.639-0.796]
xm5 xm6 xm7 xm8 xm9 xm10
[4.29e-05-6.559e-05] [0.0185-0.0390] [0.0054-0.0074] [0.2047-0.2330] [0.0013-0.0016] ≈0.001428
B, ası́ como también se han seleccionado cuatro puntos (mode-
los) M1,M2,M3,M4 para extender el análisis. Los puntos M1 y
M2 muestran que existe conflicto entre el modelo del ángulo θ
con el ángulo α del PIR, ya que mejorar uno significa empeorar
el otro. El punto M1 representa el mejor modelo para el ángulo
θ dentro de la zona A, pero constituye el peor modelo para el
ángulo α dentro de la misma zona. El punto M2 representa el
peor modelo para el ángulo θ, y en cambio el mejor modelo pa-
ra el ángulo α. El punto M3 representa un modelo con buenas
prestaciones tanto para el ángulo α como para el θ, aunque no
es mejor en la representación de α que el modelo que representa
el punto M2. El punto M4 se encuentra aproximadamente en el
centro entre M1 y M3 es mejor en prestaciones para representar
a θ que M3, pero para representar a α es peor (ver Tabla 6 ). Los
modelos pertenecientes a la zona A tienen prestaciones satis-
factorias para los ángulos α y θ, mientras que tomar un modelo
de la zona B implicarı́a ganar pocas prestaciones para represen-
tar el ángulo α, y perder muchas en la representación de θ. Se
puede observar en la Tabla 4 los valores de la función objetivo
y los parámetros identificados para el modelo del PIR para la
zona A, los cuales fueron extraı́dos de la Figura 5. En la Figura
6 se muestran los modelos identificados para el PIR correspon-
dientes a los puntos M1,M2,M3,M4 y en la Tabla 6 se muestran
los valores de los criterios de optimización. Ası́ también en la
Figura 7 se muestra la validación de los modelos obtenidos en
un tramo de datos diferentes de los utilizados para la identifica-
ción y los valores de los criterios de optimización se muestran
en la Tabla 7. Como es de esperar los errores promedios en es-
te conjunto de datos de validación es mayor que cuando se los
evaluó sobre los datos utilizados para la identificación.
Tras analizar los modelos óptimos del frente, se decide elegir
el modelo M1 para ajustar a partir de él un conjunto óptimo de
controladores PID y PI para el péndulo y brazo del PIR ya que
M1 es muy bueno en cuanto al objetivo J1(xm) y pierde poco
con respecto al objetivo J2(xm) en comparación con los pun-
tos de la zona B. Es decir representa muy bien la dinámica del
ángulo θ, perdiendo muy pocas prestaciones en la representa-
ción del ángulo α. Ası́ tambien como se puede observar en la
Figura 4 la selección de M1 nos asegura un error promedio de
alrededor de 2 grados en la caracterización de ambos ángulos.
Los parámetros del modelo se muestran en la Tabla 5 (extraidos
de la Figura 5). Entre los datos conocidos del modelo se tiene la
aceleración de la gravedad (g = 9, 8 m/s2), la masa del péndulo
(mp = 0,127 Kg), y la longitud del brazo (ra = 0,125 m).
Tabla 5: Valores de los parámetros identificados para el modelo del PIR. Punto
M1.
Rma La kb kt Jem
5.844 0.00180 0.87167 0.63891 4.43304E-05
Bm Ja Lp Jp Bp
0.01847 0.0066 0.23189 0.00125 0.00127
Tabla 6: Valores de los criterios de optimización para los modelos mostrados en
la Figura. 6.
J(xp) Punto M1 Punto M2 Punto M3 Punto M4
J1(xm) 1.427 8.698 3.523 2.422
J2(xm) 2.217 1.453 1.772 1.917
Tabla 7: Valores de los criterios de optimización para los modelos mostrados en
la Figura. 7.
J(xp) Punto M1 Punto M2 Punto M3 Punto M4
J1(xm) 3.738 12.233 7.318 6.116
J2(xm) 4.570 3.507 3.684 3.787
4.2. Resultados de optimización multiobjetivo en el ajuste de
controladores del PIR
En el frente de Pareto mostrado en la Figura 9 se muestran
los seis objetivos que fueron optimizados, J11 y J12 evalúan el
IAE del ángulo α para seguimiento de referencia y rechazo a
la perturbación respectivamente, de forma equivalente J21 y J22
evalúan el IAE del ángulo θ para seguimiento de referencia y re-
chazo a la perturbación, finalmente J31 y J32 evalúan el IADU
para el seguimiento de referencia y rechazo a la perturbación.
Se han seleccionado tres controladores en el frente de Pareto
del objetivo J12 los cuales están en contraposición (C1,C2,C3).
Se ha tomado como referencia el objetivo J12 ya que es fun-
damental que el PIR equilibre el péndulo en posición vertical
hacia arriba (α = 0 grados) evitando que este se caiga. Se ob-
serva que el objetivo J12 tiene conflicto con J31 ya que C1 y
C2 se encuentran en extremos diferentes de las gráficas, esto
significa que elegir el controlador C1 con buenas prestaciones
para rechazar una perturbación en α, implica un mayor esfuer-
zo de control para el seguimiento de referencias del PIR, si se
elige C2 ocurre lo contrario. Ası́ tambien se puede observar que
J12 tiene conflictividad con J11 y J22, ya que ganar en cuanto
a prestaciones para rechazar una perturbación en el ángulo α
representa perder un poco en prestaciones en cuanto al segui-
miento de referencias en α y al rechazo de una perturbación en
θ. En la Figura 10 se muestran los parámetros ajustados de los
controladores seleccionados usando norma norma − ∞. Se usó
esta norma ya que proporciona información acerca del peor de
los objetivos de diseño de un MOP para un punto especı́fico y es
útil para realizar un análisis de compensaciones entre los dife-
rentes objetivos. Un incremento en esta norma revela de manera
directa el empeoramiento de al menos uno de los objetivos de
diseño planteados (Blasco et al., 2017).
Las respuestas de los controladores seleccionados C1,C2,C3 se
muestran en la Figura 8. En la Tabla 8 se muestran los valo-
res de sus objetivos y de los parámetros de sintonización de los
controladores PID y PI. Se puede observar en la Tabla 8 que C1
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J1(xm) : ∆θ̄(Grados)
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Figura 5: Representación de los parámetros óptimos de Pareto para los modelos del PIR. Los puntos sombreados pertenecen a la zona A. M1 representa el conjunto
de parámetros del modelo elegido para representar el PIR.
Tabla 8: Valores de la función objetivo y los parámetros de los controladores PID y PI seleccionados para el PIR .
[IAE]11 [IAE]12 [IAE]21 [IAE]22 [IADU]31 [IADU]32 xc = (Kp1; Ki1; Kd1; Kp2; Ki2)
C1 16.69 28.7 106.2 3027 3.993 0.8463 xc = (28,9; 213,3; 0,8303; 8,836; 1,279)
C2 10.37 79.66 353 3150 0.8825 1.317 xc = (32,61; 124,6; 0,6858; 1,803; 2,45)
C3 9.446 40.09 203.1 2004 1.556 0.9175 xc = (28,25; 145,6; 0,8182; 3,592; 1,921)
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Modelos identificados para el ángulo  teta





200 Modelos identificados para el ángulo alfa
Figura 6: Simulación de modelos del PIR para los datos de identificación. Los puntos M1,M2,M3,M4 se corresponden en el frente de Pareto de modelos.






20 Modelos validados para el ángulo  teta




200 Modelos validados para el ángulo  alfa
Figura 7: Simulación de modelos del PIR para los datos de validación. Los puntos M1,M2,M3,M4 se corresponden en el frente de Pareto de modelos.
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Figura 8: Simulación de controladores C1, C2, C3 para el PIR.
J11 = [IAE]11
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J12 = [IAE]12










Rechazo de la perturbación− α
J21 = [IAE]21






















Rechazo de la perturbación− θ
J31 = [IADU ]31










IADU para seguimiento de referencia
J32 = [IADU ]32






















Figura 9: Frente de Pareto de controladores sintonizados para el PIR usando norma −∞. Se han seleccionado tres controladores en contraposición.
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Figura 10: Parámetros de los controladores sintonizados para el PIR. Se muestran los parámetros de ajuste para C1, C2, C3.
Tiempo (s)

















Validación de salida teta del PIR
Referencia para θ
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Validación de salida alfa del PIR
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2 Esfuerzo de control del PIR
Esfuerzo de control − C3
Esfuerzo de control real
Figura 11: Prueba del controlador C3 sobre la planta real.
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es mejor rechazando perturbaciones en α comparado con C2 y
C3, pero el esfuerzo de control para que el PIR siga referencias
es el más grande, ası́ también C1 no es mejor que C2 o C3 para
seguir referencias en α. En cuanto al ángulo θ es notorio que se
estabiliza lentamente cuando aparece la perturbación en α.
El controlador C2 es el mejor en cuanto a la acción de control
para seguimiento de referencias del PIR, también es mejor que
C1 para seguir referencias en α , pero es peor que C1 y C3 en los
otros objetivos. Finalmente el controlador C3 es un controlador
de compromiso entre C1 y C2 para el IAE y el IADU en cuanto
a seguimiento de referencia y rechazo de una perturbación, el
cual fue probado en la planta real y sus resultados se muestran
en la Figura 11. En cierta medida se observa la presencia de ri-
zado casi ciclo lı́mite en la respuesta real del PIR debido a que
el prototipo presenta una degradación en sus componentes que
generan una zona muerta bastante grande, en cualquier caso es-
to no invalida la metodologı́a. En la Figura 3 se ha insertado un
código QR en donde se muestra el sistema bajo control cuan-
do se somete a perturbaciones. La respuesta real del sistema se
muestra en la Figura 11.
5. Conclusiones
Una ventaja de la metodologı́a aplicada es que permite ana-
lizar el conflicto entre varios objetivos que se optimizan si-
multáneamente como ocurrió con las respuestas de los ángulos
θ y α. Se ha observado que mejorar cada vez más el modelo
del ángulo α tenı́a como conflicto empeorar el de θ. El conflicto
existente entre los ángulos θ y α muestra que existe dinámi-
ca no modelada para el PIR. No obstante fue factible identifi-
car un modelo satisfactorio sin usar otros más complejos. La
misma conflictividad ocurrió con el ajuste de los controladores
PID y PI del péndulo y brazo respectivamente ya que mejorar
el IAE tenı́a como penalización empeorar el IADU. El artı́culo
no se fundamenta en comparar diferentes estructuras de control
o tipos de ajustes para el PIR, ya que cada método de sintonı́a
puede estar planteado para conseguir optimizar unos objetivos
u otros, por tanto, puede no ser muy justo comparar técnicas
cuando los objetivos son diferentes sino, se centra en explotar
al máximo las posibilidades para cumplir con unos objetivos
de diseño que se encuentran enfrentados y han sido estableci-
dos por el diseñador manteniendo unas estructuras de control
fijas y mostrando las herramientas disponibles para el análisis
MO, cómo utilizarlas y cómo realizar la toma de decisión final.
La técnica de optimización multiobjetivo permite al diseñador
priorizar sus preferencias estableciendo hasta que punto esta
dispuesto a perder en un objetivo por ganar en otro, o decidir
un punto de compromiso que permita cumplir con las expecta-
tivas de diseño planteadas de acuerdo a preferencias estableci-
das, esto es común en muchas situaciones reales. Ası́ también
enriquece el análisis del problema ya que permite estudiar to-
dos los objetivos requeridos sin pérdida de información, lo cual
serı́a inevitable en un planteamiento mono-objetivo que agluti-
ne a todos los objetivos de diseño. Aunque tiene como inconve-
niente una fase de decisión más costosa, el conocimiento de las
posibles soluciones que adquiere el diseñador lo compensa. Es-
te trabajo se propone como una contribución al estado del arte y
la aplicabilidad de la metodologia de optimización multiobjeti-
vo para el modelado y control de sistemas. Los futuros trabajos
se enfocarán en aplicar la metodologı́a a otros tipos de contro-
ladores multivariables estableciendo un marco de comparación,
y donde todos los objetivos estén plasmados y sean similares, lo
que probablemente requiera avances en las herramientas multi-
objetivo. Es previsible que el número de parámetros y objetivos
de los problemas de optimización se incrementen sensiblemen-
te y, por tanto, será necesario mejorar los algoritmos de opti-
mización para estos casos. Asimismo, será relevante trabajar en
la propuesta de nuevos objetivos para orientarlos a problemas
multivariables.
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