Constraint Programming (CP) is a promising technique for managing uncertainty in conceptual design. It provides efficient algorithms for reducing, as quickly as possible, the domains of the design and performance variables while complying to the engineering and performance constraints linking them. In addition, CP techniques are suitable to graphically represent 3D projections of the complete design space. This is a useful capability for a better understanding of the product concept's degrees of freedom and a valuable alternative to optimization based upon the construction of an arbitrary preference aggregation function. Unfortunately, one of the main impediments for using Constraint Programming on industrial problems of practical interest is that constraints must be represented by analytical equations, which is not the case of hard mechanical performances -such as meshing and finite element computations -that are usually obtained after lengthy simulations. We propose to use metamodeling techniques (MM) to generate approximated mathematical models of these analyses which can be employed directly within a CP environment, expanding the scope of CP to applications that previously could not be solved by CP due to the unavailability of analytical equations. We show that there is a tradeoff between the metamodel fidelity and the resulting CP constraint tractability. A strategy to find this compromise is presented. The case study of a combustion chamber design shows amazingly that the compromise is to favor the simplest and the coarsest first-order response surface model.
INTRODUCTION
Wood [1] describes the design process as "the process by which the nature of a need is explored in tandem with possible responses to that need." He means that the art of designing consists of continuously checking the way (or ways) followed within the design process so that it does not diverge too much from the target defined by client expectations and functional requirements, which evolves during the design process. In other words, designing is the act of finding an acceptable compromise between the performance provided by a solution and an evolving ideal need. Many design researchers agree that the progression along the design process is made of elementary analysis-synthesis-assessment cycles [2] . Here the assessment of the current solution with regards to the need is fundamental in the supervision of the design process. Very few commercial packages exist to assess whether the probable functional performance of a conceptual solution or concept, satisfies the functional requirements and the client expectations. Presently, designers take many risks when assessing product performance only in the later stages of design. Commercial software packages for conceptual design fall into one of two categories: 1. KBE (Knowledge Based Engineering) software such as ICAD 1 , the Knowledgeware application of the Catia V5 CAD software 2 , or CAD-X1 3 . These tools propose simple qualitative and quantitative propagation mechanisms through rules and formulae. Routine design processes can be modeled, and a hierarchy of concepts can be explored automatically, starting with functional requirements, proposing different kinds of product architectures and topologies, propagating requirements on parametric geometry and checking all of the design constraints. These systems are 1 KTI company 2 Dassault Systemes company 3 Cegos KADETECH company only convenient for routine design when there is little coupling between design variables. 2. Engineering spreadsheet-like software like Mechanical Advantage 4 . In such systems, complex relations between the functional performances of a mechanical system and the design variables of a given design concept can be modeled. Functional performance may even come from a kinematics or dynamic simulation. The concept is also expressed geometrically using a variational modeler. Such systems can optimize the concept so as to maximize an objective function that is a function of the mappings between the functional requirements and the functional performance. In such a system, a crisp solution is provided for a given concept. Neither type of software provides a final solution for conceptual design support systems because of the following. -In the preliminary stages of design, geometric variables are not predominant (even in mechanical design), especially for complex systems as cars, airplanes, etc. So, we may consider that we are at a pre-CAD stage. -It is not correct to consider that there are elementary couplings between design variables because cost, weight and most performance measures depend on most of the design variables, and there is no obvious inference from a given set of functional requirements to a concept choice and dimensioning. Thus, KBE systems are not satisfactory. -The exploration of hierarchies of concepts is an indispensable capability, making engineering spreadsheet-like software unsatisfactory. -In the preliminary stages of design, it is often premature and arbitrary to define an objective function from the functional requirements (see Ref. [3] ). More and more researchers work on systems for representing the allowable design space or the Pareto solutions space of the current conceptual design [4, 5] . -Finally, both types of software reason on and result in concepts precisely and often uniquely dimensioned, i.e., in crisp designs. But, it is artificial to compel the designers to adopt a precise predimensioning of the concept before continuing on with a detailed design. Dealing with the last shortcoming seems to be of the highest importance in conceptual design based on the work by Ward, et al. [6] . They clearly explain that the classical design process consisting of intuitively dimensioning and tardily assessing performances by classical engineering analysis yields information about solution feasibility only for some "points" of the dimensioned concept. They propose to name this classical process a "point-to-point design" because when a point design is not satisfactory, the designers move to another point design. Conversely, a conceptual solution that is incompletely defined in terms of imprecise dimensions represents a family of point designs; one can say that the concept shows a dimensional variability and even a topological variability because the subsystems are not yet designed. Starting with both topological and dimensional variabilities, so as to assess (by computation or estimation) the variability of the corresponding functional performance (i.e., the "field of possibility"), and confronting them with the expected ranges of allowable functional requirements, would be a much more powerful mechanism. 4 Cognition company Ward, et al. [6] characterize this "set-based design". They explain that the well-recognized leadership of the Toyota car manufacturer in terms of design quality and short time-tomarket is due mainly to the adoption of a "set-based design" approach and not to sophisticated concurrent engineering or project management methods that remain traditional.
The key concept of this notion is the management of the variability between a constantly evolving design space (defining the structure of the solution), the functional performance space (defining the current performance), and the functional requirements space (defining the expected functions and even the needs). In the scientific literature of engineering design, one speaks about uncertainty modeling or management within these three spaces and about uncertainty propagation between these spaces so as to maintain consistency in the product data. Uncertainty in design is quite a recent scientific topic, fifteen years at most, which will probably change the vision and the practice of Computer Aided Design in a couple of years (see Ref. [7] ).
Up to now, three families of methods have been used to model and propagate dimensional variabilities or uncertainties in the literature of design engineering (see also [8, 9] ): (1) Probabilistic methods, (2) Fuzzy methods, and (3) Constraint Programming methods. With probabilistic methods like that proposed by Thurston, et al. [10, 11] , the design variables are modeled as probability density functions, and uncertainty is propagated onto performances through Monte Carlo simulation. A sensitivity analysis on performances relative to design variable variations is possible, and an optimal determination of values for the design variables can be performed. Nevertheless, two important drawbacks exist. First, the uncertainty propagation is mono-directional (i.e., from design variables to performance). Second, the performance variables cannot be a priori constrained with the functional requirements so as to back-propagate uncertainty reductions onto design variables.
The Method of Imprecision (MoI) is a fuzzy method which is a major approach in design engineering that has been developed by Otto and Antonsson [7, 12] . In their approach, some of the design variables and performances are initially modeled as fuzzy preferences. Then, a fuzzy propagation is performed in the two directions using a fuzzy inference algorithm named the fuzzy weighted average (FWA) developed by Dong and Wong [13] . This latter technique is based on the α-cut fuzzy technique and on interval arithmetic (see Ref. [14] as soon as possible economically and without restarting all the computations when new variables and relations are considered (dynamic aspects). The constraints in CP methods are necessarily explicit relationships, but CP techniques propagate, in a natural manner, the uncertainty reductions in all directions: from design variables to performance and back. Furthermore, whereas fuzzy methods based on the FWA algorithm do not ensure that any value able to figure in a consistent crisp design is kept in the domain of an α-cut. In the case of non-convex equations, CP techniques ensure that all consistent values are kept. We believe that this property of completeness is essential in design. In addition, the FWA algorithm is based on basic interval arithmetic whereas CP techniques over reals extend both interval arithmetic and complementary techniques for improved domain narrowing. CP is a more consistent technique.
Despite these four advantages of CP over fuzzy methods (i.e., completeness, better consistency, multi-type variables, and dynamic aspects), there is always a tradeoff between the efficiency of domain shrinking and the computation time. Generally, the methods remain inconsistent in the sense that the maximum shrinking is not achieved.
Two families of CP methods can be considered: (1) methods for discrete domains and (2) methods for continuous domains. The methods on discrete domains have been developed for three decades [19] [20] [21] [22] [23] [24] , and they are very efficient on large combinatorial problems such as scheduling problems [25] or space layout planning [26, 27] . Although mechanical variables are mainly continuous, a number of attempts have been made to discretize initially continuous variables so as to use these techniques for discrete problems [28] . We believe that this solution is not satisfactory because some values may be ruled out of the domains that do not respect the completeness property. This is why we will only focus on CP techniques over reals in the remainder of the paper.
The methods on continuous domains are based on modeling variable domains as intervals (with no holes inside). Since the early work by Moore [14] on interval arithmetic, CP methods have been made incremental (dynamic) as new design variables and constraints are considered, and they also combine complementary techniques [29] such as symbolic computation [30] to improve consistency. Important theoretical advances have been made in recent years. The dynamic aspect of constraint propagation is enhanced within a Constraint Logic Programming (CLP) environment. A CLP environment combines posing constraints within a Prolog language. Constraints are defined in a declarative way and a mechanism exists for the problem resolution. The solution of the constraints problem is a collection of boxes, each side of a box being a small interval created by splitting the initial variable domain. The interval splitting strategy may be tailored in terms of the final box grain size and of the order (eventually dynamic) of the split variables [31] . CLP environments naturally provide powerful branch-and-bound-like resolution algorithms because Prolog naturally constructs research trees during the research of all solutions and the posing of constraints reduces the domain while descending the tree. A design concept may become inconsistent at any moment, triggering a backtrack to a different promising design configuration, complying to the economic imperative to detect an inconsistency as soon as possible. In addition, Prolog rules can describe a variety of design topologies (like KBE systems), which broadens the conceptual design space that is explored.
CP techniques over reals have been adapted to graphically represent the design space (made of design variables and performances), i.e., the space a priori including the consistent crisp designs (or point designs). The design space is an ndimensional shape defined from the collection of small ndimensional boxes obtained after splitting the design variable intervals. Bourne, et al. [32] proposed two-dimensional graphical representations of the design space projections for any couple of variables with the JADE system. Sam-Haroud [3, 33] performed valuable work for maintaining 2D and 3D data structures (under the form of 2 k -trees structures) of the design space computed by CP techniques.
CP techniques over reals are being used in engineering applications. The COPRIN project [34] , for example, aims at developing CP techniques over reals for competing with traditional methods of inverse kinematics for parallel robots. Some attempts were made to solve conceptual problems in civil engineering in the early 1990s [35] , but it is only recently that industrial problems of practical size have been processed with the design platform SpaceSolver of Lottaz, et al. [36] [37] [38] [39] . Finch, et al. [40, 41] studied the propagation of uncertainty reduction in the design of mechanical products, but the examples studied were non-representative because the problems they dealt with were small problems of geometric constraints with some performance given by explicit equations. Very few complete software platforms for conceptual mechanical design based on CP techniques over reals have been proposed to date. Of those that do exists, many of them have been developed by French research teams such as the JADE system [32] , the DIAMANT system [42] , and the recent advanced software platform of Zimmer and Zlabit [43] that is used for the conceptual design of an aircraft in an industrial context.
Despite their numerous theoretical advantages to deal with topological and dimensional variabilities of design concepts, CP techniques over reals present a number of limitations that prevent them from providing an ideal designer's toolkit for concept exploration. We enumerated those shortcomings in detail in a previous paper [44] , and we believe that the main impediment to using these techniques in design engineering (and in CAD systems) is that most performance relations cannot be described by a simple set of explicit equations, which is required to implement CP techniques. Design performance is usually determined by a lengthy and costly modeling and simulation process. As noted earlier, mechanical performance like stress, displacements, and vibration frequencies and modes are assessed after geometric meshing and finite element computations. It is not unusual to find that hundreds of thousands of mesh nodes (and corresponding logic and equations) are necessary, well beyond the capabilities of current CP techniques.
Fischer [45] used CP techniques over reals on mechanical problems when considering hard mechanical performances by way of artificial neural network models. In Ref. [44] , we proposed a general strategy to "compile" a hard mechanical performance, traditionally assessed after a lengthy simulation, into a tractable analytical constraint that can be efficiently taken into account with the other constraints within an environment of CP techniques over reals. Metamodeling approaches (including neural networks) were chosen because of the collection of techniques and existing strategies to fit to a particular issue (see Ref. [46] for a foundational paper). This paper presents the results of this strategy on a case study: the design of a combustion chamber.
COMPILING HARD PERFORMANCE SIMULATIONS INTO CONSTRAINTS
With the aid of computers and software, discipline-specific product and process models can be formulated and used to simulate many complex engineering systems, as opposed to exercising time-consuming and expensive physical experimentation on these systems. However, running complex computer models can also be computationally expensive. For instance, Ford Motor Company reports that one crash simulation on a full passenger car takes 36-160 hours [47] . Therefore, an area of current research is to create a mathematical approximation of the input/output relationship of the disciplinary computer model using a moderate number of computer experiments (determined by an experimental design: DOE) and then use the approximate relationship as a surrogate of the original simulation to make predictions at additional untried inputs. Since these simple mathematical approximations to discipline-specific product and process models are models of a discipline-specific computer model or simulation, we call them metamodels [46] . In addition to providing a computationally-inexpensive approximation, the analytic form of many metamodels can be employed directly within a CP environment, expanding the scope of CP to applications that previously could not be solved by CP due to the unavailability of analytical equations.
The General Scheme
Metamodeling (MM) techniques have proven to be convenient for approximating computationally expensive performance assessments during the preliminary stages of a mechanical product design (see Ref. [48] ), but some aspects remain unsatisfactory. For example, how does one combine different metamodel performance assessments into a multidesigner collaborative system, and how does one take a diverse set of design constraints into account? Moreover, MM are used for assessing a performance in an approximated and deterministic way (i.e., no intervals). On the other hand, CP techniques appear very promising in preliminary design, but they fail in taking hard performance simulations into account because of the lack of analytical constraints. Therefore, we propose to explore, by means of example, the opportunity to couple both techniques in order to yield a more flexible and general design system. The case-study is the Combustion Chamber problem described by Wagner and Papalambros [49] and McAllister and Simpson [50] (see the Appendix).
We use MM techniques for approximating time-consuming and non-explicit product performance evaluation into fast MM evaluators. The MM forms that we consider can be expressed as analytical functions that are a sum of tens or at most hundreds of simple terms. An MM construction is carried out in four steps: Performing a Design of Experiments (DOE) of a certain type (e.g., Central Composite Design, Latin Hypercube Design, Uniform Design) over the performance simulator, choosing a given MM mathematical model (e.g., Response Surfaces Models, Kriging Models, Radial-Basis Models, Neural Network Models), fitting the MM on the DOE, and assessing the quality of the MM approximation. We are not the first to explore the compilation of hard performance simulations into an explicit constraint set; Fischer [45] proposed the use of a neural network to "capture" such a relation and to express it as a set of constraints. We propose a more systematic approach since metamodeling is a set of techniques that includes neural networks, and many types of metamodels provide functional representations that are simpler than neural networks.
We would like to identify a best MM strategy (DOE-model & MM-model types) to provide a high-fidelity process of compiling a set of engineering functional relations via DOE into a MM, and then in obtaining a simplified explicit set of equations. Which DOE/MM combination is most promising for integration into a CP environment? In order to assess the fidelity of such a process, we needed to deal with a relatively simple test case that would allows CP approach with both the original engineering models and the MM approximations. Then we can characterize the lack of information and precision by comparing the design spaces before and after a metamodeling (see Figure 1) . The Combustion Chamber problem (see the Appendix) met our requirements in this regard.
Metamodel (choice of a DOE and a MM type)

Approximated set of constraints
Quality of constraint approximations in terms of design space comparison
Initial set of constraints (The CC problem)
Figure 1: Protocol for Judging the Fidelity of the Compilation of a Set of Constraints through Metamodeling
A second synergy between MM and CP technologies that is not further detailed here may be found in considering that a MM may integrate disjunctive choices in CP-based design. Meckesheimer, et al. [51] find that different MM strategies yield different approximations for naturally occurring discontinuities in a performance evaluation. Knowing that a main limitation of the SpaceSolver visualization system [36] [37] [38] [39] is that a graphical representation of a disjunctive problem is not yet possible, we propose to compile an explicit disjunctive constraint-based problem into a MM and then into a new single constraint set in order to reduce the problem size and to graphically deal with disjunctions. Finally, a third synergy that we exploit here, may be gained by the combined use of CP and MM approaches. CP can identify reduced ranges of design variables which in turn could be used to focus the range for DOEs to permit fitting higher fidelity MMs.
Metamodels and Experimental Designs
A variety of approximation models and techniques exist for constructing "surrogates" of computationally expensive computer analysis and simulation codes [48] . Response surface methodology [52] [53] [54] and artificial neural network methods are two well-known approaches for constructing simple and fast approximations of complex computer analyses. An interpolative model known as kriging is also becoming widely used for the design and analysis of computer experiments. Multivariate adaptive regression splines and radial basis function approximations are also beginning to draw the attention of many researchers. A recent review of applications of these metamodels can be found in Ref. [48] .
The RS Metamodel
Originally developed for the analysis of physical experiments, polynomial response surface (RS) models have been used effectively for building approximations in a variety of applications. Linear and second-order response surface models take the general form:
Linear RS model:
Second-order RS model:
where the ß parameters are computed using least squares regression. Least squares regression minimizes the sum of the squares of the deviations of predicted values, ˆ y (x), from the actual values, y(x), using the equation: ß = [X'X] -1 X'y (3) where X is the design matrix of sample data points, X' is its transpose, and y is a column vector that contains the values of the response at each sample point. Polynomial response surface models can be easily constructed, and the smoothing capability allows quick convergence when using noisy functions in optimization; however, there is always a drawback when applying polynomial RS models to highly nonlinear or irregular behaviors. Despite these drawbacks, response surface models are employed in this work to test the initial feasibility of the proposed approach because they provide closed-form polynomial equations that are needed for integration within CP solvers, unlike kriging and many other types of metamodels.
Central Composite Designs
A central composite design (CCD) is a two level (2 (k-p) or 2 k ) factorial design, augmented by n 0 center points and two "star" points positioned at ±α for each factor [54] . This design consists of 2 (k-p) +2 k +n 0 total design points to estimate 2k+k(k-1)/2+1 coefficients, which are needed to fit a second-order response surface model. Consequently, this type of design has limited flexibility when picking the number of points used to sample the design space.
The Combustion Chamber Problem
The example problem involves the design of a combustion chamber of an internal combustion engine and is based on the example developed by Wagner and Papalambros [49] . For this example, we assume a flat head design as depicted in Figure 2 . The design variables are the cylinder bore (b), compression ratio (c r ), exhaust valve diameter (d E ), intake valve diameter (d I ), and the revolutions per minute at peak power (w). The objective is to minimize the negative specific power, which is equivalent to the original objective of maximizing the brake power per unit engine displacement, F. The constraints are listed in the Appendix. 
The CP Platform
The CP system used for this example is composed of the OpAC CP library [55] and the USV (Universal Solution Viewer) visualization system [56] , both tools implemented by the IRIN Lab. of Nantes University, France. The OpAC CP library allows users to solve numerical constraint satisfaction problems (NCSPs). Given a system of nonlinear constraints over a set of real numbers, it computes a set of solution boxes through a process based on (1) local consistency techniques (a cooperation of hull consistency and box consistency techniques, cf. Ref. [57] ) for pruning domains, and (2) bisection by branching or splitting. The solver guarantees completeness (i.e., all solutions are retained in the domains).
The Experimental Protocol
The combustion chamber is a processor that maps five design variables (B, Di, De, Cr, W) into one performance variable, F, that the designer would like to maximize. As presented in Figure 3 , there are two types of relations: (1) Engineering Constraints linking input variables (B, Di, De, Cr, W) and (2) Performance Constraints on output F. These constraints are given in the Appendix.
Our experimental procedure is shown in Figure 3 [49] was not a feasible solution complying with the set of constraints since one constraint was slightly violated. Let us note here that CP systems are unable to deal with fuzzy constraint limits; when some uncertainty exist on some constraint, the less tightening constraint must be posed. would have been attained with a lower enumeration size (less than 10% for a width lower than 0.1), but the problem becomes intractable in terms of the number of solutions and graphic manipulations. This limit was determined manually by successive lowerings of the width value since enumeration is an NP-hard problem. Moreover, the resolution complexity is almost unpredictable with CP techniques because slight differences in initial domain bounds or in constraints may dramatically influence the performance (see the work by Tay and Quek [58] in the case of discrete Constraint Satisfaction Problems). 3) We chose the Central Composite Design from three available types of DOEs {i.e., Central Composite Design, Latin Hypercube Design, Uniform Design}. 4) The DOE was used to sample from the reduced ranges of variables found previously. 5) We limited our study to a Response Surface (RS) model of linear and quadratic polynomial approximations. 6) We calibrated three RS models (see Section 2.6). 7) We symbolically transformed the raw RS model expressions into more tractable constraints for CP computations. This is an important aspect of the compromise to be found (see Section 2.6). 8) We replaced the initial constraints involved in the computation of F (called Performance Constraints in Figure 3 ) by the new MM constraint directly giving F (see the Appendix). Starting from the same domains used for the DOE generation and with {F = [53.5, 62.5]}, we enumerated all the feasible six-dimensional boxes of 0.25 side. We collected these boxes in USV to represent the design space DS-MMx. 9) We compared the resultign design spaces (see Section 2.7). 
Resolving the Tradeoff between Metamodel Fidelity and CP Precision
Our objective is to find a good overall strategy for generating a precise feasible design space, but we know that: -Basically, the higher the order of the polynomial Response Surface model and the fewer polynomial terms neglected, then the better the metamodel fidelity is for a deterministic use (i.e., for a crisp approximation without considering an use in a CP environment). Such fidelity has a price: an important number of additive monomial terms. -The few terms in a function and the fewer times the same variable occurs, the more precise the reduction/narrowing/ tightening of the function domain after a CP computation. A compromise a priori should appear.
The general form of a second-order RSM metamodel with five input variables (B, Di, De, Cr, W) is given by: Granvilliers, et al. [59] state that the function form is of first importance for the domain precision of the function.
-The dependency problem of interval arithmetic is characterized by the fact that "a variable is replaced with its domain during interval evaluation; as a consequence its occurrences are decorrelated" resulting in a larger function domain. Thus, one should limit multiple occurrences of the same variable as much as possible. -As a consequence, the subdistributivity law, characterized by the fact that the domain of
, encourages us to factorize expressions. Horner forms, Bernstein forms, and nested forms are different way to factorize a function [59] . In our case, the first-order term of a variable and its square term can be collapsed into an expression with a unique occurrence of the variable, following the formula: , one can notice that the expression with only one occurrence is more efficient in the narrowing operation:
For the remaining second-order terms of the RSM metamodel, we chose to put them in a cross nested form (see Ceberio, et al. [60] ). The factorization is then performed in priority with the variable with the greatest number of occurrences, variable B in this case. Finally, the raw form of the second-order metamodel becomes: 
Following Ref. [59] , the dependency problem is also partially overcome by the use of the box consistency narrowing technique. We term MM3 the resulting constraint: 
Starting with the same 43 pt Central Composite Design, we obtain a linear RS model with the two-factor interaction terms but without the second-order terms. Once it is was in factorized form, the MM2 constraint was obtained in the form: 
Lastly, a first-order metamodel was constructed. Once it was in factorized form, the MM1 constraint was given by: 
Results and Comments
We obtained four different design spaces using the initial, MM1, MM2 and MM3 equations. Table 1 graphically shows two three-dimensional projections of the design spaces, the first projection implying variable F. At first glance, the design spaces look quite different, and the design space for the MM2 equations is empty. The CP solver assures that there is no design solution for the MM2 equations, which is still not completely clear to us. As the graphics given in Table 1 are included in almost the same surrounding box corresponding approximately to the reduced variable ranges found in Step 2, we notice that the MM1 design space resembles the initial design space. The MM3 design space is almost indifferent in the F direction, which corresponds to our intuition of uncertainty accumulation on the F domain because of the number of constrained variables in the MM3 F constraint. Lastly the MM1 first order approximation appears to be the best compromise, despite the worst fidelity in comparison to the initial model.
We use subtractions and intersections between the design spaces to get quantitative measures of proximity.
• DS-initial -DS-MMx for the missed design space.
• DS-MMx -DS-initial for the invalid design space.
• DS-initial ∩ DS-MMx for the common design space.
Three measures of comparison could be the volume of these spaces as a percent of the volume of DS-initial, but these space subtraction and intersection are not trivial when elementary boxes are not cut at the same locations. The calculation of the three volumes can be approximated by Monte Carlo generation of design points followed by a determination of their set properties, which is sometimes referred to as Monte Carlo integration. Table 2 confirms that the first-order approximation of the performance (MM1 equations) is the best choice and does not degrade the shape of the design space too much. Indeed, the ratios of missed and invalid design spaces are acceptable whereas the MM3 design space almost surrounds the initial design space, but it contains a large amount of the invalid solution space. Using the MM2 equations, we avoid the invalid space but miss 100% of the design space. 
CONCLUSION
The problem of taking mechanical system performance assessed through lengthy simulations into account is one of the most preoccupying impediments for using the promising Constraint Programming techniques over reals in conceptual design. We propose a framework to compile a hard engineering performance assessment into a tractable approximated but analytical constraint that engineers could utilize with their other constraints. Metamodeling approaches were chosen because of the collection of techniques and existing strategies to fit to a particular issue. A compromise has to be found between the metamodel fidelity and the resulting precision of a CP computation. For the combustion chamber problem [49] , this compromise is successfully obtained for the first-order response surface model.
More trials must be performed to determine some heuristics for an acceptable MM/CP compromise: which design of experiments (DOE), which MM (metamodel) type, which MM order, how many terms for analytical constraints, and which analytical form? Other studies like the influence of the MM intrinsic fidelity and assessment on the measures of design space proximity are also needed, as well as the influence of the enumeration grain size during the CP resolution.
