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Abstract. We prove existence of solution of a p-curl type evolutionary system
arising in electromagnetism with a power nonlinearity of order p, 1 < p < ∞,
assuming natural tangential boundary conditions. We consider also the asymp-
totic behaviour in the power obtaining, when p tends to infinity, a variational
inequality with a curl constraint. We also discuss the existence, uniqueness
and continuous dependence on the data of the solutions to general variational
inequalities with curl constraints dependent on time, as well as the asymp-
totic stabilization in time towards the stationary solution with and without
constraint.
1. Introduction
We consider a nonlinear electromagnetic field in a bounded domain Ω of R3. The
electric and the magnetic fields, respectively e = e(x, t) and h = h(x, t), and the
electric and magnetic inductions, respectively d(x, t) and b = b(x, t), satisfy the
Maxwell’s equations (∂t =
∂
∂t , ∇× = curl, ∇· = div)
∂td+ j = ∇×h,
∂tb+∇×e = f , (1)
∇·d = q,
∇·b = 0
where j denotes the total current density, q is the electric charge and f , which
is zero in the classical setting, is here a given internal magnetic current (see [3,
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6]). Denoting by µ the magnetic permeability constant, we assume the following
constitutive law
b = µh
and the following nonlinear extension of Ohm’s law,
|j|p−2j = σe,
where σ is the electric conductivity.
If in the first equation of (1) we neglect the term ∂td, the magnetic field h is
then divergence free and
µ∂th+∇×
(
1
σ |∇×h|p−2∇×h
)
= f .
Denoting Γ = ∂Ω and ΣT = Γ×(0, T ), we impose the following natural tangential
boundary conditions
h · n = 0 and e× n = g on ΣT ,
where n denotes the external unitary normal vector to the boundary Γ. The bound-
ary condition h ·n = 0 is naturally associated with ∇·h = 0 in QT = Ω×(0, T ) and
e × n = g corresponds to consider a superconductive wall, i.e., a tangent current
field.
Recalling the relation between e and h, if we set ν = 1σ > 0, we are lead to the
problem
∇·h = 0 and µ∂th+∇×(ν|∇×h|p−2∇×h) = f in QT , (2a)
h · n = 0 and ν|∇×h|p−2(∇×h)× n = g on ΣT , (2b)
h(0) = h0 in Ω. (2c)
As a necessary condition for the existence of solution of this problem, the external
field f must satisfy ∇·f = 0. Besides, the given field g on ΣT must be tangential
and compatible with f , more precisely, ∇Γ · g = f · n on Γ, where ∇Γ · denotes
the surface divergent (see [9, 10, 8]).
We may also consider another constitutive law that arises in type-II supercon-
ductors and is known as an extension of the Bean critical-state model presented in
[11]. In this case the current density cannot exceed the critical value Ψ > 0 and we
have
e =

ν|∇×h|p−2∇×h if |∇×h| < Ψ(x, t),
(
ν Ψp−2 + λ
)∇×h if |∇×h| = Ψ(x, t),
where the parameters ν = ν(x) ≥ 0 is a given function and λ = λ(x, t) ≥ 0 can be
regarded as a (unknown) Lagrange multiplier.
Some easy calculations (see [11, 8] for details) leads to the variational inequality,
for a.e. t ∈ (0, T ),∫
Ω
∂th(t) · (v − h(t)) +
∫
Ω
ν|∇×h(t)|p−2∇×h(t) · ∇×(v − h(t))
≥
∫
Ω
f(t) · (v − h(t)) +
∫
Γ
g(t) · (v − h(t)), (3)
for any test function v = v(x) such that |∇×v(x)| ≤ Ψ(x, t). This leads to search
the solution in the time dependent convex set
K(t) = {v = v(x) : |∇×v(x)| ≤ Ψ(x, t), x ∈ Ω} for a.e. t ∈ (0, T ). (4)
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In Section 2 we study the evolutionary problem (2), showing the existence of
a unique solution in the variational framework of quasilinear monotone operators
in the appropriate functional subspace of W 1,p(Ω)3. We notice that in the case of
normal boundary condition (h×n = 0 on ΣT ) existence results for similar nonlinear
Maxwell’s system have been obtained in [18, 19]. But these results with tangential
boundary condition (h · n = 0 on ΣT ) are presented here for the first time. We
also prove the asymptotic convergence, as t → ∞ to the stationary solution of the
problem already considered in [8].
In Section 3 we derive the Bean-type superconductivity variational inequality
model with critical value Ψ = 1 as the limit case p → ∞, extending a previous
scalar case by [2] and a vectorial case with normal boundary condition due to [19].
Finally, in Section 4, we solve the evolutionary variational inequality (3) with the
time dependent convex set (4), showing the existence, uniqueness and continuous
dependence on the data f , g, h0 and Ψ of the solution, in the appropriate setting.
We also discuss the asymptotic convergence of the solution in L2(Ω), as t → ∞,
towards the corresponding stationary solution obtained in [8], for p ≥ 65 .
2. The variational equation
In what follows Ω is a bounded, simply connected domain of R3 with a C 1,1
boundary Γ. If E denotes a vectorial space, we denote by E the space E3.
2.1. The functional framework. We introduce the functional space
W
p(Ω) =
{
v ∈W 1,p(Ω) : ∇·v = 0, v · n|Γ = 0
}
,
1 ≤ p ≤ ∞, which is a closed subspace of the Sobolev space W 1,p(Ω).
Proposition 1. For 1 < p < ∞, Wp(Ω) is a reflexive Banach space where the
semi-norm ‖∇×· ‖
Lp(Ω)is a norm, equivalent to the W
1,p(Ω)-norm.
Proof. For p > 65 the proof can be found in Theorem 2.1 and Lemma 2.1 of [8] and
for general 1 < p <∞ in Theorem 2.2 and Corollary 3.3 of [1]. 
Remark 1. Two immediate consequences follow from this proposition: there exist
positive constants Cq and Cr such that, given v ∈ Wp(Ω), the Sobolev inequality
‖v‖
Lq(Ω) ≤ Cq ‖∇×v‖Lp(Ω) , (5)
holds with q ≤ 3p3−p if 1 < p < 3, any q <∞ if p = 3 and q =∞ for p > 3 and the
trace theorem ∥∥v|Γ∥∥Lr(Γ) ≤ Cr ‖∇×v‖Lp(Ω) , (6)
holds with r ≤ 2p3−p if 1 < p < 3, any r <∞ if p = 3 and r =∞ for p > 3.
In particular, v ∈ L2(Ω) if p ≥ 65 .
In what follows the exponents p, q and r are related by these Sobolev and trace
inequalities. 
We denote
W˜
p(Ω) = Wp(Ω) ∩L2(Ω)
and
L2σ(Ω) = W˜
p(Ω)
L
2(Ω)
=
{
v ∈ L2(Ω) : ∀η ∈ C 1(Ω)
∫
Ω
v · ∇η = 0
}
,
and we observe that, if p ≥ 65 , W˜p(Ω)′ = Wp(Ω)′.
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2.2. Existence of solution in the evolution problem. Let a : QT × R3 −→ R3
be a Carathe´odory function satisfying the structural conditions
a(x, t,u) · u ≥ a∗|u|p, (7a)
|a(x, t,u)| ≤ a∗|u|p−1, (7b)(
a(x, t,u)− a(x, t,v)) · (u − v) > 0, if u 6= v, (7c)(
a(x, t,u)− a(x, t,v)) · (u − v) ≥ {a∗|u − v|p if p ≥ 2,
a∗
(|u|+ |v|)p−2|u− v|2 if p < 2, (7c’)
for given constants a∗, a∗ > 0, for all u, v ∈ R3 and a.e. (x, t) ∈ QT .
We consider the following problem:
∇·h = 0 and ∂th+∇×(a(x, t,∇×h)) = f in QT , (8a)
h · n = 0 and a(x, t,∇×h)× n = g on ΣT , (8b)
h(0) = h0 in Ω. (8c)
Taking (5) and (6) into account we assume that
f ∈ Lq′(QT ) and g ∈ Lr
′
(ΣT ), (9)
where q′ and r′ denote the conjugate exponents of q and r respectively, and
h0 ∈ L2σ(Ω). (10)
Hence the following formula of integration by parts∫
Ω
∇×a ·ϕ−
∫
Ω
a · ∇×ϕ =
∫
Γ
a× n · ϕ ∀ϕ ∈W 1,p(Ω) (11)
holds with a ∈ Lp′(Ω), ∇×a ∈ Lq′(Ω) and, in the sense of traces, a×n|Γ ∈ Lr
′
(Γ)
(see [4] and [9]).
Whenever ∂th(t) ∈ W˜p(Ω)′, interpreting the integral
∫
Ω
∂th · ϕ in the duality
sense, the above formula yields the following weak formulation of the problem (8):
to find h ∈ Lp(0, T ; W˜p(Ω)) such that, for a.e. t ∈ (0, T ),∫
Ω
∂th(t) ·ϕ+
∫
Ω
a(x, t,∇×h(t)) · ∇×ϕ
=
∫
Ω
f(t) · ϕ+
∫
Γ
g(t) ·ϕ ∀ϕ ∈ W˜p(Ω)
h(0) = h0.
(12)
Proposition 2. Suppose that the operator a satisfies the assumptions (7a-c) and
the data and the initial condition satisfy (9) and (10). Then the problem (8) has a
unique solution h ∈ Lp(0, T ; W˜p(Ω))∩C(0, T ;L2σ(Ω)) and ∂th ∈ Lp
′
(0, T ; W˜p(Ω)′).
In addition, there exists a positive constant C such that
‖h‖2L∞(0,T ;L2(Ω)) + ‖∇×h‖pLp(QT )
≤ C
(
‖f‖p′
Lq
′
(QT )
+ ‖g‖p′
Lr
′
(ΣT )
+ ‖h0‖2L2(Ω)
)
. (13)
Proof. The operator A(t) : Wp(Ω) −→Wp(Ω)′ defined for a.e. t ∈ (0, T ) by
〈A(t)h,ϕ〉 =
∫
Ω
a(x, t,∇×h) · ∇×ϕ ∀h, ϕ ∈Wp(Ω), (14)
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is a uniformly bounded (independently of t), hemicontinuous, monotone and coer-
cive operator, due to the structural properties (7a-c). Defining, for a.e. t ∈ (0, T ),
L(t) ∈ W˜p(Ω)′ by
〈L(t),ϕ〉 =
∫
Ω
f(t) · ϕ+
∫
Γ
g(t) ·ϕ ∀ϕ ∈ W˜p(Ω),
and adapting a well-known existence theorem to monotone operators independent
of t (see [7]), we easily prove that problem (12) has a solution in Lp(0, T ; W˜p(Ω))∩
C(0, T ;L2σ(Ω)).
The uniqueness of solution results directly from the strict monotonicity (7c) of
the operator A.
To obtain the estimate (13) choose h(t) as test function in (12). Denoting Qt =
Ω× (0, t) and Σt = Γ× (0, t), we have
1
2
∫
Ω
|h(t)|2 + a∗
∫
Qt
|∇×h|p ≤
∫
Qt
f · h+
∫
Σt
g · h+ 12
∫
Ω
|h0|2.
Applying Ho¨lder and Young inequalities and the Remark 1, we obtain
1
2 ‖h(t)‖2L2(Ω)+a∗ ‖∇×h‖pLp(Qt)
≤ ‖f‖
Lq
′
(QT )
‖h‖
Lq(QT )
+ ‖g‖
Lr
′
(ΣT )
‖h‖
Lr(ΣT )
+ 12 ‖h0‖
2
L2(Ω)
≤ C1
( ‖f‖p′
Lq
′
(QT )
+ ‖g‖p′
Lr
′
(ΣT )
) ‖∇×h‖p
Lp(QT )
+ 12 ‖h0‖2L2(Ω)
and the conclusion follows. 
Remark 2. The functional framework we introduced provides a general variational
setting for the stationary solutions of (8). Indeed, for instance for arbitrary f ∈
Lq
′
(Ω), g ∈ Lr′(Γ) and ν ∈ L∞(Ω), ν(x) ≥ a∗ > 0 for a.e. x ∈ Ω, the unique
minimum of the functional in Wp(Ω),
J(h) =
∫
Ω
ν
p
|∇×h|p −
∫
Ω
f · h−
∫
Γ
g · h,
provides the weak stationary solution to (8). However, as remarked in [8] in the
stationary problem, for the existence of solution of the strong boundary value prob-
lem (8) with given data (f , g), it is necessary that f is divergence free and g is
tangential and compatible with f (∇Γ · g = f ·n) on Γ. But the weak formulation
(12) of the problem (8) has a unique solution with no restrictions on the data. 
Usually, a weak equation is also a strong one, as long as it has enough regular-
ity. The situation here requires also additional compatibility conditions, since we
are working with strongly coupled systems and the test functions have strong re-
strictions (they are divergence free and tangential on the boundary). Indeed, given
f ∈ Lq′(Ω), the Helmholtz decomposition (see [14]) gives us that f = f0 + ∇ξ,
where f0 is divergence free. On the other hand, if g ∈ Lr
′
(Γ), g = gT + gN ,
where gT and gN are, respectively, the tangential and the normal components of
g. So, the set of test functions W˜p(Ω) only takes into account f0 (the divergence
free component of f ) and gT (the tangential component of g) and consequently
the problems (12) with data (f , g) and (f0, gT ) yields the same solution and both
correspond to the weak formulation of the problem (8) with data (f0, gT ).
In the particular case where
a(x, t,u) = ν(x)|u|p−2u, with 0 < a∗ ≤ ν ≤ a∗, x ∈ Ω, (15)
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we can improve the Proposition 2 assuming more regularity on the data.
In what follows we denote α ∨ β = max{α, β} and α ∧ β = min{α, β}.
Proposition 3. Let f ∈ Lq′∨2(QT ), g ∈ L∞
(
0, T ;Lr
′
(Γ)
) ∩W 1,r′(0, T ;Lr′(Γ))
and h0 ∈ W˜p(Ω). Then the solution h of the problem (8) for a defined in (15)
verifies
∂th ∈ L2(QT ) and ∇×h ∈ L∞(0, T ;Lp(Ω)). (16)
Proof. Using Galerkin approximations (see for instance [7] or Chapter 3 of [20]), we
may set formally ∂th(t) as test function in (12). Integrating between 0 and t leads
to ∫ t
0
∫
Ω
|∂th|2 +
∫ t
0
∫
Ω
ν|∇×h|p−2∇×h · ∂t∇×h
=
∫ t
0
∫
Ω
f · ∂th+
∫ t
0
∫
Γ
g · ∂th.
But ∫ t
0
∫
Γ
g(t) · ∂th(t) =
∫
Γ
g(t) · h(t)−
∫
Γ
g(0) · h0 −
∫ t
0
∫
Γ
∂tg · h(t)
so we conclude that∣∣∣∣∫ t
0
∫
Γ
g(t) · ∂th(t)
∣∣∣∣
≤ C1‖g‖L∞(0,T ;Lr′ (Γ))‖∇×h(t)‖Lp(Ω) + ‖∂tg‖Lr′(ΣT )‖∇×h‖Lp(QT ) + C2.
Noting that∫ t
0
∫
Ω
ν|∇×h|p−2∇×h(t) · ∂t∇×h(t) = 1p
∫
Ω
ν|∇×h(t)|p − 1p
∫
Ω
ν|∇×h0|p,
we have∫ t
0
∫
Ω
|∂th|2 + a∗p
∫
Ω
|∇×h(t)|p
≤ ‖f‖L2(QT )‖∂th‖L2(QT ) + C1‖g‖L∞(0,T ;Lr′ (Γ))‖∇×h(t)‖Lp(Ω)
+ ‖∂tg‖Lr′(ΣT )‖∇×h‖Lp(QT ) + C2 + a
∗
p ‖∇×h0‖pLp(Ω)
and so
‖∂th‖2L2(QT ) + ‖∇×h‖
p
L∞(0,T ;Lp(Ω))
≤ C(‖f‖2
L2(QT )
+ ‖g‖p′
L∞(0,T ;Lr
′
(Γ))
+ ‖∂tg‖p
′
Lr
′
(ΣT )
)
+ C3. (17)

2.3. The asymptotic behaviour when t→∞. In this section we give sufficient
conditions in order to establish that
‖h(t)− h∞‖L2(Ω) −→ 0 as t→∞,
where h denotes the solution of the problem (8) and h∞ solves the stationary
problem
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∇·h∞ = 0 and ∇×(a∞(x,∇×h∞)) = f∞ in Ω,
h∞ · n = 0 and a∞(x,∇×h∞)× n = g∞ on Γ,
where
f∞ ∈ Lq
′
(Ω) and g∞ ∈ Lr
′
(Γ),
obtaining the variational formulation∫
Ω
a∞(x,∇×h∞) · ∇×ϕ =
∫
Ω
f∞ ·ϕ+
∫
Γ
g∞ ·ϕ ∀ϕ ∈ W˜p(Ω) (18)
by applying the integration by parts (11).
Let
f ∈ L∞(0,∞;Lq′(Ω)) and g ∈ L∞(0,∞;Lr′(Γ)),
and denote
ξ(t) = ‖f (t)− f∞‖p
′∧2
Ls(Ω) + ‖g(t)− g∞‖p
′∧2
Lr′ (Γ)
, with s =
{
2 if 65 ≤ p < 2
q′ if p ≥ 2 (19)
and
ζ(t) = ‖a(x, t,u)− a∞(x,u)‖p
′
Lp
′
(Ω×R3).
2.3.1. The degenerate case p > 2.
Theorem 2.1. Let p > 2, suppose that the operators a and a∞ satisfy (7 a, b, c’)
and ∫ t
t
2
(
ζ(τ) + ξ(τ)
)
dτ −−−−→
t→∞
0.
Then we have
‖h(t)− h∞‖L2(Ω) −−−−→t→∞ 0.
Proof. Choosing for test function in (18), for a.e. t ∈ R+, w(t) = h(t) − h∞, we
have ∫
Ω
a∞(x,∇×h∞) · ∇×w(t) =
∫
Ω
f∞ ·w(t) +
∫
Γ
g∞ ·w(t). (20)
Taking w(t) as test function in (12), for a.e. t ∈ R+,∫
Ω
∂th(t) ·w(t) +
∫
Ω
a
(
x, t,∇×h(t)) · ∇×w(t) = ∫
Ω
f(t) ·w(t) +
∫
Γ
g(t) ·w(t),
we conclude that∫
Ω
∂th(t) ·w(t) +
∫
Ω
(
a
(
x, t,∇×h(t))− a(x, t,∇×h∞)) · ∇×w(t)
=
∫
Ω
(
f (t)− f∞
) ·w(t) + ∫
Γ
(
g(t)− g∞
) ·w(t)
+
∫
Ω
(
a∞
(
x,∇×h∞
)− a(x, t,∇×h∞)) · ∇×w(t). (21)
Since, by (7c’),∫
Ω
(
a
(
x, t,∇×h(t))− a(x, t,∇×h∞)) · ∇×w(t) ≥ a∗ ∫
Ω
|∇×w(t)|p,
subtracting (20) from (21), using Ho¨lder and Young inequalities and the Remark 1,
we have
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1
2
d
dt
∫
Ω
|w(t)|2 + C
(∫
Ω
|w(t)|2
) p
2
≤ D1
(
‖f(t)− f∞‖p
′
Lq
′
(Ω)
+ ‖g(t)− g∞‖p
′
Lr
′
(Γ)
)
+D2 ζ(t). (22)
Denoting
φ(t) =
∫
Ω
|w(t)|2 and l(t) = 2D1ξ(t) + 2D2 ζ(t),
the inequality (22) is written as follows
φ′(t) + 2C φ(t)
p
2 ≤ l(t).
So, applying Lemma 2.2 bellow with t0 =
t
2 , the theorem follows from∫
Ω
|h(t)− h∞|2 ≤
(
C(p−2)
2 t
) −2
p−2
+
∫ t
t
2
l(σ) dσ.

Lemma 2.2 ([15], p 600). Let φ be a real, continuous, positive function, a.e. dif-
ferentiable in an interval I ⊆ R, such that
φ′(t) + c(t)φ(t)
p
2 ≤ l(t) for a.e. t ∈ I,
being p > 2, c ≥ 0 and l integrable in I. Then
∀ t0, t ∈ I : t0 ≤ t φ(t) ≤
(
p−2
2
∫ t
t0
c(σ) dσ
) −2
p−2
+
∫ t
t0
l(σ) dσ.
2.3.2. The case p = 2.
Theorem 2.3. Let p = 2 and suppose that the operators a and a∞ verify (7 a, b,
c’) and ∫ t+1
t
(
ζ(τ) + ξ(τ)
)
dτ −−−−→
t→∞
0.
Then we have
‖h(t)− h∞‖L2(Ω) −−−−→t→∞ 0.
Proof. Arguing as in the previous theorem, calling w(t) = h(t)− h∞, we get
1
2
d
dt
∫
Ω
|w(t)|2 + a∗
∫
Ω
|∇×w(t)|2 ≤
∫
Ω
(f(t)− f∞) ·w(t) +
∫
Γ
(g(t)− g∞) ·w(t)
+
∫
Ω
(
a∞(x,∇×h∞)− a(x, t,∇×h∞)
) · ∇×w(t),
from which we obtain, using Ho¨lder and Young inequalities and the Remark 1,
1
2
d
dt
∫
Ω
∣∣w(t)∣∣2 + C1 ∫
Ω
∣∣w(t)∣∣2
≤ D1
(
‖f(t)− f∞‖2Lq′ (Ω) + ‖g(t)− g∞‖2Lr′ (Γ)
)
+D2 ζ(t).
So
d
dt
∫
Ω
∣∣w(t)∣∣2 + C ∫
Ω
∣∣w(t)∣∣2 ≤ l(t) ≤ l0, (23)
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where C = 2C1,
l(t) = 2D1ξ(t) + 2D2 ζ(t),
and l0 is a constant which exists by the assumptions on a, a∞, f , f∞, g and g∞.
In order to prove that w ∈ L∞(0,∞;L2(Ω)), we multiply (23) by eCt and inte-
grate in time, between σ and τ , σ ≤ τ . Then∫ τ
σ
∫
Ω
eCt∂t
∣∣w(t)∣∣2 + C ∫ τ
σ
∫
Ω
eCt
∣∣w(t)∣∣2 ≤ ∫ τ
σ
l0e
Ct. (24)
But∫ τ
σ
∫
Ω
eCt∂t
∣∣w(t)∣∣2 = eCτ ∫
Ω
∣∣w(τ)∣∣2−eCσ ∫
Ω
∣∣w(σ)∣∣2−C ∫ τ
σ
∫
Ω
eCt
∣∣w(t)∣∣2. (25)
Combining (24) and (25) we get
eCτ
∫
Ω
∣∣w(τ)∣∣2 ≤ l0C (eCτ − eCσ)+ eCσ ∫
Ω
∣∣w(σ)∣∣2
and taking τ = t and σ = 0, there exists a positive constant l1 such that, for all t,∫
Ω
∣∣w(t)∣∣2 ≤ l0C + ∫
Ω
∣∣h0 − h∞∣∣2 ≤ l1.
Applying Lemma 2.4 below, fixing t0 > 0, for all t > t0 we have∫
Ω
∣∣h(t)− h∞∣∣2 ≤ eC(t0−t)l1 + 11−e−C sup
τ≥t0
∫ τ+1
τ
l(σ) dσ.

Lemma 2.4 ([5], p 286). Let φ(t) be a nonnegative function, absolutely continuous
in any compact interval of R+, l(t) a nonnegative function belonging to L1loc(R
+)
and c a positive function such that
φ′(t) + c φ(t) ≤ l(t), ∀t ≥ 0.
Then
∀ t0, t ∈ R+ : t0 ≤ t φ(t) ≤ ec(t0−t)φ(t0) + 11−e−c sup
τ≥t0
∫ τ+1
τ
l(σ)dσ.
2.3.3. The singular case for 65 ≤ p < 2 and a(x, t,u) = a∞(x,u) = ν(x)|u|p−2u.
Theorem 2.5. Let (15) hold, 65 ≤ p < 2 and ∂tg ∈ L∞(0,∞;Lr
′
(Γ)). Suppose
that ∫ t+1
t
ξ(τ) dτ −−−−→
t→∞
0.
Then we have
‖h(t)− h∞‖L2(Ω) −−−−→t→∞ 0.
Proof. By the property (7 c’),
ν
(|∇×h(t)|p−2∇×h(t)− |∇×h∞|p−2∇×h∞) · (∇×h(t)−∇×h∞)
≥ a∗
(|∇×h(t)|+ |∇×h∞|)p−2|∇×(h(t)− h∞)|2.
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Setting w(t) = h(t) − h∞, recalling (21) and using the above inequality, we
obtain
d
dt
∫
Ω
|w(t)|2 + a∗
∫
Ω
(|∇×h(t)|+ |∇×h∞|)p−2|∇×w(t)|2
≤
∫
Ω
(
f(t)− f∞
) ·w(t) + ∫
Γ
(
g(t)− g∞
) ·w(t).
We recall now the inverse Ho¨lder inequality (see [17], p 8): let 0 < s < 1 and
s′ = ss−1 . If F ∈ Ls(Ω), FG ∈ L1(Ω) and
∫
Ω
|G(x)|s′dx <∞ then
(∫
Ω
|F (x)|sdx
) 1
s
≤
∫
Ω
|F (x)G(x)|dx
(∫
Ω
|G(x)|s′dx
)−1
s′
and we apply it, with s = p2 (so s
′ = pp−2 ), F = |∇× (h(t) − h∞)|2 and G =(|∇×h(t)|+ |∇×h∞|)p−2, in Ω̂ = {x ∈ Ω : |∇×h(x, t)|+ |∇×h∞(x)| 6= 0}.
So,(∫
Ω̂
(|∇×(h(t)− h∞)|2) p2 ) 2p
≤
∫
Ω̂
|∇×(h(t)−h∞)|2
(|∇×h(t)|+ |∇×h∞|)p−2 (∫
Ω̂
(|∇×h(t)|+ |∇×h∞|)p) 2−pp
and∫
Ω̂
|∇×(h(t)− h∞)|2
(|∇×h(t)|+ |∇×h∞|)p−2
≥
(∫
Ω̂
|∇×(h(t)− h∞)|p
) 2
p
(∫
Ω̂
(|∇×h(t)|+ |∇×h∞|)p) p−2p . (26)
From (18) and the assumptions we have∫
Ω
|∇×h∞|p ≤ C1.
Simple calculations allows us to rewrite the inequality (17) in the form
‖∂th‖2L2(Ω×(0,∞)) + ‖∇×h‖pL∞(0,∞;Lp(Ω))
≤ C2
(
‖f‖2L∞(0,∞;L2(Ω)) + ‖g‖p
′
L∞(0,∞;Lr′ (Γ)) + ‖∂tg‖
p′
L∞(0,∞;Lr′ (Γ))
)
+ C3,
where C2 and C3 are positive constants.
We get, using the Proposition 3,( ∫
Ω
(|∇×h(t)|+ |∇×h∞|)p) 2−pp ≤ C4,
and, from (26),∫
Ωˆ
∣∣∇×(h(t) − h∞)∣∣2(|∇×h(t)|+ |∇×h∞|)p−2 ≥ (∫
Ωˆ
∣∣∇×(h(t)− h∞)∣∣p) 2p 1
C4
.
By the Remark 1 we know, since p ≥ 65 , that
1
2
d
dt
∫
Ω
|w(t)|2 + C5
∫
Ω
|w(t)|2 ≤ D1
(
‖f(t)− f∞‖2L2(Ω) + ‖g(t)− g∞‖2Lr′ (Γ)
)
,
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and so, for C = 2C5 and l(t) = 2D1ξ(t) we deduce that
d
dt
∫
Ω
|w(t)|2 + C
∫
Ω
|w(t)|2 ≤ l(t),
and the proof is concluded exactly as the previous one. 
3. A limit problem when n→∞
Given p > 1 let δ : QT × R3 → R3 be a Carathe´odory function satisfying (7b),
the monotonicity condition(
δ(x, t,u)− δ(x, t,v)) · (u− v) ≥ 0, (27)
and also
δ ∈ L1(QT × R3), ∂tδ ∈ L1(QT × R3) and δ(x, t, 0) = 0. (28)
Let
K∗ =
{
v ∈ Wp(Ω) : |∇×v| ≤ 1 a.e. in Ω}
and assume that
f ∈ L2(QT ), g ∈ L∞(0, T ;L1(Γ)) ∩W 1,1(0, T ;L1(Γ)) and h0 ∈ K∗. (29)
For n ∈ N, n > 3 ∨ p, define
an(x, t,u) = |∇×u|n−2∇×u+ δ(x, t,u) (30)
and consider the following problem: to find hn ∈ Ln(0, T ;Wn(Ω))∩C([0, T ];L2σ(Ω))
and ∂thn ∈ Ln′(0, T ;Wn(Ω)′) such that, for a.e. t ∈ (0, T ),∫
Ω
∂thn(t) · ϕ+
∫
Ω
|∇×hn(t)|n−2∇×hn(t) · ∇×ϕ
+
∫
Ω
δ(x, t,∇×hn(t)) · ∇×ϕ =
∫
Ω
f (t) ·ϕ+
∫
Γ
g(t) · ϕ ∀ϕ ∈Wn(Ω),
hn(0) = h0.
(31)
We define the variational inequality: to find h∗ ∈ H1(0, T ;L2(Ω))∩L2(0, T ;W∞(Ω))
such that for a.e. t ∈ (0, T ), h∗(t) ∈ K∗,∫
Ω
∂th∗(t) · (v−h∗(t)) +
∫
Ω
δ(x, t,∇×h∗(t)) · ∇×(v − h∗(t))
≥
∫
Ω
f(t) · (v − h∗(t)) +
∫
Γ
g(t) · (v − h∗(t)) ∀v ∈ K∗,
h∗(0) = h0.
(32)
Remark 3. Note that (32) has at most one solution and observe that the operator
δ may be the null operator. 
Proposition 4. With the assumptions (27), (28) and (29), let hn be the solution
of the problem (31).
Then there exists a positive constant C, independent of n, such that
‖hn‖L∞(0,T ;L2(Ω)) ≤ C, ‖∇×hn‖Ln(QT ) ≤ C, ‖∂thn‖L2(QT ) ≤ C. (33)
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Proof. Choosing hn as test function in (31) and using the Remark 1, we obtain
1
2
∫
Ω
|hn(t)|2 +
∫ t
0
∫
Ω
|∇×hn|n +
∫ t
0
∫
Ω
δ(x, t,∇×hn) · ∇×hn
=
∫ t
0
∫
Ω
f · hn +
∫ t
0
∫
Γ
g · hn + 12
∫
Ω
|h0|2
≤ C1n′
(∫ t
0
∫
Ω
|f |+
∫ t
0
∫
Γ
|g|
)
+ 1n
∫ t
0
∫
Ω
|∇×hn|n + 12
∫
Ω
|h0|2,
where C1 is a positive constant independent of n.
Since, for a.e. t ∈ (0, T ),
δ(x, t,∇×hn(t)) · ∇×hn(t) ≥ 0,
the first two inequalities of (33) follow immediately.
On the other hand, formally we have from (31), with ϕ = ∂thn(t),∫
Ω
|∂thn(t)|2 +
∫
Ω
|∇×hn(t)|n−2∇×hn(t) · ∂t∇×hn(t)
+
∫
Ω
δ(x, t,hn(t)) · ∂t∇×hn(t) =
∫
Ω
f (t) · ∂thn(t) +
∫
Γ
g(t) · ∂thn(t).
Since∫ t
0
∫
Ω
δ(x, t,∇×hn) · ∂t∇×hn =
∫
Ω
δ(x, t,∇×hn(t)) · ∇×hn(t)
−
∫
Ω
δ(x, 0,∇×hn(0)) · ∇×hn(0)−
∫ t
0
∫
Ω
∂tδ(x, t,∇×hn) · hn
≥ −
∫
Ω
δ(x, 0,∇×h0) · ∇×h0 −
∫ t
0
∫
Ω
∂tδ(x, t,∇×hn) · hn,
and, on the other hand,∫ t
0
∫
Γ
g · ∂thn =
∫
Γ
g(t) · hn(t)−
∫
Γ
g(0) · h0 −
∫ t
0
∫
Γ
∂tg · hn, (34)∫
Γ
g(t) · hn(t) ≤ C2
( ∫
Γ
|g(t)|
)n′
+ 1n
∫
Ω
|∇×hn(t)|n. (35)
we have
1
2
∫ t
0
∫
Ω
|∂thn|2 ≤ 1n‖∇×h0‖nLn(Ω) + ‖δ(·, 0, ·)‖L1(Ω×R3) ‖∇×h0‖L∞(Ω)
+ ‖∂tδ‖L1(QT×R3)‖hn‖L∞(QT ) + 12‖f‖2L2(QT )
+ C2‖g‖n
′
L∞(0,T ;L1(Γ)) + ‖g(0)‖L1(Γ) ‖h0‖L∞(Γ) + ‖∂tg‖L1(QT ) ‖hn‖L∞(QT )
and so {∂thn}n is uniformly bounded in L2(QT ). 
Theorem 3.1. Let hn be the solution of the problem (31). Then, at least for
subsequences, we have
hn −−→ h∗ in C([0, T ];L2(Ω))-strong,
∂thn −−⇀ ∂th∗ in L2(QT )-weak,
∇×hn −−⇀ ∇×h∗ in Lq(QT )-weak,
for any fixed 3 < q <∞, where h∗ is the solution of the problem (32).
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Proof. By the uniform estimates in (33) we only need to check that h∗ solves (32).
Let ϕ ∈ Wp(Ω) be such that |∇×ϕ| < 1 a.e.. Taking ϕ− hn as a test function
in (31), we have∫
QT
∂thn · (ϕ− hn) +
∫
QT
|∇×hn|n−2∇×hn · ∇×(ϕ− hn)
+
∫
QT
δ(x, t,∇×hn) · ∇×(ϕ− hn) =
∫
QT
f · (ϕ− hn) +
∫
ΣT
g · (ϕ− hn).
By the monotonicity of the operator an defined in (30) we have∫
QT
∂thn · (ϕ− hn) +
∫
QT
|∇×ϕ|n−2∇×ϕ · ∇×(ϕ− hn)
+
∫
QT
δ(x, t,∇×ϕ) · ∇×(ϕ− hn) ≥
∫
QT
f · (ϕ− hn) +
∫
ΣT
g · (ϕ− hn). (36)
Applying limit in n to both members of (36) we get∫
QT
∂th∗ · (ϕ− h∗) +
∫
QT
δ(x, t,∇×ϕ) · ∇×(ϕ− h∗)
≥
∫
QT
f · (ϕ− h∗) +
∫
ΣT
g · (ϕ− h∗). (37)
Since ϕ is an arbitrary function of Wp(Ω) satisfying |∇×ϕ| < 1, the inequality
(37) still holds, by density, for all ϕ ∈ K∗. We also have h∗(0) = h0.
Given p < q < n, by (33),
‖∇×hn‖Lq(QT ) ≤ |QT |
1
q
− 1
n ‖∇×hn‖Ln(QT ) ≤ |QT |
1
q
− 1
nC
1
n
and
‖∇×h∗‖Lq(QT ) ≤ lim infn ‖∇×hn‖Lq(QT ) ≤ |QT |
1
q ∀ q > p,
so ∇×h∗ ∈ L∞(QT ) and ‖∇×h∗‖L∞(QT ) ≤ 1 which proves that h∗(t) belongs to
the convex set K∗ for a.e. t ∈ (0, T ).
Choosing ϕ = h∗+λ(w−h∗), with λ ∈ (0, 1] and w any element of K∗, we have∫
QT
∂th∗ · (w − h∗) +
∫
QT
δ(x, t,∇×h∗ + λ(w − h∗)) · ∇×(w − h∗)
≥
∫
QT
f · (w − h∗) +
∫
ΣT
g · (w − h∗).
Letting λ→ 0, we get∫
QT
∂th∗ · (w − h∗) +
∫
QT
δ(x, t,∇×h∗) · ∇×(w − h∗)
≥
∫
QT
f · (w − h∗) +
∫
ΣT
g · (w − h∗).
Standard arguments imply that, for a.e. t ∈ (0, T ),∫
Ω
∂th∗(t) · (w − h∗(t)) +
∫
Ω
δ(x, t,∇×h∗(t)) · ∇×(w − h∗(t))
≥
∫
Ω
f · (w − h∗(t)) +
∫
Σ
g · (w − h∗(t)).
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
Remark 4. If δ = δ(x,u) is independent of t (in particular δ = 0) in the cor-
responding stationary problem (31) with stationary data f(x, t) = f∞(x) and
g(x, t) = g∞(x), i.e.∫
Ω
|∇×hn∞|n−2∇×hn∞ · ∇×ϕ
+
∫
Ω
δ(x,∇×hn∞) · ∇×ϕ =
∫
Ω
f∞ · ϕ+
∫
Γ
g∞ ·ϕ ∀ϕ ∈ Wn(Ω),
it was shown in [8] that there exists subsequences n′ →∞ and h∗∞ ∈ K∗ such that
hn′∞ −−⇀ h∗∞ in Wq(Ω)-weak, for n′ →∞, (38)
for any fixed 3 < q <∞, where h∗∞ is a solution in K∗ of∫
Ω
δ(x,∇×h∗∞) · ∇×(ϕ− h∗∞)
≥
∫
Ω
f∞ · (ϕ− h∗∞) +
∫
Γ
g∞ · (ϕ− h∗∞) ∀ϕ ∈ K∗. (39)
In general, (39) may have more than one solution if δ is not strictly monotone,
in particular when δ = 0. 
Remark 5. If we apply Theorem 2.1 for each fixed n > 3 with
θ(t) =
∫ t
t
2
( ‖f(τ) − f∞‖L1(Ω) + ‖g(τ) − g∞‖L1(Γ) ) dτ −−−−→t→∞ 0
we have the estimate∫
Ω
|hn(t)− hn∞|2 ≤
(
C(n− 2)t) −2n−2 + θ(t),
where the constant C > 0 is independent of n and t.
So, for a subsequence n′ satisfying (38), there exists a sequence, tn′ → ∞, such
that
hn′(tn′) −−⇀ h∗∞ in L2(Ω)-weak, for n′ →∞.
An interesting open question in the degenerate case is whether there exists a
sequence tn →∞ such that h∗(tn) converges, in some sense, to h∗∞. 
4. The variational inequality with evolutionary curl constraint
Define, for a.e. t ∈ (0, T ), the following closed convex subset of Wp(Ω),
K(t) =
{
v ∈Wp(Ω) : |∇×v| ≤ Ψ(t), a.e. in Ω},
where Ψ : QT −→ R+ is a function such that Ψ ≥ α > 0.
In this section we assume the following regularity of the data:
f ∈ Lq′∨2(QT ), g ∈ L∞(0, T ;Lr
′
(Γ)) ∩W 1,r′(0, T ;Lr′(Γ)),
ν ∈ L∞(Ω), 0 < a∗ ≤ ν ≤ a∗, Ψ ∈W 1,∞(0, T ;L∞(Ω)) and h0 ∈ K(0).
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We define the variational inequality: to find h, in a suitable class of functions,
such that
h(t) ∈ K(t), for a.e. t ∈ (0, T ), h(0) = h0,∫
Ω
∂th(t) · (ϕ− h(t)) +
∫
Ω
ν|∇×h(t)|p−2∇×h(t) · ∇×(ϕ− h(t))
≥
∫
Ω
f(t) · (ϕ− h(t)) +
∫
Γ
g(t) · (ϕ− h(t)),
∀ϕ ∈ K(t), for a.e. t ∈ (0, T ).
(40)
4.1. The approximated problem. Following a natural constraint penalization
also used in a similar scalar parabolic problem [12, 13], we introduce a small positive
parameter ε < 1.
Let us consider a continuous bounded increasing function kε : R −→ R+ , satis-
fying
kε(s) =

1, if s ≤ 0,
e
s
ε , if ε ≤ s ≤ 1ε − ε,
e
1
ε2 , if s ≥ 1ε .
and define, for (x, t) ∈ QT and u ∈ R3,
a(x, t,u) = ν(x)kε
(|u|p −Ψp(x, t))|u|p−2u.
The operator A, as defined in (14) with this a, is bounded, monotone, coercive
and hemicontinuous and so, by Proposition 2, for each ε > 0, the approximated
problem∫
Ω
∂thε(t) ·ϕ +
∫
Ω
νkε
(|∇×hε(t)|p −Ψ(t)p)|∇×hε(t)|p−2∇×hε(t) · ∇×ϕ
=
∫
Ω
f(t) · ϕ+
∫
Γ
g(t) ·ϕ ∀ϕ ∈ W˜p(Ω), for a.e. t ∈ (0, T ),
hε(0) = h0,
(41)
has a unique solution, hε ∈ Lp(0, T ; W˜p(Ω)) ∩ C([0, T ];L2σ(Ω)), satisfying the esti-
mate (13), independently of ε. Since kε(s) ≥ 1, we have the following lemma.
Lemma 4.1. There is a positive constant C such that, for all 0 < ε < 1,
‖hε‖L∞(0,T ;L2(Ω)) + ‖∇×hε‖Lp(QT ) ≤ C.
4.2. Existence of solution of the variational inequality. In order to prove
that a subsequence of the solutions of the approximate problems converges, with
ǫ → 0, for the solution of the variational inequality, we need additional a priori
estimates.
Lemma 4.2. There is a positive constant C such that, for 0 < ε < 1,
‖kε(|∇×hε|p −Ψp)‖L1(QT ) ≤ C.
Proof. Choosing in (41) ϕ = hε, we obtain, for a positive constant C1,
a∗
∫
QT
kε(|∇×hε|p −Ψp)|∇×hε|p
≤ C1
(
‖f‖p′
Lq
′
(QT )
+ ‖g‖p′
Lr
′
(ΣT )
+ ‖h0‖2L2(Ω)
)
. (42)
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Observing that kε(s) = 1 for s ≤ 0 and kε(s)s ≥ 0 for s ≥ 0, we have∫
QT
kε(|∇×hε|p −Ψp)(|∇×hε|p −Ψp)
=
∫
{|∇×hε|p−Ψp≤0}
kε(|∇×hε|p −Ψp)(|∇×hε|p −Ψp)+∫
{|∇×hε|p−Ψp>0}
kε(|∇×hε|p −Ψp)(|∇×hε|p −Ψp)
≥
∫
{|∇×hε|p−Ψp≤0}
|∇×hε|p −
∫
{|∇×hε|p−Ψp≤0}
Ψp
≥ −
∫
QT
Ψp.
(43)
Recalling that Ψ ≥ α > 0 we obtain∫
QT
kε(|∇×hε|p −Ψp) ≤
∫
QT
kε(|∇×hε|p −Ψp)Ψ
p
αp
= 1αp
∫
QT
kε(|∇×hε|p −Ψp)(Ψp − |∇×hε|p)
+ 1αp
∫
QT
kε(|∇×hε|p −Ψp)|∇×hε|p.
Applying the relations (42) and (43) to the last inequality we have∫
QT
kε(|∇×hε|p −Ψp)
≤ C1a∗αp
(
‖f‖p′
Lq
′
(QT )
+ ‖g‖p′
Lr
′
(ΣT )
+ ‖h0‖L2(Ω)
)
+ 1αp ‖Ψp‖pLp(Ω) .

Lemma 4.3. There is a positive constant C such that, for 0 < ε < 1,
‖∂thε‖L2(QT ) ≤ C.
Proof. Using Galerkin approximations, we can use ∂thε(t) formally as test function
in equation (41). Integrating that equation over (0, t) and setting
φε(s) =
∫ s
0
kε(τ) dτ,
we have∫
Qt
|∂thε|2 + 1p
∫
Qt
ν ∂t
(
φε
(|∇×hε|p −Ψp))
+
∫
Qt
νkε(|∇×hε|p −Ψp)Ψp−1∂tΨ =
∫
Qt
f · ∂thε +
∫
Σt
g · ∂thε. (44)
Observing that φε(s) = s, if s ≤ 0, and φε(s) ≥ s, if s ≥ 0,
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1
p
∫
Qt
ν ∂t
(
φε
(|∇×hε|p − Ψp))
= 1p
∫
Ω
νφε
(|∇×hε(t)|p −Ψ(t)p)− 1p ∫
Ω
νφε
(|∇×h0|p −Ψ(0)p)
≥ a∗p ‖∇×hε(t)‖
p
Lp(Ω) − a
∗
p ‖Ψ(t)‖
p
Lp(Ω) . (45)
The Ho¨lder inequality allows us to obtain
∫
Qt
νkε(|∇×hε|p −Ψp)Ψp−1∂tΨ
≤ a∗ ‖kε(|∇×hε|p −Ψp)‖L1(QT
∥∥Ψp−1∥∥
L∞(QT )
‖∂tΨ‖L∞(QT ) (46)
and ∫
Qt
f · ∂thε ≤ ‖f‖L2(QT ) ‖∂thε‖L2(QT ) . (47)
Arguing as in (34) and (35) we have∫
Σt
g · ∂thε =
∫
Γ
g(t) · hε(t)−
∫
Γ
g(0) · h0 −
∫
Σt
∂tg · hε
≤ C1p′ ‖g‖p
′
L∞(0,T ;Lr
′
(Γ))
+
1
p
‖∇×hε(t)‖pLp(Ω) + ‖g(0)‖Lr′ (Γ) ‖h0‖Lp(Γ)
+ C1 ‖∂tg‖Lr′ (ΣT ) ‖∇×hε‖Lp(QT ) . (48)
Using the Proposition 3, the relations (45-48) in the equality (44) we obtain the
lemma. 
Theorem 4.4. The variational inequality (40) has a unique solution h belonging
to Lp(0, T ;W∞(Ω)) ∩H1(0, T ;L2(Ω)).
Proof. By the Lemmas 4.1, 4.2 and 4.3 and well-known compactness results (see
[16]), there exists a subsequence ε→ 0 such that
hε −−⇀ h in L∞(0, T ;L2(Ω))-weak ∗ and C([0, T ];L1(Ω))-strong,
∇×hε −−⇀ ∇×h in Lp(QT )-weak,
∂thε −−⇀ ∂th in L2(QT )-weak.
By the monotonicity of kε, choosing ϕ ∈ K(t) we obtain∫
Ω
νkε
(|∇×hε(t)|p − Ψ(t)p)|∇×hε(t)|p−2∇×hε(t) · ∇×(ϕ− hε(t))
≤
∫
Ω
ν|∇×ϕ|p−2∇×ϕ · ∇×(ϕ− hε(t)).
Choosing in (41) for test function ϕ − hε(t), being ϕ ∈ K(t) and integrating in
time, we obtain∫
QT
∂thε · (ϕ− hε) +
∫
QT
ν|∇×ϕ|p−2∇×ϕ · ∇×(ϕ− hε)
≥
∫
QT
f · (ϕ− hε) +
∫
ΣT
g · (ϕ− hε).
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Noting that
lim inf
ε→0
∫
QT
∂thε · (ϕ− hε) = lim inf
ε→0
(∫
QT
∂thε ·ϕ− 1
2
∫
Ω
|hε(t)|2 + 1
2
∫
Ω
|h0|2
)
≤
∫
QT
∂th · (ϕ− h),
we get∫
QT
∂th · (ϕ− h) +
∫
QT
ν|∇×ϕ|p−2∇×ϕ · ∇×(ϕ− hε)
≥
∫
QT
f · (ϕ− h) +
∫
ΣT
g · (ϕ− h).
Assuming that h(t) ∈ K(t) for a.e. t ∈ (0, T ) (this fact will be proved in the
next lemma), applying a variant of Minty’s Lemma and standard arguments, we
conclude∫
Ω
∂th(t) · (ϕ− h) +
∫
Ω
ν|∇×h|p−2∇×h(t) · ∇×(ϕ− h(t))
≥
∫
Ω
f(t) · (ϕ− h(t)) +
∫
Γ
g(t) · (ϕ− h(t)),
where ϕ is any function belonging to K(t), for a.e. t ∈ (0, T ).
The uniqueness is immediate. 
Lemma 4.5. Let hε be the solution of the problem (41) and h the weak limit of a
subsequence of {hε}ε in Lp(0, T ; W˜p(Ω)) ∩H1(0, T ;L2(Ω)). Then
h(t) ∈ K(t), for a.e. t ∈ (0, T ).
Proof. Define
Aε =
{
(x, t) ∈ QT : |∇×hε(x, t)|p −Ψp(x, t)| <
√
ε
}
,
Bε =
{
(x, t) ∈ QT :
√
ε ≤ |∇×hε(x, t)|p −Ψp(x, t) ≤ 1ε
}
,
Cε =
{
(x, t) ∈ QT : |∇×hε(x, t)|p −Ψp(x, t) > 1ε
}
.
We have ∫
Aε
√
ε ≤ √ε|QT | −−−−→
ε→0
0
and ∫
Cε
1
ε
≤ 1
ε
∫
Cε
kε(|∇×hε(x, t)|p −Ψp(x, t))
e1/ε
2
≤ C 1
ε
e−1/ε
2 −−−−→
ε→0
0
Recalling that, in Bε, kε(|∇×hε(x, t)|p −Ψp(x, t)) ≥ e1/
√
ε, we have
|Bε| =
∫
Aε
1 ≤
∫
Aε
kε(|∇×hε(x, t)|p −Ψp(x, t))
e1/
√
ε
≤ Ce−1/
√
ε,
and so, |Bε| −−−−→
ε→0
0.
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Since∫
QT
(|∇×h| −Ψ)+ = ∫
QT
lim inf
ε
(|∇×hε| −Ψ) ∧ 1ε ∨ √ε
≤ lim inf
ε
∫
QT
(|∇×hε| −Ψ) ∧ 1ε ∨ √ε
= lim inf
ε
(∫
Aε
√
ε+
∫
Bε
(|∇×hε| −Ψ)+ ∫
Cε
1
ε
)
= lim inf
ε
∫
QT
(|∇×hε| −Ψ)χBε ≤ lim infε ‖ |∇×hε| −Ψ‖Lp(QT ) |Bε| 1p′ = 0,
we conclude that |∇×h| ≤ Ψ a.e. in QT , completing the proof. 
4.3. Continuous dependence on the data. Consider given data (f i, gi,hi0 ,Ψi)
and define Ki(t) = {v ∈Wp(Ω) : |∇×v| ≤ Ψi(t) a.e. in Ω}, for i = 1, 2.
Lemma 4.6. Given a function h1 ∈ Lp(0, T ;Wp(Ω)) such that h1(t) ∈ K1(t) for
a.e. t ∈ (0, T ), there exists a function ĥ2 ∈ Lp(0, T ;Wp(Ω)), verifying ĥ2(t) ∈ K2(t)
for a.e. t ∈ (0, T ) and a positive constant C such that
‖∇×(h1 − ĥ2)‖Lp(QT ) ≤ C‖Ψ1 −Ψ2‖L∞(QT ).
Proof. Define
β(t) = ‖Ψ1(t)−Ψ2(t)‖L∞(Ω), η(t) =
α
α+ β(t)
and ĥ2 = ηh1.
Then
|∇×ĥ2(t)| = η(t)|∇×h1(t)| ≤ η(t)Ψ1(t) ≤ Ψ2(t),
since
Ψ1(t)
Ψ2(t)
=
Ψ1(t)−Ψ2(t) + Ψ2(t)
Ψ2(t)
≤ β(t)
α
+ 1 =
1
η(t)
,
and so ĥ2(t) ∈ K2(t) for a.e. t ∈ (0, T ).
Now,
‖∇×(h1(t)− ĥ2(t))‖pLp(Ω) =
∫
Ω
|∇×(h1(t)− ĥ2(t))|p
=
∫
Ω
(
1− η(t))p|∇×h1(t)|p
=
∫
Ω
(
β(t)
α+ β(t)
)p
|∇×h1(t)|p
≤ β(t)
p
αp
∫
Ω
|∇×h1(t)|p.
(49)
Integrating in time we obtain
‖∇×(h1 − ĥ2)‖pLp(QT ) ≤
1
αp
‖∇×h1‖pLp(QT )‖Ψ1 −Ψ2‖
p
L∞(QT )
.

Remark 6. If we replace, in the last lemma, the subscript 1 by the subscript 2,
the corresponding function we construct will be denoted by ĥ1. 
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Theorem 4.7. Let hi denote the solution of the variational inequality (40) with
data (f i, gi,Ψi,hi0), i = 1, 2.
Then there exists a positive constant C such that
‖h1 − h2‖2L∞(0,T ;L2(Ω)) + ‖∇×(h1 − h2)‖p∨2Lp(QT ) ≤
C
(‖f1 − f2‖p′∧2Lq′ (QT ) + ‖g1 − g2‖p′∧2Lr′ (ΣT )
+ ‖h10 − h20‖2L2(Ω) + ‖Ψ1 −Ψ2‖L∞(QT )
)
. (50)
Proof. We know that, given ϕ ∈ Ki(t), i = 1, 2, we have∫
Ω
∂thi(t) · (ϕ− hi(t))+
∫
Ω
ν|∇×hi(t)|p−2∇×hi(t) · ∇×(ϕ− hi(t))
≥
∫
Ω
f i(t) · (ϕ− hi(t)) +
∫
Γ
gi(t) · (ϕ− hi(t)),
hi(0) =hi0 .
Choose, for i = 1, ĥ1 as test function. Then,
∫
Ω
∂th1(t) · (h1(t)− ĥ1(t)) +
∫
Ω
ν|∇×h1(t)|p−2∇×h1(t) · ∇×(h1(t)− ĥ1(t))
≤
∫
Ω
f1(t) · (h1(t)− ĥ1(t)) +
∫
Γ
g1(t) · (h1(t)− ĥ1(t)),
from which we obtain∫
Ω
∂th1(t) · (h1(t)− h2(t)) +
∫
Ω
ν|∇×h1(t)|p−2∇×h1(t) · ∇×(h1(t)− h2(t))
≤
∫
Ω
f1(t) · (h1(t)− h2(t)) +
∫
Γ
g1(t) · (h1(t)− h2(t))
+
∫
Ω
∂th1(t) · (ĥ1(t)− h2(t)) +
∫
Ω
ν|∇×h1(t)|p−2∇×h1(t) · ∇×(ĥ1(t)− h2(t))
+
∫
Ω
f1(t) · (h2(t)− ĥ1(t)) +
∫
Γ
g1(t) · (h2(t)− ĥ1(t)).
We have an analogous expression with h1 substituted by h2 and ĥ1 by ĥ2. From
both expressions we get
∫
Ω
∂t(h1(t)− h2(t)) · (h1(t)− h2(t))
+
∫
Ω
ν
(|∇×h1(t)|p−2∇×h1(t)− |∇×h2(t)|p−2∇×h2(t)) · ∇×(h1(t)− h2(t))
≤
∫
Ω
(f1(t)− f2(t)) · (h1(t)−h2(t)) +
∫
Γ
(g1(t)− g2(t) · (h1(t)−h2(t)) +Θ(t),
(51)
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where
Θ(t) =
∫
Ω
∂th1(t) ·(ĥ1(t)−h2(t))+
∫
Ω
ν|∇×h1(t)|p−2∇×h1(t) ·∇×(ĥ1(t)−h2(t))
+
∫
Ω
f1(t) · (h2(t)− ĥ1(t)) +
∫
Γ
g1(t) · (h2(t)− ĥ1(t))
+
∫
Ω
∂th2(t) · (ĥ2(t)− h1(t)) +
∫
Ω
ν|∇×h2(t)|p−2∇×h2(t) · ∇×(ĥ2(t)− h1(t))
+
∫
Ω
f2(t) · (h1(t)− ĥ2(t)) +
∫
Γ
g2(t) · (h1(t)− ĥ2(t)).
• p ≥ 2
From (51) we deduce, using the Remark 1, that there exists a positive constant
C1 such that
1
2
∫
Ω
|h1(t)− h2(t)|2 + a∗
∫
QT
|∇×(h1 − h2)|p
≤ C1
(
‖f1 − f2‖Lq′ (QT ) + ‖g1 − g2‖Lr′ (ΣT )
)
‖∇×(h1 − h2)‖Lp(QT )
+ 12
∫
Ω
|h10 − h20 |2 +
∫ T
0
Θ(τ)dτ.
It is easy to understand, by the expression of Θ, that∫ T
0
Θ(τ)dτ ≤ C2
(‖∇×(h1 − ĥ2)‖Lp(QT ) + ‖∇×(h2 − ĥ1)‖Lp(QT ))
≤ C3 ‖Ψ1 −Ψ2‖L∞(QT ) ,
C2, C3 positive constants and, from this last inequality we conclude that
‖h1 − h2‖2L∞(0,T ;L2(Ω)) + ‖∇×(h1 − h2)‖pLp(QT ) ≤ C
(
‖f1 − f2‖p
′
Lq
′
(QT )
+‖g1 − g2‖p
′
Lr
′
(ΣT )
+ ‖h10 − h20‖2L2(Ω) + ‖Ψ1 −Ψ2‖L∞(QT )
)
.
• 1 < p < 2
Again, using (51), the Remark 1 and arguments similar to (26), defining
Q̂T =
{
(x, t) ∈ QT : ∇×h1(x, t) 6= 0, ∇×h2(x, t) 6= 0
}
we obtain
1
2
∫
Ω
|h1(t)−h2(t)|2+ a∗
(∫
Q̂T
|∇×(h1−h2|p
) 2
p
(∫
Q̂T
(|∇×h1|+ |∇×h2|)p) p−2p
≤ ‖f1 − f2‖Lq′ (QT )‖h1 − h2‖Lq(QT ) + ‖g1 − g2‖Lr′ (ΣT )‖h1 − h2‖Lr(ΣT )
+ 12‖h10 − h20‖2L2(Ω) +
∫ T
0
Θ(τ)dτ.
So, there exists constants C2 and C3 such that
‖h1 − h2‖2L∞(0,T ;L2(Ω)) + C2‖∇×(h1 − h2)‖2Lp(QT )
≤ C3
(
‖f1 − f2‖2Lq′ (QT ) + ‖g1 − g2‖
2
Lr
′
(ΣT )
)
+ 12‖h10 −h20‖2L2(Ω)+
∫ T
0
Θ(τ)dτ
and the conclusion follows as in the previous case. 
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4.4. The asymptotic behaviour in time of the solutions of the variational
inequality. Consider the stationary variational inequality: to find h∞ ∈ K∞ such
that∫
Ω
ν|∇×h∞|p−2∇×h∞ · ∇×(ϕ− h∞)
≥
∫
Ω
f∞ · (ϕ− h∞) +
∫
Γ
g∞ · (ϕ− h∞) ∀ϕ ∈ K∞, (52)
where K∞ =
{
v ∈Wp(Ω) : |∇×v| ≤ Ψ∞ a.e. in Ω
}
, and assume
f∞ ∈ Lq
′
(Ω), g∞ ∈ Lr
′
(Γ) and Ψ∞ ∈ L∞(Ω), Ψ∞ ≥ α > 0.
Theorem 4.8. Let p ≥ 65 , h be the solution of the variational inequality (40) and
h∞ the solution of the (52).
Suppose that
f ∈ L∞(0,∞;Lq′∨2(Ω)),
g ∈ L∞(0,∞;Lr′(Γ)) ∩W 1,r′(0,∞;Lr′(Γ)),
Ψ ∈W 1,∞(0,∞;L∞(Ω)).
Suppose in addition that, for ξ defined in (19),∫ t
t
2
ξ(τ) dτ −−−−→
t→∞ 0 if p > 2 and
∫ t+1
t
ξ(τ) dτ −−−−→
t→∞
0 if 65 ≤ p ≤ 2
and
∃D > 0 ∃γ ‖Ψ(t)−Ψ∞‖L∞(Ω) ≤ Dtγ with γ >
{
3
2 if p > 2,
1
2 if
6
5 ≤ p ≤ 2.
Then we have
‖h(t)− h∞‖L2(Ω) −−−−→t→∞ 0.
Proof. Let
β(t) = ‖Ψ(t)−Ψ∞‖L∞(Ω), and η(t) =
α
α+ β(t)
.
Define
h(t) = η(t)h∞, and h∞(t) = η(t)h(t). (53)
As in Lemma 4.6 we have h(t) ∈ K∞ and h∞(t) ∈ K(t), for a.e. t ∈ (0,∞).
Substituting, in (51), h1 by h and h2 by h∞, we obtain∫
Ω
∂t(h(t)− h∞) · (h(t)− h∞)
+ a∗
∫
Ω
(|∇×h(t)|p−2∇×h(t)− |∇×h∞)|p−2∇×h∞) · ∇×(h(t)− h∞)
≤
∫
Ω
(f(t)− f∞) · (h(t)− h∞) +
∫
Γ
(g(t)− g∞) · (h(t)− h∞) + Θ(t),
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where
Θ(t) =
∫
Ω
∂th(t) · (h∞(t)− h∞) +
∫
Ω
ν|∇×h(t)|p−2∇×h(t) · ∇×(h∞(t)− h∞)
+
∫
Ω
f(t) · (h∞ − h∞(t)) +
∫
Γ
g(t) · (h∞ − h∞(t))
+
∫
Ω
ν|∇×h∞|p−2∇×h∞ · ∇×(h(t)− h(t))
+
∫
Ω
f∞ · (h(t)− h(t)) +
∫
Γ
g∞ · (h(t)− h(t))
and h(t) and h∞(t) are defined in (53).
From Lemma 4.3, we observe that there exists positive constants, C1 and C2,
independent of t, such that
‖∂th‖L2(Ω×(0,t)) ≤ C1t
1
2 + C2.
Define Φ(t) =
∫
Ω
‖h(t)− h∞‖2.
Arguing as in Section 2.3, for p > 2, we obtain, for a positive constant C,
Φ′(t) + CΦ
p
2 (t) ≤ l(t),
where, for a positive constant C3,
l(t) = C3
(
‖f(t)− f∞‖p
′
Lq
′
(Ω)
+ ‖g(t)− g∞‖p
′
Lr
′
(Γ)
+ ‖Ψ(t)−Ψ∞‖L∞(Ω)
)
+ C1t
1
2 ‖Ψ(t)−Ψ∞‖L∞(Ω).
But∫ t
t
2
l(τ) dτ
≤ C3
∫ t
t
2
(
‖f(τ) − f∞‖p
′
Lq
′
(Ω)
+ ‖g(τ)− g∞‖p
′
Lr
′
(Γ)
+ ‖Ψ(τ)−Ψ∞‖L∞(Ω)
)
dτ
+C1
∫ t
t
2
τ
1
2 ‖Ψ(τ)−Ψ∞‖L∞(Ω) dτ −−−−→
t→∞
0,
because γ > 32 .
For 65 ≤ p ≤ 2 we have
Φ′(t) + CΦ(t) ≤ l(t),
where, for a positive constant C3,
l(t) = C3
(
‖f(t)− f∞‖2Lq′ (Ω) + ‖g(t)− g∞‖2Lr′ (Γ) + ‖Ψ(t)−Ψ∞‖L∞(Ω)
)
+ C1t
1
2 ‖Ψ(t)−Ψ∞‖L∞(Ω).
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But∫ t+1
t
l(τ) dτ
≤ C3
∫ t+1
t
(
‖f(τ) − f∞‖2Lq′ (Ω) + ‖g(τ) − g∞‖2Lr′ (Γ) + ‖Ψ(τ)− Ψ∞‖L∞(Ω)
)
dτ
+C1
∫ t+1
t
τ
1
2 ‖Ψ(τ)−Ψ∞‖L∞(Ω) dτ −−−−→
t→∞
0,
because γ > 12 .
Arguing, in both cases, exactly as in the Section 2.3, the conclusion follows. 
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