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Premie`re partie
Contexte
Chapitre 1
Introduction
1.1 De l’intelligence artificielle aux syste`mes multi-agents
Un peu d’histoire...
L’ide´e d’une cre´ature fabrique´e par l’homme a` son image est probablement presque aussi
vieille que l’humanite´ elle-meˆme, comme en te´moignent les nombreux mythes ancestraux
tournant autour de ce the`me. Cependant, les avance´es techniques apparues au milieu du
vingtie`me sie`cle dans le domaine du traitement automatique de l’information, allie´es a` une
certaine me´canisation de la vision du monde, ont fortement ravive´ les espoirs (et les craintes)
de voir ce reˆve se re´aliser.
C’est ainsi que dans les anne´es 50 est apparue l’expression “intelligence artificielle” (IA)
pour de´signer un champ relativement mouvant de la science, touchant aussi bien l’informa-
tique, les mathe´matiques ou la logique que la psychologie, la linguistique, la sociologie, etc.
Malgre´ ce nom prometteur on peut dire que, quelques 50 ans apre`s la fondation de la dis-
cipline, celle-ci n’a toujours pas apporte´ de re´ponse a` la question de sa de´finition meˆme :
“Qu’est-ce que l’intelligence ?”1. Il en re´sulte une branche aux contours flous et a` large couver-
ture, englobant a` la fois les “correcteurs grammaticaux” disponibles dans certains traitements
de textes actuels, des “simulations de colonies de fourmis” et des “animaux de compagnie”
artificiels.
Pour comprendre comment on en est arrive´ a` cette diversite´ surprenante, et pour replacer
brie`vement cette the`se dans un contexte un peu plus large, nous proposons un survol bref (et
partial !) des grands mouvements qui ont marque´ la recherche en IA.
La premie`re pe´riode de l’IA est caracte´rise´e par un accent presque exclusif sur les capacite´s
intellectuelles. De la preuve automatique de the´ore`mes aux syste`mes experts, les recherches
sont centre´es sur les capacite´s de re´flexion et de repre´sentation du monde. Cette vision de
l’IA culmine en 1997 avec la victoire d’un ordinateur, le RS/6000 d’IBM, dit Deep Blue, sur
le champion du monde d’e´checs de l’e´poque, Garry Kasparow.
Entre temps ne´anmoins, les limites d’une telle approche ont commence´ a` se faire sentir :
l’intelligence, quelle que soit sa nature, ne saurait se re´sumer aux pures capacite´s intellec-
tuelles. Un nouveau courant se de´gage alors, qui de´sire prendre en compte les capacite´s sen-
1On pourrait meˆme retracer l’histoire des succe`s de l’IA comme celle des de´finitions ne´gatives de l’intelli-
gence. A chaque nouveau succe`s d’une machine (victoire aux e´checs, monter des escaliers, ...), l’e´vidence semble
s’imposer que “ ce n’est pas c¸a l’intelligence”...
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sorielles et motrices dans l’approche de l’IA [PS99]. Le mot-cle´ de ce que l’on a parfois appele´
la nouvelle IA devient alors l’embodied cognition 2, relevant l’importance des interactions phy-
siques (re´elles ou simule´es) entre le monde et un artefact que l’on voudrait intelligent. Les
notions de repre´sentation du monde, de calcul ou de raisonnement laissent alors leur place
a` des notions comme la structure sensori-motrice, le maintien d’un e´quilibre interne et la
re´action aux perturbations.
On a ainsi passe´ avec la nouvelle IA — du moins dans le discours — d’un artefact pen-
sant et isole´ a` une entite´ agissante, ou agent, et ouverte sur son entourage. C’est dans ce
mouvement vers l’exte´rieur de l’agent que l’on peut replacer l’apparition d’un inte´reˆt pour les
communications entre agents, leurs interactions, et plus ge´ne´ralement le comportement des
syste`mes compose´s de plusieurs agents. L’e´mergence de la dimension sociale dans le champ
de l’IA a alors donne´ naissance au domaine connu actuellement sous le nom de syste`mes
multi-agents (SMA).
Dans ce passage a` la socialite´, certains chercheurs sont reste´s dans la ligne´e des travaux
qui les ont pre´ce´de´s et se sont inte´resse´s a` des syste`mes forme´s d’un certain nombre (souvent
petit) d’agents complexes, appele´s ge´ne´ralement agents cognitifs. D’autres en ont profite´ pour
drastiquement simplifier la structure des agents, en renonc¸ant explicitement a` leur “intelligen-
ce”. Ces agents suivent souvent des re`gles de comportement extreˆmement simples et re´agissent
directement aux changements de leur environnement, sans passer par la phase typiquement
cognitive de de´libe´ration. On parle dans ce cas d’agents re´actifs 3. Ces deux types d’approches
coexistent actuellement dans la recherche.
L’aile cognitive de la recherche en SMA est donc dans la ligne directe des pe´riodes pre´-
ce´dentes de l’IA : elle a he´rite´ des techniques “intellectuelles” de la premie`re pe´riode ainsi
que des concepts d’embodiment de la deuxie`me ; la proble´matique sociale vient simplement
comple´ter le tableau.
Cette filiation de l’IA classique est par contre beaucoup moins claire pour l’aile re´active
des SMA : si le terme “intelligence” est parfois encore pre´sent dans la notion d’intelligence
collective, la question centrale est devenue celle des rapports entre deux niveaux de description
(local et global) d’un phe´nome`ne, et les concepts centraux sont plutoˆt ceux d’e´mergence,
(auto-)organisation, etc.
Pour re´sumer de manie`re image´e, on pourrait dire que l’IA a tout d’abord pris pour
me´taphore centrale le cerveau humain ; la nouvelle IA a tente´ d’e´largir cette me´taphore au
corps humain dans son entier ; l’aile cognitive des SMA a encore e´largi cette image a` celle des
socie´te´s humaines tandis que l’aile re´active des SMA prendrait plutoˆt comme me´taphore de
base celle des socie´te´s d’insectes (fourmis, abeilles, ...).
Le petit historique ci-dessus ne donne bien suˆr qu’une vision tre`s partielle de l’origine des
SMA ; de nombreux autres facteurs ont joue´ dans l’apparition de cette proble´matique. Ainsi
la ge´ne´ralisation des re´seaux a provoque´ une recherche de de´centralisation des algorithmes
dans tous les domaines de l’informatique. L’IA n’a pas fait exception et les SMA peuvent eˆtre
vus comme un des produits de l’approche distribue´e de l’IA.
Paralle`lement, la formidable e´volution de l’ergonomie des ordinateurs dans ces dernie`res
de´cennies a provoque´ une attente toujours plus grande de la part de l’utilisateur en matie`re de
2Il est particulie`rement de´licat de trouver une bonne traduction de cette expression : la traduction litte´rale
cognition incarne´e e´tant peu satisfaisante, nous laissons ici l’expression anglaise d’origine.
3Il existe bien suˆr toute une varie´te´ d’approches interme´diaires entre les agents cognitifs complexes et les
agents re´actifs purs. La pre´sentation ci-dessus re´sulte d’une grande simplification.
1.1. DE L’INTELLIGENCE ARTIFICIELLE AUX SYSTE`MES MULTI-AGENTS 17
personnalisation des services qu’une machine peut lui rendre. L’ide´e de repre´senter cet utilisa-
teur a` l’inte´rieur meˆme de la machine par une entite´ informatique a` laquelle on peut de´le´guer
des taˆches influence conside´rablement tout un pan de la recherche en SMA actuellement4.
Une vision plus centre´e sur le ge´nie logiciel fournit encore une autre filiation des SMA : de
l’apparition des langages de haut niveau au paradigme oriente´ objet, en passant par la pro-
grammation structure´e, l’histoire des techniques de programmation peut eˆtre vue comme une
e´volution vers toujours plus de structuration et de modularite´. On peut alors voir l’apparition
des agents comme un renforcement de l’encapsulation des mode`les objets.
Enfin, de manie`re un peu plus large, on pourrait replacer l’e´mergence de la proble´matique
multi-agent dans le contexte e´piste´mologique de son e´poque : elle s’inscrit en effet dans un
courant ge´ne´ral qui, de toutes les branches touche´es par le mouvement syste´mique [Dur83]
jusqu’aux mathe´matiques elles-meˆmes [Ami98], tend a` s’inte´resser moins aux entite´s d’un
syste`me qu’aux relations qui les unissent.
Une e´tude de´taille´e du contexte dans lequel sont ne´s les SMA de´passerait ne´anmoins
largement la pre´tention de cette introduction et nous laisserons de coˆte´ ces re´flexions pour
nous inte´resser de plus pre`s au questions aborde´es par cette the`se.
Vers une structuration des SMA
Comme nous l’avons vu, le centre d’inte´reˆt dans la recherche multi-agents s’est progres-
sivement de´place´ de l’agent au syste`me dans son entier : de questions du type “Que dois-je
ajouter a` un agent pour qu’il devienne social ?”, on a passe´ a` des proble`mes du type“Si je veux
un SMA posse´dant tel comportement dans son ensemble, comment dois-je en programmer les
agents ?”.
Cette question est encore ouverte ; nous ne posse´dons pas de recette pour passer de la
spe´cification d’un SMA complet a` celle des agents le composant5. Ne´anmoins, plusieurs pistes
existent dans cette direction. Parmi celles-ci, il en est une qui nous paraˆıt particulie`rement
prometteuse et qui constitue une des bases de ce document : c’est ce que nous appellerons
l’approche organisationnelle6.
Cette approche s’applique aux syste`mes dont les interactions ont tendance a` se stabiliser
sur des motifs stables ; on peut alors tenter de “factoriser” la spe´cification du syste`me par ces
patterns re´currents d’interaction, obtenant ainsi une e´tape interme´diaire entre le SMA dans
son ensemble et les agents.
On voit ainsi apparaˆıtre de nouveaux concepts qui constituent a` la fois une factorisation
du comportement du SMA et une abstraction de celui des agents. La terminologie de´crivant
l’abstraction de ces patterns est encore peu stable : on trouve les termes de groupe, organisa-
tion, structure, voie meˆme protocole, etc. On rencontre par contre un consensus un peu plus
large pour appeler roˆle le comportement qu’un agent doit avoir pour produire ces interactions.
Nous pouvons maintenant expliciter la question qui a initie´ la recherche menant a` cette
the`se : ”Que doit-il se passer lorsqu’un agent endosse plusieurs roˆles dans un syste`me ?” ou
4C’est meˆme probablement dans ce domaine que les premie`res grandes applications commerciales des tech-
niques multi-agents feront leur apparition.
5On pourrait d’ailleurs penser que le jour ou` une me´thode ge´ne´rale existera pour ce proble`me, on sera
parvenu a` la fin de la recherche en SMA !
6Parmi les approches alternatives, on pourrait citer l’e´mergentisme [Jea97] ou les approches oriente´es agent
[WJK00]. Nous n’aborderons ces travaux que dans la mesure ou` ils posse`dent des intersections avec l’approche
organisationnelle.
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autrement dit “ Les roˆles constituant une sorte de spe´cification partielle du comportement de
l’agent, comment combiner ces e´le´ments pour e´viter les conflits et obtenir un comportement
cohe´rent, aussi bien au niveau de l’agent que du syste`me ?”
Or nous avons constate´ qu’il n’existait pas de cadre formel ade´quat pour pouvoir poser
cette question pre´cise´ment. Cette the`se va donc pre´senter le cadre que nous avons de´veloppe´
pour donner une signification pre´cise a` la question de la prise de roˆles multiples, puis les
me´thodes que nous proposons pour la re´soudre.
1.2 Contributions
La particularite´ de ce me´moire est de proposer une approche comple`te des SMA organisa-
tionnels, de la spe´cification a` l’imple´mentation. Il en re´sulte un mode`le nomme´ MOCA (pour
Mode`le Organisationnel et Componentiel pour les syste`mes multi-Agents), dont le de´veloppe-
ment a ne´cessite´ la re´solution de diffe´rents proble`mes :
Mode`le organisationnel comportementaliste dynamique Comme nous le verrons au
chapitre 2, les approches organisationnelles des SMA se re´partissent en deux types :
d’une part, celles qui e´tudient la dynamique des structures sociales sans vraiment as-
socier de comportements aux roˆles qu’un agent peut jouer et d’autre part celles qui
associent un comportement aux roˆles mais qui ne permettent pas une dynamique so-
ciale. Notre premie`re contribution, de´taille´e principalement aux chapitres 5 et 7, est de
proposer un mode`le ope´rationnel qui combine ces deux aspects.
Architecture componentielle Pour re´aliser la combinaison ci-dessus de manie`re souple et
ge´ne´rale, nous avons choisi un mode`le componentiel d’agent. Nous explicitons ainsi les
liens pre´sentis dans certains travaux entre les approches componentielles et organisa-
tionnelles [Yoo99]. Ceci nous permet e´galement de donner une se´mantique pre´cise a` la
prise et au rejet de roˆles sous forme d’ajout ou de retrait d’un composant de l’agent.
Cet aspect apparaˆıtra plus particulie`rement aux chapitres 5 et 6.
Prise de roˆle multiple Question initiale de la the`se, la combinaison dynamique de plu-
sieurs roˆles au sein d’un agent sera traite´e au chapitre 6. Nous introduirons le concept
d’ignorance mutuelle, que nous proposons de re´aliser par une exclusion mutuelle sur
certaines parties de l’exe´cution des roˆles. Si les roˆles sont de´crits dans le formalisme
que nous proposons au chapitre 5, la de´termination de ces zones critiques peut se faire
automatiquement.
Ope´rationnalisation Tous les e´le´ments ci-dessus sont ope´rationnalise´s sous la forme d’une
plate-forme qui sera pre´sente´e au chapitre 9. Des tests re´alise´s sur cette plate-forme
seront expose´s au chapitre 10.
E´le´ments de validation La validation de SMA est un proble`me particulie`rement de´licat : si
le syste`me est conc¸u de manie`re centralise´e, dans une approche“top-down”, il est possible
de re´cupe´rer certains e´le´ments des me´thodes traditionnelles de validation. Par contre,
on perd une bonne partie de la souplesse que peut fournir un SMA. Cette souplesse est
beaucoup plus grande dans une approche de type “bottom-up”, centre´e sur les agents,
mais la validation formelle est tre`s difficile a` re´aliser dans ce cas. Notre approche se situe
quelque part entre ces deux poˆles et pourrait eˆtre de´crite comme une approche “tops-
down”, ou multi-centre´e : les organisations que nous de´finissons sont autant de vues
partielles du syste`me global, autant de “tops” desquels descendre. Nous argumenterons
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au chapitre 8 que cette vision des choses fournit des pistes inte´ressantes pour ce qui est
de la validation.
1.3 MOCA, simplement un mode`le de plus ?
On trouve de´ja` dans la litte´rature de nombreux mode`les de SMA, souvent accompagne´s
de leur plate-forme, pre´sentant chacun ses qualite´s et ses de´fauts propres. On peut donc
se´rieusement se demander si MOCA n’est pas simplement un mode`le de plus, imple´mente´
sous la forme d’une plate-forme de plus. La re´ponse est a` la fois oui et non, suivant le point
de vue :
– Pour un utilisateur de´sirant concevoir un syste`me, la re´ponse est oui : MOCA fournit
un nouvel environnement de de´veloppement, avec de nouveaux concepts a` maˆıtriser. De
ce point de vue, la seule justification de notre approche est que nous pensons apporter
avec MOCA des avantages en termes de puissance, de re´utilisation ou de facilite´ de
conception.
– A` un niveau plus the´orique, MOCA est assez diffe´rent de la plupart des autres approches
sous-tendant une plate-forme : en effet, il ne s’agit pas vraiment d’une plate-forme multi-
agent mais plutoˆt d’une plate-forme organisationnelle. La plate-forme MOCA s’appuie
sur une plate-forme SMA existante7 pour fournir un nouvelle couche de services, dits
organisationnels.
Pour mieux saisir l’apport de notre de´marche en matie`re de conception de SMA, on pourrait
e´tablir une comparaison avec la programmation oriente´e objet. Dans certains cas, le para-
digme objet n’est pas approprie´ et une programmation “traditionnelle” est tout aussi efficace ;
cependant, la structuration et la re´utilisabilite´ apporte´es par la programmation oriente´e objet
l’ont rendue indispensable lors du de´veloppement de syste`mes de grande taille. Notre ap-
proche a e´galement pour but de structurer le de´veloppement d’un SMA et d’augmenter la
re´utilisabilite´ de ses composants. Les techniques que nous proposons ne sont certainement pas
utiles dans toutes les circonstances, mais nous pensons qu’une telle approche pourrait aider
a` de´velopper des SMA a` large e´chelle beaucoup plus facilement.
1.4 Plan de la the`se
La premie`re partie de cette the`se pre´sente le contexte dans lequel s’inscrivent nos travaux.
Apre`s la pre´sente introduction, le chapitre 2 propose une revue de la litte´rature pour permettre
de mieux cerner les spe´cificite´s de notre approche. Le chapitre 3 pre´sente ensuite le formalisme
de repre´sentation des roˆles de Vincent Hilaire [Hil00] sur lequel nous basons la partie formelle
de notre approche.
La deuxie`me partie est consacre´e aux aspects the´oriques de notre mode`le. Le chapitre 5
pre´sente les concepts principaux de MOCA et leur articulation. Le chapitre 6 se concentre
ensuite sur les interactions entre les composants constituant un agent et la gestion des conflits
qui pourrait en re´sulter. Le chapitre 7 utilise les concepts de´veloppe´s par les deux chapitres
pre´ce´dents pour proposer une me´thode de gestion de la dynamique organisationnelle. Enfin, le
chapitre 8 sugge`re des pistes pour la validation formelle en mettant a` profit les caracte´ristiques
de notre approche.
7En l’occurrence MadKit, cf. chapitres 2 et 9.
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La troisie`me partie pre´sente les re´alisations pratiques base´es sur notre mode`le. Le cha-
pitre 9 pre´sente la plate-forme que nous avons de´veloppe´e pour ope´rationnaliser MOCA, alors
que le chapitre 10 expose les expe´rimentations re´alise´es sur cette plate-forme.
La quatrie`me et dernie`re partie est constitue´e uniquement du chapitre 11 qui tente de
faire le point sur les travaux que nous avons effectue´s et ceux qui, ine´vitablement, restent a`
faire.
Chapitre 2
Revue de la litte´rature
L’approche propose´e dans cette the`se se situe a` la rencontre de deux courants actuels des
syste`mes multi-agents : les mode`les organisationnels et les mode`les componentiels. Si ces deux
domaines semblent assez e´loigne´s l’un de l’autre, on remarquera cependant qu’ils partagent
au moins un but central : augmenter la re´utilisabilite´ des e´le´ments d’un syste`me multi-agents.
Dans notre approche cependant, ces deux domaines ont des positions tre`s distinctes :
l’approche organisationnelle constitue le point de de´part de notre re´flexion, le domaine ou` la
question initiale a e´te´ pose´e. Le choix d’une architecture componentielle est venu plus tard,
comme un moyen de re´pondre a` certains proble`mes pose´s par cette premie`re question.
Cette diffe´rence de statut se refle`te dans ce survol de la litte´rature : la pre´sentation des
travaux organisationnels du prochain paragraphe se veut critique, relevant les manques des
approches actuelles pour bien faire comprendre le pourquoi de notre de´marche. Le paragraphe
suivant, par contre, pre´sentera les travaux componentiels de manie`re beaucoup plus factuelle
et succincte.
2.1 Approches organisationnelles
Au cours des dernie`res anne´es, les notions d’organisation, de roˆle et d’autres concepts
apparente´s ont fait leur apparition dans le domaine des syste`mes multi-agents, et ceci pour
au moins deux raisons :
1. Ce type d’approche peut re´sulter d’un resserrement des liens qui unissent SMA et so-
ciologie. Que ce soit pour tester des mode`les existants ou pour tenter d’en de´velopper
d’autres, la simulation multi-agent semble un outil particulie`rement bien adapte´ a` la
sociologie [CEMS01] et il n’est pas e´tonnant que des notions e´voquant des collectifs
d’agents fassent leur apparition dans ce contexte.
2. D’un point de vue ge´nie logiciel, la conception de syste`mes multi-agents a` large e´chelle
ne´cessite des moyens de structuration. Si les agents sont homoge`nes et que le syste`me
est ferme´, cette structuration peut se faire de manie`re implicite dans la conception des
agents eux-meˆmes ; cependant, dans un syste`me ouvert et he´te´roge`ne, la repre´sentation
explicite de cette structuration devient ne´cessaire [Gut01].
Notre de´marche se situe clairement dans l’optique ge´nie logiciel e´voque´e au deuxie`me point.
Cependant, les deux types de de´marche ne sont pas si e´loigne´s en pratique et des retombe´es sur
l’aspect simulation sociale d’approches telles que la noˆtre sont tout a` fait possibles [AMBN].
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Inde´pendamment de cette premie`re classification, une deuxie`me grande se´paration dans
les approches organisationnelles des SMA peut eˆtre de´gage´e :
1. D’un coˆte´, les approches dites mentalistes, qui mettent l’accent sur le fonctionnement
interne des agents [PNJ99, Ken99, BGM98]. Les notions organisationnelles sont alors
ge´ne´ralement normatives : faire partie d’un groupement social implique essentiellement
d’adapter son comportement de manie`re a` suivre les normes y e´tant rattache´es. Les
roˆles sont vus comme des ensembles de responsabilite´s, de´pendances, etc. D’un point
de vue technique, ces approches sont ge´ne´ralement des extensions de l’architecture BDI
(Belief-Desire-Intention1, voir p. ex. [PNJ99])
2. De l’autre coˆte´, les approches comportementalistes s’inte´ressent aux groupements so-
ciaux en tant que patterns2 institutionnalise´s d’interactions. Les notions organisation-
nelles de´crivent alors ge´ne´ralement de tels patterns, inde´pendamment de la structure
interne de l’agent.
Le pre´sent travail se situe dans une perspective comportementaliste.
Nous allons maintenant proposer une pre´sentation des principales approches organisation-
nelles comportementalistes des SMA existant dans la litte´rature. Nous tenterons de relever,
pour chacune d’entre elles, ses motivations, ses forces et ses faiblesses et le positionnement
relatif de notre approche.
La the`se de Benoˆıt Durand
Un des premiers textes a` aborder le proble`me de l’organisation dans les SMA sous l’angle
de patterns collectifs de comportements est la the`se de Benoˆıt Durand [Dur96]. L’ide´e de cette
approche, ne´e d’une proble´matique de mode´lisation et simulation des syste`mes complexes, est
d’associer a` chaque point de vue sur un syste`me un sche´ma d’organisation, c’est a` dire un
ensemble de roˆles conc¸us pour s’exe´cuter de manie`re coordonne´e.
Le mode`le de Durand se de´cline en trois niveaux dont les relations sont repre´sente´es a` la
figure 2.1 :
1. Le niveau structurel repre´sente l’ancrage du syste`me dans une approche oriente´e objet ;
il consiste en la description des classes et me´thodes qui forment le syste`me. Pour le
spe´cifier, Durand a de´veloppe´ un framework exprime´ dans le langage Airelle. C’est en
particulier a` ce niveau que sont de´crites les diffe´rentes classes d’agents.
2. Le niveau des compe´tences de´finit les sche´mas d’organisation et les roˆles correspondants ;
il constitue le noyau de l’aspect organisationnel du syste`me.
3. Le niveau performatif spe´cifie les liens qui unissent les deux niveaux pre´ce´dents ; c’est a`
ce niveau qu’apparaissent les agents eux-meˆme, ainsi que la structure organisationnelle
du syste`me (attribution des roˆles aux agents).
Pour Durand, un roˆle de´crit une activite´ possible pour un agent. A` chaque roˆle est associe´
un ensemble d’e´tats, et a` chaque e´tat correspondent trois comportements : le comportement
proactif, repre´sentant l’activite´ du roˆle inde´pendamment des influences exte´rieures, le com-
portement re´actif, qui spe´cifie la fac¸on dont le roˆle re´agit aux perturbations qu’il rec¸oit et le
comportement fonctionnel, de´clenche´ sur demande par ses accointances.
1Croyance-De´sir-Intention.
2Nous avons de´cide´, afin de nous conformer a` l’usage, d’utiliser tout au long de cette the`se le mot anglais
de pattern au lieu de motif, qui n’en constitue qu’une traduction approximative.
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Fig. 2.1 – Les trois niveaux du mode`le de Durand
Un comportement est lui compose´ d’un script comportemental et d’un ensemble de liens
d’accointances. L’exe´cution d’un comportement correspond a` l’exe´cution du script associe´,
suivie du de´clenchement d’actions ou de comportements sur les accointances. On notera que
l’exe´cution des comportements se repose sur le fait que les agents doivent fournir un certain
nombre de services standard (par exemple pour la gestion des accointances).
Les liens d’accointances, on l’a vu, sont spe´cifie´s au niveau des comportements et servent
a` de´signer les agents avec lesquels un comportement interagira. Ils sont de´finis par un identi-
fiant, une expression permettant de calculer la liste effective des accointances au moment de
l’exe´cution, la classe des agents aux deux extre´mite´s du lien, l’arite´ et e´ventuellement le lien
inverse. Lorsque le lien sert au de´clenchement du comportement fonctionnel de l’accointance,
il sera appele´ lien fonctionnel, et les roˆles ainsi lie´s seront nomme´s roˆles associe´s.
L’attribution des roˆles aux agents est effectue´e par le de´veloppeur au moment de la concep-
tion ; elle doit tenir compte de la classe d’agent (une classe donne´e ne peut prendre en charge
que certains roˆles) et des autres roˆles pris par l’agent (en raison des roˆles associe´s). Cette
attribution reste fixe pour la dure´e de vie du syste`me.
Un des grands me´rites de Durand est d’avoir mis en e´vidence le double lien d’instanciation
ne´cessaire a` une approche organisationnelle des SMA :
– d’une part, le lien qui unit un agent a` sa classe ; il correspond ge´ne´ralement a` une
instanciation au sens oriente´ objet du terme.
– d’autre part, le lien qui unit une organisation du SMA a` son sche´ma d’organisation, et
dont l’interpre´tation pre´cise est plus sujette a` discussion.
Cet aspect se retrouvera d’ailleurs dans la plupart des travaux que nous citons ici, bien que
le premier type d’instanciation soit parfois laisse´ implicite dans le discours. On obtient alors
une structuration en deux niveaux : le niveau qui de´crit de manie`re abstraite les patterns
d’interactions et celui ou` des agents les mettent en oeuvre.
Cependant, le travail de Durand souffre de quelques imperfections :
– Les formalismes utilise´s sont tre`s pre`s de l’imple´mentation, nuisant ainsi a` la ge´ne´ricite´
du mode`le.
– Les be´ne´fices de la structuration en niveaux sont atte´nue´s par une mauvaise inde´pen-
dance de ceux-ci : la conception des classes d’agents ne´cessite une connaissance des
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sche´mas d’organisation et inversement. Ceci nuit beaucoup a` la re´utilisation des agents
aussi bien que des structures organisationnelles.
– Bien qu’un agent puisse prendre plusieurs roˆles, il n’existe aucun me´canisme pour ge´rer
les e´ventuelles interfe´rences qui pourraient survenir entre ceux-ci.
– Enfin, l’absence de dynamique organisationnelle repre´sente une limitation se´rieuse du
champ d’application du mode`le. En effet, cela interdit l’entre´e ou la sortie d’agents dans
le syste`me en cours d’exe´cution, aussi bien que le changement de fonction d’un agent.
Le mode`le que nous proposons dans ce travail pre´sente une parente´ certaine avec le travail
de Durand pour ce qui est de la structuration en niveaux, mais apporte des ame´liorations
sur les points suivants : un formalisme plus ge´ne´ral, une bonne inde´pendance des niveaux
conceptuels et la prise en compte des conflits de roˆles et de la dynamique organisationnelle.
De plus, l’introduction dans notre mode`le de la notion de compe´tence nous permet de ge´ne´-
raliser les notions de comportement fonctionnel, de roˆles associe´s et de services d’agents ; le
regroupement de ces divers aspects en un seul concept en permet une expression a` la fois plus
claire et plus simple.
Cassiope´e
La me´thode Cassiope´e [CPD96] se pre´sente comme un cadre me´thodologique pour la
conception de SMA permettant la mise en oeuvre de comportements collectifs.
Dans Cassiope´e, les agents sont dote´s de trois niveaux de comportement :
1. Les comportements e´le´mentaires, correspondant aux capacite´s de base de l’agent (les
“primitives”).
2. Les comportements relationnels, permettant la coordination entre agents et la mise en
place de comportements collectifs.
3. Les comportements organisationnels, constituant une sorte de niveau“me´ta”par rapport
aux pre´ce´dents, dans le sens ou` ils ge`rent la mise en œuvre ou l’inhibition de ces derniers.
La me´thodologie se de´compose alors en trois points correspondant au de´veloppement de ces
trois types de comportements :
1. Expression des comportements e´le´mentaires. Cette e´tape comporte aussi la de´finition
des types d’agents qui comportent chacun un certain nombre de comportements e´le´men-
taires.
2. E´tude des de´pendances comportementales. Pour cela, on construit le graphe de couplage
qui repre´sente toutes les de´pendances possibles entre les diffe´rents comportements e´le´-
mentaires. Ce graphe est ensuite projete´ sur chaque type d’agent, puis le re´sultat est
e´pure´ en retirant les de´pendances juge´es non pertinentes ; on obtient alors un graphe
d’influence dont les chemins et circuits repre´sentent les diffe´rentes possibilite´s de re-
groupement des agents.
Il reste alors a` de´centraliser cette vue structurelle au niveau des agents : chaque type
d’agent influent doit pouvoir envoyer un signe d’influence aux types d’agents influence´s
correspondants. Les comportements relationnels sont ensuite de´finis au niveau de l’agent
influence´ pour de´crire leur re´action (en termes de comportements e´le´mentaires) a` la
re´ception d’un signe d’influence.
3. De´finition de la dynamique de l’organisation. Lorsque des agents collaborent selon les
me´canismes mis en place au point 2, on dit qu’ils forment un groupe. Il faut maintenant
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de´finir des comportements de formation de groupes, qui permettent par exemple de
de´terminer quel groupe former lorsque plusieurs possibilite´s concurrentes se proposent,
des comportements de participation, qui de´terminent le comportement d’un agent suivant
s’il appartient ou non a` un groupe donne´, et enfin des comportements de dissolution,
qui de´terminent la manie`re de dissoudre un groupe existant.
La distinction entre les diffe´rents niveaux de comportement propose´e par Cassiope´e permet
une expression beaucoup plus claire de ce qui, chez Durand, est disse´mine´ dans les concepts
de service d’agent, de comportement fonctionnel et dans les notions associe´es.
Par contre, l’absence du double lien d’instanciation que nous avons vu chez Durand
condamne Cassiope´e a` un certain flou qui provoque une quasi-superposition des notions de
type d’agent, de comportement e´le´mentaire et de roˆle.
Nous verrons que notre mode`le inte`gre, avec la notion de compe´tence, un concept proche
des comportements e´le´mentaires de Cassiope´e dans un cadre explicitant e´galement la double
instanciation. On notera e´galement que dans Cassiope´e, les comportements e´le´mentaires de
l’agent sont fixe´s pour sa dure´e de vie, tandis que dans MOCA, un agent peut acque´rir ou
perdre des compe´tences.
Aalaadin
Aalaadin [FG98, FG99, Gut01] est sans doute la plus connue des approches organisation-
nelles comportementalistes des SMA. Mene´e par Olivier Gutknecht et Jacques Ferber, cette
de´marche s’articule selon quatre axes :
1. Un axe conceptuel pre´sentant un mode`le s’articulant autour des trois concepts d’agent,
de groupe et de roˆle.
2. Un axe proposant une se´mantique formelle au mode`le Agent-Groupe-Roˆle.
3. Un axe imple´mentatoire fournissant la plate-forme MadKit.
4. Un axe e´tudiant des pistes pour une me´thodologie de conception des SMA organisation-
nels.
Cette approche trouve son origine dans une re´flexion sur les diffe´rents e´cueils des mode`les
centre´s agents. Le principal d’entre eux est la prise en compte de l’he´te´roge´ne´ite´ : “Comment
concevoir des syste`mes ouverts, aux agents tre`s diffe´rents les uns des autres, parlant e´ven-
tuellement plusieurs “langages” diffe´rents, etc. ?” Les auteurs rele`vent aussi les proble`mes de
la modularisation du de´veloppement des SMA, la se´curite´ des applications, etc.
La solution propose´e pour surmonter ces diverses difficulte´s est d’introduire une structura-
tion exprimable au niveau du syste`me multi-agent et non de l’agent. Nous allons maintenant
pre´senter le mode`le qui en re´sulte selon les quatre axes e´voque´s ci-dessus :
Le mode`le Agent-Groupe-Roˆle Centre´ autour des trois concepts d’agent, de groupe et de
roˆle, il est parfois appele´ mode`le AGR. Les rapports entre ces trois notions sont pre´sente´s
sous forme de diagramme UML a` la figure 2.2. [Gut01] en fait le commentaire suivant :
  Un agent peut intervenir dans plusieurs communaute´s (que nous appel-
lerons “groupes” dans notre mode`le) en paralle`le. Il peut jouer dans chacun de
ces groupes un ou plusieurs roˆles correspondant a` ses activite´s ou interactions.
Ces roˆles peuvent eˆtre porte´s par un nombre d’agents arbitraire, de´pendant
de la situation et des normes de l’organisation. 
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Fig. 2.2 – Les notions centrales d’Aalaadin
La simplicite´ du mode`le AGR re´sulte de la recherche d’une certaine minimalite´ : le but
est de de´gager un ensemble minimal de concepts permettant un discours sur les SMA
organisationnels.
La se´mantique ope´rationnelle Le mode`le AGR est muni d’une se´mantique ope´rationnelle
base´e sur la rencontre de deux formalismes :
1. Le pi-calcul, qui est un formalisme visant a` fournir une fondation formelle a` l’expres-
sion de processus concurrents. En caricaturant un peu, on peut le de´crire comme
le λ-calcul du paralle´lisme.
2. La Chemical Abstract Machine (CHAM en abre´ge´), comme son nom l’indique, est
une machine abstraite base´e sur une me´taphore chimique. Une CHAM est de´finie
par les mole´cules (e´le´ments syntaxiques) qui la composent et par un ensemble de
re`gles de re´action qui de´finissent des transformations d’un ensemble de mole´cules
en un autre.
L’ide´e est alors de faire correspondre une expression en pi-calcul a` chacun des compor-
tements d’un agent, et une CHAM a` chacun des groupes du SMA3. Le re´sultat, appele´
MAAM (pour Multi-Agent Abstract Machine), fournit une machine abstraite de´crivant
le fonctionnement du SMA dans son ensemble. Le cloisonnement effectue´ par la re´parti-
tion dans des CHAM diffe´rentes permet de bien se´parer le fonctionnement des diffe´rents
groupes. Des primitives sont en outre de´finies pour cre´er des nouvelles solutions et de´-
marrer un processus dans une CHAM donne´e, ce qui permet d’exprimer la cre´ation de
nouveaux groupes et leur gestion.
MadKit Le mode`le AGR est ope´rationnalise´ par une plate-forme multi-agent nomme´e Mad-
Kit (pour Multi-Agent Development Kit) [Mad]. Cette plate-forme, re´alise´e en Java,
est organise´e autour d’un micro-noyau fournissant les services indispensables (gestion
des groupes et roˆles locaux, gestion du cycle de vie des agents, passage de message lo-
cal et observation de l’exe´cution). Tous les autres services sont agentifie´s, c’est a` dire
qu’ils sont fournis par des agents. Le re´sultat de cette conception est une grande sou-
plesse d’utilisation ainsi que des possibilite´s conside´rables d’adaptation a` une situation
particulie`re (me´moire re´duite, exe´cution distribue´e, etc.).
On remarquera que dans MadKit, les groupes et les roˆles ne sont que des e´tiquettes,
qui permettent notamment l’adressage des messages. Au niveau de la plate-forme, les
3Cette seconde correspondance n’est pas vraiment stricte : on doit aussi associer une CHAM a` chaque
agent pour ses communications internes, et ajouter une “solution originelle” pour mettre les comportements
non associe´s a` des roˆles.
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roˆles ne sont donc pas associe´s a` des comportements particuliers, meˆme si cela est
ge´ne´ralement re´alise´ tout de meˆme par la conception de l’agent. Par contre, la structure
organisationnelle du syste`me est dynamique : l’apparition et la disparition d’agents, la
prise, le changement et l’abandon d’un roˆle sont possibles en cours d’exe´cution.
Aspects me´thodologiques Pour [Gut01], l’enjeu a` long terme d’une me´thodologie organi-
sationnelle des SMA est de
  de´gager des patterns de conceptions organisationnels, c’est a` dire des
descriptions e´prouve´es d’organisations classiques (re´seaux contractuels, or-
ganisations hie´rarchiques, structure de repre´sentant, ...) pour en faciliter la
re´utilisation. 
Pour aller dans cette direction, Gutknecht propose une me´thodologie en cinq phases :
1. Identification des groupes. Le seul pre´requis strict est l’existence au sein du groupe
potentiel d’un me´canisme de communication commun, le reste e´tant lie´ a` des consi-
de´rations particulie`res au contexte.
2. Choix ou conception d’un mode`le organisationnel spe´cifique. Cette e´tape corres-
pond a` l’identification des roˆles au sein des groupes de´gage´s au point 1.
3. Spe´cification de la structure organisationnelle. [Gut01] propose une structure de
document XML permettant de de´finir les roˆles, leur arite´, leurs relations, etc. On
peut aussi introduire des de´pendances entre les roˆles : certains roˆles ne peuvent
eˆtre pris que par un agent posse´dant de´ja` un autre roˆle.
4. Description des sche´mas d’interaction. Les protocoles d’interaction entre les roˆles
peuvent eˆtre spe´cifie´s par des diagrammes de se´quence UML, des re´seaux de Petri,
des scenarii ACL ou KQML, etc.
5. De´finition des architectures individuelles. C’est a` cette dernie`re e´tape que le lien
est effectue´ avec les approches centre´es agent : il s’agit de choisir une architecture
interne pour les agents qui soit compatible avec la spe´cification organisationnelle
qui pre´ce`de.
On notera que cette me´thodologie a fait apparaˆıtre un certain nombre de concepts exte´rieurs
au mode`le AGR de base (mode`le et structure organisationnels, sche´mas d’interaction, etc.).
Ces concepts sont qualifie´s d’abstraits, par opposition aux trois concepts concrets d’agent, de
groupe et de roˆle. On retrouve donc ici, sous forme un peu plus implicite, la structuration
entre un niveau descriptif et un niveau exe´cutif mise en e´vidence par Durand et qui se trouve
au centre de notre approche.
La minimalite´ du mode`le AGR est a` la fois sa principale force et sa premie`re faiblesse :
une force car le coˆte´ peu contraignant de ce mode`le en permet l’adoption par de nombreuses
personnes qui l’acceptent comme noyau de leur approche, et une faiblesse car l’expressivite´
du mode`le pur est tout de meˆme relativement limite´e. Nous verrons donc ci-dessous quelques
propositions d’extensions du mode`le Aalaadin.
La plate-forme MadKit he´rite de ce double aspect : si elle est assez fre´quemment utilise´e, il
semblerait que ce soit autant pour la souplesse qu’elle permet au niveau de l’architecture des
agents que pour l’utilisation du mode`le AGR lui-meˆme. Ceci est probablement duˆ en partie
au fait que la structuration en groupes sert essentiellement de syste`me d’adressage des agents,
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mais que le me´canisme permettant l’attribution d’un comportement a` un roˆle est entie`rement
laisse´ a` la charge du de´veloppeur.
La se´mantique formelle d’Aalaadin est a` notre connaissance la seule approche formelle
permettant la description comple`te d’un SMA organisationnel. Cette approche d’une grande
rigueur souffre toutefois d’un formalisme relativement lourd a` manipuler ; en particulier, on
constate que les agents posse`dent une repre´sentation comple`tement e´clate´e (essentiellement
un jeu d’e´quations partageant un parame`tre formel). La preuve reste donc encore a` faire que
ce formalisme soit re´ellement utilisable, que ce soit pour la spe´cification ou la ve´rification de
SMA.
Pour ce qui est de l’aspect me´thodologique, on remarquera que Gutknecht et Ferber pro-
posent plus des lignes de conduite que de re´elles solutions. Une bonne partie de la pre´sente
the`se peut eˆtre vue comme une tentative d’apporter des solutions concre`tes compatibles avec
ces lignes me´thodologiques. Cependant, nous nous de´marquerons de l’approche ci-dessus en
un point important : le mode`le que nous proposons n’admet pas l’expression directe de de´pen-
dances entre roˆles. En effet, celles-ci re´duisent la re´utilisabilite´ des patterns organisationnels.
Nous proposerons par contre avec la notion de compe´tence un me´canisme plus ge´ne´ral, per-
mettant l’expression de ce type de de´pendance sans briser la modularite´ de l’approche.
Parunak et Odell
La minimalite´ caracte´risant l’approche Aalaadin a pousse´ divers auteurs a` proposer des
comple´ments ou extensions. En particulier, H. Van Dyke Parunak et J. Odell proposent dans
[PO01] trois extensions au mode`le AGR :
Contenu des roˆles Les roˆles ne doivent plus eˆtre conside´re´s comme de simples e´le´ments de
nommage dans un groupe, mais doivent eˆtre lie´s a` un ensemble de de´pendances et de
comportements re´currents.
Environnement Un groupe doit eˆtre de´fini non seulement par ses roˆles, mais e´galement par
l’environnement dans lequel ceux-ci interagissent.
Dimension holonique Il doit eˆtre possible pour un groupe de prendre un roˆle dans un autre
groupe, alors qu’Aalaadin ne l’autorise que pour les agents. Ceci permettrait de voir un
groupe tantoˆt comme une entite´ atomique et tantoˆt comme une entite´ compose´e selon
les besoins. C’est ce que [PO01] appelle la dimension holonique.
Ces diffe´rentes propositions sont soutenues par des repre´sentations sous forme de diagrammes
UML. Par exemple, la deuxie`me proposition ci-dessus (inte´gration de l’environnement) peut
eˆtre repre´sente´e par le diagramme de classes de la figure 2.3.
En plus de ces propositions de fond, [PO01] sugge`re l’utilisation de diffe´rents diagrammes
UML pour la spe´cification des divers aspects d’un SMA organisationnel : les lignes de nage
(swimlanes) pour la structure organisationnelle, les diagrammes de se´quence ou d’activite´
pour le contenu des roˆles, etc.
Les propositions d’extension d’Aalaadin faites par [PO01] nous semblent tout a` fait per-
tinentes :
– La premie`re, concernant le lien entre un roˆle et un pattern interactionnel, est un des
sujets centraux de cette the`se.
– La deuxie`me, concernant l’environnement, pose un proble`me de taille : si la spe´cification
d’un groupe inclut celle de son environnement, le syste`me doit eˆtre preˆt a` ge´rer plu-
sieurs environnements (pas force´ment inde´pendants) simultane´ment. Ce proble`me
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Fig. 2.3 – Inte´gration de la notion d’environnement dans le mode`le AGR
loin d’eˆtre re´solu en pratique, mais on trouvera des pistes inte´ressantes a` ce sujet dans
[Sou01].
– La troisie`me extension, concernant l’inclusion d’une dimension holonique, semble parti-
culie`rement difficile a` inte´grer au mode`le Aalaadin. A notre connaissance, personne n’est
actuellement en mesure de proposer une se´mantique ope´rationnelle pour une approche
a` la fois organisationnelle, comportementaliste et holonique des SMA. Des pistes pour-
raient toutefois eˆtre explore´es dans un rapprochement avec des approches re´cursives des
SMA (cf. par exemple [Cor01] ou [Aek99]).
Nous e´mettons par contre quelques re´serves en ce qui concerne les propositions de formalismes :
– Les formalismes propose´s pour la repre´sentation des roˆles (diagrammes d’activite´ et de
se´quence) ne nous semblent pas posse´der une expressivite´ suffisante. Nous proposons
avec MOCA l’utilisation d’un autre formalisme UML, les statecharts, qui nous semble
plus approprie´.
– Une repre´sentation sous forme de diagramme de classe, telle celle de la figure 2.3 per-
met une description pre´cise des relations entre les diffe´rents concepts ; cependant, rien
n’est pre´cise´ sur la se´mantique des relations elles-meˆmes. Ainsi par exemple, la relation
“played by”qui unit un roˆle a` un agent n’est pas explicite´e. On aura pourtant l’occasion
de se rendre compte au cours de cette the`se que la se´mantique de cette relation est loin
d’eˆtre triviale...
– La repre´sentation de la structure organisationnelle sous forme de lignes de nage ne
permet que la description d’une structure statique. Ceci repre´sente donc un pas en
arrie`re important par rapport a` la souplesse d’Aalaadin.
De ces travaux, nous retiendrons donc plutoˆt les innovations conceptuelles que les propositions
de formalisation, qui ne nous semblent pas encore muˆres.
La the`se de Vincent Hilaire
Dans sa the`se [Hil00], Vincent Hilaire se base e´galement sur le mode`le AGR ; cependant,
il se concentre particulie`rement sur une formalisation des concepts qualifie´s d’abstraits par
Gutknecht et Ferber.
Le coeur de la the`se est constitue´ par le de´veloppement d’un framework pour les SMA or-
ganisationnels. Hilaire utilise un formalisme inte´grant les statecharts et Object-Z pour de´finir
des classes ge´ne´riques d’agent, de roˆle, d’organisation et de quelques autres concepts lie´s.
Il est ensuite possible de de´finir par he´ritage des organisations, groupes et agents parti-
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culiers formant une spe´cification exe´cutable d’un SMA complet. Ce processus, permettant la
simulation ou la ve´rification de la spe´cification, est envisage´ comme faisant partie de la phase
de conception ; il doit eˆtre suivi d’une phase de re´alisation dans laquelle on choisira le langage
d’imple´mentation, l’architecture des agents, le mode de communication, etc. Cette phase n’est
cependant pas aborde´e dans les travaux d’Hilaire.
Le formalisme de repre´sentation des roˆles propose´ par Hilaire est le plus complet qui existe
actuellement ; il permet de spe´cifier de manie`re intuitive et confortable aussi bien les aspects
re´actifs que fonctionnels du comportement d’un roˆle. Nous en proposerons une exposition
de´taille´e au chapitre 3 avant de l’utiliser dans notre approche.
De manie`re plus large, l’approche d’Hilaire pre´sente cependant quelques faiblesses :
– Bien que ceci ne soit pas clairement exprime´, l’approche semble se limiter a` des syste`mes
dont la structure organisationnelle est fixe. En tout cas, l’apparition ou la disparition
d’agents ou d’organisations ainsi que les changements de roˆles ne sont jamais e´voque´s.
– La repre´sentation des agents est particulie`rement pauvre : un agent se re´duit a` un
ensemble de roˆles. Ses capacite´s et ses attributs se limitent a` ceux de´finis dans ses roˆles
et son comportement est entie`rement de´fini par ces derniers.
– Bien qu’un agent puisse prendre plusieurs roˆles simultane´ment, aucune re´flexion n’est
propose´e quant a` la gestion d’e´ventuelles interfe´rences entre eux.
Dans cette the`se, nous allons donc reprendre le formalisme de repre´sentation des roˆles d’Hi-
laire, mais en l’inte´grant dans un cadre beaucoup plus souple permettant une e´volution de
la structure organisationnelle, redonnant a` l’agent une fonction plus centrale et traitant les
possibles conflits de roˆles. De plus, l’approche d’Hilaire s’arreˆte a` la spe´cification alors que
notre de´marche permet la re´alisation d’un SMA complet.
Gaia
L’approche Gaia [WJK00] est base´e sur la constatation que les techniques classiques de
ge´nie logiciel, notamment les approches oriente´es objet, ne sont pas approprie´es a` une pro-
grammation oriente´e agent. En particulier, les approches classiques
  fail to adequately capture an agent’s flexible, autonomous problem-solving
behaviour, the richness of an agent’s interactions, and the complexity of an agent
system’s organisational structure4. 
Les auteurs proposent donc une me´thodologie de conception de SMA base´e sur une de´com-
position en deux niveaux (figure 2.4) : le niveau abstrait contient notamment les notions de
roˆle et d’interaction et correspond a` l’e´tape d’analyse ; le niveau concret contient les notions
classiques de type d’agent, de service et d’accointance et correspond a` la conception.
Le niveau abstrait contient un mode`le de roˆles et un mode`le d’interactions :
1. Le mode`le de roˆles de´crit les diffe´rents roˆles du syste`me. Un roˆle est de´fini par quatre
e´le´ments :
(a) Responsabilite´s. Repre´sentant ce que l’agent doit eˆtre capable d’assurer dans le sys-
te`me, elles sont divise´es en deux classes, les proprie´te´s de vivacite´ et les proprie´te´s
de suˆrete´, avec les significations habituelles de ces concepts. Les premie`res sont
4“ne parviennent pas a` repre´senter de manie`re ade´quate le comportement flexible et autonome d’un agent
re´solvant un proble`me, ni la richesse de ses interactions, pas plus que la complexite´ des structures organisa-
tionnelles d’un syste`me d’agents.”
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Fig. 2.4 – Les principaux concepts de Gaia
exprime´es sous forme d’expressions re´gulie`res dont les e´le´ments constitutifs sont
des activite´s ou des protocoles ; les secondes sont quant a` elles exprime´es par une
liste de pre´dicats.
(b) Permissions. Elles repre´sentent les ressources auxquelles le roˆle a acce`s et consistent
essentiellement en la liste des valeurs que le roˆle a le droit de lire ou de modifier.
(c) Activite´s. De´crivant les calculs pouvant eˆtre effectue´s par l’agent sans interaction
avec l’exte´rieur, elles sont a` ce stade conside´re´es comme des e´le´ments atomiques.
(d) Protocoles. Il s’agit ici de simples liens vers les protocoles de´finis dans les mode`les
d’interaction.
2. Le mode`le d’interaction de´finit quant a` lui une liste de protocoles ; de´crivant les com-
munications possibles entre les roˆles, ils sont de´finis par un initiateur, un interlocuteur,
des entre´es, des sorties ainsi qu’une description textuelle sur le type d’interaction et son
de´roulement.
La phase d’analyse consiste en un aller-et-retour entre ces deux mode`les pour obtenir un
ensemble cohe´rent. Elle est suivie d’une phase de conception dont le but est de ramener la
description du syste`me a` un niveau d’abstraction suffisamment bas pour que les techniques
traditionnelles de conception puissent eˆtre employe´es. Cette phase consiste en la mise au
point :
1. d’un mode`le d’agent ; celui-ci est constitue´ de types d’agents, lesquels consistent en un
ensemble (ge´ne´ralement petit) de roˆles.
2. d’un mode`le de services, de´crivant comme on peut s’y attendre les services fournis par
chaque type d’agents. La spe´cification des services est de´rive´e des protocoles, activite´s
et responsabilite´s des roˆles correspondants.
3. d’un mode`le d’accointance, de´crivant les liens de communication existant dans le syste`me
sous la forme d’un graphe oriente´.
32 CHAPITRE 2. REVUE DE LA LITTE´RATURE
Si Gaia est probablement l’approche me´thodologique la plus comple`te que nous pre´sentons
ici, c’est aussi la moins profonde´ment organisationnelle : toute trace de concept organisation-
nel disparaˆıt de´ja` dans la phase de conception. Ceci est a` contraster avec Aalaadin, ou les
concepts abstraits “laissent des traces” (sous la forme d’une structuration en groupes) jusqu’a`
l’imple´mentation et meˆme jusqu’a` l’exe´cution.
On rele`vera d’ailleurs que le concept meˆme d’organisation est absent de cette approche :
les roˆles ne sont relie´s que par un re´seau non structure´ d’interactions. Ceci interdit presque
comple`tement le de´veloppement d’entite´s organisationnelles re´utilisables et limite le niveau
de complexite´ atteignable par une telle approche.
Ope´ra
La the`se d’Arnaud Dury [Dur00] a pour but de de´velopper
  un mode`le permettant de spe´cifier des interactions dans un SMA, et per-
mettant de rendre cette de´finition ope´rationnelle en instanciant effectivement les
interactions ainsi de´finies au sein d’un syste`me multi-agents donne´. 
Pour ce faire, il propose le mode`le Ope´ra, qui est centre´ sur la notion de roˆle comme “parti-
cipation locale a` une interaction”.
Ici, un roˆle est de´fini par :
– un arbre binaire d’actions, dont chacun des noeuds correspond a` une action. Le parcours
de l’arbre est de´termine´ a` chaque pas par la re´ussite ou l’e´chec de l’action entreprise.
– une situation de´clenchante, exprime´e en termes d’e´tats des capteurs de l’agent.
Un agent prend un roˆle donne´ lorsque sa situation de´clenchante est ve´rifie´e. Il va alors exe´cuter
les actions correspondantes. Comme ceci peut amener l’agent a` exe´cuter plusieurs roˆles a` la
fois, Dury propose un mode`le de composition dynamique des comportements : l’agent dispose
d’une pile de comportements, dont seul le sommet est actif. Lorsqu’un nouveau comportement
activable est juge´ plus prioritaire, il sera rajoute´ au sommet de la pile, interrompant l’exe´cution
en cours. Lors du de´pilement, le comportement suivant peut recommencer.
Ce mode`le a e´te´ imple´mente´ sous forme d’une API java conc¸ue pour pouvoir eˆtre inte´gre´e
a` un mode`le d’agent pre´existant.
Le mode`le Ope´ra constitue une des seules approches actuellement qui propose une des-
cription des roˆles en tant que comportements re´currents tout en permettant une dynamique
organisationnelle. Malheureusement, il souffre de plusieurs faiblesses par rapport aux mode`les
e´voque´s ci-dessus :
– La prise de roˆle re´sulte de l’occurrence d’une situation de´clenchante plutoˆt que d’un
choix de´libe´re´ de l’agent.
– Le mode`le de comportement est particulie`rement pauvre : il n’existe pas d’autre possi-
bilite´ de branchement que l’e´chec d’une action.
– Certains roˆles sont conc¸us pour fonctionner ensemble, mais cette connaissance reste
implicite : aucune notion d’organisation n’est pre´sente pour structurer le syste`me.
Une autre spe´cificite´ d’Ope´ra est la prise en compte de la composition des roˆles au moment
de l’exe´cution. Si la question a le me´rite d’eˆtre aborde´e, la re´ponse est par contre relativement
limite´e. En effet le mode`le propose´, base´ sur une composition par piles, comporte plusieurs
de´savantages :
– Un seul comportement peut s’exe´cuter a` un moment donne´, alors que certains compor-
tements ne seraient pas conflictuels et pourraient eˆtre exe´cute´s en paralle`le.
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– Ce mode`le n’est pas approprie´ pour une bonne gestion des ressources : la gestion par
pile se preˆte bien aux situations ou` l’environnement peut eˆtre ramene´ exactement a` son
e´tat d’origine lors du de´pilement. Ce n’est e´videmment pas le cas lorsque l’agent dispose
de ressources consommables, mais cet e´cueil n’est pas du tout aborde´ par Dury.
Dans cette the`se, nous proposerons une approche qui reprend les points forts e´voque´s ci-dessus
(associer des comportements aux roˆles sans perdre la dynamique, gestion des conflits de roˆles)
mais qui propose des ame´liorations sur chacun des de´fauts que nous avons releve´s.
MOISE+
L’approche MOISE+ [HSB02b] a pour but de proposer une synthe`se entre deux types
d’approches globales des SMA :
1. Les approches base´es sur des plans globaux, s’inte´ressant a` l’allocation des taˆches aux
agents, a` la coordination pour exe´cuter un plan, etc.
2. Les approches base´es sur la notion de roˆle et de structure organisationnelle.
Pour ce faire, les auteurs proposent de de´crire une structure organisationnelle en trois volets :
la spe´cification structurelle, la spe´cification fonctionnelle et la spe´cification de´ontique.
La spe´cification structurelle est constitue´e d’un ensemble de roˆles, de liens entre ces roˆles
et de groupes.
– Les roˆles ne sont a` ce stade que des e´tiquettes. Ils peuvent eˆtre structure´s par une
relation d’he´ritage.
– Les liens peuvent eˆtre de trois types : lien d’accointance (autorisant la repre´sentation
d’un agent par un autre), lien de communication (autorisant bien suˆr la communica-
tion) et lien d’autorite´ (autorisant le controˆle d’un agent par un autre).
– Les groupes sont constitue´s de roˆles et de sous-groupes. A` cela s’ajoutent des infor-
mations sur la cardinalite´ des roˆles et des sous-groupes, une relation de compatibilite´
entre les roˆles (indiquant si deux roˆles peuvent eˆtre joue´s par le meˆme agent), et une
donne´e sur la porte´e des liens (inter- ou intra-groupe).
La spe´cification structurelle de MOISE+ correspond donc au niveau abstrait d’Aalaadin
ou aux concepts similaires dans les autres approches. Mais la traditionnelle structuration
en niveaux est ici comple´te´e par d’autres types de spe´cification.
La spe´cification fonctionnelle est constitue´e de Sche´mas Sociaux. Un tel sche´ma est un
ensemble de plan globaux, organise´s en missions.
– Un plan global est une arborescence de buts collectifs, de´compose´s en un arbre ad-
mettant trois types de de´composition : se´quentielle, se´lective ou paralle`le.
– Une mission est un ensemble de buts contenus dans un meˆme plan global. Chaque
mission posse`de une cardinalite´ de´crivant combien d’agents peuvent l’accomplir si-
multane´ment.
La spe´cification de´ontique e´tablit le lien entre les deux premiers types de spe´cification.
Elle est forme´e de permissions et d’obligations qui spe´cifient les missions sur lesquelles
un agent prenant un roˆle donne´ peut ou doit s’engager, respectivement.
Une spe´cification MOISE+ peut eˆtre simule´e par la plate-forme du meˆme nom [HSB02a] ;
apre`s avoir exprime´ les trois types de spe´cification dans des fichiers XML, on peut cre´er des
groupes et des agents, faire prendre des roˆles aux agents, etc. Ceci permet d’e´tudier l’e´volution
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des obligations des agents en fonction de la structure du syste`me. On notera que les “agents”
manipule´s par la plate-forme ne sont que des entite´s passives enregistrant quels roˆles ils jouent,
quelle mission ils remplissent, etc.
MOISE+ propose un formalisme qui sous bien des aspects est plus riche que les autres
approches pre´sente´es ici : l’he´ritage entre roˆles, les diffe´rents types de liens, la repre´sentation
explicite d’une hie´rarchie de buts collectifs sont des aspects peu ou pas aborde´s dans les autres
approches. Ce mode`le nous semble ne´anmoins souffrir de quelques imperfections :
– L’absence de mode`les d’interactions repre´sente une lacune importante pour la spe´cifica-
tion d’un SMA. Ce point devrait cependant eˆtre vite corrige´ puisque [HSB02b] signale
qu’un tel mode`le est en cours de de´veloppement (ainsi d’ailleurs qu’un mode`le environ-
nemental).
– L’approche n’est pas du tout oriente´e vers la re´utilisabilite´ ; en particulier, l’existence
de liens inter-groupes exclut l’utilisation du groupe comme entite´ re´utilisable dans un
autre contexte.
– L’approche se limite a` la spe´cification et n’aborde pas du tout le passage a` l’imple´men-
tation. De fait, les agents sont les grands absents de MOISE+. Une re´flexion semble
donc s’imposer pour re´duire le fameux “implementation gap”.
Le mode`le que nous proposons dans cette the`se posse`de un langage de spe´cification moins
riche, mais il est en revanche plus axe´ sur la re´utilisabilite´ et le passage a` l’imple´mentation.
Discussion
Le tableau de la figure 2.5 re´sume pour chacune des approches que nous avons e´voque´es
ci-dessus :
– quelles motivations les auteurs avancent pour justifier leur choix d’une approche orga-
nisationnelle
– quels sont les principaux points que nous reprenons dans notre approche
– sur quels points MOCA apporte des ame´liorations ou des nouveaute´s.
Cette synthe`se nous permet de bien situer notre approche par rapport aux travaux existant
dans un contexte organisationnel :
Motivations Le de´veloppement de MOCA est centre´ autour de l’ide´e de re´utilisabilite´ ; toute
l’approche tend a` assurer la plus grande inde´pendance possible entre les entite´s consti-
tuant les diffe´rents niveaux d’un syste`me, de manie`re a` pouvoir les re´utiliser dans un
autre contexte. Ce choix conditionne e´videmment la pre´sentation et l’organisation des
concepts contenus dans cette the`se ; cependant, on constatera qu’il n’est pas incompa-
tible avec les autres motivations e´voque´es dans le tableau re´capitulatif (a` l’exception
peut-eˆtre de celles de MOISE+). En particulier, la prise en compte de l’he´te´roge´ne´ite´
est une conse´quence directe de la modularite´ induite par notre souci de re´utilisabilite´.
Points centraux La figure 2.5 met en e´vidence les points qui distinguent MOCA de chacune
des approches ci-dessus ; nous re´sumons maintenant les points qui caracte´risent notre
travail d’un point de vue organisationnel :
– structuration du syste`me en niveaux et prise en compte du double lien d’instanciation
– attribution de comportements aux roˆles
– dynamique organisationnelle
– gestion des conflits de roˆles
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Approche Motivations E´le´ments retenus E´le´ments ajoute´s
Durand
– points de vue partiels sur le syste`me – double instanciation
– attribution de comportements aux roˆles
– dynamique organisationnelle
– inde´pendance des niveaux conceptuels
Cassiope´e
– mise en oeuvre de comportements collectifs – expression des comportements e´le´mentaires
de l’agent
– structuration en niveaux
– dynamique des compe´tences
– approche plus syste´matique des concepts
organisationnels
Aalaadin
– structuration exprimable au niveau du
SMA
– prise en compte de l’he´te´roge´ne´ite´
– re´utilisation
– mode`le AGR
– structuration en niveaux
– dynamique organisationnelle
– attribution de comportements aux roˆles
– re´ification des concepts “abstraits”
Parunak & Odell
– cf. Aalaadin – attribution de comportements aux roˆles – repre´sentation formelle et exe´cutable
Hilaire
– abstraction et formalisation des comporte-
ments collectifs
– repre´sentation des comportements asso-
cie´s aux roˆles sous forme hybride Object-
Z/Statecharts
– dynamique organisationnelle
– roˆle plus central pour l’agent
– gestion des conflits de roˆles
– couverture de la phase de conception
Gaia
– me´thodologie de conception re´ellement
oriente´e agent
– repre´sentation explicite et formelle des roˆles
et des interactions
– les concepts organisationnels existent a`
toutes les phases du de´veloppement
Ope´ra
– spe´cification des interactions – attribution de comportements aux roˆles
– dynamique organisationnelle
– gestion des conflits de roˆles
– la prise de roˆles est un choix de´libe´re´ de
l’agent
– gestion des conflits de roˆles plus fine
– repre´sentation des comportements plus
riche
– explicitation de la notion d’organisation
MOISE+
– combinaison des approches centre´es sur les
plans globaux et de celles centre´es sur les
roˆles.
– structuration en niveaux
– dynamique organisationnelle
– imple´mentabilite´
– re´utilisation
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Notre approche se caracte´rise e´galement par l’introduction de la notion de compe´tence qui,
nous l’avons vu, ge´ne´ralise de nombreuses notions apparaissant dans les diverses approches
e´voque´es. Mais pour bien comprendre le statut de cette notion, il est ne´cessaire d’e´tudier
e´galement l’aspect componentiel de notre syste`me. Ce sera le sujet du prochain paragraphe.
2.2 Architectures componentielles
L’approche componentielle est un paradigme de programmation relativement re´cent ;
[Ric01] la pre´sente comme l’aboutissement (provisoire) d’une de´marche qui, de la program-
mation proce´durale en passant par la programmation objet, vise a` une toujours plus grande
re´utilisabilite´ du code.
Une des sources d’inspiration de cette approche vient de l’e´lectronique, ou` un composant
est un e´le´ment destine´ a` eˆtre utilise´ dans la conception de circuits complexes. Il est dote´ d’un
certain nombre de bornes d’entre´e et de sortie ; seules ces bornes doivent eˆtre documente´es, le
reste pouvant eˆtre conside´re´ comme une boˆıte noire5. Cette encapsulation des fonctionnalite´s
permet une tre`s bonne re´utilisabilite´ du composant dans les contextes les plus divers.
Si l’on cherche a` transposer cette situation au ge´nie logiciel, on constate que l’encapsulation
fournie par les objets n’est pas assez forte : si l’explicitation des “bornes d’entre´e” (me´thodes)
d’un objet est bien re´alise´e, ce n’est pas le cas des “bornes de sortie”, puisqu’un objet ne
pre´cise pas explicitement quels appels il va faire a` son entourage.
Le de´veloppement d’un composant passe donc au minimum par la spe´cification de ses
bornes d’entre´e et de sortie. Ceci dit, il n’existe pas encore de consensus pre´cis sur le contenu
exact de cette notion.
Il existe plusieurs travaux dans le domaine des SMA qui se re´clament d’une approche com-
ponentielle. Nous allons brie`vement les pre´senter ci-dessous pour mieux cerner la signification
de cette notion dans un contexte multi-agent.
DESIRE
L’approche DESIRE [BJT97, BDJT97, DES] se situe parmi les premiers travaux adop-
tant une approche componentielle dans le domaine des SMA. Il s’agit d’un cadre de´claratif
permettant la mode´lisation du raisonnement a` l’inte´rieur des agents, des interactions entre
agents et avec le monde exte´rieur.
Un composant DESIRE est essentiellement une boˆıte posse´dant deux bornes d’entre´e
et deux de sortie. Les composants peuvent eˆtre imbrique´s re´cursivement, permettant une
de´composition hie´rarchique du proble`me a` re´soudre. A un niveau donne´, les composants sont
connecte´s par des liens de´crivant le flux des donne´es dans l’agent.
DESIRE prend en compte explicitement la distinction entre un certain niveau d’infor-
mation et son me´ta-niveau, contenant de l’information sur cette information. Ainsi, on peut
par exemple exprimer qu’une valeur est inde´termine´e. C’est la raison pour laquelle les com-
posants ont deux bornes d’entre´e ou de sortie : une pour les informations et une pour les
me´ta-informations.
La figure 2.6 repre´sente un agent DESIRE typique ; il s’agit d’un composant posse´dant
divers sous-composants et des liens entre eux. Chacun de ces sous-composants peut encore
5A l’exception de contraintes sur les conditions d’utilisation (tempe´rature, etc.).
2.2. ARCHITECTURES COMPONENTIELLES 37
Fig. 2.6 – Un agent DESIRE
eˆtre raffine´ si ne´cessaire. L’environnement peut aussi eˆtre repre´sente´ par un composant, et le
SMA dans son ensemble consiste alors en un ensemble de composants relie´s entre eux.
L’approche est accompagne´e d’outils logiciels de ge´ne´ration de code et de ve´rification, qui
permettent notamment son utilisation en milieu industriel.
DESIRE fournit une me´thodologie syste´matique de conception d’agents base´e sur la de´-
composition des taˆches. Il s’agit d’une me´thode solide pouvant eˆtre utilise´e pour le de´velop-
pement d’applications re´elles. Par contre, on rele`vera que le proble`me de la re´utilisabilite´
des composants est peu aborde´ dans cette approche. De plus, l’approche choisie exclut la
possibilite´ d’une e´volution de la composition de l’agent en cours d’exe´cution.
BRIC
BRIC (Block-like Representation of Interactive Components) [Fer99] est un langage vi-
sant a` permettre la conception et la re´alisation de SMA a` partir d’une approche modulaire.
Un composant BRIC est une structure logicielle caracte´rise´e exte´rieurement par un certain
nombre de bornes d’entre´e et de sortie ; de manie`re interne, un composant peut eˆtre de´fini
soit par un ensemble de composants soit par un re´seau de Petri6. Un composant peut aussi
eˆtre une boˆıte noire pour repre´senter des fonctionnalite´s externes a` l’agent ou au syste`me.
Comme pour DESIRE, agents et environnements sont des composants et un SMA consiste
en un ensemble de composants relie´s. La figure 2.7 est une repre´sentation (partielle) d’un
agent BRIC avec un composant de perception et un de de´libe´ration. Notons que dans [Fer99],
Ferber donne un exemple d’un SMA comportant, en plus des agents et de l’environnement,
un composant charge´ de la synchronisation du syste`me.
Les re´seaux de Petri posse`dent de remarquables proprie´te´s [Bra83a, Bra83b] qui en font
un outil de ve´rification formelle tre`s appre´cie´. Cependant, les re´seaux complexes deviennent
vite illisibles. L’ide´e de les encapsuler dans des composants permet donc a` la fois d’ame´lio-
rer leur lisibilite´ et leur re´utilisabilite´. Elle a par conse´quent e´te´ reprise et de´veloppe´e dans
divers travaux oriente´s vers la ve´rification formelle, dont ceux de Yoo (cf. ci-dessous) et ceux
d’Hameurlain (cf. chapitre 8).
6Plus pre´cise´ment, un re´seau de Petri colore´ avec arcs inhibiteurs.
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Fig. 2.7 – Un agent BRIC
Maleva
L’approche Maleva [Lhu98, GH+99] a pour objectif de fournir un mode`le de conception
simple et des outils de re´alisation pour les agents et les SMA. Le mode`le componentiel a e´te´
choisi pour la re´utilisabilite´ qu’il offre, permettant ainsi, une fois une bibliothe`que constitue´e,
une conception “a` la souris”.
Un composant Maleva est caracte´rise´ par
– un comportement interne. Celui-ci est spe´cifie´ soit par une combinaison de sous-com-
posants, soit directement dans le langage d’imple´mentation (en l’occurrence Delphi).
– un ensemble de bornes d’entre´e et de sortie. Une particularite´ de Maleva est de distinguer
le flot de donne´es du flot de controˆle7 ; a` ces deux flots correspondront donc deux types
de bornes. Un composant n’est active´ que s’il rec¸oit un signal sur une borne de controˆle.
– un gestionnaire de message. Celui-ci est responsable de la gestion des bornes et des
communications inter-composants.
La figure 2.8 illustre un agent Maleva typique, constitue´ d’une hie´rarchie de sous-com-
posants. Les traits pleins repre´sentent les liens de donne´es alors que les traits discontinus
correspondent aux liens de controˆle.
Ce mode`le a e´te´ re´alise´ sous la forme d’un ensemble de classes Delphi desquelles on peut
he´riter pour cre´er de nouveaux composants ; une interface graphique (oriente´e simulation)
permet ensuite la cre´ation d’agents comme regroupement de composants et leur exe´cution.
Ce travail fait actuellement l’objet d’une re´imple´mentation en Java [MB01] basant la
notion de composant sur celle de JavaBean. Parmi les ame´liorations propose´es, on rele`vera la
possibilite´ d’une e´volution de l’architecture de l’agent en cours d’exe´cution.
L’ide´e de se´parer les flots de donne´e et de controˆle constitue l’un des points forts de Maleva.
Malheureusement, une formalisation tre`s proche de l’imple´mentation re´duit la ge´ne´ricite´ de
cette approche. De plus, on remarquera que dans sa version d’origine, la structure des agents
est fixe´e a` la conception, excluant toute dynamique en cours d’exe´cution. Il se peut ne´anmoins
que ces diverses faiblesses disparaissent dans la re´imple´mentation en cours.
7Ceci est a` contraster avec l’approche oriente´e objet, dans laquelle une transmission de donne´es s’accom-
pagne toujours de la transmission du controˆle.
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Fig. 2.8 – Un agent Maleva
JAF
JAF (Java Agent Framework) [HL98, VHL01] est une approche oriente´e vers le de´velop-
pement rapide de divers types d’agents. Le cadre d’origine est l’environnement de simulation
MASS [VHL01], mais le mode`le d’agent obtenu peut eˆtre inte´gre´ dans diverses plate-formes.
Les composants de JAF sont essentiellement des Beans Java qui peuvent eˆtre manipule´s
dans la Beanbox de Sun, par exemple. Ceci permet de de´velopper une bibliothe`que de compo-
sants standard pouvant eˆtre inte´gre´s a` un agent de manie`re “plug and play”, ainsi qu’illustre´
a` la figure 2.9.
Les connexions entre composants se font sur une base de publication/abonnement, ce qui
ouvre la porte a` une e´volution de la composition de l’agent en cours d’exe´cution.
JAF fournit plus d’une trentaine de composants pour les taˆches courantes : communication,
agencement d’actions, stockage d’information, diagnostic de fonctionnement, etc.
JAF se distingue de la plupart des autres travaux pre´sente´s ici par son mode de commu-
nication inter-composants : le choix d’un mode de connexion implicite par e´ve`nements ouvre
la porte a` une dynamique de la composition de l’agent. Nous verrons que MOCA utilise un
principe similaire, base´ sur la notion de compe´tence, pour permettre cette dynamique.
SCD
Les travaux de M.-J. Yoo et J.-P. Briot [Yoo99, YB01] re´sultent d’une volonte´ de prise en
compte, dans un cycle de de´veloppement d’agents logiciels, des trois crite`res suivants :
1. La facilite´ de conception
2. L’efficacite´ de l’imple´mentation
3. La validite´ du mode`le
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Fig. 2.9 – Un agent JAF en cours de conception dans la Beanbox
Pour ce faire, elle de´veloppe le langage SCD (SoftComponent Description), qui est un langage
(textuel) de description base´ sur les notions d’e´tat et de transition. Une spe´cification SCD
peut ensuite eˆtre traduite (automatiquement) en code Java exe´cutable ou en re´seau de Petri
pour validation. Il est a` noter que la ge´ne´ration de code est inde´pendante de la plate-forme
multi-agent utilise´e.
Les composants disposent d’une repre´sentation graphique inspire´e de BRIC, mais enrichie
d’une distinction entre bornes de communication synchrone ou asynchrone.
La figure 2.10 illustre la structure standard d’un agent dans cette approche : il se pre´sente
comme une “coquille vide” posse´dant des places pour trois types de composants :
1. Les composants de communication, qui sont responsables du traitement des messages
entrants et sortants.
2. Les composants de coope´ration, qui permettent la description de protocoles de coope´-
ration.
3. Les composants de taˆche, qui de´crivent les capacite´s propres a` l’agent.
Les connexions entre les composants de communication et ceux de coope´ration peuvent s’ef-
fectuer automatiquement sur la base du nom des bornes, alors que la connexion entre ces
derniers et les composants de taˆche doit eˆtre effectue´e manuellement.
L’approche de Yoo et Briot se caracte´rise par son orientation vers la validation formelle ;
nous reviendrons sur cet aspect au chapitre 8. Yoo rele`ve cependant que “ce qui reste a`
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Fig. 2.10 – Un agent pouvant contenir des composants SCD
re´soudre, c’est le proble`me de l’organisation des agents qui met en valeur l’aspect coope´ration
des agents” [Yoo99]. De ce point de vue, notre the`se constitue une extension de ce travail ;
en effet, l’architecture des agents MOCA posse`de des similarite´s avec celle de Yoo, mais nous
remplac¸ons les “composants de protocoles” par des roˆles, explicitement inte´gre´s dans une
structure organisationnelle.
Voyelles
Voyelles est une approche inte´gre´e des syste`mes multi-agents base´e sur la de´composition
de ceux-ci en quatre briques constituantes :
1. Les agents, qui concernent les mode`les (ou les architectures) utilise´s pour la partie active
de l’agent, d’un simple automate a` des cas plus complexes, comme des syste`mes a` base
de connaissances.
2. Les environnements, qui sont les milieux dans lesquels sont plonge´s les agents. Ils sont
spatiaux dans la plupart des applications propose´es.
3. Les interactions, qui concernent les infrastructures, les langages et les protocoles d’in-
teraction entre agents, depuis de simples interactions physiques a` des interactions lan-
gagie`res par actes de langage.
4. Les organisations, qui structurent les agents en groupes, hie´rarchies, relations, etc.
Cette de´composition en briques est orthogonale au de´coupage du syste`me en agents ; en parti-
culier, il ne faut pas confondre la brique agents, qui de´finit les mode`les d’agent pre´sents dans
le syste`me avec les agents en tant qu’entite´s informatiques.
Dans sa the`se, P.-M. Ricordel [Ric01] s’inspire des approches componentielles pour aug-
menter la re´utilisabilite´ des briques. Celles-ci sont alors constitue´es des e´le´ments suivants :
– Des composants distribue´s, qui sont des entite´s logicielles pouvant eˆtre distribue´es sous
forme de composants au sens habituel du terme au sein des agents.
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– Des services globaux, qui sont des e´le´ments ne pouvant eˆtre distribue´s et qui sont ne´-
cessaires au fonctionnement des composants distribue´s.
– Des e´diteurs qui permettent au cours de la phase de de´veloppement d’instancier de
manie`re confortable les deux premiers e´le´ments.
La structure des briques peut eˆtre spe´cifie´e dans un langage ad hoc nomme´ Madel, la partie
ope´rationnelle e´tant code´e en Java.
Fig. 2.11 – Un SMA selon l’approche Voyelles
La connexion des composants entre eux est base´e sur un mode`le par e´ve`nements : les
composants ge´ne`rent des e´ve`nements qui peuvent eˆtre exploite´s par d’autres. On a donc
une connexion implicite par le type d’e´ve`nement, contrairement aux mode`les explicites que
nous avons vu ci-dessus. On notera cependant que pour e´viter des conflits de noms, Ricordel
introduit des composants spe´ciaux, les interbriques, charge´s d’assurer la compatibilite´ entre
les briques et de traduire les e´ve`nements si ne´cessaire. On obtient donc la structure de la
figure 2.11 : les triangles repre´sentent les briques et les rectangles les interbriques.
L’approche Voyelles se caracte´rise par une granularite´ beaucoup plus grosse que les autres
travaux que nous avons pre´sente´s. Les briques pouvant eˆtre des objets assez complexes, on
comprend bien le souci de re´utilisabilite´ qui a amene´ a` cette formulation componentielle. On
peut cependant se demander si l’architecture choisie est la plus efficace : l’introduction de la
notion d’interbriques, conc¸ue pour minimiser les contraintes sur le de´veloppement des briques,
ne´cessite pour chaque nouvelle combinaison de briques le de´veloppement d’interbriques adap-
te´es. Ces e´le´ments pourraient en principe eˆtre re´utilise´s, mais “ge´ne´ralement des interbriques
plus complexes sont ne´cessaires, mettant en jeu des corrections se´mantiques, suivant des pro-
tocoles complexes, ou comple´mentant des lacunes pour que l’une des briques soit exploitable
par l’autre” [Ric01]. Il nous semble donc que cette approche est, parmi les travaux que nous
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pre´sentons ici, celle qui propose l’encapsulation la moins forte, et par conse´quent demande le
plus gros effort pour la re´utilisation.
2.3 Discussion
La figure 2.12 propose une vision synthe´tique des diffe´rentes approches componentielles
que nous avons e´tudie´es, ainsi qu’une comparaison avec notre proposition, selon les crite`res
suivant :
– Re´cursivite´ : l’approche admet-elle une composition re´cursive des composants (c’est-a`-
dire des composants compose´s eux-meˆmes de composants) ?
– Dynamique : l’approche permet-elle une e´volution de la structure de l’agent en cours
d’exe´cution (adoption/rejet de composants).
– Composants : cette colonne de´crit a` quel niveau du syste`me les composants interviennent
et quel est leur formalisme de repre´sentation.
– Bornes : cette colonne rele`ve les particularite´s de l’approche en ce qui concerne les
connexions entre composants.
MOCA, nous l’avons dit, utilise une approche componentielle comme outil pour de´velopper
une approche organisationnelle souple. Cela a bien entendu fortement conditionne´ notre ap-
proche. En particulier, il ne nous a pas paru ne´cessaire d’inclure une dimension re´cursive. Par
contre, l’aspect dynamique e´tait pour nous tout a` fait indispensable. Il est e´vident que cet
aspect ne´cessite une connexion automatise´e des composants. Pour re´soudre ce proble`me, JAF,
et bientoˆt Maleva, ont choisi un mode`le de communication par e´ve`nements, he´rite´ des Java
Beans. Nous proposons avec MOCA une solution similaire, base´e sur la notion de compe´tence.
On peut cependant remarquer que notre imple´mentation ne s’appuie pas sur les me´canismes
des Beans, mais sur la notion d’interface java (cf. chapitre 9).
2.4 Conclusion
Cette pre´sentation de la litte´rature nous a permis de replacer cette the`se dans son contexte,
pour a` la fois rendre justice aux travaux qui nous ont inspire´s, relever les points qui me´ritaient
d’eˆtre e´tudie´s plus en de´tail et mettre en e´vidence les spe´cificite´s de notre approche.
Avant de passer a` la pre´sentation de notre mode`le, qui sera l’objet de la deuxie`me partie
de ce document, nous de´sirons encore exposer plus en de´tail le formalisme de Vincent Hilaire
sur lequel nous basons notre formalisme de repre´sentation des roˆles. Ce sera donc l’objet du
prochain chapitre.
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Approche Re´cursive Dynamique Composants Connexions
DESIRE oui non Agents, environnement
et leur de´composition.
Les composants e´le´men-
taires ne sont pas de´-
crits.
Distinction entre infor-
mation et me´ta-infor-
mation.
Bric oui non Agents, environnement
et leur de´composition.
Composants e´le´men-
taires sous forme de
re´seaux de Petri.
Pas d’autre distinction
que bornes d’entre´e/-
bornes de sortie.
Maleva oui pre´vue Agents et leur de´compo-
sition.
Composants e´le´men-
taires code´s en Delphi.
Distinction entre bornes
de donne´es et bornes de
controˆle.
JAF non oui Premier niveau de de´-
composition des agents.
Les composants sont
des JavaBeans.
Connexion automatique
base´e sur le principe pu-
blication/abonnement.
SCD non non Premier niveau de de´-
composition des agents.
Distinction entre
bornes synchrones et
asynchrones.
Connexion partielle-
ment automatique sur
la base du nom des
bornes.
Voyelles non non En nombre fixe a` l’inte´-
rieur de chaque agent.
Description mixte Ma-
del/Java.
Connexions par e´ve´ne-
ments.
Notion d’interbriques
pour e´viter les collisions
de noms.
MOCA non oui Premier niveau de de´-
composition des agents.
Connexion automatique
et dynamique base´e sur
la notion de compe´tence
Fig. 2.12 – Vision synthe´tique des approches componentielles
Chapitre 3
Le formalisme de Vincent Hilaire
Parmi les travaux que nous avons pre´sente´ au chapitre pre´ce´dent, le plus avance´ en ce qui
concerne la spe´cification formelle de comportements pour des roˆles dans une organisation est
sans conteste celui de Vincent Hilaire [Hil00].
L’approche de Hilaire se base sur la constatation que, parmi les formalismes disponibles
pour la spe´cification de syste`mes multi-agents, aucun ne permet de tenir compte a` la fois
de tous les aspects pertinents. Il propose ainsi une combinaison de deux formalismes : les
statecharts pour l’aspect re´actif et Object-Z pour l’aspect fonctionnel.
Nous allons donc d’abord pre´senter brie`vement ces deux formalismes, avant d’en exposer
la combinaison propose´e par Hilaire.
3.1 Statecharts
Les statecharts sont un formalisme propose´ en 1987 par David Harel [Har87] pour la
spe´cification de syste`mes complexes. Il s’agit d’une extension des automates a` e´tats finis
incluant les compositions hie´rarchique et paralle`le d’e´tats.
E´tats et configurations
Les e´tats d’un statechart peuvent donc eˆtre de´crits comme un ensemble structure´ par
une de´composition hie´rarchique et-ou. La composition “ou” se repre´sente graphiquement par
juxtaposition a` l’inte´rieur de l’e´tat parent et la composition “et” par le trac¸age d’une ligne
discontinue au niveau du parent. La figure 3.1 donne un exemple d’arbre et-ou d’e´tats (a) et
de sa repre´sentation en statecharts (b).
On remarque que les e´tats-ou directement inclus dans un e´tat-et (comme A1 et A2 dans
l’exemple) n’ont pas de vraie repre´sentation graphique. Dans la pratique, on omet meˆme de
repre´senter leur nom et ils deviennent tout a` fait implicites.
Tout e´tat-ou doit posse´der dans ses descendants directs un e´tat par de´faut, qui sera ac-
tive´ en meˆme temps que son anceˆtre a` de´faut d’autre indication. Les e´tats par de´faut sont
repre´sente´ en grise´ dans la figure 3.11.
1Il est a` noter que nous employons ici une notation diffe´rente de celle d’origine ; dans les travaux de Harel,
les e´tats par de´faut sont indique´s par une transition particulie`re. Nous avons opte´ pour le grise´ par mesure de
simplification.
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Racine
A F
A1 A2
B C D E
(a)
Racine
A
A1 A2
D
C
B
E
F
(b)
Fig. 3.1 – Une de´composition et-ou et sa repre´sentation en statechart
La composition hie´rarchique des e´tats d’un statechart ne´cessite une extension de la notion
classique d’e´tat d’un automate ; en effet, un statechart peut eˆtre dans plusieurs e´tats simulta-
ne´ment. C’est pourquoi on introduit la notion de configuration, qui correspond a` un ensemble
maximal d’e´tats dans lesquels le syste`me peut eˆtre simultane´ment. Plus pre´cise´ment, [HN96]
de´finit une configuration comme un ensemble C d’e´tats ve´rifiant les axiomes suivants :
1. C contient la racine
2. Si C contient un e´tat-ou, il doit e´galement contenir exactement un de ses sous-e´tats
3. Si C contient un e´tat-et, il doit e´galement contenir tous ses sous-e´tats
4. Les seuls e´tats de C sont ceux ne´cessite´s par les re`gles ci-dessus.
Par exemple, dans la figure 3.1, {Racine, A,A1, A2, B,D} et {Racine, F} sont des configura-
tions.
A cette notion classique, nous ajoutons ici celle de sous-configuration, de´finie comme e´tant
un sous-ensemble d’une configuration. Ainsi, un statechart peut eˆtre simultane´ment dans tous
les e´tats d’un ensemble donne´ E si et seulement si E est une sous-configuration du statechart.
Transitions
On peut maintenant de´finir les transitions d’un statechart comme e´tant des couples
(source,but) de sous-configurations. Le fait que la source soit une sous-configuration assure
que la transition peut devenir de´clenchable, et le fait que le but soit une sous-configuration
assure que le de´clenchement ne conduit pas le statechart dans une situation contradictoire.
La repre´sentation graphique des transitions est tre`s intuitive. La figure 3.2 donne un
exemple de transitions rajoute´es aux e´tats de la figure 3.1(b). La transition r a B pour source
et C pour cible ; la u est de source F et de but A ; la w a {C,E} pour source et F pour cible ;
etc.
La figure 3.2 ne pre´sente encore pas tout a` fait un statechart complet. En effet, le for-
malisme permet d’associer encore des e´tiquettes aux transitions ; celles-ci sont de la forme
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Racine
A
A1 A2
D
C
B
E
Fr s t
u
v
w
Fig. 3.2 – Un statechart avec transitions
e[c]/a, ou` e est un e´ve´nement de´clencheur, c une condition de de´clenchement et a l’action a`
entreprendre lors du franchissement de la transition. Chacun de ces trois e´le´ments peut eˆtre
omis ; si l’action consiste en la ge´ne´ration d’un e´ve´nement, on peut simplement en noter le
nom a` la place de l’action. La figure 3.3 pre´sente donc un statechart complet tel qu’il pourrait
apparaˆıtre dans une spe´cification. La transition de B a` C ne peut eˆtre franchie qu’en pre´sence
de l’e´ve´nement e1 et lorsque la condition c1 est ve´rifie´e ; le franchissement de la transition ge´-
ne`re l’e´ve´nement e2. Les autres transitions sont e´tiquete´es de manie`res diverses pour illustrer
les diffe´rents cas possibles.
Racine
A
A1 A2
D
C
B
E
F
e1[c1]
/e2 e2
[c2]/e1
e3/e1
/e3
Fig. 3.3 – Un exemple complet de statechart
Nous allons maintenant de´crire de manie`re plus pre´cise la se´mantique ope´rationnelle d’un
tel statechart. Mais avant cela, nous introduisons une dernie`re notion concernant les tran-
sitions et qui nous sera utile par la suite : on appelle porte´e d’une transition le plus petit
e´tat-ou qui contient strictement sa cible et son but [HN96]. Ainsi, sur la figure 3.3, les trois
transitions touchant F ont la Racine pour porte´e, alors que les autres ont respectivement A1
et A2.
48 CHAPITRE 3. LE FORMALISME DE VINCENT HILAIRE
Se´mantique
Les statecharts ont donne´e lieu a` diverses interpre´tations au niveau de la se´mantique
ope´rationnelle. Nous nous baserons sur celle de [HN96], outille´e par le logiciel Statemate et
dont nous avons imple´mente´ une simplification dans MOCA.
Nous ne donnerons ici qu’un bref aperc¸u de la se´mantique ope´rationnelle des statecharts.
Pour une description comple`te, on pourra se re´fe´rer au texte pre´cite´.
Le mode`le d’exe´cution des statecharts est synchrone. L’e´tat du syste`me avant un pas est
de´fini par la configuration courante C ainsi que par l’ensemble E des e´ve´nements ge´ne´re´s au
pas pre´ce´dent (cet ensemble e´tant initialement vide). L’exe´cution d’un pas se de´roule de la
manie`re suivante :
1. Ajouter a` E d’e´ventuels e´ve´nements de provenance externe.
2. Calculer l’ensemble T des toutes les transitions de´clenchables.
3. Extraire de T un ensemble maximal non conflictuel T ′. Les transitions les plus exte´-
rieures ont la priorite´ ; en cas de conflit a` priorite´ e´gale, un tirage au sort est effectue´.
4. Exe´cuter les actions de T ′. En particulier, remplacer E par l’ensemble des e´ve´nements
ge´ne´re´s par les e´le´ments de T ′.
5. Adapter la configuration courante C.
Remarques
La pre´sentation ci-dessus ne couvre qu’une partie du formalisme de Harel ; il existe en-
core d’autre types d’e´tats et de transitions (pour tenir compte de l’histoire, simplifier les
branchements conditionnels, etc.) que nous ne prenons pas en compte2.
D’un certain point de vue, un statechart n’est qu’une abre´viation d’un automate a` e´tats
finis. La composition hie´rarchique des e´tats permet de diminuer le nombre de transitions3 et
la composition paralle`le permet de diminuer le nombre d’e´tats [PS98]. La seule re´elle difficulte´
pour effectuer une traduction vers un simple automate est la gestion des e´ve´nements. Il n’est
cependant pas clair de savoir si on a a` faire a` une re´elle extension des automates ou a` une
simple abre´viation.
Dans tous les cas, le re´sultat est un formalisme simple d’emploi, assez lisible et d’une
grande expressivite´. On peut par contre lui reprocher de se preˆter moins bien que certains de
ses concurrents a` du calcul formel de ve´rification de proprie´te´s. Pour reme´dier a` ce de´faut,
deux voies sont possibles : la premie`re est de rede´finir la se´mantique ope´rationnelle de manie`re
a` la rendre plus facilement manipulable [Kan96, LMM99, FT00]. La seconde est de de´finir
une traduction des statecharts vers un formalisme posse´dant de bons outils de ve´rification
formelle, tels les re´seaux de Petri [BMM99, HM00, SS00], les syste`mes de transitions [US94,
EW00, Hil00] ou le µ-calcul [PS98, Lev99].
3.2 Object-Z
Z est un langage de spe´cification formelle oriente´ mode`le, ce qui signifie que sa se´mantique
est constitue´e de la de´finition d’un mode`le en termes d’ensembles, de relations et de fonctions.
2Il est a` noter que ces e´le´ments e´taient de´ja` ignore´s dans [Hil00].
3La hie´rarchie des e´tats de´finit en meˆme temps une relation de priorite´ sur les transitions.
3.2. OBJECT-Z 49
On peut alors utiliser une notation logique pour exprimer des contraintes sur ces notions
ensemblistes.
Le langage Z a rencontre´ un certain succe`s, mais il est apparu que pour la spe´cification
de projets importants, il lui manquait des moyens de structuration. C’est ainsi que le langage
Object-Z a fait son apparition. L’ide´e est d’e´tendre Z en y ajoutant les notions classiques de
classe, instanciation, he´ritage, etc.
Nous donnons ici une bre`ve pre´sentation, base´e sur [Ros92], des concepts et notations
d’Object-Z ; notre travail ne faisant usage de ce langage que de manie`re tre`s superficielle,
nous n’entrerons pas plus dans les de´tails.
La figure 3.4 donne la syntaxe ge´ne´rale d’une classe Object-Z.
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Fig. 3.4 – La syntaxe d’une classe Object-Z
La liste de visibilite´ de´crit quels e´le´ments de la classe sont re´fe´renc¸ables depuis l’exte´-
rieur ; une absence de liste sous-entend que tous les e´le´ments de la classe sont visibles. Nous
reviendrons ci-apre`s sur l’he´ritage qui pre´sente quelques subtilite´s par rapport a` son acception
habituelle dans un contexte oriente´ objet ; notons au passage qu’Object-Z accepte l’he´ritage
multiple. Les de´finitions de types et de constantes ont leur signification usuelle. Le sche´ma
d’e´tat de´finit les variables de la classe ainsi que d’e´ventuelles contraintes sur leurs valeurs
possibles, appele´es invariants de classe. Le sche´ma d’e´tat initial de´crit bien suˆr l’e´tat d’une
instance de la classe au moment de son initialisation. Les sche´mas d’ope´ration de´crivent les
ope´rations de la classe. Enfin, l’invariant d’historique est constitue´ d’un pre´dicat, ge´ne´rale-
ment en logique temporelle, qui contraint les comportements possibles des instances de la
classe.
Pour rentrer un peu plus dans les de´tails de la notation, nous prenons l’exemple de la
spe´cification d’une pile (figure 3.5).
La figure repre´sente la spe´cification d’une classe Stack de´pendant d’un parame`tre formel
T . Ce parame`tre pourra eˆtre pre´cise´ au moment de l’instanciation ; par exemple, Stack[ I ]
repre´sentera une pile d’entiers.
Le premier e´le´ment a` l’inte´rieur du sche´ma de classe est la spe´cification d’une constante
max, repre´sentant en l’occurrence le nombre maximal d’e´le´ments de la pile. Cette constante
est ici limite´e a` 100 au maximum.
L’e´le´ment suivant est le sche´ma de classe : l’e´tat d’une instance de la classe est de´fini par
le contenu de la variable items, pouvant contenir une suite d’e´le´ments de type T . C’est a` cet
endroit que la constante max est utilise´e pour borner le nombre d’e´le´ments de la pile.
L’e´le´ment suivant est le sche´ma d’e´tat initial, pre´cisant qu’a` l’initialisation la pile est vide.
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Fig. 3.5 – Une pile en Object-Z
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Fig. 3.6 – Une pile indexe´e he´ritant de la classe Stack.
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Fig. 3.7 – La classe Roˆle de Hilaire
Enfin, les deux derniers e´le´ments sont des spe´cification d’ope´rations. Toute ope´ration doit
spe´cifier, dans une ∆-liste, les variables qu’elle est susceptible de modifier. Les parame`tres en
entre´e sont suivis d’un point d’interrogation (item?) et ceux en sortie d’un point d’exclamation
(item!). Enfin, les valeurs des variables avant l’appel de l’ope´ration sont re´fe´rence´s par le nom
de la variable (items) et les valeurs apre`s l’ope´ration par ce nom prime´ (items ′).
Pour illustrer la manie`re dont l’he´ritage est re´alise´ en Object-Z, la figure 3.6 repre´sente
une pile he´ritant de la classe Stack et rajoutant des informations permettant d’avoir une
position distingue´e dans la pile. Il est a` noter que dans cet exemple, l’he´ritage se fait d’une
manie`re cumulative : les ope´ration Push et Pop de la classe IndexedStack sont de´finie par la
re´union de leur de´finition dans cette classe et dans la classe me`re. Si l’on ne de´sire pas he´riter
de la classe me`re, on utilisera le mot-cle´ redef apre`s la de´claration d’he´ritage (par exemple
Stack[T ] [redef Push]) ; la nouvelle de´finition vient alors remplacer celle de la classe me`re.
Cette pre´sentation ne donne qu’une ide´e ge´ne´rale du fonctionnement d’Object-Z. En par-
ticulier, il existe encore plusieurs ope´rateurs permettant de de´finir des nouvelles ope´rations
a` partir des ope´rations existantes ([] qui repre´sente un choix non de´terministe entre deux
ope´rations, ‖ qui ressemble a` un pipe Unix, • qui fusionne les contextes de deux ope´rations,
etc.). Nous renvoyons le lecteur inte´resse´ a` [Ros92] ou [DRS94] pour plus de de´tails.
3.3 Inte´gration des formalismes
Les statecharts e´tant bien adapte´s a` la spe´cification des aspects re´actifs des agents et
Object-Z a` celle de leur aspect fonctionnel, [Hil00] propose une inte´gration des deux forma-
lismes pour combiner leurs avantages respectifs. Pour ce faire, il encapsule un statechart dans
une classe Object-Z et de´finit un cadre formel qui permet de re´fe´rencer les e´tats et transitions
du statechart depuis Object-Z, et les ope´rations, variables et constantes Object-Z depuis le
statechart. Nous n’entrerons pas dans les de´tails techniques de comment cette inte´gration est
faite, mais le re´sultat est une fusion des formalismes tre`s naturelle d’usage.
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En plus de cette inte´gration syntaxique, Hilaire propose une inte´gration se´mantique re´a-
lise´e par une traduction des deux formalismes en un syste`me de transition. Il est a` noter que
cette traduction doit encore se faire a` la main (son automatisation fait partie des perspectives
de la the`se).
A` l’aide de ce formalisme inte´gre´, Hilaire de´finit les classes Roˆle, Interaction et Organisa-
tion qui lui permettent ensuite de de´velopper des spe´cifications par he´ritage de ces classes. La
figure 3.7 montre la classe Roˆle que nous utiliserons dans notre approche. Le comportement
est vide, mais la de´finition d’un roˆle rede´finit ce sche´ma en y plac¸ant un statechart. La pre-
mie`re formule d’invariant de classe signifie que le roˆle doit savoir traiter tous les e´ve´nements
qu’il de´finit dans ses stimulus. La deuxie`me exige que toute action de´clenche´e par une transi-
tion du statechart doit eˆtre de´finie dans la partie Object-Z. Nous relaˆcherons cette deuxie`me
exigence dans notre mode`le.
Cette pre´sentation du formalisme de Vincent Hilaire clos la premie`re partie de cette the`se,
consacre´e au contexte de notre contribution. Nous pouvons donc maintenant entrer dans le
vif du sujet et pre´senter les diffe´rents aspects de notre mode`le MOCA.
Deuxie`me partie
MOCA
Chapitre 4
Introduction
Dans la deuxie`me partie de cette the`se, nous pre´sentons notre mode`le MOCA, dont le
but est de fournir un mode`le ope´rationnel de SMA organisationnel permettant d’associer la
prise de roˆle a` un comportement re´current tout en permettant une dynamique de la structure
organisationnelle.
Pour traiter avec la plus grande souplesse possible l’e´volution du comportement de l’agent
qui re´sulte de cette dynamique, nous avons adopte´ une approche componentielle. Ainsi la
prise et le rejet d’un roˆle par un agent se traduisent au niveau technique par l’adoption ou le
rejet d’un composant.
De plus, pour pre´server au maximum l’inde´pendance entre les entite´s organisationnelles,
nous limitons les interactions entre agents a` celles prenant place a` l’inte´rieur d’un groupe.
Cette caracte´ristique est un des e´le´ments centraux de notre mode`le et nous y reviendrons
plusieurs fois au cours des pages qui suivent ; elle permet de concevoir les organisations inde´-
pendamment les une des autres et de maximiser ainsi leur re´utilisabilite´. La seule manie`re de
coordonner des groupes est donc qu’ils partagent des agents ; autrement dit, les agents sont
responsables localement de la coordination des groupes. Ceci souligne donc le besoin d’un
me´canisme de coordination inter-roˆles au sein des agents.
Pour pre´senter plus en de´tails ces diffe´rents points, nous avons adopte´ la structure sui-
vante :
– Le chapitre 5 pre´sente les concepts fondamentaux de notre approche ainsi que leur
formalisation. Nous y introduisons les deux niveaux d’abstraction qui composent notre
mode`le, les concepts de chacun de ces niveaux et les me´canismes qui les relient. Ceci nous
permet en outre de bien articuler les dimensions componentielle et organisationnelle de
notre architecture.
– Le chapitre 6 se concentre sur la dimension componentielle, en particulier sur les inter-
actions entre composants. Ceci permet de pre´ciser comment s’exe´cute un roˆle, comment
l’agent ge`re les e´changes entre ses roˆles et comment il peut e´viter les interfe´rences des-
tructrices entre eux.
– Le chapitre 7 de´crit ensuite comment la dynamique organisationnelle est ge´re´e dans
MOCA. Nous de´crivons pour cela une organisation particulie`re, l’Organisation de Ges-
tion, dont le roˆle est de ge´rer la cre´ation de groupes, l’entre´e des agents dans un groupe
existant et leur sortie.
– En guise de conclusion de cette partie, nous pre´sentons au chapitre 8 quelques e´le´ments
de validation. Nous y montrons que la conception tre`s modulaire a` tous les niveaux de
notre syste`me permet de re´duire la validation globale a` une se´rie de validations locales.
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Toute cette deuxie`me partie se concentre sur les aspects the´oriques de notre approche ; les
de´tails d’imple´mentation du mode`le MOCA dans une plate-forme et les expe´rimentations
re´alise´es seront quant a` eux pre´sente´s dans la troisie`me partie.
Chapitre 5
Les concepts de MOCA et leur
formalisation
5.1 Pre´sentation ge´ne´rale
Dans ce chapitre nous pre´sentons les diffe´rents concepts de notre mode`le. Ceux-ci se re´-
partissent selon deux crite`res orthogonaux comme illustre´ a` la figure 5.1.
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Fig. 5.1 – Les principaux concepts de MOCA
La distinction entre niveau descriptif et niveau exe´cutif correspond a` la structuration en
niveaux que nous avons releve´e pour plusieurs des approches cite´es au chapitre 2, et notam-
ment a` la distinction entre concepts abstraits et concrets d’Aalaadin. Le rapport entre ces
niveaux est tre`s comparable a` celui entre classe et objet dans les langages oriente´s objet ; c’est
pourquoi nous emprunterons parfois la terminologie de ce domaine, notamment en parlant
d’instanciation des concepts descriptifs1.
La distinction entre concepts internes et externes se re´fe`re a` leur position par rapport a`
l’agent : les concepts internes participent a` la structuration intra-agent, alors que les concepts
externes fournissent la structuration inter-agents. D’un point de vue plus technique, les pre-
miers constituent la partie componentielle de notre approche, et les seconds la partie organi-
sationnelle. La figure 5.1 montre la position critique de la notion de roˆle dans notre mode`le :
1Il est a` noter cependant que l’analogie conceptuelle ne se prolonge pas force´ment au niveau de l’imple´-
mentation ; nous verrons en effet au chapitre 9 que dans notre imple´mentation des concepts de MOCA, le lien
entre les niveaux est du type agre´gation plutoˆt qu’instanciation.
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a` la fois interne et externe, c’est ce concept qui assure le lien entre l’inte´rieur de l’agent
et le reste du syste`me ; c’est e´galement lui qui constitue l’articulation entre les dimensions
componentielle et organisationnelle de notre mode`le.
Nous allons maintenant pre´senter plus en de´tail le fonctionnement de notre syste`me en
de´crivant les concepts de la figure 5.1. Pour clarifier l’expose´, nous illustrerons ces de´velop-
pements au fur et a` mesure en construisant (partiellement) une organisation qui re´alise le
protocole Contract Net de la FIPA [FIP], illustre´ a` la figure 5.2.
Fig. 5.2 – Le protocole Contract Net de la FIPA
5.2 Le niveau descriptif
Le niveau descriptif contient les descriptions statiques des diffe´rents comportements et
interactions pouvant survenir dans le syste`me ; ces descriptions seront ensuite mises en oeuvre
par les e´le´ments du niveau exe´cutif.
Organisations et relations
Nous de´finissons une organisation comme un pattern re´current d’interactions constituant
un point de vue global sur le syste`me. Ainsi une organisation peut se concentrer sur des
e´changes financiers ou de biens, des comportements collectifs, des e´changes langagiers, etc.
Nous formalisons une organisation sous la forme d’un graphe dont les noeuds corres-
pondent a` des descriptions de roˆles et les arcs a` des relations. Chaque noeud posse`de une
cardinalite´ qui indique combien de fois le roˆle correspondant pourra eˆtre joue´ dans un groupe
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instanciant cette organisation. De meˆme, les relations posse`dent une cardinalite´ a` chaque
extre´mite´ indiquant combien de fois chaque roˆle pourra instancier cette relation sous forme
d’accointance.
Par exemple, le Contract Net de la figure 5.2 donne le graphe de la figure 5.3 ; cette
organisation contient deux descriptions de roˆles : le roˆle initiator et le roˆle participant ; dans
une instanciation donne´e de cette organisation, il ne peut y avoir qu’un seul initiator, mais
bien suˆr plusieurs participants, chacun d’entre eux e´tant possiblement relie´ a` l’initiator par
une accointance.
initiator (1) participant (n)1 n
Fig. 5.3 – Une organisation pour le Contract Net de la FIPA.
Types d’influence
Un type d’influence spe´cifie le genre de perturbation qu’un roˆle peut recevoir ou ge´ne´rer.
Nous utilisons le terme influence pour englober dans la meˆme abstraction des concepts tels
que les forces pour des agents situe´s, les e´ve`nements et meˆme les actes de langages (ACL,
KQML, etc.) pour des agents sociaux. On trouvera dans [FM96] un expose´ sur cette notion
et son utilite´ pour de´crire les situations d’exe´cution concurrente.
Du point de vue formel, un type d’influence est de´fini par son nom et la liste de ses
attributs. Pour inte´grer cette notion dans le framework de Vincent Hilaire, que nous avons
pre´sente´ au chapitre 3, nous la formalisons en notation Object-Z :
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ou` Attribute est un type approprie´.
Par exemple le premier message de la figure 5.2 aurait cfp pour nom et une liste d’attributs
de´crivant l’offre :
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Descriptions de roˆles
Une description de roˆle est de´finie comme un pattern re´current de comportement indivi-
duel dans une organisation. Comme annonce´, nous basons notre formalisation sur le framework
d’Hilaire que nous avons pre´sente´ au chapitre 3, avec quelques adaptations.
Le changement principal concerne les transitions des statecharts, dans lesquels nous ajus-
tons a` notre contexte la se´mantique des e´tiquettes : si nous gardons bien un triple de la
forme de´clencheur[condition]/action, la nature en est un peu diffe´rente. En effet, le de´clen-
cheur dans MOCA est un type d’influence, alors que la condition et l’action sont des appels
de compe´tence. Il peut s’agir de compe´tences internes au roˆle, mode´lise´es par des ope´rations
Object-Z, auquel cas on rejoint le cas conside´re´ par Hilaire, mais il peut e´galement s’agir
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de compe´tences externes fournies par l’agent. Ceci nous renvoie alors au fonctionnement de
l’architecture componentielle de notre agent que nous discuterons ci-apre`s.
Pour permettre une gestion correcte des compe´tences, une description de roˆle doit indiquer
la liste des compe´tences externes qu’elle utilise. Comme un roˆle peut e´ventuellement aussi — et
nous y reviendrons plusieurs fois par la suite — fournir des compe´tences a` l’agent, il doit aussi
en indiquer la liste. Ainsi nous spe´cialisons la classe Roˆle de Hilaire de la manie`re suivante2 :
 
	ﬀﬁﬁ	ﬂ
ﬃ	 
"! 	#$%ﬂ&'(*)+,"	- 	*#./%ﬂ,'10234	*#./%ﬂ,''(5&ﬁ6	ﬂ
A titre d’exemple, nous donnons a` la figure 5.4 une re´alisation possible du roˆle initiator
de la figure 5.3. Ce roˆle ne´cessite trois compe´tences exte´rieures, respectivement pour envoyer
des messages (send), pour e´valuer les offres (evaluate) et pour repe´rer l’arrive´e de la date
limite (timeout). De plus, il fournit une compe´tence (delegate task) qui permet a` un autre
composant de l’agent d’utiliser ce roˆle pour de´le´guer une taˆche a` un autre agent. Les autres
compe´tences sont internes.
A` l’appel de la compe´tence delegate task, le roˆle ge´ne`re un e´ve`nement start pour son
statechart, ce qui provoque l’envoi d’un appel d’offre (cfp) ; ensuite il attend et enregistre les
offres jusqu’a` ce que la compe´tence timeout s’e´value a` vrai. A partir de ce moment la`, il rejette
toute nouvelle offre et commence l’e´valuation. Apre`s avoir choisi la meilleure offre, il notifie
les participants de sa de´cision puis attend la re´ponse du participant choisi avant de terminer
son exe´cution3.
Descriptions de compe´tences
Les descriptions de compe´tences sont les spe´cifications des services ne´cessite´s ou fournis
par un composant ; des exemples typiques en sont la capacite´ d’envoyer des messages, de
calculer une offre ou d’effectuer un choix entre plusieurs offres dans un re´seau contractuel.
Cette notion permet de de´crire le roˆle a` un niveau tre`s abstrait, comprenant essentiellement
la gestion des interactions.
Nous avons vu ci-dessus des descriptions de compe´tences dans le roˆle initiator de la figure
5.4. Il n’y a donc pas grand chose a` rajouter sur la formalisation de ce concept. Nous verrons
en de´crivant le niveau exe´cutif que les compe´tences sont toujours fournies par des composants ;
c’est donc au chapitre 6 sur les interactions entre composants que nous e´tudierons comment
les appels de compe´tence sont ge´re´s a` l’inte´rieur de l’agent.
Type d’agent
Dans notre approche, l’autonomie de l’agent re´side principalement dans le choix des com-
posants qu’il adopte ou rejette, et en particulier des roˆles qu’il prend ou quitte. Toutefois, ceci
ne fait pas a` strictement parler partie de la couche organisationnelle. MOCA fournit donc des
primitives pour la gestion organisationnelle, qui sont mises a` la disposition de l’agent pour
2Nous verrons plus tard dans ce chapitre que cette spe´cialisation correspond au fait a` un he´ritage de la
notion de composant.
3Il s’agit bien suˆr ici d’un exemple de principe. Une vraie re´alisation ne´cessiterait au moins de pre´ciser
quelle taˆche est de´le´gue´e, et probablement de retourner ensuite un re´sultat au composant appelant.
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Fig. 5.4 – Le roˆle initiator
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qu’il puisse ge´rer ses groupes et ses roˆles (cf. figure 5.6 ci-apre`s) ; mais les motivations pour
ce faire de´pendent du domaine d’application et ne seront donc pas discute´es dans cette the`se.
C’est pour cela que la notion de type d’agent est entre parenthe`ses dans la figure 5.1.
Notons cependant que notre architecture laisse place a` une grande flexibilite´ : toutes
les possibilite´s sont ouvertes pour imple´menter ces choix, du codage direct dans les agents
jusqu’a` des processus de´libe´ratifs complexes. Dans ce sens-la`, MOCA est inde´pendant du
mode`le d’agent, comme MadKit ou Gaia.
Une remarque importante au sujet de la gestion des roˆles est que, comme les roˆles peuvent
fournir des compe´tences, prendre ou quitter un roˆle peut avoir une influence sur les com-
pe´tences disponibles. Ainsi le processus de gestion des roˆles doit-il e´galement prendre les
compe´tences en conside´ration.
5.3 Le niveau exe´cutif
Le niveau exe´cutif est forme´ de l’instanciation des concepts du niveau descriptif. Pour bien
comprendre comment il fonctionne, il est important de se souvenir que nous n’autorisons les
agents a` communiquer qu’a` l’inte´rieur des groupes. Cette affirmation refle`te un point de vue
externe a` l’agent qui met en e´vidence la communication inter-agents et ne´cessite la clarification
des concepts de groupe, d’accointance et d’influence.
Dualement, on peut proposer une expression interne de cette meˆme affirmation, en disant
que les roˆles appartenant a` diffe´rents groupes ne sont autorise´s a` communiquer qu’a` l’inte´rieur
d’un agent. Pour ge´rer cette communication de manie`re souple, nous avons choisi d’adopter
une architecture componentielle dynamique pour nos agents. Les notions re´sultantes d’agent,
composant, compe´tence et roˆle vont donc e´galement eˆtre de´crite dans ce paragraphe.
Le niveau exe´cutif de MOCA est conceptuellement proche du niveau concret d’Aalaadin.
Les diffe´rentes notions que nous allons pre´senter ci-dessous ont donc pour la plupart leur
pendant dans MadKit (a` l’exception des notions de composant et de compe´tence). Pour e´viter
toute confusion, nous prendrons soin de relever dans ce qui suit les similitudes et les diffe´rences
entre les concepts apparente´s de ces deux approches.
Groupes
Un groupe est une instance d’une organisation ; il est forme´ d’agents jouant les diffe´rents
roˆles de l’organisation correspondante. Dans MadKit, une groupe est seulement un ensemble
d’agents muni d’un nom ; la nouveaute´ introduite par MOCA est l’explicitation de l’instan-
ciation d’une organisation (i.e. les groupes “savent” quelle organisation ils instancient).
Accointances
La notion d’accointance dans MOCA correspond a` son acception classique : les accoin-
tances d’un agent sont les agents avec lesquels il peut communiquer.
Le lien entre accointance et relation est le suivant : un agent A peut eˆtre en accointance
avec un agent A′ si et seulement si A et A′ ont au moins un groupe G en commun et s’il existe
au moins une relation entre un des roˆles joue´s par A et un des roˆles joue´s par A ′ dans G.
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Influences
Les influences sont simplement des instances d’un type d’influence. Comme nous l’avons
dit ci-dessus, elles peuvent repre´senter des forces, des e´ve´nements, des actes langagiers, etc.
qui sont e´change´s entre les agents le long de leur accointances. Il s’agit d’une ge´ne´ralisation
de la notion de message pre´sente dans MadKit.
Roˆles
Dans MadKit, un roˆle est simplement un nom dans un groupe ; on ne suppose pas que deux
roˆles de meˆme nom dans diffe´rents groupes pre´sentent le meˆme comportement. Dans notre
approche, deux roˆles portant le meˆme nom dans des groupes instanciant la meˆme organisation
auront le meˆme comportement. Par contre, nous incluons une dimension polyse´mique par le
fait que deux roˆles de meˆme nom peuvent pre´senter des comportements diffe´rents s’ils appar-
tiennent a` des groupes instanciant des organisations diffe´rentes (contrairement a` l’approche
de [PO01]).
Concre`tement, les roˆles sont des composants dans le sens que nous de´finirons ci-dessous ;
leur comportement est de´crit par le statechart de la description de roˆle correspondante. Les
roˆles doivent fournir une me´thode receiveInfluence que l’agent peut appeler quand il veut
leur transmettre des influences venant d’autres roˆles. Les influences sont alors transforme´es
en e´ve´nements de statechart et traite´es selon la se´mantique habituelle.
Agents
L’aspect interne de notre approche inclut les concepts d’agent, de composant, de roˆle et
de compe´tence. Les articulations entre ces concepts sont repre´sente´s a` la figure 5.5.
Agent Composant Compétence
Rôle
1 n
fournit
1 n
utilise
1 n
Fig. 5.5 – Les concepts internes
Comme nous l’avons dit ci-dessus, le but de notre mode`le est de fournir des primitives a`
l’agent pour lui permettre de ge´rer librement les structures organisationnelles auxquelles il
prend part. Pour ce faire, nous proposons d’introduire dans les agents un Module de Gestion
des Composants (MGC) qui prend en charge les taˆches suivantes :
1. Recevoir les influences des autres agents et les re´partir a` ses roˆles.
2. Ge´rer les communications entre ses composants.
3. Fournir a` l’agent des primitives lui permettant de ge´rer ses composants (ajout/retrait).
La premie`re taˆche n’est pas proble´matique : la re´ception des influences fait partie de la plate-
forme SMA sous-jacente et les influences sont indexe´es par leur groupe et leur roˆle de desti-
nation. Ceci permet un adressage non-ambigu tant qu’un agent ne joue pas simultane´ment
deux fois le meˆme roˆle dans le meˆme groupe.
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La deuxie`me taˆche est bien plus de´licate : le MGC doit lier dynamiquement ses composants,
ge´rer l’exe´cution de ses roˆles et e´viter les interfe´rences destructrices entre eux. Ce processus
sera discute´ se´pare´ment au chapitre 6.
La troisie`me taˆche implique aussi quelques subtilite´s et sera discute´e au chapitre 7.
Composants
MGC
Rôles
Recevoir les influences
et les distribuer aux rôles
(les influences sont envoyées
par un composant particulier)
Gérer les communications
Gérer les composants
entre composants}
Type d’agent
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Fig. 5.6 – L’architecture d’un agent MOCA
L’architecture d’un agent MOCA est illustre´e a` la figure 5.6 : tout le fonctionnement orga-
nisationnel et componentiel est encapsule´ dans le MGC, qui fournit des primitives permettant
a` l’agent la gestion de ses composants. L’utilisation de ces primitives de´pend par contre du
type d’agent et n’est pas couverte par notre approche.
Composants et compe´tences
[Lhu98] de´finit la notion de composant comme “une entite´ de´finie par un comportement
interne et un ensemble de bornes externes (plugs, ports). Le comportement interne n’est pas
visible de l’exte´rieur et n’est accessible qu’au travers des bornes”.
Dans MOCA, les bornes d’entre´e d’un composant sont les compe´tences qu’il fournit est
les bornes de sortie celles qu’il requiert :
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Le comportement interne des composants de´pend e´videmment du domaine d’application ;
l’ide´e de l’approche componentielle est justement de s’abstraire de l’imple´mentation interne
des composants pour se reposer sur leur interface. Notons cependant que le comportement
de nos composants peut eˆtre spe´cifie´ par un statechart, de la meˆme manie`re que nous l’avons
fait pour les descriptions de roˆles.
Le prochain chapitre sera consacre´ aux communications entre composants, mais avant de
l’aborder, nous de´sirons encore faire la remarque suivante : pour des raisons de clarte´ re´-
dactionnelle, nous avons pre´sente´ la notion de description de roˆle avant celle de composant.
Cependant, en revenant sur la de´finition de description de roˆle de la page 60, on se rendra
compte que le seul ajout effectue´ par rapport au formalisme de Vincent Hilaire est l’explicita-
tion des compe´tences fournies et requises. Object-Z acceptant l’he´ritage multiple, on pourra
donc avantageusement rede´finir la notion de description de roˆle de la manie`re suivante :
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Ceci permet de reconnaˆıtre au niveau formel le fait qu’un roˆle est un cas particulier de
composant.
5.4 Quelques conside´rations sur la re´utilisabilite´
Apre`s avoir pre´sente´ les concepts du mode`le MOCA, nous de´sirons revenir brie`vement sur
la question de la re´utilisabilite´.
Il est trop toˆt pour savoir si MOCA sera re´ellement utilise´ ; a fortiori, il est actuellement
impossible de se prononcer sur la re´utilisation effective des organisations d’un syste`me MOCA.
On pourrait donc penser que la pre´tention d’une re´utilisabilite´ accrue est usurpe´e, ou du
moins pre´mature´e ; ce serait oublier que MOCA — loin de sortir du ne´ant — propose une
syste´matisation d’un certain nombres de travaux existants.
Dans [Sau], Sylvain Sauvage se base sur une e´tude approfondie de la litte´rature pour tenter
de de´gager des motifs re´currents dans la conception de SMA. Ce travail l’ame`ne a` de´finir deux
me´ta-motifs, qui
  sont plus que des motifs dans le sens ou` ils de´crivent un principe fondamental
du paradigme des syste`mes multi-agents. De plus, ces me´ta-motifs engendrent
chacun une se´rie de motifs fils, ve´ritables instances de leurs ge´niteurs. 
Les deux me´ta-motifs de Sauvage sont d’une part les sche´mas d’organisation et d’autre part
les protocoles. Ces deux me´ta-motifs sont bien suˆr intimement lie´s, notamment par l’utilisation
de la notion de roˆle.
Le de´gagement par Sauvage de ces deux me´ta-motifs prouve donc une re´utilisation effec-
tive, ave´re´e, d’un certain nombre d’organisations ou de protocoles. Par contre, on constate
que cette re´utilisation est assez informelle : elle se limite ge´ne´ralement a` une re´imple´mentation
comple`te ou partielle s’inspirant de travaux de´ja` re´alise´s.
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Dans ce contexte, MOCA propose un pas en avant significatif : le mode`le permet de de´crire
des organisations et des protocoles sous une forme directement utilisable a` l’imple´mentation.
De plus, les contraintes sur la communication entre agents assurent qu’une organisation peut
eˆtre inte´gre´e a` un syste`me sans adaptation pre´alable.
MOCA permet donc de re´utiliser d’un syste`me a` l’autre et sans aucune modification des
e´le´ments qui e´taient jusque la` re´utilise´s re´gulie`rement mais en les adaptant a` la main ; il
constitue ainsi une avance´e sur le chemin de la re´utilisabilite´ dans la conception de SMA.
Chapitre 6
Interactions entre composants et
gestion des conflits
6.1 Ge´ne´ralite´s
Dans ce chapitre, nous pre´sentons les me´canismes d’interaction entre les composants d’un
agent dans MOCA. Comme nous l’avons de´ja` dit, ces interactions sont re´alise´es a` l’aide
d’appels de compe´tence ; avant de de´crire pre´cise´ment comment ces appels sont ge´re´s, nous
de´sirons pre´ciser quelles fonctionnalite´s exactes ce me´canisme devra assurer dans notre sys-
te`me. Celles-ci sont au nombre de trois :
Se´paration interactions/actions Les roˆles ne de´crivent souvent que la structure des in-
teractions et de´le`guent le traitement effectif a` des composants spe´cialise´s. Par exemple,
dans la figure 5.4 de la page 61, la description du roˆle initiator de´crit la structure
d’interaction ne´cessaire a` un re´seau contractuel, mais de´le`gue des fonctionnalite´s essen-
tielles — l’e´valuation des offres, l’envoi des re´ponses et la gestion du temps — a` d’autres
composants.
Coordination inter-groupes Dans notre approche, des groupes distincts ne peuvent in-
teragir que par des agents communs. Nous avons donc besoin d’un me´canisme de co-
ordination/collaboration des roˆles au sein d’un agent ; ce me´canisme sera localement
responsable de la coordination des groupes au niveau du syste`me. Nous verrons un
exemple important de ce type de coordination au chapitre 7 en introduisant le Groupe
de Gestion.
Ignorance mutuelle Les composants peuvent avoir un e´tat interne qui de´termine leur com-
portement externe. Par exemple, de nombreux composants servent a` ge´rer l’usage d’une
ressource. La troisie`me fonction du me´canisme d’interactions entre composants est donc
d’e´viter les interfe´rences destructrices dans l’utilisation des composants. Pour ce faire,
nous introduirons la notion d’ignorance mutuelle qui permet a` un composant d’utiliser
les compe´tences d’un autre composant comme s’il e´tait tout seul.
Il est a` noter que pour assurer l’ignorance mutuelle, ainsi que pour permettre a` l’agent de gar-
der le controˆle sur l’exe´cution de ses composants, tous les appels de compe´tence transitent par
le Module de Gestion des Composants (MGC). Un appel de compe´tence fait donc intervenir
trois entite´s : le composant appelant, le MGC et le composant appele´.
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Remarquons encore que pour simplifier la pre´sentation, nous supposons dans cette the`se
qu’il n’y a jamais deux composants distincts fournissant simultane´ment la meˆme compe´tence
au sein d’un agent. Techniquement, il ne serait pas tre`s difficile de supprimer cette restriction,
car ceci ne ne´cessiterait presque aucun changement dans les algorithmes qui vont suivre.
Cependant, il serait ne´cessaire d’introduire des me´canismes de choix pour de´terminer quel
composant va eˆtre appele´ a` quel moment. Un tel algorithme de´pendant fortement du domaine
d’application, nous n’avons pas juge´ prioritaire d’inclure cette proble´matique dans le coeur
de MOCA.
Ce chapitre se concentrant sur l’aspect componentiel de notre mode`le, les concepts or-
ganisationnels vont momentane´ment passer au second plan ; en particulier, la notion de roˆle
disparaˆıtra presque comple`tement derrie`re celle de composant. Cependant, on gardera tou-
jours a` l’esprit que l’architecture componentielle n’est pour nous qu’un moyen de de´velopper
un syste`me organisationnel souple et le chapitre suivant, en traitant de la dynamique des
groupes, rendra a` la dimension organisationnelle sa place pre´ponde´rante dans notre approche.
6.2 L’ignorance mutuelle
Dans notre approche, les composants sont souvent utilise´s pour encapsuler des ressources.
Par exemple, un agent peut posse´der une certaine somme d’argent, ce qui pourrait eˆtre re-
pre´sente´ par un composant porte-monnaie, fournissant des compe´tences de´pense et encaisse
pour modifier cette somme et argent-disponible pour la connaˆıtre. Si dans cette situation deux
composants de l’agent effectuent simultane´ment une ne´gociation de prix sur la base de cette
somme disponible, il y a de fortes chances que l’agent ne posse`de pas assez d’argent pour
honorer les deux paiements.
Bien suˆr, une solution “simple” consiste a` concevoir les comportements des composants de
manie`re a` ge´rer ce genre de situation. Mais en ge´ne´ral, cette approche ne´cessite de connaˆıtre
au moment de la conception toutes les interfe´rences qui pourraient survenir avec n’importe
quel autre composant dans le syste`me. Cette solution est donc prohibitivement complique´e
au niveau de la conception, meˆme si elle est simple du point de vue de la gestion des interfe´-
rences. Comme un des buts fondamentaux de notre approche est de pre´server au maximum
l’inde´pendance entre les organisations — pour en faire des entite´s re´utilisables — nous vou-
lons bien entendu e´viter cette pseudo-solution et ge´rer les e´ventuels conflits de composants,
en particulier les conflits de roˆles, au moment de l’exe´cution.
Pour ce faire, nous introduisons la notion suivante : nous dirons qu’un syste`me assure
l’ignorance mutuelle des composants par rapport aux compe´tences si chaque composant peut
utiliser les compe´tences disponibles sans avoir besoin de savoir si et comment d’e´ventuels
autres composants utilisent ces meˆmes compe´tences. Il y a quelques points a` relever concernant
cette notion :
1. Assurer l’ignorance mutuelle a bien suˆr un prix : ge´ne´ralement ce sera le fait que les
composants doivent attendre avant de pouvoir acce´der a` une compe´tence. Dans un
syste`me temps-re´el, le simple fait d’attendre peut rompre l’ignorance mutuelle, mais
nous ne conside´rerons pas les syste`mes temps-re´el ici.
2. L’ignorance mutuelle n’est pas e´quivalente a` l’exclusion mutuelle sur les appels de com-
pe´tence ; le fait d’autoriser un seul composant simultane´ment a` faire un appel a` une
compe´tence donne´e serait en meˆme temps trop fort et trop faible : trop fort car dans
certaines situations (comme l’acce`s a` une variable en lecture seule) aucune exclusion
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n’est ne´cessaire ; trop faible car dans d’autres situations (comme demander le montant
disponible et payer apre`s) l’exclusion doit s’e´tendre sur plusieurs appels successifs.
3. L’ignorance mutuelle n’est pas e´quivalente a` l’exclusion mutuelle sur l’exe´cution des
composants : le fait de n’autoriser l’exe´cution que d’un seul composant a` la fois serait
clairement trop fort, car seules les portions de l’exe´cution qui sont en compe´tition pour
une compe´tence donne´e doivent eˆtre conside´re´es.
Le cadre e´tant maintenant bien pose´, nous pouvons pre´senter les algorithmes assurant la
communication des composants dans MOCA.
6.3 Interactions entre composants
Le me´canisme d’interactions entre composants comporte trois protocoles qui sont repre´-
sente´s aux figures 6.1 a` 6.3. Le protocole d’appel en constitue le coeur et peut se de´rouler de
deux manie`res diffe´rentes suivant si l’appel est accepte´ ou refuse´ ; les protocoles de relaˆchement
et de renoncement sont tous deux de´clenche´s par le composant appelant lorsqu’il n’a plus be-
soin d’une compe´tence. La diffe´rence entre les deux est que le relaˆchement est utilise´ apre`s
le dernier appel (accepte´) a` une compe´tence pour traiter des cas comme celui de l’exemple
du porte-monnaie ci-dessus, alors que le renoncement est utilise´ pour des compe´tences que le
composant appelant est en train d’attendre (apre`s un appel refuse´).
Composant
appelant MGC appelé
Composant
call
require
accept
answer
(a) appel accepte´
Composant
appelant MGC appelé
Composant
call
require
reject
block 
free
unblock
(b) appel refuse´
Fig. 6.1 – Le protocole d’appel
Ces protocoles correspondent a` un appel synchrone de compe´tence : le composant appelant
est bloque´ jusqu’a` re´ception de la re´ponse ou du refus. Le cas asynchrone est similaire mais
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Composant
appelant MGC appelé
Composant
release
release
Fig. 6.2 – Le protocole de relaˆchement
Composant
appelant MGC
unrequire
Fig. 6.3 – Le protocole de renoncement
comporte une e´tape de plus : il commence par un appel synchrone dont le retour est l’accep-
tation ou le refus de l’appel (et non la re´ponse) ; en cas d’acceptation de l’appel, le composant
appelant peut continuer son exe´cution en attendant la re´ponse du composant appele´.
Nous allons maintenant de´crire plus en de´tail comment chacune des entite´s en pre´sence
imple´mente ces protocoles, en commenc¸ant par le composant appele´.
L’algorithme du composant appele´
Quand un composant rec¸oit un appel de compe´tence (require), il doit de´terminer s’il
l’accepte (accept) ou pas. En cas de refus (reject), il a la responsabilite´ d’informer le MGC
quand il est a` nouveau preˆt a` l’accepter (free). La politique d’acceptation de´pend entie`rement
du composant appele´ et de son utilisation pre´vue ; nous donnons ci-apre`s quelques exemples
possibles de politique d’acceptation :
Envoi La compe´tence standard send, qui sert a` envoyer des messages a` d’autres agents,
peut accepter tous les appels, car elle n’a a priori pas de raison d’eˆtre source de conflit.
Notons cependant que l’imple´mentation de cette compe´tence pourrait tout a` fait donner
des raisons de refuser certains appels : par exemple, si les messages sont stocke´s dans
un tampon en attendant leur envoi, les appels doivent eˆtre rejete´s quand le tampon est
plein. Le composant doit alors envoyer un message free au MGC lorsque le tampon est
de nouveau utilisable.
Porte-monnaie Dans l’exemple du porte-monnaie du paragraphe 6.2, une politique d’ac-
ceptation correcte est d’accepter le premier appel — disons du composant C — et de
refuser tout appel ne provenant pas de C jusqu’a` ce que C effectue son dernier appel
a` la compe´tence de´pense. Dans ce cas, on dit que les compe´tences sont re´serve´es pour
C. Ceci permet a` C de consulter le montant disponible et de pouvoir compter sur cette
information jusqu’a` ce qu’il n’en ait plus besoin. Le composant appele´ restera dans cet
e´tat re´serve´ jusqu’a` ce que C envoie un release concernant la compe´tence de´pense, si-
gnalant ainsi qu’il n’a plus besoin de la re´servation. Le composant appelant doit alors
envoyer un free au MGC.
Porte-monnaie revisite´ Dans certains cas, on peut raffiner la politique ci-dessus en ac-
ceptant tout appel a` la compe´tence encaisse inde´pendamment de la re´servation de la
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compe´tence paie. Ceci ne posera pas de proble`me tant que l’important est d’avoir assez
d’argent et que le fait d’en avoir trop n’est pas geˆnant.
Les exemples ci-dessus montrent que la localisation de la politique d’acceptation dans chaque
composant permet une grande flexibilite´. Bien suˆr, le but est ge´ne´ralement d’avoir un taux
de refus aussi bas que possible pour augmenter l’efficacite´ du syste`me.
L’algorithme du MGC
A premie`re vue, en observant les figures 6.1 a` 6.3, il peut sembler que le MGC fait sim-
plement office de relais dans le me´canisme d’appel de compe´tence : en recevant un call, il
transmet un require, en recevant un accept, il transmet un answer, etc.
Il est vrai que dans le cas d’un appel accepte´, le roˆle du MGC est ne´gligeable. Cependant,
il a un roˆle tout a` fait central, qui n’apparaˆıt pas dans les protocoles eux-meˆmes, lorsque des
appels sont rejete´s : il s’occupe en effet de la gestion des listes d’attente.
En recevant un reject, le MGC notifie le composant appelant1 et il le met dans une liste
d’attente (ge´ne´ralement une par composant appele´). Lorsqu’il rec¸oit le message free, il doit
choisir un composant dans la liste d’attente et lui envoyer un unblock. Or ce choix est un point
tout a` fait crucial, puisque c’est la` que peuvent eˆtre ge´re´s les proble`mes classiques du calcul
paralle`le tels qu’interblocage (deadlock) et famine (starvation). Il n’y a malheureusement pas
de solution ge´ne´rale a` ces proble`mes, mais il existe un certain nombre d’approches standard
(cf. par exemple [SP88]) qui couvrent la majorite´ des cas que l’on peut rencontrer.
On notera qu’au moment de l’exe´cution, la gestion des interblocages et de la famine est
un pur proble`me d’allocation de ressources : les blocages dus a` de mauvais protocoles de
communication devraient avoir e´te´ e´limine´s au moment de la conception. Ainsi le MGC doit
“simplement” allouer les compe´tences a` ses composants d’une manie`re qui leur permette de
suivre les protocoles pour lesquels ils sont conc¸us. Dans le cas simple ou` l’agent n’a qu’un seul
roˆle dans chaque groupe auquel il participe, le proble`me peut eˆtre traite´ avec des solutions
comme les graphes d’allocation de ressources [SP88], puisque les roˆles ne peuvent pas e´changer
de messages quand ils ne sont pas dans un meˆme groupe. Si par contre l’agent a plusieurs
roˆles dans un meˆme groupe, le MGC doit e´galement prendre en compte les e´ventuels e´changes
de messages entre ces diffe´rents roˆles, ce qui complique d’autant le proble`me.
Quand le MGC rec¸oit un release du composant appelant, il le transmet simplement au
composant appele´, et quand il rec¸oit un unrequire, il retire le composant appelant de la liste
d’attente correspondante. Nous allons maintenant voir quand ces messages sont ge´ne´re´s.
L’algorithme du composant appelant
Quand un composant a besoin d’une compe´tence, il envoie un message call au MGC.
Si l’appel est accepte´, il rec¸oit la re´ponse (answer) et son exe´cution continue. Dans le cas
contraire, il rec¸oit un message block.
On peut penser que le plus simple est alors de suspendre l’exe´cution du composant jus-
qu’a` ce que la compe´tence soit a` nouveau disponible. Cependant dans de nombreux cas cette
solution est beaucoup trop stricte ; si le comportement du composant est de´crit par un state-
chart, il est possible de de´finir une re´action beaucoup plus fine que la simple suspension de
l’exe´cution. La figure 6.4 en donne un exemple : elle repre´sente la situation ou` une action doit
1Nous verrons ci-dessous pourquoi nous envoyons une notification plutoˆt que de simplement bloquer l’exe´-
cution du composant.
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eˆtre exe´cute´e dans un certain de´lai apre`s lequel une autre transition agit pre´emptivement. Si
le composant tente d’exe´cuter l’action et que son appel est refuse´, il n’est pas correct de sim-
plement suspendre son exe´cution : en effet, si le timeout arrive avant la reprise de l’exe´cution,
celui-ci sera ignore´ et le composant va a` la fois manquer la suite de son exe´cution et effectuer
l’action lorsqu’elle n’est plus ade´quate.
Pour e´viter ce proble`me, le composant appelant marque la transition concerne´e comme
e´tant non disponible et continue son exe´cution. Il peut e´ventuellement de´clencher une autre
transition (disponible) ou attendre si aucune n’est de´clenchable. Lors de la re´ception de free,
la transition est a` nouveau marque´e comme disponible et l’exe´cution continue. Si par contre
le composant de´clenche une autre transition avant de recevoir le message free, il doit marquer
la transition bloque´e comme disponible et envoyer un unrequire au MGC pour lui signaler
qu’il n’a plus besoin de la compe´tence concerne´e2.
/action
timeout/
Fig. 6.4 – Un exemple de statechart avec pre´emption
Quand un appel de compe´tence a e´te´ accepte´, le composant appelant a la charge d’envoyer
un release apre`s son dernier appel a` cette compe´tence. Ceci sert a` ge´rer les situations telles
que l’exemple du porte-monnaie du paragraphe 6.2.
Si le comportement du composant est de´crit par un statechart, il est possible de de´terminer
automatiquement quand ce release doit eˆtre envoye´. L’ide´e est de garder a` jour au cours de
l’exe´cution du statechart une liste des compe´tences susceptibles d’eˆtre encore appele´es. Quand
une compe´tence disparaˆıt de cette liste, le release correspondant est envoye´.
La fin de ce paragraphe est consacre´e a` l’exposition de´taille´e de cet algorithme ; mais avant
cela, nous de´sirons faire quelques remarques sur la manie`re dont il a e´te´ e´tabli :
Comportements cycliques Si le composant a une activite´ cyclique, il n’y aura jamais de
“dernier appel”d’une compe´tence. Celle-ci va donc rester indisponible pour d’autres com-
posants aussi longtemps que le composant appelant fonctionne, provoquant un risque
clair de famine. Pour e´viter cette situation, nous de´cidons de relaˆcher (release) toutes
les compe´tences utilise´es par un composant chaque fois qu’il retourne a` son e´tat ini-
tial. Du point de vue de l’ignorance mutuelle, nous traitons donc les comportements
cycliques comme des comportements “one-shot” ite´re´s. Il faut noter cependant que ceci
ne concerne pas les cycles “internes”, a` savoir ceux qui ne reviennent pas a` l’e´tat initial.
Relaˆchement manuel Dans certains cas, la de´tection syntaxique de zones critiques peut
eˆtre impossible. Par exemple, si un composant ache`te plusieurs objets, alternant entre
ne´gociation de prix et paiement, il est pre´fe´rable de relaˆcher la compe´tence porte-
monnaie apre`s chaque paiement, meˆme si l’analyse syntaxique du comportement pousse
2Ceci ne doit bien suˆr eˆtre effectue´ que si la transition de´clenche´e provoque un changement d’e´tat. Dans le
cas d’une transition dont la source et le but sont le meˆme e´tat, il est pre´fe´rable de laisser la transition dans
son e´tat non disponible.
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a` un unique relaˆchement final. Pour ge´rer ce genre de situation, le concepteur d’un sta-
techart peut y inse´rer manuellement des points de relaˆchement.
Graphe des transitions possibles Un statechart est essentiellement la repre´sentation im-
plicite d’un automate a` e´tats finis (avec priorite´s sur les transitions et quelques autres
extensions). Cependant, comme l’automate “de´ploye´” peut eˆtre tre`s grand, nous vou-
lons e´viter de le conside´rer explicitement. Ainsi, pour de´tecter le dernier appel d’une
compe´tence, nous allons conside´rer un “graphe des transitions possibles” entre les e´tats
du statechart au lieu de la vraie relation de succession sur les configurations. La se´man-
tique de la relation “transition possible” est la suivante : un e´tat A est en relation avec
un e´tat B si et seulement si le fait que A est actif peut provoquer le de´clenchement
d’une transition re´sultant en l’activation de B. Cependant, pour e´viter une explosion
combinatoire, les circonstances ne´cessaires au de´clenchement de cette transition (p.ex.
le fait qu’un autre e´tat C soit aussi actif) ne sont pas explicite´es. Cela signifie qu’en
certaines occasions, le relaˆchement d’une compe´tence peut se produire un peu plus tard
que ce qui est re´ellement ne´cessaire, mais l’efficacite´ de l’ensemble du processus en est
clairement ame´liore´e. Nous e´tudierons au paragraphe 6.4 les conse´quences exactes de
cette simplification.
Conside´rons maintenant un statechart SC ; une illustration de l’algorithme sera donne´e sur
la base du statechart de la figure 6.5.
A
B
C D
E F
G H
B1
B2
/c1
/c6
/c2
/c5
/c4
/c3 /c7
Fig. 6.5 – Le statechart SC de de´part
Soient S l’ensemble des e´tats du statechart et Tr l’ensemble de ses transitions. On a alors
deux fonctions s, b : Tr → ℘(S) qui donnent pour chaque transition tr ∈ Tr l’ensemble de
ses e´tats source s(tr) ⊂ S et celui de ses e´tats buts b(tr) ⊂ S. Relevons qu’en ge´ne´ral b(tr)
est inclus dans l’ensemble “re´el” des buts de tr. Par exemple, sur la figure 6.5, la transition
e´tiquete´e par /c5 posse`de seulement un but explicite b(tr) = E mais son de´clenchement
active l’ensemble d’e´tats {B,B1, B2, C,E}. Nous noterons b(tr) l’ensemble complet des buts
(explicites et implicites) de la transition tr. Pour calculer b(tr), il suffit de comple´ter b(tr)
jusqu’a` obtenir une configuration du sous-statechart dont la racine est la porte´e de tr (cf.
chapitre 3).
On peut maintenant construire le graphe TP (SC) des transitions possibles de SC :
1. On commence avec l’ensemble des noeuds N de TP (SC) e´gal a` l’ensemble S des e´tats
de SC. Notons que le fait de parler d’ensembles implique que l’on “oublie” la structure
hie´rarchique des e´tats de SC. On peut a` ce stade retirer de N les e´tats-ou “implicites”
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de SC, c’est-a`-dire ceux qui sont directement inclus dans des e´tats-et, comme B1 et B2
dans la figure 6.53.
2. Dans le graphe PT , on rajoute une arreˆte entre les noeuds n et m si et seulement
s’il existe une transition tr ∈ Tr dans SC avec n ∈ s(tr) et b(tr). Si tr appelle une
compe´tence E, on associe une e´tiquette call(n,m) = E a` l’arreˆte (n,m).
3. Soit i l’e´tat initial de SC. On ajoute un noeud i′ a` N et on remplace chaque arreˆte de la
forme (n, i) par une arreˆte de la forme (n, i′). Ceci permet de traiter les comportements
cycliques comme des comportements “one-shot”.
On a ainsi obtenu un graphe PT (SC) qui de´crit les transitions possibles entre les e´tats de
notre statechart SC. La figure 6.6 illustre le graphe des transitions possibles du statechart de
la figure 6.5.
B
C D
E F
G H
c1
c6
c2
c5
c5
c5 c4
c3
c3
c7A
A’
Fig. 6.6 – Le graphe des transitions possibles
L’e´tape suivante est de construire le graphe re´duit PT ′(SC) obtenu a` partir de PT (SC)
en identifiant les noeuds appartenant a` la meˆme composante fortement connexe. Il existe
diffe´rents algorithmes plus ou moins classiques pour ce faire, comme par exemple celui de
[AHU87]. Ensuite, on associe a` tout noeud N ′ de PT ′(SC) correspondant a` un ensemble Ni
de noeuds et un ensemble Ai d’areˆtes de PT une e´tiquette calls(N
′) = ∪ call(Ai). La figure
6.6 contient une composante fortement connexe non triviale qui est entoure´e d’un pointille´
et qui sera re´duite en un seul e´tat sur la figure 6.7. A la fin de cet e´tape, on aura donc
calls(E + F ) = c1, c6.
Enfin on effectue un parcours re´cursif en profondeur de PT ′(SC), en commenc¸ant par l’e´tat
initial, au moyen de la fonction listCalls ci-dessous. Chaque noeud doit posse´der un attribut
boole´en visited, initialise´ a` faux, et l’attribut calls que nous venons d’utiliser ci-dessus. A` la fin
du parcours, l’attribut calls d’un noeud n contiendra l’ensemble des compe´tences qui peuvent
e´ventuellement eˆtre appele´es apre`s que le statechart a e´te´ dans l’e´tat n.
listCalls(s:state):list
1. si s.visited alors retourne s.calls
2. pour tous les successeurs succ de s faire s.calls :=s.calls∪listCalls(succ)
3. pour toutes les arreˆtes a de la forme (s,s’ ) faire s.calls :=s.calls∪call(a)
4. s.visited=vrai
3Il n’est pas strictement ne´cessaire de retirer ces e´tats, mais comme ils n’ont jamais de transition entrante
ou sortante, ils ne jouent aucun roˆle dans l’algorithme qui va suivre.
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5. retourne s.calls
Le re´sultat de ce parcours dans le cas de notre exemple est pre´sente´ a` la figure 6.7.
B
C D
E+F
G H
c2
c2
c5
c1−7
c5
c5 c4
c3
c3,7
c3,4,7
c3c1,3,6,7
c7c7A
A’
Fig. 6.7 – Le graphe re´duit apre`s le parcours re´cursif
Il ne reste plus qu’a` reporter les e´tiquettes calls des noeuds de PT ′(SC) sur les e´tats du
statechart d’origine. Une manie`re e´le´gante et facile de faire cela est de se contenter d’une
construction implicite de PT ′(SC) par une simple annotation de SC, ce qui permet de sauter
cette dernie`re e´tape.
Toute cette annotation du statechart peut se faire juste apre`s la conception du composant ;
au moment de l’exe´cution, elle sera utilise´e de la manie`re suivante : apre`s chaque transition,
le composant compare la re´union des attributs calls des e´tats appartenant a` sa configuration
pre´ce´dente avec la re´union des calls de sa configuration courante. Si le nom d’une compe´tence
a disparu, le composant envoie un release au MGC. De plus, lors d’un retour a` la configuration
initiale, le composant relaˆchera toutes les compe´tences qu’il n’a pas encore relaˆche´es.
6.4 Justification et discussion
Ce paragraphe propose quelques re´flexions sur les diffe´rents algorithmes que nous avons ex-
pose´s au paragraphe pre´ce´dent. Nous commencerons par prouver la correction de l’algorithme
de relaˆchement ; nous mettrons ensuite en e´vidence le fait que l’ensemble des algorithmes ci-
dessus permet effectivement d’assurer l’ignorance mutuelle des composants par rapport aux
compe´tences ; enfin, nous terminerons par quelques conside´rations sur la puissance du me´ca-
nisme de´crit et les possibilite´s d’extensions.
Preuve de l’algorithme de relaˆchement
Nous avons propose´ au paragraphe 6.3 un algorithme pour automatiser le relaˆchement
d’une compe´tence dans le cas d’un roˆle de´crit par un statechart (SC). Pour ce faire, nous
avons introduit un objet interme´diaire, le graphe des transitions possibles (PT ), sur lequel
nous avons effectue´ des calculs. Cependant, pour de´crire les exe´cutions possibles du roˆle, nous
avons besoin d’une troisie`me structure, que nous nommerons le graphe des configurations
(GC). Il s’agit du graphe dont les noeuds sont les configurations de SC et dont les arcs
correspondent aux ensembles non conflictuels de transitions de SC (cf. paragraphe 3.1). On
notera que la construction de GC ne tient pas compte des e´ve´nements de´clencheurs ni des
conditions sur les transitions de SC.
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Pour clarifier les choses, nous relevons rapidement quelques points importants de chacune
des trois structures que nous conside´rons :
1. SC est forme´ d’e´tats organise´s en une structure hie´rarchique et-ou, et de transitions
ayant pour source et but des ensembles d’e´tats (cf. paragraphe 3.1). Pour une transition
tr, nous noterons s(tr) = {Ei} et b(tr) = {Ej} l’ensemble de ses e´tats sources et buts
respectivement. Alternativement, nous abre´gerons ces deux formules sous la forme de
l’expression tr : {Ei} → {Ej}. Nous noterons call(tr) la compe´tence appele´e lors du
de´clenchement de tr.
2. PT est obtenu par un calcul formel a` partir de SC (cf. paragraphe 6.3) ; il posse`de le
meˆme ensemble d’e´tats que SC, mais sans structure ; les transitions de PT ont un seul
e´tat source et un seul e´tat but. Il existe dans PT exactement une transition t pour
chaque couple (E,E ′) ∈ s(tr)× b(tr) de chaque transition tr de SC. Comme pour SC,
nous noterons t : E → E ′, s(t) = E et b(t) = E ′. E´tant donne´ qu’a` chaque transition
de PT correspond exactement une transition de SC, on peut e´tendre la fonction call
ci-dessus aux transitions de PT .
3. GC est de´fini par la se´mantique ope´rationnelle des statecharts (cf. paragraphe 3.1) ;
il est forme´ de configurations, qui sont des ensembles d’e´tats de SC compatibles avec
la structure et-ou, et de transitions qui correspondent en ge´ne´ral a` des ensembles de
transitions de SC. Nous de´crirons comme ci-dessus la source et le but d’une transition
T par s(T ) = C et b(T ) = C ′ ou T : C → C ′. Nous de´finissons calls(T ) comme e´tant la
re´union des call(tr) pour les tr correspondant a` T .
Dans cette situation relativement complexe, il peut eˆtre difficile de se convaincre que l’algo-
rithme de relaˆchement expose´ ci-dessus donne effectivement le re´sultat voulu. Nous allons donc
de´montrer deux proprie´te´s du marquage de´fini par notre algorithme (the´ore`me 1) desquelles
nous de´duirons la correction du relaˆchement.
Avant d’aborder la de´monstration proprement dite, nous de´sirons pre´ciser quelques points :
– Dans ce qui suit, nous supposerons que SC n’est pas globalement cyclique, c’est a` dire
que son e´tat initial n’est but d’aucune transition. Si ce n’est pas le cas, on se rame`nera
a` cette situation en dupliquant l’e´tat initial (selon la meˆme technique que celle que nous
avons utilise´e pour la figure 6.6).
– Pour simplifier les notations, nous supposerons que les transitions de SC mentionnent
explicitement tous leurs buts. Avec les notations du paragraphe pre´ce´dent, cette hypo-
the`se s’e´crit ∀tr : b(tr) = b(tr). On notera cependant que cette supposition n’est pas
indispensable au raisonnement qui va suivre, et l’on peut s’en passer a` condition de
remplacer chaque occurrence de b(tr) par b(tr).
– L’algorithme de relaˆchement expose´ ci-dessus calcule un e´tiquetage des e´tats E de PT
que nous avons note´ calls(E). Cet e´tiquetage s’e´tend sans peine aux e´tats de SC (puisque
ce sont les meˆmes) et aux configurations de GC (par re´union).
Nous commenc¸ons par une se´rie de lemmes clarifiant les rapports entre PT et GC :
Lemme 1. Soient T : C → C ′ une transition de GC et a ∈ calls(T ). Alors il existe une
transition t : E → E ′ dans PT avec E ∈ C, E ′ ∈ C ′ et call(t) = a.
De´monstration. Par construction de GC, il existe une transition tr dans SC avec call(tr) = a,
s(tr) ⊂ C et b(tr) ⊂ C ′. Par construction de PT , il existe pour tout (E,E ′) ∈ s(tr) × b(tr)
une transition t : E → E ′ dans PT avec call(t) = a.
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Nous aurions e´galement besoin d’un re´sultat semblable :
Lemme 2. Soient T : C → C ′ une transition de GC et E ′ ∈ C ′. Alors il existe une transition
t et un e´tat E dans PT avec t : E → E ′ et E ∈ C.
Malheureusement, ce re´sultat n’est pas vrai en ge´ne´ral. La figure 6.8 en donne un contre-
exemple minimal : le statechart en (a) correspond au graphe des configurations en (b). On voit
facilement que le lemme 2 n’est pas ve´rifie´ pour E ′ = C : C n’est le but d’aucune transition.
A tr B
C
(a) SC
{A,C} {B,C}T={tr}
(b) GC
Fig. 6.8 – Un contre-exemple au lemme 2
Cependant, ce lemme peut eˆtre rendu vrai en ajoutant l’hypothe`se que tout e´tat E de
SC posse`de une transition idE : E → E d’e´tiquette vide. Cette supposition ne change rien
a` l’exe´cution du statechart : elle ne fait qu’exprimer dans le statechart lui-meˆme qu’il est
possible, lors d’un pas d’exe´cution, de ne rien faire dans un descendant d’un e´tat-et donne´.
Nous supposerons donc sans perte de ge´ne´ralite´ que cette hypothe`se est ve´rifie´e, ainsi donc
que le lemme.
Lemme 3. Soient C une configuration de GC, E ∈ C un e´tat de PT et t : E → E ′ une
transition de PT avec call(t) = a. Alors il existe une transition T de GC de source C et
ve´rifiant a ∈ calls(T ).
De´monstration. Par construction de PT , il existe une transition tr de SC avec E ∈ s(tr),
E′ ∈ b(tr) et call(tr) = a. Par construction de GC il existe donc une transition T de source
C avec a ∈ calls(T ).
Lemme 4. Soient C une configuration de GC, E ∈ C un e´tat de PT et t : E → E ′ une
transition de PT . Alors il existe une transition T : C → C ′ dans GC avec E ′ ∈ C ′.
De´monstration. Par construction de PT , il existe une transition tr de SC avec E ∈ s(tr) et
E′ ∈ b(tr). Par construction de GC il existe une transition T : C → C ′ avec s(tr) ⊂ C et
b(tr) ⊂ C ′, d’ou` le re´sultat.
Nous passons maintenant a` un re´sultat sur l’e´tiquetage calls des e´tiquettes de PT qui nous
servira d’amorce pour le the´ore`me qui suivra :
Lemme 5. Pour tout e´tat E de PT , on a calls(E) =
⋃
s(t)=E (call(t) ∪ calls(b(t))).
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De´monstration. Cette proprie´te´ est e´vidente sur le marquage du graphe re´duit PT ′. Pour
la ve´rifier sur PT , il suffira donc de ve´rifier cette proprie´te´ sur les composantes fortement
connexes ; ceci de´coule du fait que le marquage y est constant et contient toutes les actions
effectue´es a` l’inte´rieur de la composante.
On peut maintenant montrer le re´sultat central de la preuve :
The´ore`me 1. Pour toute configuration C de GC, on a
calls(C) =
⋃
s(T )=C
(calls(T ) ∪ calls(b(T )))
De´monstration. Par construction, on a
calls(C) =
⋃
E∈C calls(E) dans SC
=
⋃
E∈C calls(E) dans PT
Le lemme 5 permet de re´crire calls(E), ce qui nous donne
calls(C) =
⋃
E∈C

 ⋃
s(t)=E
(call(t) ∪ calls(b(t)))

 .
Il faut donc montrer que
⋃
s(T )=C
(calls(T ) ∪ calls(b(T ))) =
⋃
E∈C

 ⋃
s(t)=E
(call(t) ∪ calls(b(t)))


ce que nous ferons par double inclusion.
⊂ Soit a ∈
⋃
s(T )=C (calls(T ) ∪ calls(b(T ))). Deux cas peuvent se pre´senter :
1. Il existe une transition T dans GC telle que s(T ) = C avec a ∈ calls(T ). Dans ce
cas, il existe t : E → E ′ dans PT avec E ∈ C, et call(t) = a (lemme 1), d’ou` le
re´sultat.
2. Il existe T : C → C ′ dans GC avec a ∈ calls(C ′). Donc il existe E ′ ∈ C ′ dans PT
avec a ∈ calls(E ′). Le lemme 2 nous assure l’existence de t : E → E ′ dans PT avec
E ∈ C, montrant du meˆme coup l’inclusion.
⊃ Soit a ∈
⋃
E∈C
(⋃
s(t)=E (call(t) ∪ calls(b(t)))
)
. Donc il existe un e´tat E ∈ C de PT avec
a ∈
⋃
s(t)=E (call(t) ∪ calls(b(t))). Nous conside´rons a` nouveau deux situations :
1. Il existe une transition t dans PT avec s(t) = E et call(t) = a. Par le lemme 3, il
existe T : C → C ′ avec a ∈ calls(T ), ce qui permet de conclure dans ce cas.
2. Il existe un e´tat E ′ de PT et une transition t : E → E ′ avec a ∈ calls(E ′). Il existe
donc (lemme 4) T : C → C ′ avec E′ ∈ C ′, ce qui comple`te la preuve.
De ce re´sultat on de´duit imme´diatement deux proprie´te´s fondamentales de l’e´tiquetage
fourni par notre algorithme :
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Corollaire. La fonction calls : GC → A ve´rifie les deux proprie´te´s suivantes :
1. Pour toute configuration C et toute transition T de source C, on a calls(T ) ⊂ calls(C).
2. calls est de´croissante, dans le sens suivant : Soient C,C ′ des configurations telles qu’il
existe une transition T : C → C ′. Alors calls(C) ⊃ calls(C ′).
La premie`re proprie´te´ nous assure qu’il n’y aura pas d’appel de compe´tence inattendu :
si le de´clenchement d’une transition provoque un appel de compe´tence, celui-ci est liste´ dans
l’e´tiquette calls de la configuration source. La seconde proprie´te´ assure que lorsqu’une com-
pe´tence a disparu de la liste, elle n’y re´apparaˆıtra plus, et donc qu’on peut la libe´rer.
Ces deux proprie´te´s ensemble prouvent donc que notre algorithme est correct : les compe´-
tences ne seront jamais relaˆche´es trop toˆt. Cependant, on pourrait craindre que le relaˆchement
ne se fasse trop tard, bloquant ainsi inutilement des compe´tences. Le corollaire suivant apporte
une re´ponse a` cette question :
Corollaire. La fonction calls : GC → A est la fonction minimale re´unissant les deux pro-
prie´te´s ci-dessus, dans le sens suivant : toute fonction c : GC → A posse´dant simultane´ment
les deux proprie´te´s du corollaire ve´rifie calls(C) ⊂ c(C) pour toute configuration C de GC.
De´monstration. Conside´rons une fonction c : GC → A telle qu’il existe une configura-
tion C de GC avec c(C) ⊂ calls(C) et c(C) 6= calls(C). Donc il existe a ∈ calls(C) =⋃
s(T )=C (calls(T ) ∪ calls(b(T ))) avec a /∈ c(C). Si a ∈ calls(T ), c ne ve´rifie pas la premie`re
proprie´te´ ci-dessus, alors que si a ∈ calls(b(T )), c n’est pas de´croissante.
Notre algorithme, en effectuant les calculs sur PT , permet de ne jamais construire expli-
citement GC en entier ; si cette solution est e´conomique, on pourrait craindre que la perte
d’information entre GC et PT ne provoque des relaˆchements tardifs. Ce re´sultat prouve qu’il
n’en est rien : le marquage obtenu est aussi bon que n’importe quel autre obtenu directement
sur GC.
On rele`vera cependant que GC lui meˆme ne contient pas toutes les informations du sta-
techart de de´part : lors de sa construction, nous n’avons tenu compte ni des conditions ni
des e´ve´nements de´clencheurs des transitions de SC. Cependant, il est e´vident que la prise en
compte des conditions provoque en ge´ne´ral une explosion combinatoire, puisqu’elle ne´cessite
de conside´rer les variables du roˆle et e´ventuellement d’autres e´le´ments de contexte. Quant aux
e´ve´nements de´clencheurs, comme ils consistent en des perturbations venant d’autres agents,
leur prise en compte ne´cessite une connaissance du SMA dans son entier.
Ces diffe´rentes conside´rations permettent donc d’affirmer que notre algorithme de relaˆ-
chement des compe´tences pre´sente un bon rapport entre la complexite´ du calcul et la finesse
du re´sultat.
Ignorance mutuelle
Au paragraphe 6.2, nous avons de´fini l’ignorance mutuelle par le fait qu’un composant
peut utiliser les compe´tences disponibles sans avoir besoin de savoir si et comment d’e´ventuels
autres composants utilisent ces meˆmes compe´tences.
Selon cette de´finition, le me´canisme de´crit ci-dessus permet effectivement d’assurer l’igno-
rance mutuelle : le composant appelant n’a besoin d’aucune connaissance sur d’e´ventuels
concurrents. Pour en arriver la`, nous avons duˆ introduire la possibilite´ qu’un appel de com-
pe´tence soit refuse´ et la ne´cessite´ de signaler le dernier appel a` une compe´tence donne´e.
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toute ge´ne´ralite´, la gestion de ces deux nouveaute´s peut se re´ve´ler de´licate ; cependant, dans
le cas ou` le comportement du composant est de´crit par un statechart, nous avons propose´ des
manie`res d’automatiser comple`tement ces taˆches. Ainsi, lors du de´veloppement d’un compo-
sant de´crit par un statechart, le concepteur peut ignorer comple`tement la proble´matique de
la gestion des conflits.
On notera cependant que lors du de´veloppement d’un composant fournissant des compe´-
tences, il est ne´cessaire de de´finir une politique d’acceptation des appels ; a` ce niveau, on ne
peut donc plus ignorer la gestion des conflits. Ceci re´sulte d’un choix de´libe´re´ : la diversite´ des
situations pouvant mener a` un conflit dans l’utilisation des compe´tences e´tant tre`s grande,
nous avons pre´fe´re´ laisser au concepteur le choix de la politique la plus adapte´e. De plus,
comme nous avons de´fini l’ignorance mutuelle en termes d’utilisation des compe´tences et non
en termes de mise a` disposition, cet e´tat de fait ne brise pas l’ignorance mutuelle de notre
syste`me.
Le manque de me´thode ge´ne´rique pour ge´rer les interblocages et la famine au niveau du
MGC peut apparaˆıtre comme un point faible de notre architecture : meˆme s’il est envisageable
de construire un MGC suffisamment e´volue´ pour ge´rer la majorite´ des situations susceptibles
de se pre´senter, il semble impossible dans l’e´tat actuel de nos connaissances de proposer un
me´canisme parfaitement ge´ne´rique dans ce cas. Il s’agit cependant d’un proble`me ine´vitable
de`s que l’on aborde un proble`me de gestion de ressources par l’exclusion mutuelle ; une solution
e´vitant cet e´cueil, si elle est possible, devrait aborder le proble`me sous un angle radicalement
nouveau.
Discussion
Le me´canisme de communication entre composants que nous avons expose´ dans ce cha-
pitre permet, graˆce a` une se´paration claire des partie traite´es par le composant appelant, le
MGC et le composant appele´, d’assurer l’ignorance mutuelle des composants par rapport aux
compe´tences d’une manie`re a` la fois ge´ne´rique et souple.
On pourrait eˆtre tente´ de relever que cet algorithme, s’il permet d’e´viter les conflits lors
de l’acce`s aux compe´tences, ne permet pas de planifier l’usage des compe´tences lorsqu’elles
repre´sentent des ressources consommables. Par exemple, dans le cas du porte-monnaie du
paragraphe 6.2, notre algorithme assure que les deux composants appelants ne vont pas si-
multane´ment ne´gocier des prix qui, ensemble, repre´sentent plus que l’avoir du composant
appele´ ; il n’y aura donc pas d’erreur d’exe´cution. Cependant, comme une des ne´gociation va
eˆtre retarde´e, il peut arriver qu’il ne reste plus d’argent au moment ou` elle pourra s’effectuer.
Il est vrai que cette limitation est une conse´quence de notre approche : l’opacite´ e´tant
un e´le´ment de´finitoire du composant, le mieux que nous puissions assurer est l’ignorance
mutuelle. Demander a` un composant de prendre en compte dans sa ne´gociation le fait qu’il
doit laisser de l’argent pour un autre composant constitue une approche fondamentalement
diffe´rente, qui rompt l’inde´pendance conceptuelle entre ces entite´s, diminuant d’autant leur
re´utilisabilite´.
Il existe toutefois au moins deux manie`res d’e´tendre notre mode`le, sans renoncer a` l’inde´-
pendance entre composants, pour inclure une forme de planification de ressources :
– La premie`re consiste simplement a` de´velopper un composant porte-monnaie muni d’une
gestion plus fine de la re´servation : s’il est possible, par exemple, de ne re´server qu’une
partie du montant disponible, cela permet a` deux ne´gociations de cohabiter.
– La deuxie`me consiste a` ce que l’agent“trompe” les composants appelants — par exemple
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en indiquant au premier composant appelant une somme plus petite que celle qui a e´te´
communique´e par le composant appele´, de manie`re a` ce qu’il reste de l’argent pour
le deuxie`me composant appelant. Comme tous les appels et re´ponses transitent par
le MGC, il “suffirait” de de´velopper un MGC fournissant a` l’agent des primitives lui
permettant une telle gestion et un type d’agent capable de les utiliser.
Cette solution constitue une extension tout a` fait plausible de notre me´canisme ; cepen-
dant, comme elle ne´cessiterait une grande sophistication de l’agent et du MGC, nous
ne la de´velopperons pas plus dans cette the`se.
6.5 Conclusion
Les me´canismes que nous avons pre´sente´s ci-dessus ne sont pas particulie`rement novateurs
en ce qui concerne la gestion du paralle´lisme ; par contre, le fait de les appliquer a` la gestion
des conflits de roˆles dans les SMA organisationnels est a` notre connaissance une nouveaute´.
Nous pensons avoir montre´ l’importance de la re´flexion sur la gestion des conflits de roˆles
dans une approche organisationnelle des SMA. En effet, pour bien profiter de la puissance
d’une telle approche, il faut parvenir a` un niveau d’abstraction suffisant, qui ne peut eˆtre
atteint qu’avec une gestion automatique des conflits.
Notre approche constitue donc un premier pas dans cette direction. Il est sans doute
possible de de´velopper des me´canismes bien plus fins pour traiter ce proble`me, mais leur
e´tude comple`te serait pour le moins le sujet d’une nouvelle the`se !
Nous avons maintenant pre´sente´ les me´canismes d’interaction entre composants dans un
agent MOCA ; le prochain chapitre montrera comment ce fonctionnement est utilise´ pour
assurer la dynamique organisationnelle.
Chapitre 7
Dynamique organisationnelle
Dans ce chapitre, nous pre´sentons les principes qui permettent aux agents dans MOCA de
cre´er des groupes instanciant des organisations, d’y entrer et d’en sortir. Nous rappelons que
MOCA fournit les primitives ne´cessaires a` la dynamique des groupes, mais que les motivations
qui poussent un agent a` utiliser ces primitives de´pendent du type d’agent (cf. page 60) et ne
sont donc pas aborde´es dans cette the`se.
7.1 L’Organisation de Gestion
Toute plate-forme doit fournir un certain nombre de services qui ge`rent le fonctionnement
“me´ta” du syste`me ; pour une plate-forme multi-agents, il s’agit ge´ne´ralement de la cre´ation
ou de la destruction d’agents, de la gestion des messages, e´ventuellement de la gestion de la
migration, etc.
Une particularite´ de MadKit est l’ide´e d’agentifier ces services, c’est a` dire de faire qu’ils
soient fournis par des agents [FG98]. Cette sorte de repliement du niveau “me´ta” sur le niveau
multi-agent fournit a` la fois une grande homoge´ne´ite´ conceptuelle et une souplesse conside´rable
au niveau de la plate-forme. Cela permet en effet de remplacer un agent de service par un
autre, proposant une imple´mentation diffe´rente du meˆme service, et ceci e´ventuellement meˆme
en cours d’exe´cution.
Dans une plate-forme organisationnelle, les services a` fournir concernent la gestion des
organisations, groupes et roˆles : cre´er un groupe, y prendre un roˆle, le quitter, etc. Pour
profiter des avantages e´voque´s ci-dessus, nous avons de´cide´ d’effectuer un repliement similaire
a` celui de MadKit et de fournir les services organisationnels par une organisation particulie`re.
Il y aura donc dans notre syste`me une Organisation de Gestion, instancie´e en un Groupe
de Gestion, charge´ de ge´rer la dynamique organisationnelle. En y prenant un roˆle, les agents
acquie`rent des compe´tences qui leur permettent de ge´rer leurs groupes. Comme dans le cas de
MadKit, cette solution offre une grande souplesse : pour changer la gestion de la dynamique
des groupes dans MOCA, il suffit d’introduire une nouvelle Organisation de Gestion, sans
apporter le moindre changement aux agents ou aux autres organisations. Il est concevable
d’effectuer ce changement en cours d’exe´cution et on peut meˆme imaginer avoir plusieurs
Organisations de Gestion qui proposent diffe´rents types de gestion simultane´ment dans un
meˆme syste`me.
Cette manie`re de faire comporte e´galement un autre avantage : en se´parant clairement
ce qui concerne la dynamique organisationnelle de ce qui concerne les fonctionnalite´s propres
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d’une organisation particulie`re, on simplifie grandement la conception de nouvelles organisa-
tions. En effet, e´tant de´charge´ de leur gestion ”me´ta”, le concepteur peut se concentrer sur le
contenu re´el des organisations qu’il de´veloppe.
L’Organisation de Gestion que nous proposons est repre´sente´e a` la figure 7.1 ; elle comporte
trois descriptions de roˆles que nous de´crivons succinctement1 :
Pages Jaunes (1)
Requérant (n)
1
n
1
n
n
n
Gestionnaire (n)
Fig. 7.1 – L’organisation de Gestion
Les Pages Jaunes sont responsables de tenir a` jour une liste des organisations et des groupes
existant dans le syste`me et de fournir ces informations aux reque´rants. Toute cre´ation de
groupe passe e´galement par ce roˆle, ce qui lui permet si ne´cessaire d’exercer un controˆle
sur la structure globale du syste`me (par exemple sur le nombre de groupes instanciant
une organisation donne´e).
Le Gestionnaire est responsable d’un groupe dans le syste`me ; c’est a` lui qu’un reque´-
rant s’adresse lorsqu’il veut entrer ou sortir de ce groupe. Ceci lui permet d’exercer
un controˆle sur la structure du groupe. Dans notre imple´mentation (cf. chapitre 9), le
gestionnaire se contente de ve´rifier que la cardinalite´ des roˆles n’est pas viole´e et que
l’agent reque´rant un roˆle posse`de les compe´tences ne´cessaires a` son exe´cution, mais de
nombreuses autres politiques sont envisageables (cf. [FG98]).
Le Reque´rant peut interroger les Pages Jaunes sur les groupes et les organisations existants
et s’adresser a` un Gestionnaire pour entrer ou sortir d’un groupe ge´re´ par ce dernier.
Nous allons maintenant de´crire plus pre´cise´ment comment cette organisation, instancie´e sous
la forme d’un Groupe de Gestion, permet de ge´rer la dynamique organisationnelle d’un syste`me
MOCA.
7.2 Dynamique des groupes
La figure 7.2 de´crit en quatre e´tapes le fonctionnement du Groupe de Gestion. Il s’agit
d’un sce´nario typique de cre´ation et gestion d’un groupe dans MOCA. Nous allons donc suivre
ces e´tapes en de´tail. Cependant, nous nous limiterons volontairement a` une pre´sentation assez
informelle des processus implique´s. En effet, le fait de fournir les services de notre plate-forme
au moyen d’un groupe fait qu’il est tre`s facile d’adapter la gestion organisationnelle aux
1On pourrait se demander pourquoi nous ne pre´sentons pas le comportement de ces descriptions de roˆles
sous forme de statecharts. La raison en est simple : la nature particulie`re de ces roˆles fait que leur fonction
principale est de fournir des compe´tences plutoˆt que de ge´rer un protocole. La repre´sentation sous forme de
statechart n’est donc pas particulie`rement informative dans ce cas pre´cis.
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circonstances particulie`res d’une application. Nous de´sirons donc ici pre´senter les principes
ge´ne´raux de fonctionnement sans aborder les de´tails techniques. Nous pre´senterons par contre
au chapitre 9 les de´tails d’une imple´mentation possible de l’Organisation de Gestion.
– La figure 7.2(a) pre´sente l’e´tat du syste`me apre`s son initialisation. Il existe seulement un
groupe, le Groupe de Gestion ; un agent prend en charge le roˆle de Pages Jaunes et tous
les autres agents sont des Reque´rants. Ceux-ci peuvent alors entamer une conversation
avec les Pages Jaunes pour savoir quelles organisations sont disponibles. Dans le cas de
cette figure, l’Agent 2 a trouve´ une organisation Γ qui l’inte´resse et demande sa cre´ation
au roˆle Pages Jaunes de l’Agent 1.
– Un agent demandant la cre´ation d’un groupe prend automatiquement un roˆle de Ges-
tionnaire dans le Groupe de Gestion. En ge´ne´ral, il garde e´galement le roˆle de Reque´rant
qu’il avait de´ja`. En (b), l’Agent 2 a donc deux roˆles dans le Groupe de Gestion. Il existe
e´galement un nouveau groupe G, mais celui-ci ne contient pour l’instant aucun agent.
Le roˆle de Reque´rant de l’Agent 2 peut maintenant entamer une conversation avec le
roˆle de Gestionnaire du meˆme agent pour ne´gocier la prise du roˆle r1 dans le groupe
G.
– En (c), le Gestionnaire a accepte´ l’entre´e de l’Agent 2 dans le groupe G avec le roˆle r1.
C’est au tour de l’Agent 3 d’entrer en jeu : son roˆle de Reque´rant demande a` son tour
au roˆle Pages Jaunes de l’Agent 1 quelles sont les organisations disponibles. Comme
l’Agent 3 s’inte´resse e´galement a` l’organisation Γ, il demande si un groupe l’instanciant
existe de´ja`. Pages Jaunes lui re´pond que oui et lui donne une accointance avec L’Agent
2. Le roˆle de Reque´rant de l’Agent 3 peut donc s’adresser au roˆle de Gestionnaire de
l’Agent 2 pour ne´gocier son entre´e dans le groupe G.
– En (d), l’Agent 3 a de´sormais un roˆle r2 dans le groupe G et peut donc converser
dans ce groupe avec l’Agent 2, via le roˆle r1. Si dans cette situation le roˆle r2 de´sire
un changement organisationnel pour son Agent (prise d’un nouveau roˆle, etc.), il ne
peut pas s’adresser directement au roˆle de Gestionnaire de l’Agent 2 ou au roˆle Pages
Jaunes de l’Agent 1, car ceux-ci ne sont pas dans le meˆme groupe. Il peut par contre
utiliser les compe´tences fournies par le roˆle Reque´rant de son Agent pour demander ces
changements. Ceci est repre´sente´ par la fle`che discontinue entre R et r2.
Cette dernie`re figure est tre`s typique d’un syste`me MOCA en cours d’exe´cution ; nous la
reproduisons ci-dessous dans une version le´ge`rement modifie´e (figure 7.3) pour bien mettre
en e´vidence ses e´le´ments importants : les agents prennent un ou plusieurs roˆles dans un
ou plusieurs groupes ; les communications “horizontales” (intra-groupe) se font par e´changes
d’influences, alors que les communications “verticales” (inter-groupes) se font par appels de
compe´tence. Notons encore que les e´changes d’influences entre roˆles se font de la meˆme manie`re
entre deux roˆles d’un meˆme agent ou de deux agents diffe´rent.
7.3 Conclusion
Le fonctionnement de principe pre´sente´ ci-dessus permet de re´unir tous les services or-
ganisationnels dans une seule organisation ; de plus, graˆce aux me´canismes pre´sente´s dans le
chapitre pre´ce´dent, la gestion organisationnelle peut se faire sans e´change d’influences hors
des groupes.
Nous sommes maintenant au bout de la pre´sentation des concepts et principes de fonction-
nement de MOCA, qui s’e´tendait du chapitre 4 jusqu’ici. Le prochain chapitre prendra un peu
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Groupe de Gestion
PJ
R
Agent 1 Agent 3
Agent 2
R
Groupe G
Groupe de Gestion
PJ
R G R
Agent 1 Agent 3
Agent 2
Groupe G
Groupe de Gestion
PJ
R G R
r1
Agent 1 Agent 3
Agent 2
Groupe G
Groupe de Gestion
PJ
R G R
r1
r2
Agent 1 Agent 3
Agent 2
(a) situation initiale
(b) après création d’un groupe
(c) prise de rôle
(d) communication entre groupes
Fig. 7.2 – La dynamique organisationnelle
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Groupe G
Groupe de Gestion
PJ
R G R
r1
r2
Agent 1 Agent 3
Agent 2
influences
appels de
compétences
Fig. 7.3 – Un syste`me MOCA typique
de recul en proposant quelques e´le´ments de validation pour les approches organisationnelles
telles que la noˆtre.
Chapitre 8
E´le´ments de validation
8.1 Introduction
La validation d’une spe´cification consiste a` prouver, par des moyens formels, qu’un sys-
te`me imple´mentant cette spe´cification posse`de certaines proprie´te´s1. Celles-ci peuvent eˆtre ge´-
ne´rales, telle l’absence de blocage, ou plus spe´cifiques au syste`me e´tudie´, comme par exemple
le fait que tout agent finira par recevoir un message donne´.
La validation est une e´tape importante dans le cycle de de´veloppement d’un logiciel, et
plusieurs techniques ont e´te´ mises au point pour l’aborder dans les divers contextes me´thodo-
logiques et formels existants [FH01]. Cependant, le paradigme multi-agent repre´sente un de´fi
particulier pour la validation, de par l’e´volutivite´ et l’ouverture revendique´es pour les SMA.
Pour mieux situer le proble`me, nous commenc¸ons par un bref survol de la litte´rature.
Le sujet e´tant vaste et encore largement ouvert, il me´riterait bien entendu une pre´sentation
plus de´taille´e que celle que nous proposons ci-dessous. Cependant, la validation constituant
plus une ouverture que le coeur de notre travail, nous nous limiterons a` une pre´sentation tre`s
succincte des diffe´rentes approches.
Survol de la litte´rature
Burkhard s’inte´resse dans [Bur93] a` des proprie´te´s classiques (absence d’interblocage, vi-
vacite´, e´quite´) qu’il exprime aussi bien pour les agents individuellement que pour le SMA
dans son entier. Il montre ensuite que les proprie´te´s globales du syste`me ne de´coulent pas
des proprie´te´s locales des agents. Par exemple, un syste`me forme´ d’agents e´quitables ne sera
pas force´ment un syste`me e´quitable. L’article de Burkhard repre´sente donc essentiellement
un re´sultat ne´gatif ; notons cependant qu’il finit sur une ouverture :
  [...] there may be special conditions and laws of interaction and cooperation
which permit the composition of special agents in order to obtain special system
properties or which allow a separate analysis, respectively.  2
1Il semble y avoir un le´ger flou quant a` l’acception de cette notion : si certains textes [Yoo99, Hug01]
appellent validation, ou validation formelle, la preuve de proprie´te´s, d’autres [Hil00] appellent cela ve´rification
et re´servent le mot validation a` l’e´tude de la conformite´ entre spe´cification informelle et formelle.
2“Il pourrait exister des conditions particulie`res et des lois d’interaction ou de coope´ration permettant soit
la composition de certains agents pour obtenir certaines proprie´te´s du syste`me, soit une analyse se´pare´e [des
proprie´te´s des agents].”
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Ceci pose donc un cadre clair sur les possibilite´s de validation : soit la de´marche doit s’attaquer
au SMA dans son entier, soit elle doit explorer les “conditions particulie`res” permettant une
se´paration de la validation. La figure 8.1 propose dans cette optique une vision synthe´tique
des travaux que nous allons aborder dans ce paragraphe. Nous allons maintenant de´crire
rapidement chacun d’eux dans l’ordre des feuilles de l’arbre.
Restrictions
de [Bur93]
Syste`me entier
D’un coup
[Hil00]
[WFHP02]
Modularisation
[Ham01]
[EJT02]
Conditions
particulie`res
Protocoles
[Yoo99, YB01]
[Maz01, MEH02]
[Hug01]
Structure orga-
nisationnelle
[FGJ+00, FGJ+]
Fig. 8.1 – Vue synthe´tique des approches de validation des SMA
– [Hil00] propose une spe´cification du SMA dans le formalisme hybride Object-Z/State-
chart que nous avons expose´ au chapitre 3. Cette spe´cification est ensuite transforme´e (a`
la main) en un syste`me de transition. On peut alors utiliser un outil de model checking
(en l’occurrence STeP) pour ve´rifier des proprie´te´s exprime´es en logique temporelle.
– [WFHP02] propose quant a` lui le langage impe´ratif MABLE pour la spe´cification d’un
syste`me forme´ d’agents BDI. Un compilateur permet ensuite de ge´ne´rer du code utili-
sable par le model checker SPIN. Les proprie´te´s sont exprime´es en MORA, une logique
line´aire temporelle BDI.
– [Ham01] propose une approche originale base´e sur la substituabilite´ comportementale
de composants. Apre`s avoir de´fini une notion de composant base´e sur BRIC (cf. cha-
pitre 2), il de´finit deux relations, les substitutions faible et forte, capturant l’ide´e qu’un
composant peut eˆtre remplace´ par un autre en pre´servant tout ou partie de son compor-
tement. Il e´tudie ensuite sous quelles conditions ces relations conservent des proprie´te´s
telles que la vivacite´, l’absence de blocage, etc. Ces re´sultats ouvrent des portes in-
te´ressantes vers la pre´servation de proprie´te´s lors du de´veloppement incre´mental d’un
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SMA.
– [EJT02] se base e´galement sur une approche componentielle pour ge´rer la complexite´ du
processus de ve´rification d’un SMA. L’ide´e est d’effectuer une de´composition re´cursive
des proprie´te´s a` ve´rifier : on exprime les proprie´te´s du syste`me dans son entier en
termes des proprie´te´s externes des composants du niveau directement infe´rieur, puis
on reprend ces dernie`res pour les propager au niveau infe´rieur, etc. Ceci permet de
re´duire la complexite´ de la ve´rification a` faire en fin de processus (sur les composants
atomiques).
– [Hug01] cherche a` de´velopper une approche comple`te de l’inge´nierie des protocoles. Il
propose pour cela un langage de type automate nomme´ CDPL. Il s’inte´resse ensuite
a` la ge´ne´ration du graphe d’accessibilite´ et a` la traduction d’un protocole CDPL en
PROMELA et en re´seau de Petri, chacune de ces traductions permettant de valider
certaines proprie´te´s.
– [Yoo99, YB01] suivent une de´marche similaire en proposant le formalisme SCD (cf.
chapitre 2), lui aussi traduisible en re´seaux de Petri. Ceci permet donc de ve´rifier par
model-checking diffe´rentes proprie´te´s de suˆrete´, de vivacite´, de terminaison, etc. du
protocole. Les auteurs rele`vent cependant que la taille de l’espace des e´tats pose de
se´rieux proble`mes pour cette de´marche.
– [Maz01, MEH02] partent d’une expression des protocoles en AMUL pour en proposer
une traduction en re´seaux de Petri colore´s re´cursifs [EH96]. La coloration permet de re-
pre´senter des protocoles a` nombre d’acteurs variable ; quant a` la re´cursivite´, elle permet
a` la fois de re´duire la complexite´ de mode´lisation et de personnaliser dans chaque agent
certaines parties du protocole, d’une manie`re ressemblant a` la notion de compe´tence de
MOCA.
– [FGJ+00, FGJ+] se basent sur le mode`le AGR (cf. chapitre 2) pour structurer le pro-
cessus de validation d’un cahier des charges (requirements). L’ide´e est d’exprimer les
proprie´te´s de´sire´es a` divers niveaux du syste`me (sur le comportement des agents et des
roˆles, les interactions intra- et inter-groupes, le SMA dans son ensemble, etc.). Des mo-
de`les de preuves (proof patterns) sont ensuite propose´s pour permettre de de´duire les
proprie´te´s des niveaux globaux sur la base des niveaux locaux.
Approche
Le rapide survol de la litte´rature que nous venons d’effectuer nous permet de classer les
approches de validation des SMA en deux cate´gories :
1. D’un coˆte´, les approches visant a` terme a` ve´rifier le SMA complet. Cela englobe toutes
les branches de l’arbre de la figure 8.1 a` l’exception de la branche“Protocoles”. Malgre´ la
diversite´ des approche propose´es, toutes ne´cessitent de fixer la structure du SMA avant
de le ve´rifier. Il est donc impossible de traiter l’apparition ou la disparition d’agents en
cours d’exe´cution, ni d’ailleurs la dynamique organisationnelle pour [FGJ+00, FGJ+].
On notera de plus que les approches visant a` une validation globale du SMA par model
checking se heurtent vite a` des proble`mes d’explosion combinatoire de l’espace d’e´tats.
2. De l’autre coˆte´, les approches base´es sur les protocoles permettent de conside´rer un
nombre de participants variable, et meˆme e´ventuellement des variantes locales de com-
portement pour [Maz01, MEH02]. Cependant, il est e´vident que la validation d’un SMA
ne saurait se limiter a` celle de ses protocoles de coope´ration.
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Ce que nous nous proposons de faire est donc de comple´ter le deuxie`me type d’approche en
montrant comment diffe´rentes validations locales peuvent eˆtre combine´es pour fournir une
validation globale du syste`me.
Pour eˆtre plus pre´cis sur notre but, il faut remarquer que dans la de´marche de validation,
la repre´sentation d’un protocole est souvent sous la forme d’un objet monolithique (un re´seau
de Petri, par exemple). Une des difficulte´s fondamentales est alors de savoir ce qui se passe
quand celui-ci va eˆtre “e´clate´” pour eˆtre re´parti dans les diffe´rents agents. Nous allons donc
e´tudier ci-dessous a` quelles conditions cette re´partition pre´serve les proprie´te´s du protocole
de de´part.
Ceci constitue une nette avance´e sur le chemin de la validation d’un SMA : en effet, les
conditions de pre´servation de la validite´ d’un protocole lors de sa re´partition peuvent eˆtre
vues comme des “conditions au bord” sur le comportement des agents. Si tous les agents ont
un comportement localement valide et respectent ces “conditions au bord”, on peut alors en
de´duire des re´sultats globaux sur le syste`me. Cette de´marche permet donc d’aborder une
validation modulaire d’un SMA a` composition variable, tout en re´duisant les proble`mes lie´s
a` l’explosion de l’espace d’e´tats.
Notre contribution se limitera ici a` la premie`re e´tape, a` savoir l’expression des conditions
de pre´servation de la validite´.
8.2 Protocoles et organisations
Nous allons commencer par e´tablir un lien entre les protocoles de communication et les
notions organisationnelles de roˆles et d’organisations. Pour ce faire, nous choisirons une ap-
proche re´solument externe : seuls nous inte´ressent les e´changes entre entite´s communicantes,
inde´pendamment des me´canismes qui produisent ces e´changes. Nous allons donc conside´rer
essentiellement des se´quences de messages3, ce qui nous ame`ne tout naturellement au choix
d’un formalisme en termes de langage. En effet, il s’agit du formalisme naturel lorsqu’il s’agit
de pre´ciser quelle se´quence de messages sera conside´re´e comme valide et quelle autre ne le
sera pas4. Notons que le langage sera de´fini sur la composante illocutoire des e´changes et non
sur le contenu, renforc¸ant ainsi le point de vue externe que nous avons choisi.
Cette position sera e´galement souligne´e par une terminologie correspondante : nous de´fini-
rons ci-dessous les notions de nom de roˆles, interface de roˆle et d’organisation, etc. qui mettent
bien en e´vidence le fait que nous ne nous inte´ressons dans ce chapitre qu’aux structures des
interactions, sans tenir compte des repre´sentations internes des notions organisationnelles.
Protocoles
Pour cette discussion, nous nous plac¸ons dans la situation ou` les messages sont adresse´s
et ou` cet adressage se de´duit sans ambiguı¨te´ du message envoye´ (par exemple en indexant les
messages).
3Pour permettre une compre´hension plus intuitive des de´veloppements de ce chapitre, nous avons opte´ pour
une terminologie en termes de messages plutoˆt que d’influences. On pourra cependant ge´ne´raliser les re´sultats
de ce chapitre en remplac¸ant message par influence (et composante illocutoire par type d’influence) aussi
longtemps que les e´changes entre agents restent discrets.
4C’est meˆme pre´cise´ment la de´finition de la notion de langage, un langage e´tant un sous-ensemble de
l’ensemble de toutes les se´quences possibles d’un vocabulaire donne´. L’e´tude des protocoles de communication
en termes de langages, bien qu’inhabituelle, n’est pas une ide´e tout a` fait nouvelle [Haa86, Cha90, And93,
Bur93].
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De´finition 1. Soient NR et M des ensembles, et em, rec : M → NR deux fonctions. M est
appele´ ensemble de messages adresse´s par NR. Les e´le´ments de NR sont appele´s noms de
roˆles. Les fonctions em et rec sont appele´es e´metteur et re´cepteur respectivement.
On notera MNR pour signifier que l’ensemble M de messages est adresse´ par NR. Lors-
qu’on veut spe´cifier explicitement l’e´metteur et le re´cepteur d’un message m ∈MNR, on e´crit
message
em(message)
rec(message).
Remarque. On notera que cette de´finition est e´quivalente a` celle d’un graphe dont les
noeuds seraient les noms de roˆles, les arcs (oriente´s) les messages et les deux fonctions
indiqueraient la source et le but des messages. Au fait, en rajoutant des cardinalite´s sur
les noeuds et les arreˆtes et en identifiant les arreˆtes de meˆme source et meˆme but, on
obtient une organisation au sens de MOCA.
Sur cette base, la de´finition la plus naturelle d’un protocole semble eˆtre la suivante :
De´finition 2. Soit MNR un ensemble de messages adresse´s. Un protocole se´quentiel sur
M est un langage de vocabulaire M , c’est a` dire un sous-ensemble de l’ensemble M ∗ des
concate´nations d’e´le´ments de M .
Cependant, cette de´finition est trop restrictive pour fournir une bonne repre´sentation d’un
protocole : il lui manque la possibilite´ d’exprimer que plusieurs messages peuvent eˆtre envoye´s
simultane´ment. Ceci nous donne donc la de´finition suivante :
De´finition 3. Soit MNR un ensemble de messages adresse´s. Un protocole sur M est un
langage de vocabulaire ℘(M), ou` ℘(M) est l’ensemble des parties de M .
On remarquera que, via l’inclusion canonique de M dans ℘(M)5, on peut voir un protocole
se´quentiel comme un protocole.
Exemple Pour illustrer ces de´finitions, nous reprendrons le protocole FIPA-ContractNet-
Protocol [FIP], illustre´ a` la figure 5.2 de la page 58.
Dans ce cas, l’ensemble des noms de roˆles comporte deux e´le´ments
NR = {initiator,participant},
l’ensemble des messages est celui des noms qui apparaissent sur les fle`ches horizontales de la
figure
MNR = {cfp
initiator
participant, refuse
participant
initiator , ...}
et le protocole est le langage engendre´ par la grammaire re´gulie`re suivante :
cfp (refuse|
not− understood|
(propose (reject− proposal|
(accept − proposal (failure|
inform− done|
inform− ref)))))
5A savoir l’application i : M → ℘(M) qui envoie chaque m ∈ M sur l’ensemble i(M) = {m} ∈ ℘(M).
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Localisation de protocoles
Dans un protocole impliquant plusieurs noms de roˆles, il est probable que tous les roˆles
ne soient pas concerne´s par tous les messages. On peut donc s’inte´resser a` la restriction du
langage aux seuls messages concernant un nom de roˆle donne´ :
De´finition 4. Soit P un protocole sur l’ensemble MNR de messages adresse´s. Pour un nom
de roˆle r ∈ NR, on note P ↓r le sous-langage de P obtenu en ne retenant que les messages
dont l’e´metteur ou le re´cepteur est r. On appelle P↓r la projection de P sur r.
Pour simplifier la notation, on e´crira la composition de projections (P↓r1)↓r2 sous la forme
P↓r1r2 .
Remarque. Si on veut de´finir plus formellement cette notion de projection, il faut suivre
le chemin suivant : pour r ∈ NR, on de´finit la fonction •↓r : ℘(M)→ ℘(M) qui envoie A ⊂
M sur {m ∈ A|em(m) = r ∨ rec(m) = r}. On de´finit ensuite •↓r : ℘(M)
∗ → ℘(M)∗par
induction, en appliquant la fonction ci-dessus successivement sur chaque e´le´ment d’une
concate´nation. Enfin, on de´finit la projection d’un protocole comme la restriction de cette
dernie`re fonction au domaine concerne´.
Exemple Prenons un protocole a` trois noms de roˆles que nous appellerons client, four-
nisseur et interme´diaire : NR = {c, f, i}. Le client peut passer une commande a` l’in-
terme´diaire et celui-ci la transmettre au fournisseur. Ce dernier peut livrer l’interme´diaire
qui peut livrer le client. Enfin, le client peut payer directement le fournisseur : MNR =
{comci , com
i
f , liv
f
i , liv
i
c,pay
c
f} et
6
P = {comcicom
i
f liv
f
i liv
i
cpay
c
f}.
Pour clarifier le de´roulement du protocole, la figure 8.2 en donne une repre´sentation gra-
phique.
Intermédiaire Fournisseur
commande
commande
livre
livre
paye
Client
Fig. 8.2 – Un exemple de protocole
On a alors les projections P ↓c = {com
c
i liv
i
cpay
c
f}, P ↓i = {com
c
icom
i
f liv
f
i liv
i
c} et P ↓f =
{comif liv
f
i pay
c
f}.
6On notera la diffe´rence de notation entre MNR qui est un ensemble de 5 e´le´ments et P qui est un ensemble
forme´ d’un seul e´le´ment, ce dernier e´tant la concate´nation des 5 e´le´ments de MNR. Il s’agit donc d’un protocole
se´quentiel ne posse´dant qu’une exe´cution possible.
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Lemme 6. Soient r1, r2 ∈ NR. Alors la projection sur r1 est idempotente
7 et commute avec
la projection sur r2. De plus, la projection sur plus de deux noms de roˆles distincts donne
toujours le langage vide.
De´monstration. L’idempotence et la commutation de´coulent directement des de´finitions (la
fonction •↓r : ℘(M) → ℘(M) de´finie dans la remarque ci-dessus posse`de ces proprie´te´s qui
sont conserve´es par les constructions subse´quentes).
Pour la troisie`me proprie´te´, il suffit de constater que chaque message concerne au plus
deux noms de roˆles et que chaque projection ne garde que les messages concernant un agent
donne´.
Interfaces de roˆles et d’organisation
Nous pouvons maintenant commencer a` e´tablir des liens entre les protocoles et les notions
organisationnelles.
De´finition 5. Un protocole I sur un ensemble M de messages adresse´s par NR est appele´
interface du roˆle de nom r (r ∈ NR) si I↓r = I. En d’autres termes, l’interface d’un roˆle est
un protocole ne contenant que des messages concernant ledit roˆle (i.e. dont il est l’e´metteur
ou le re´cepteur).
L’idempotence de la projection permet alors de poser la de´finition suivante :
De´finition 6. Soit P un protocole sur un ensemble M de messages adresse´s par NR. Pour
chaque r ∈ R, on pose Interface(r) = P↓r. On nomme ces protocoles Interfaces associe´es au
protocole P .
On sait donc passer d’un protocole a` son ensemble d’interfaces. Le passage inverse est plus
de´licat et n’est pas toujours possible.
De´finition 7. Soit O = {Ri}i∈NR un ensemble d’interfaces de roˆles sur le meˆme ensemble de
messages M adresse´s par NR. Les interfaces de roˆles de O sont dites interope´rables s’il existe
un protocole P tel que les Ri sont les interfaces associe´es a` P .
Il est facile de trouver un crite`re ne´cessaire pour assurer cette interope´rabilite´ :
De´finition 8. Soit O = {Ri}i∈NR un ensemble d’interfaces de roˆles sur le meˆme ensemble
de messages M adresse´s par NR. Les interfaces de roˆles de O sont dit interope´rables deux a`
deux si Ri↓j = Rj↓ii , ∀i, j ∈ NR.
Intuitivement, cela signifie que les roˆles doivent s’accorder deux a` deux sur leur manie`re
de communiquer. Cependant, ce crite`re n’est malheureusement pas suffisant.
The´ore`me 2. Soit O = {Ri}i∈NR un ensemble d’interfaces de roˆles sur le meˆme ensemble
de messages M adresse´s par NR. Alors le fait que les Ri soient interope´rables deux a` deux
est une condition ne´cessaire et non suffisante pour qu’ils soient interope´rables.
7i.e. P↓r1r1 = P↓r1 . Incidemment, cela justifie le nom de “projection”, qui est habituellement re´serve´ aux
ope´rateurs idempotents.
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De´monstration. La ne´cessite´ de´coule directement de la commutativite´ des projections : sup-
posons qu’il existe un protocole P tel que P↓i = Ri. Alors Ri↓j = P↓ij = P↓ji = Rj↓i.
Pour montrer que ce n’est pas suffisant, nous construisons un contre-exemple en reprenant
les interfaces de roˆles de la figure 8.2, mais en inversant les messages liv et pay dans le roˆle
du fournisseur : Rc = {com
c
i liv
i
cpay
c
f}, Ri = {com
c
icom
i
f liv
f
i liv
i
c} et Rf = {com
i
fpay
c
f liv
f
i } (En
clair, ceci veut dire que le fournisseur attend d’eˆtre paye´ pour livrer et que le client attend
d’eˆtre livre´ pour payer). Alors ces interfaces de roˆles sont interope´rables deux a` deux ; mais
tout protocole se projetant sur c et i doit avoir paycf apre`s liv
i
c, alors que tout protocole se
projetant sur i et f doit avoir paycf avant liv
i
c. Un protocole se projetant a` la fois sur les trois
interfaces est donc impossible.
Ce re´sultat montre que la possibilite´ de reconstruire un protocole a` partir d’interfaces de
roˆles n’est pas observable de manie`re locale aux agents, ni en admettant des “collaborations”
deux a` deux. En re`gle ge´ne´rale, il faut donc re´unir les informations disponibles a` plus de deux
agents simultane´ment pour de´cider si les interfaces de roˆles sont interope´rables.
Nous pouvons maintenant exprimer formellement le rapport que nous proposons entre
organisations et protocoles :
De´finition 9. Une interface d’organisation est un ensemble O d’interfaces de roˆles interope´-
rables.
Il de´coule directement des de´finitions ci-dessus que l’ensemble des interfaces de roˆles asso-
cie´es a` un protocole forme une interface d’organisation et que pour une interface d’organisation
donne´e O, il existe un protocole P tel que les interfaces de roˆles associe´s a` P soient exactement
celles de O.
Nous avons donc expose´ une manie`re de voir une (interface d’)organisation comme l’ex-
pression de´centralise´e d’un protocole. Comme la ve´rification de ce point ne peut se faire
localement par les agents, c’est ge´ne´ralement le concepteur qui la fera avant l’implantation.
Ceci suppose donc un travail d’inge´nierie de protocole avant la description des interfaces de
roˆles. Un tel travail comprend ge´ne´ralement la ve´rification de certaines proprie´te´s du proto-
cole. Nous allons maintenant voir quel est le type de proprie´te´s auxquelles notre de´marche
peut s’inte´resser.
8.3 Proprie´te´s
Dans [Hug01], l’auteur recense 12 proprie´te´s que l’on peut valider sur un protocole quel
que soit son formalisme de repre´sentation. Il s’agit de :
1. La progression : absence de blocage.
2. La solidite´ : le protocole n’atteint jamais un e´tat inacceptable.
3. La vivacite´ : tous les e´tats du protocole sont accessibles.
4. Le non de´passement de la capacite´ des canaux.
5. La terminaison ou re´initialisation : le protocole termine ou retourne dans son e´tat initial
dans un temps fini.
6. L’absence de cycle bloquant : un cycle bloquant est un cycle pour lequel il n’y a pas de
progression et dans lequel les meˆmes messages sont e´change´s inde´finiment.
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7. L’exclusion mutuelle : deux utilisateurs du protocole ne tentent pas d’acce´der simulta-
ne´ment a` la meˆme ressource critique.
8. La conformite´ partielle : le protocole est en mesure de re´aliser un service donne´ en
atteignant son e´tat final.
9. La conformite´ totale : le protocole ve´rifie les proprie´te´s de terminaison (point 5 ci-dessus)
et de conformite´ partielle (point 8).
10. La comple´tude : le protocole est capable de re´pondre a` tous les e´ve´nements possibles y
compris les re´ceptions non spe´cifie´es.
11. La tole´rance aux fautes : le protocole est capable de retourner dans un e´tat stable au
bout d’un temps fini apre`s une erreur.
12. L’e´quite´ : un protocole cherche toujours a` progresser quelles que soient les ope´rations
re´alise´es par les autres entite´s concurrentes utilisant ce protocole.
Cependant, notre approche qui se´pare clairement l’interface du protocole de son imple´men-
tation sous forme d’entite´s communiquantes pose des conditions assez fortes sur le type de
proprie´te´s pouvant eˆtre conside´re´es a` ce stade. Nous survolons brie`vement les 12 points ci-
dessus en les regroupant :
Proprie´te´s internes Les proprie´te´s 2, 3, 5, et 6 font intervenir l’e´tat interne des entite´s
communicantes ; nous ne pouvons donc pas les prendre en compte pour l’instant. Nous
y reviendrons par contre au paragraphe 8.5.
Proprie´te´s de ressources Les proprie´te´s 4, 7 et 12, en faisant intervenir la notion de res-
source, font indirectement re´fe´rence a` un e´tat interne et rejoignent donc de ce point de
vue la cate´gorie ci-dessus.
Proprie´te´s de sortie du protocole Les proprie´te´s 10 et 11 conside`rent le comportement
des entite´s communicantes lorsqu’elle sont confronte´es a` une situation non pre´vue dans
le protocole. Elle font donc aussi re´fe´rence implicitement a` un e´tat interne et rejoignent
les deux premie`res cate´gories.
Proprie´te´s de conformite´ Les proprie´te´s 8 et 9 concernent l’ade´quation “en amont” de la
spe´cification du protocole (i.e. par rapport a` une spe´cification pre´ce´dente), alors que
nous nous inte´ressons a` assurer une ade´quation “en aval”. Nous choisissons donc de les
ignorer.
Proprie´te´s externes A` premie`re vue, la re´colte est maigre en ce qui concerne les proprie´te´s
qui s’expriment de manie`re purement externe et qui sont par conse´quent concerne´es par
notre approche : dans la liste ci-dessus, seule la premie`re remplit cette condition. On
remarquera cependant qu’en reformulant la troisie`me sous la forme “tous les de´roule-
ments du protocole sont possibles”, elle devient une proprie´te´ externe. De meˆme, une
reformulation externe possible de la cinquie`me serait “tout de´roulement du protocole
est fini”8.
Nous nous inte´resserons donc pour l’instant uniquement aux proprie´te´s externes, qui sont
les seules accessibles a` notre formulation en termes de langages. En plus de celles que nous
avons vues ci-dessus, on peut en imaginer des plus spe´cifiques, telles que “tout de´roulement
du protocole finit par un message x”, “le message y apparaˆıt au plus une fois dans tout
de´roulement du protocole”, etc.
8Ces formulations de proprie´te´s sont e´videmment assez informelles ; pour des formulations externes beaucoup
plus pre´cises, on se re´fe´rera a` [Bur93] ou [Cha90].
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8.4 Conditions de pre´servation
La question que nous nous posons maintenant est la suivante : “En supposant qu’un
protocole posse`de une proprie´te´ externe donne´e, peut-on assurer que celle-ci reste valable
lorsqu’on conside`re les interfaces de roˆles associe´es au protocole ?”; ou en termes plus formels :
“L’application qui associe a` un protocole l’ensemble de ses roˆles associe´s pre´serve-t-elle les
proprie´te´s ci-dessus ?”.
Or nous verrons que cette question se rame`ne en fait a` la suivante : “Soient P un protocole,
O = {Ni}i∈NR l’interface d’organisation associe´e a` P , et soient {Ri}i∈NR des automates tels
que chaque Ri ait pour interface Ni — c’est-a`-dire que la liste des se´quences d’entre´es-sorties
pour toutes les exe´cutions possibles de Ri soit exactement Ni. Peut-on alors assurer que
l’ensemble des Ri est capable de produire toutes les se´quences de P et rien que celles-ci ?”.
Dans le cas ge´ne´ral, la re´ponse est non. En effet, deux sources de proble`mes sont possibles :
Localite´ du controˆle Dans un protocole a` trois protagonistes r, s et t de´fini par P =
{arsb
t
sc
r
t}, rien n’indique a` t qu’il doit attendre que le message a ait e´te´ envoye´ avant
d’envoyer b (son interface est btsc
r
t ) et de meˆme r ne peut pas savoir quand envoyer c.
Donc certaines exe´cutions pourraient amener un des protagonistes a` recevoir un message
inattendu. Au fait, il est prouve´ dans [CSS01] que le controˆle de ce protocole ne peut
eˆtre local. On voit donc que pour assurer le bon de´roulement d’un protocole re´parti, il
faut que son controˆle soit local (ce qui n’est pas vraiment une surprise).
Bifurcation cache´e Conside´rons l’automate de la figure 8.3. Son interface est {abc, abd}.
Supposons que a et c sont des messages entrants et que b est sortant. Si cet automate
est confronte´ a` un autre avec lequel il est interope´rable (au sens ci-dessus), il risque tout
de meˆme d’y avoir un proble`me, car il pourrait recevoir un message auquel il ne s’attend
pas.
Ceci vient du fait qu’un choix du de´roulement est pris a` la premie`re transition sans que
cela n’apparaisse d’un point de vue externe. Nous dirons d’un tel automate qu’il est a`
bifurcation cache´e.
a
a
b
b
c
d
Fig. 8.3 – Un exemple d’automate a` bifurcation cache´e
Ces deux proble`mes sont les seuls qui peuvent survenir :
The´ore`me 3. Soient P un protocole, O = {Ni}i∈NR l’interface d’organisation associe´e et
{Ri}i∈NR des automates tels que l’interface de Ri est Ni pour tout i. Supposons que P est a`
controˆle local et que les Ri sont sans bifurcation cache´e. Alors les exe´cutions des {Ri} sont
exactement celles de P .
De´monstration. Montrons d’abord que tout de´roulement p de P est accessible : le fait que
P soit a` controˆle local nous assure que chaque Ri rec¸oit les messages de p au moment pre´vu
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et l’absence de bifurcation cache´e assure qu’il est en mesure de re´pondre selon p. Donc le
de´roulement p est possible.
Montrons maintenant qu’aucun de´roulement non contenu dans P ne peut se produire.
Supposons par l’absurde qu’un tel de´roulement arrive. Donc il existe un moment ou` un Ri
envoie un message non pre´vu dans P . Mais cela veut dire que son interface Ni est distincte
de P↓ri , ce qui est contraire aux hypothe`ses.
Munis de ce re´sultat, nous pouvons maintenant revenir a` notre question concernant les
proprie´te´s de progression et de vivacite´ :
Corollaire. Sous les hypothe`ses du the´ore`me pre´ce´dent, la localisation d’un protocole pre´serve
les proprie´te´s externes.
De´monstration. Les proprie´te´s externes e´tant pre´cise´ment celles qui s’expriment en fonction
des exe´cutions du protocole, l’affirmation de´coule directement du the´ore`me.
Ainsi, l’absence de blocage, la vivacite´ et les proprie´te´s similaires sont pre´serve´es par la
localisation d’un protocole.
8.5 Discussion
Il convient maintenant de replacer les re´sultats ci-dessus dans leur contexte : les conditions
de pre´servation ci-dessus sont exprime´es d’un point de vue tout a` fait externe. Bien suˆr, si
un agent participe a` un protocole et qu’un blocage se produit a` l’inte´rieur de cet agent,
le protocole va aussi se retrouver bloque´. Le corollaire ci-dessus n’assure le non-blocage du
protocole que dans le cas ou` l’agent est capable d’assurer son interface.
Dans ce contexte plus large, le the´ore`me 3 est donc un the´ore`me de localisation de la
validation : il traduit des conditions de validite´ inter-agents en conditions de validite´ intra-
agent. C’est a` ce stade que l’on peut revenir sur les diffe´rentes proprie´te´s que nous avons mises
de coˆte´ au paragraphe 8.3 ; en re´introduisant l’agent dans la de´marche, les notions d’e´tat
interne reprennent leur sens et avec elles les proprie´te´s de solidite´, d’exclusion mutuelle, etc.
Le proble`me de validation d’un SMA complet que nous nous e´tions pose´ au de´part se
retrouve donc e´clate´ en une multitude de proble`mes, a` savoir la validation de chacun des
agents. Il pourrait sembler que cette multiplication constitue un pas en arrie`re. Cependant,
on conside´rera que :
– la validation se fait ge´ne´ralement par type d’agent et non par agent ; or les types d’agents
sont ge´ne´ralement en nombre conside´rablement plus re´duit que les agents eux-meˆme9
– en ramenant la validation au niveau de l’agent, nous la ramenons dans un contexte ou`
l’application de techniques existantes est beaucoup plus facile.
Ainsi, nous pensons que les conside´rations ci-dessus constituent un pas en avant dans la
direction d’une de´marche de validation des SMA. Bien suˆr, un travail conside´rable reste a`
faire : si quelques pistes ou propositions de solutions sont donne´es dans le chapitre 6 quant a`
des proprie´te´s telles que le non-blocage (interne !) ou l’exclusion mutuelle, tout le travail de
ve´rification formelle reste a` faire.
9On trouve rarement plus d’une dizaine de types d’agents dans un syste`me donne´ ; souvent ce nombre est
plutoˆt de l’ordre de quelques unite´s. Le nombre d’agents, par contre, peut eˆtre de l’ordre du millier, voire plus
dans certaines applications.
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Nous conclurons ce chapitre avec la remarque suivante : on pourrait s’e´tonner que nous
effectuions une re´duction, concernant la validation, du niveau du syste`me a` celui des agents,
alors que l’ide´e de non-re´ductibilite´ du comportement d’un SMA a` celui de ses agents est
une ide´e forte du domaine. Nous re´pondrons en rappelant que cette de´marche de validation
s’inscrit dans une vision particulie`re des SMA — que nous avons expose´e en de´tail tout au
long de cette partie — et dont une des hypothe`ses centrales est que les communications n’ont
lieu qu’a` l’inte´rieur des groupes. Sans cette hypothe`se, la totalite´ des de´veloppements de ce
chapitre s’e´croule.
La non re´ductibilite´ d’un SMA a` ses agents est souvent exprime´e de la manie`re suivante :
les interactions sont aussi importantes que les agents eux-meˆmes et il n’est pas possible de les
ne´gliger quand on conside`re un SMA. Or l’hypothe`se que nous e´voquons permet de controˆler
les interactions aussi bien que les comportements individuels des agents, et donc de prendre en
compte les interactions dans le processus de re´duction. C’est donc la repre´sentation explicite et
structure´e de toutes les interactions possibles du syste`me sous forme d’un “niveau descriptif”
qui nous permet d’esquisser cette de´marche de validation.
Nous parvenons maintenant au terme de la deuxie`me partie de cette the`se, consacre´e a`
la pre´sentation conceptuelle du mode`le MOCA. Nous espe´rons avoir convaincu le lecteur que
l’approche organisationnelle que nous proposons apporte un bon compromis entre la souplesse
caracte´ristique des approches multi-agents, l’aisance de conception et le controˆle formel de
l’exe´cution. La prochaine partie de´crira plus en de´tail l’imple´mentation du mode`le que nous
avons re´alise´e, ainsi que les expe´rimentations subse´quentes.
Troisie`me partie
Imple´mentation et expe´rimentation
Chapitre 9
Imple´mentation de MOCA
9.1 Introduction
La troisie`me partie de cette the`se est consacre´e aux re´alisations pratiques base´es sur le
mode`le pre´sente´ dans la deuxie`me partie. Nous de´crirons donc dans ce chapitre la plate-forme
imple´mentant le mode`le MOCA et dans le suivant les tests que nous avons re´alise´s.
Le prochain paragraphe pre´sentera l’imple´mentation de la plate-forme proprement dite
alors que le suivant s’attachera a` la description de l’Organisation de Gestion que nous avons
imple´mente´e.
9.2 La plate-forme MOCA
Le mode`le MOCA a fait l’objet d’une premie`re imple´mentation re´alise´e en 2001 par Jose´
Ba´ez dans le cadre de sa quatrie`me anne´e d’e´tudes en informatique a` l’Universite´ de Neuchaˆtel.
Cette premie`re version de la plate-forme e´tait largement simplifie´e par rapport au mode`le
actuel ; en particulier, les caracte´ristiques suivantes n’e´taient pas encore pre´sentes :
– compe´tences dynamiques.
– gestion des conflits de roˆle
– gestion ge´ne´rique de la dynamique organisationnelle par le Groupe de Gestion
Malgre´ ces simplifications, cette premie`re imple´mentation nous a permis de mettre a` l’e´preuve
les concepts centraux de MOCA, et d’apporter quelques comple´ments ou modifications au
mode`le pour assurer son coˆte´ ope´rationnel. Notons que cette premie`re version de la plate-
forme a fait l’objet d’une de´monstration aux JFIADSMA’01 [MABN01].
Les clarifications amene´es au mode`le par cette premie`re e´tape ont donne´ jour a` une
deuxie`me version, imple´mente´e en grande partie par Jose´ Ba´ez dans le cadre de son tra-
vail de diploˆme. Il s’agit d’une re´imple´mentation presque comple`te de la plate-forme, incluant
les points cite´s ci-dessus. Nous pre´sentons ici les principales caracte´ristiques de cette version :
– L’imple´mentation a e´te´ re´alise´e en Java.
– La plate-forme multi-agents sous-jacente est MadKit ; notons cependant que le code
de´pendant de cette plate-forme est localise´ au sein d’un package bien de´fini, facilitant
ainsi un e´ventuel portage vers une autre plate-forme. La grande majorite´ du code a ainsi
e´te´ rendue inde´pendante de la plate-forme.
– Les composants sont re´alise´s par des objets et les compe´tences par des interfaces. Un
composant fournit donc une compe´tence si l’objet correspondant imple´mente l’interface
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correspondante.
– Le lien entre les niveaux de description et d’exe´cution, bien que correspondant concep-
tuellement a` une instanciation, est re´alise´ sous forme d’agre´gation ; ainsi par exemple,
un roˆle n’est pas, techniquement parlant, une instance de description de roˆle, mais il
posse`de une variable pointant vers sa description de roˆle.
– La spe´cification d’un syste`me MOCA se fait sous la forme d’un fichier XML. On en
trouvera a` l’annexe A la grammaire exacte (fichier DTD), ainsi qu’un exemple de spe´ci-
fication. Les parties en Object-Z sont remplace´es par des re´fe´rences a` des classes Java.
– Les e´changes d’influences ne peuvent prendre place qu’au sein d’un groupe. De plus,
un agent n’est apte a` recevoir une influence d’un autre agent que s’ils sont de´ja` en
accointance. La cre´ation d’une nouvelle accointance entre deux agents ne peut donc se
faire que par l’interme´diaire d’un troisie`me, de´ja` en accointance avec chacun des deux
autres (par exemple le gestionnaire du groupe). Ce controˆle strict des e´changes entre
agents vise a` une ame´lioration de la se´curite´ et de la stabilite´ d’un SMA he´te´roge`ne et
ouvert.
Il ne s’agit la` bien e´videmment que d’un survol de la plate-forme. On pourra trouver les
principaux diagrammes de classes a` l’annexe B. Pour toutes les informations sur les choix
d’imple´mentation, on pourra se re´fe´rer a` [Ba´e02]. Enfin, la plate-forme MOCA elle-meˆme
peut eˆtre te´le´charge´e sur la page internet de MadKit [Mad].
9.3 L’Organisation de Gestion
Avant de pre´senter notre imple´mentation de l’Organisation de Gestion, il faut relever que
l’imple´mentation de MOCA a he´rite´ une bonne partie de son vocabulaire de l’approche de
Durand (cf. chapitre 2), ce qui provoque quelques diffe´rences de terminologie par rapport a` ce
qui pre´ce`de. En particulier, ce que nous avons appele´ Organisation et Groupe dans la deuxie`me
partie de cette the`se est appele´ respectivement Sche´ma d’organisation et Organisation dans
la plate-forme MOCA. Nous respectons dans ce chapitre la terminologie de la plate-forme.
La structure de l’Organisation de Gestion que nous avons de´veloppe´e est repre´sente´e a` la fi-
gure 9.1. Elle se compose des trois roˆles YellowPages, Manager et Requester qui correspondent
respectivement aux roˆles Pages Jaunes, Gestionnaire et Reque´rant de´crits au chapitre 7.
YellowPages (1)
Requester (n)
1
n
1
n
n
n
Manager (n)
1
2
3
4
5
6
Fig. 9.1 – L’Organisation de Gestion
Les types d’influences pouvant transiter le long des accointances de la figure 9.1 sont les
suivants :
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1. AskAcquaintance, AskAgents, AskManager, AskRole, GetAllOrganisations, LeaveRole ;
2. AnswerAskAcquaintance, AnswerAskAgents, AnswerAskManager, AnswerAskRole,
AnswerGetAllOrganisations, LeaveRole ;
3. AnswerAskAcquaintance, LeaveRole, RegisterOrganisation ;
4. AnswerRegisterOrganisation, AskAcquaintance, LeaveRole ;
5. AnswerAskAcquaintance, AnswerAskAgents, AnswerAskRole, AskAcquaintance, Lea-
veAcquaintance, LeaveRole ;
6. AnswerAskAcquaintance, AskAcquaintance, AskAgents, AskRole, LeaveAcquaintance,
LeaveRole.
Nous donnons ci-dessous une bre`ve description de chacun de ces types d’influences ; pour
plus de de´tails, on pourra se reporter a` [Ba´e02] :
– AnswerAskAcquaintance est la re´ponse a` une demande d’accointance ;
– AnswerAskAgents est la re´ponse a` une demande d’e´nume´ration des agents jouant un
certain roˆle dans une organisation donne´e ;
– AnswerAskManager est la re´ponse a` une demande pour obtenir la re´fe´rence du Manager
d’une organisation ;
– AnswerAskRole est la re´ponse a` une demande pour obtenir un roˆle dans une organisa-
tion ;
– AnswerGetAllOrganisations est la re´ponse a` une demande d’e´nume´ration de l’ensemble
des organisation du syste`me ;
– AnswerRegisterOrganisation est la re´ponse a` une demande d’enregistrement d’une or-
ganisation ;
– AskAcquaintance est une demande d’accointance directe ou indirecte ;
– AskAgents est une demande d’e´nume´ration des agents jouant un certain roˆle dans une
organisation donne´e ;
– AskManager est une demande pour obtenir la re´fe´rence du Manager d’une organisa-
tion ;
– AskRole est une demande pour obtenir un roˆle dans une organisation ;
– GetAllOrganisations est une demande d’e´nume´ration de l’ensemble des organisation
du syste`me ;
– LeaveAcquaintance est une demande pour que le destinataire oublie une accointance
ou l’indication que l’e´metteur en oublie une ;
– LeaveRole est une demande pour que le destinataire libe`re un certain roˆle ou l’indication
que l’e´metteur en libe`re un ;
– RegisterOrganisation est une demande d’enregistrement d’une organisation.
Le roˆle Manager fournit une compe´tence lui permettant d’enregistrer l’organisation qu’il ge`re
aupre`s des YellowPages. Un appel a` cette compe´tence de´clenche le protocole de´crit a` la figure
9.2.
Un agent de´sirant entrer dans une organisation devra de´rouler le sce´nario de la figure 9.3.
Celui-ci peut paraˆıtre complexe, mais on remarquera que le de´veloppeur ne doit s’occuper que
de l’envoi de la premie`re influence et de la re´ception de la dernie`re, tout le reste e´tant fourni
en standard.
Avant de finir ce paragraphe, nous tenons encore a` apporter une petite pre´cision concer-
nant le roˆle de Manager : dans MadKit, tout groupe posse`de un gestionnaire qui fait partie
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Fig. 9.2 – Protocole d’enregistrement d’une organisation
du groupe. Nous avons pre´fe´re´ dans notre approche de´le´guer toute la gestion des groupes et
des organisations a` un organe spe´cialise´ ; ceci permet de grandement simplifier la conception
de nouvelles organisations en se´parant clairement le fonctionnement spe´cifique de la gestion
ge´ne´rique du me´ta-niveau. Cependant, comme MOCA est base´ sur MadKit, un agent cre´ant
un groupe recevra, en plus du roˆle de Manager dans l’Organisation de Gestion, un roˆle de
gestionnaire dans le groupe nouvellement cre´e´. Ce roˆle ne sera alors qu’un roˆle MadKit, c’est-
a`-dire vide de toute se´mantique ope´rationnelle. Ce fonctionnement, parfaitement transparent
pour l’utilisateur, n’a ge´ne´ralement pas a` eˆtre pris en compte ; il existe toutefois une situa-
tion ou` cet e´tat de fait gagne a` eˆtre connu, a` savoir lorsqu’on de´sire modifier le me´canisme
ge´ne´rique de gestion dans une organisation particulie`re. Par exemple, on peut imaginer que
le fait de quitter un groupe soit soumis a` une condition, comme avoir fini son travail. Dans
ce cas, il suffira d’inclure explicitement la description du roˆle de Manager dans l’organisation
concerne´e et c’est ce roˆle-la` qui sera utilise´ pour la gestion de l’organisation plutoˆt que le roˆle
standard de l’Organisation de Gestion.
9.4 Conclusion
Dans ce chapitre, nous avons pre´sente´ succinctement les caracte´ristiques de la plate-forme
MOCA et de l’Organisation de Gestion que nous avons imple´mente´e. Pour plus de de´tails sur
les choix d’imple´mentation, on pourra se re´fe´rer a` [Ba´e02].
Le prochain chapitre pre´sentera les expe´rimentations que nous avons re´alise´es a` l’aide de
cette plate-forme.
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Fig. 9.3 – Protocole d’entre´e dans une organisation
Chapitre 10
Expe´rimentation
Ce chapitre pre´sente les expe´riences que nous avons re´alise´es pour tester la plate-forme
MOCA. Celles-ci s’articulent selon deux directions : la premie`re effectue des tests cible´s sur
le me´canisme de gestion des conflits de roˆles et sera pre´sente´e au paragraphe 10.1 ; la seconde
vise a` de´montrer l’utilisabilite´ de la plate-forme et sera pre´sente´e au paragraphe 10.2.
10.1 Tests du me´canisme de gestion des conflits de roˆles
La premie`re se´rie de tests que nous pre´sentons a pour but d’e´valuer le me´canisme de
gestion de conflits de roˆles que nous avons pre´sente´ au chapitre 6. Pour ce faire, nous avons
de´veloppe´ un syste`me MOCA dont la structure ge´ne´rale est repre´sente´e a` la figure 10.1.
Supply (n x)
Selling
Seller
Seller
Buyer
Buyer
Fig. 10.1 – La structure du syste`me de test
Le syste`me contient deux organisations de meˆme structure (cf. figure 10.2) ; par contre,
leur fonctionnement diffe`re :
L’organisation Supply Les deux descriptions de roˆles de l’organisation Supply sont repre´-
sente´s aux figures 10.3 et 10.4 : le Buyer se renseigne aupre`s du Seller sur le prix d’une
marchandise, puis lui en ache`te jusqu’a` ce qu’il n’ait plus d’argent.
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L’organisation Selling Les deux descriptions de roˆles de l’organisation Selling sont repre´-
sente´s aux figures 10.5 et 10.6 : le Buyer va, a` intervalles ale´atoires, commander une
certaine quantite´ de marchandise au Seller. S’il dispose d’un stock suffisant, ce dernier
va envoyer la marchandise et attendre son paiement ; dans le cas contraire, il va refuser
la livraison.
buyer (1)seller (1) 1 1
Fig. 10.2 – La structure des organisations Supply et Selling.
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Fig. 10.3 – La description du roˆle Seller dans l’organisation Supply.
On trouvera a` l’annexe A des de´tails sur l’imple´mentation effective de ces organisations
et descriptions de roˆles.
Dans les tests que nous avons effectue´s, trois types d’agents e´taient pre´sents :
Le fournisseur a pour comportement de cre´er une nouvelle organisation Supply et d’y
prendre le roˆle de Seller.
L’interme´diaire a pour comportement de demander le roˆle de Buyer dans chaque groupe
instanciant Supply ainsi que de cre´er une nouvelle organisation Selling en y prenant le
roˆle de Seller.
Le client a pour comportement de demander le roˆle de Buyer dans chaque groupe instanciant
Selling.
Pour l’e´tude du me´canisme de gestion des conflits de roˆles, nous nous inte´ressons particulie`re-
ment a` l’interme´diaire : celui-ci doit fournir a` ses roˆles une compe´tence Purse repre´sentant un
porte-monnaie. Le syste`me est conc¸u de manie`re a` ce que si l’interme´diaire ne fait partie que
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Fig. 10.4 – La description du roˆle Buyer dans l’organisation Supply.
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Fig. 10.5 – La description du roˆle Seller dans l’organisation Selling.
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Fig. 10.6 – La description du roˆle Buyer dans l’organisation Selling.
d’un groupe instanciant Supply, son avoir restera toujours supe´rieur ou e´gal a` ze´ro. Cepen-
dant, s’il communique avec plusieurs fournisseurs, un conflit peut survenir entre ses diffe´rents
besoins d’argent.
Pour ge´rer ce conflit, nous avons e´tudie´ quatre politiques d’acceptation distinctes pour la
compe´tence Purse :
1. Une acceptation syste´matique des appels (pas de gestion des conflits).
2. Une re´servation stricte (SR) : le porte-monnaie est re´serve´ pour un composant depuis
son premier appel jusqu’a` un release de la compe´tence de de´bit.
3. Une re´servation e´tendue (ER) : comme la re´servation stricte, mais en acceptant toute
entre´e d’argent.
4. Une gestion au dernier moment (LM) : ne sont refuse´ que les appels de de´bit provoquant
un passage de l’avoir en dessous de ze´ro.
Ces politiques sont imple´mente´es en modifiant le code des me´thodes require et release du
composant Purse (cf. annexe A, page 136). Les me´canismes de gestion des conflits de roˆles
de´crits au chapitre 6 peuvent alors entrer en jeu ; nous allons ici e´tudier leur effet sur diffe´rents
aspects de l’exe´cution du syste`me.
Entrelacement des roˆles La politique d’acceptation influence de la manie`re suivante l’en-
trelacement des roˆles :
Sans Tous les roˆles s’exe´cutent en paralle`le
SR Il y a toujours au plus un roˆle actif a` un moment donne´ (exclusion mutuelle sur les
roˆles)
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ER Les roˆles Buyer s’excluent mutuellement, mais les roˆles Seller s’exe´cutent sans
exclusion (car ils ne font que cre´diter de l’argent)
LM Tous les roˆles s’exe´cutent en paralle`le, mais avec blocage lorsque le montant dis-
ponible n’est pas suffisant
E´volution de l’avoir La figure 10.7 repre´sente l’e´volution de l’avoir en fonction du temps.
On constate que pour SR, l’avoir descend toujours a` ze´ro avant de remonter ; ceci est duˆ
a` l’exclusion mutuelle des roˆles e´voque´e ci-dessus. Pour les autres politiques, un cre´dit
peut survenir a` tout moment. On remarquera que sans gestion des conflits, l’avoir fini
par passer en-dessous de ze´ro (fig. 10.7(a)).
Taux de refus La figure 10.8 pre´sente les taux de refus moyens re´sultant des diffe´rentes
politiques. Le taux le plus bas est bien suˆr atteint par la premie`re, qui ne refuse aucun
appel. Par contre, elle n’assure pas une exe´cution correcte, puisque l’avoir peut eˆtre
ne´gatif. La politique LM assure e´galement des taux assez bas, tout en gardant l’avoir non
ne´gatif ; cependant, elle n’assure qu’une version faible de la correction de l’exe´cution. En
effet, si elle assure que l’avoir reste positif, elle n’assure pas a` un roˆle qu’il disposera du
montant qu’il attend. Les deux autres politiques sont plus fortes : un roˆle se renseignant
sur l’avoir peut compter sur le montant obtenu jusqu’a` ce qu’il envoie un release.
Temps de blocage La figure 10.9 repre´sente la re´partition des temps de blocages re´sultant
des diffe´rentes politiques. Pour l’obtenir, les temps de blocages ont e´te´ arrondis a` la
demi-seconde la plus proche ; les donne´es ont ensuite e´te´ repre´sente´es avec en abscisse
le temps de blocage (en secondes) et en ordonne´e le nombre de blocage de cette dure´e.
Cette petite se´rie de tests permet donc de constater l’importance de la politique d’accep-
tation dans le processus de gestion des conflits. C’est cette politique qui va de´terminer le type
d’entrelacement des roˆles, le niveau d’ignorance mutuelle, le taux d’acceptation et les temps
de blocage.
On rele`vera que ces tests ont e´te´ re´alise´s en ne changeant que le composant Purse dans
l’agent interme´diaire. En particulier, aucun changement n’a e´te´ effectue´ au niveau de la spe´-
cification organisationnelle. Cela remplit donc le but que nous nous e´tions fixe´ pour ce me´ca-
nisme de gestion des conflits : le concepteur d’une organisation n’a pas besoin de connaˆıtre son
contexte d’utilisation. Par contre, l’exe´cution des roˆles dans une instance de cette organisation
s’adaptera au contexte en fonction des politiques d’acceptation des diffe´rents composants en
jeu.
10.2 Simulation d’e´pizootie
Le test que nous pre´sentons dans ce paragraphe a pour but de de´montrer l’utilisabilite´ de
notre plate-forme. Pour ce faire, nous avons choisi de reprendre une spe´cification de´veloppe´e
par Vincent Hilaire [Hil00] ; en effet, la facilite´ de de´veloppement que nous revendiquons pour
notre plate-forme repose en grande partie sur l’utilisation de son formalisme.
La spe´cification que nous reprenons est celle d’une simulation d’e´pizootie de fie`vre aph-
teuse. Propose´e a` l’origine par Benoˆıt Durand [Dur96], elle a fait l’objet d’une reformulation
par Hilaire [Hil00]. Nous allons rapidement pre´senter cette dernie`re.
L’e´pizootie se de´roule au sein d’un cheptel ; celui-ci est mis a` l’e´table l’hiver et a` l’herbage
l’e´te´. La contagion ne peut se produire qu’a` l’e´table.
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Fig. 10.7 – E´volution de l’avoir au cours du temps pour les diffe´rentes politiques d’acceptation
La figure 10.10 repre´sente la structure du syste`me re´sultant, compose´ de trois types
d’agents et de deux organisations. La signification des agents E´leveur et Cheptel est claire ;
on notera que la Maladie a e´galement e´te´ agentifie´e.
Nous allons maintenant de´crire rapidement les deux organisations.
L’organisation Production est compose´e de deux roˆles ; le roˆle Gestion Troupeau est res-
ponsable de la vente des animaux et de leur de´placements vers le paˆturage au printemps
et vers l’e´table en automne. Le roˆle Production est responsable de simuler la naissance
des veaux.
L’organisation Maladie est compose´e de trois roˆles ; le roˆle Suivi Sanitaire est responsable
de de´tecter la pre´sence de la maladie et d’effectuer un traitement ; le roˆle Site Conta-
minant s’occupe de l’effet du traitement et le roˆle Anade´mie simule la contagion et la
gue´rison.
Les statecharts correspondant a` chacun de ces roˆles sont repre´sente´s aux figures 10.11 et 10.12.
Il s’agit des statecharts que nous avons imple´mente´s, qui sont de le´ge`res adaptations de ceux
d’Hilaire :
– Dans la version d’Hilaire, les roˆles Production et Gestion Troupeau ne communiquent
pas explicitement ; par contre, ils posse`dent des attributs en commun. La politique
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Politique Taux de refus Correct ?
2 Suppliers 5 Suppliers
Sans 0% 0% non
SR 30% 30% oui
ER 6% 10% oui
LM 4% 14% oui, mais
Fig. 10.8 – Taux de refus des appels de compe´tences
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Fig. 10.9 – Temps de blocages
beaucoup plus stricte de MOCA en ce qui concerne la se´paration des roˆles nous a donc
force´ a` rajouter l’e´tat O2 du roˆle Production.
– Des raisons similaires de prise en compte explicite de la communication sont a` l’origine
de quelques adaptations des statecharts des roˆles Anade´mie et Site Contaminant.
– Le roˆle Suivi Sanitaire a e´te´ simplifie´ sous une forme fonctionnellement e´quivalente.
Nous avons traduit la partie Object-Z de la spe´cification d’Hilaire en Java pour en faire des
compe´tences MOCA.
Enfin, nous avons adapte´ le me´canisme d’ordonnancement des agents : chez Hilaire, celui-
ci est re´alise´ par un roˆle environnemental alors que dans MOCA, nous utilisons un agent
ordonnanceur de MadKit [Gut01].
La figure 10.13 donne le re´sultat d’une exe´cution typique du syste`me MOCA obtenu. Les
re´sultats sont qualitativement semblables a` ceux obtenus par Hilaire (figure 10.14).
Nous avons donc obtenu avec un effort minimum une re´imple´mentation d’un syste`me
d’Hilaire. Les adaptations ne´cessite´es sont minimes et ne modifient pas la structure ge´ne´rale
du syste`me. Par contre, nous avons produit un SMA complet et ope´rationnel, alors qu’Hilaire
se limite a` l’animation de sa spe´cification.
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Éleveur Cheptel Maladie
Types d’agents
Organisation Production
Gestion Troupeau Production
Organisation Maladie
Suivi Sanitaire Site Contaminant
Anadémie
Fig. 10.10 – La structure de la simulation d’e´pizootie
Fig. 10.11 – Les roˆles de l’organisation Production
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Fig. 10.12 – Les roˆles de l’organisation Maladie
Fig. 10.13 – Les re´sultats de la simulation par MOCA
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Fig. 10.14 – Les re´sultats de la simulation d’Hilaire
Quatrie`me partie
Conclusion et annexes
Chapitre 11
Conclusion et perspectives
La question initiale de cette the`se e´tait celle de la prise de roˆles multiples dans un mode`le
de SMA organisationnel. Pour que cette question ait un sens non trivial, il faut se placer dans
un cadre comportementaliste — c’est-a`-dire qu’il associe des comportements aux roˆles — et
dynamique — a` savoir qu’il admet l’e´volution des organisations en cours d’exe´cution.
Nous avons vu au chapitre 2 qu’aucun mode`le existant ne pouvait re´ellement servir de
cadre a` notre question. Il manque a` Cassiope´e [CPD96] la structuration en niveaux qui per-
met une bonne articulation de la description de la structure organisationnelle d’une part et de
sa re´alisation d’autre part ; Aalaadin [FG98] propose un mode`le organisationnel dynamique
tenant compte de cette structuration en niveaux, mais n’associe pas re´ellement de comporte-
ments aux roˆles ; MOISE+ [HSB02b] et les mode`les de Durand [Dur96] et d’Hilaire [Hil00] se
trouvent dans la situation inverse ; [PO01] combine ces deux aspects, mais ne propose aucune
ope´rationnalisation de ses concepts ; [Dur00] propose lui une combinaison ope´rationnelle des
aspects comportementalistes et dynamiques, mais nous avons vu que son approche pre´sente
plusieurs faiblesses par rapport a` celles cite´es ci-dessus ; enfin, Gaia [WJK00] propose un cadre
me´thodologique inte´ressant, mais la disparition des concepts organisationnels au moment de
la conception le rend inade´quat pour notre de´marche.
Nous avons donc pre´sente´ dans la deuxie`me partie notre mode`le, nomme´ MOCA, qui he´rite
d’Aalaadin pour le cadre ge´ne´ral, des travaux d’Hilaire pour la repre´sentation des roˆles, et
de quelques e´le´ments des autres approches. De plus, des conside´rations de souplesse et de
re´utilisabilite´ nous ont pousse´ a` adopter une architecture componentielle pour nos agents.
Nous rappelons brie`vement ici les caracte´ristiques re´sultant de cette approche :
– Il est possible de de´crire des organisations, qui sont des vues partielles sur le fonction-
nement du SMA. Ces organisations sont forme´es de descriptions de roˆles et de relations
entre elles (chapitre 5).
– Une organisation peut eˆtre instancie´e sous forme d’un groupe ; les descriptions de roˆles
y deviennent des roˆles et les relations des accointances (chapitre 5).
– Les agents peuvent prendre un roˆle et le quitter en cours d’exe´cution (chapitre 7).
– La prise d’un roˆle est contraignante : l’agent doit suivre les comportements prescrits
par les roˆles qu’il adopte (chapitre 5).
– Si les comportements associe´s aux roˆles sont de´crits par des statecharts, il existe une
manie`re automatique de ge´rer les conflits entre roˆles (chapitre 6).
– Les communications entre agents consistent en des e´changes d’influences qui sont limi-
te´s a` celles qui se passent a` l’inte´rieur des groupes. Ceci permet d’assurer une bonne
123
124 CHAPITRE 11. CONCLUSION ET PERSPECTIVES
inde´pendance conceptuelle et une re´utilisabilite´ accrue des organisations. De plus, cela
contribue a` fournir un cadre ade´quat pour la validation (chapitre 8).
– A` l’inte´rieur de l’agent, les communications sont assure´es par le Module de Gestion des
Composants. Ce module est responsable d’une part de lier le comportement d’un roˆle
aux compe´tences de l’agent ; d’autre part, il est indirectement et localement responsable
de la coordination inter-groupes au niveau du syste`me. C’est e´galement a` ce niveau que
sont ge´re´s les conflits entre roˆles (chapitre 6).
Ce mode`le a e´te´ ope´rationnalise´ par une plate-forme organisationnelle, construite au-dessus
de MadKit (chapitre 9). Le chapitre 10 a pre´sente´ quelques tests du me´canisme de gestion
de conflits de roˆles ainsi que la re´imple´mentation d’une simulation de Vincent Hilaire pour
de´montrer l’utilisabilite´ de notre plate-forme.
MOCA constitue donc une approche comple`te, munie d’un pan conceptuel et d’un pan
ope´rationnel. La plate-forme que nous avons re´alise´e est utilisable et semble bien convenir a`
la simulation ou au prototypage. Il est clair cependant que le pre´sent travail n’est en rien
de´finitif et que de nombreuses ouvertures restent encore a` explorer.
Dans l’imme´diat, nous voyons deux pistes qui pourraient comple´ter et consolider notre
approche :
Outillage Actuellement, la spe´cification organisationnelle des syste`mes doit se faire par des
fichiers XML. Nous envisageons de fournir a` l’utilisateur une interface graphique pour
la conception des organisations et des descriptions de roˆles. De cette manie`re, le code
a` taper serait re´duit au minimum (les compe´tences spe´cifiques des roˆles), permettant
ainsi au concepteur de se concentrer sur les fonctionnalite´s du syste`me qu’il de´veloppe.
Tests Paralle`lement, il est ne´cessaire de poursuivre les tests en imple´mentant d’autres exem-
ples que ceux pre´sente´s au chapitre 10. Nous sommes convaincus que notre approche per-
met d’augmenter conside´rablement la re´utilisabilite´ lors du de´veloppement d’un SMA,
mais cette affirmation ne sera bien suˆr ve´rifiable qu’apre`s l’imple´mentation d’un nombre
non ne´gligeable de syste`mes. Notons que ces tests seront d’autant plus facilite´s que l’ou-
tillage e´voque´ ci-dessus sera avance´.
A moyen terme, nous de´sirons reprendre quelques points de notre mode`le qui nous semblent
pre´senter des faiblesses. Nous rele`verons en particulier :
Redondance des compe´tences Il est the´oriquement possible dans notre mode`le qu’un
agent posse`de plusieurs composants fournissant la meˆme compe´tence. Cette situation
peut se pre´senter dans au moins deux cas :
– L’agent peut eˆtre conc¸u avec cette redondance ; par exemple, si un agent doit pouvoir
ge´rer se´pare´ment deux sommes d’argent, il peut eˆtre plus simple de le munir de deux
composants ge´rant chacun une somme, plutoˆt que d’un composant ge´rant les deux
sommes.
– Un agent peut prendre deux fois le meˆme roˆle dans des groupes diffe´rents mais instan-
ciant la meˆme organisation. Si ce roˆle fournit des compe´tences, celles-ci seront alors
redondantes.
Cependant, nous ne proposons pour l’instant aucun me´canisme ge´ne´ral pour ge´rer une
telle situation, qui doit eˆtre traite´e au cas par cas dans le type d’agent. Il serait donc
inte´ressant d’e´tendre notre mode`le de MGC pour fournir une gestion ge´ne´rique de l’appel
de compe´tences redondantes.
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Redondance des roˆles Le mode`le d’adressage des influences dans MOCA ne permet pas
qu’un agent prenne deux fois le meˆme roˆle dans le meˆme groupe. Si ceci n’est pas
geˆnant dans la plupart des situations, on peut rencontrer des cas ou` cela constitue une
limitation (par exemple un agent de´sirant faire deux offres diffe´rentes dans le meˆme
re´seau contractuel). Une extension simple de l’adressage permettrait de supprimer cette
contrainte.
De´centralisation de la gestion des groupes L’ide´e de faire passer la gestion des groupes
par un gestionnaire est un he´ritage d’Aalaadin. Ceci permet d’assurer une certaine se´cu-
rite´ dans le syste`me. Cependant, ce gestionnaire peut devenir un goulot d’e´tranglement
dans une application exigeante, ainsi qu’une source de faiblesse en cas de panne. En par-
ticulier, le gestionnaire du Groupe de Gestion occupe une position extreˆmement centrale
qui semble peu dans l’esprit de de´centralisation qui gouverne les SMA. Il serait donc
ne´cessaire de proposer un mode`le alternatif et de´centralise´ de la gestion des groupes. Il
est a` noter que ce changement n’implique pas de modification des concepts centraux de
MOCA ; il suffit de modifier l’Organisation de Gestion.
Validation En exprimant des conditions sous lesquelles la validite´ d’un protocole peut eˆtre
ramene´e a` des conditions au bord sur le comportement d’un agent, le chapitre 8 propose
des nouvelles pistes pour la validation des SMA. Cependant, la de´marche comple`te
inclurait la validation des protocoles, la localisation de cette validation aux agents et
une validation de ces derniers tenant compte de ces nouvelles conditions ; il est clair que
tous les proble`mes inhe´rents a` cette approche ne sont pas encore re´solus.
Extension du formalisme Le formalisme de Vincent Hilaire pour la repre´sentation des
comportements des roˆles propose un bon compromis entre puissance et facilite´ d’utilisa-
tion ; cependant, il se heurte a` des limites d’expressivite´ dans certains cas. Par exemple,
il est difficile de spe´cifier dans ce formalisme la re´action a` une combinaison d’influences
concurrentes (telles des forces).
Ceci est visible de manie`re plus ge´ne´rale dans la spe´cification des composants : le seul
outil formel que nous proposons, les statecharts, se re´ve`le parfois insuffisant. Dans la
plate-forme MOCA, nous autorisons l’expression de cette spe´cification directement en
Java ; mais au niveau du mode`le formel, il y a la` une nette carence d’expressivite´.
Une piste particulie`rement prometteuse nous paraˆıt eˆtre l’utilisation du formalisme
DEVS [DRG02], qui permet une encapsulation de diffe´rents formalismes (automates,
re´seaux de Petri, e´quations diffe´rentielles) dans des objets formels pre´sentant de nom-
breuses similitudes avec notre notion de composant.
Les ouvertures ci-dessus repre´sentent des comple´ments ou modifications relativement mo-
destes de notre approche. Nous de´sirons finir sur des perspectives plus larges sur lesquelles
ouvre ce travail ; il s’agit la` de pistes de recherche a` plus long terme ne´cessitant des modifica-
tions profondes ou des ajouts conse´quents a` notre mode`le.
Raisonnement sur les compe´tences Nous avons releve´ plusieurs fois au cours de cette
the`se que les motivations qui poussent un agent a` prendre ou abandonner un roˆle de´-
pendent du type d’agent et ne font donc pas partie de MOCA. Cependant, les choix
d’architecture de MOCA pourraient fournir un moteur efficace pour cette dynamique :
le raisonnement sur les compe´tences. En effet, un agent de´sirant prendre un roˆle dans
un groupe peut se rendre compte qu’il n’a pas les compe´tences ne´cessaires ; dans ce cas,
il peut chercher un ou des autres roˆles qui les lui fourniraient ; ce me´canisme permet de
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retrouver la traditionnelle de´composition de buts en sous-buts. De plus, avant de quitter
un roˆle, l’agent devrait ve´rifier qu’il ne perd pas ainsi des compe´tences dont il a besoin
ailleurs.
Agents “de´sobe´issants” Nous avons e´voque´ au paragraphe 6.4 un cas dans lequel il serait
utile que l’agent intervienne activement dans le de´roulement de ses roˆles au lieu de
se contenter d’en ge´rer l’exe´cution. En l’occurrence, nous proposions d’intercepter et
de modifier le retour d’un appel de compe´tence, mais on pourrait aussi imaginer que
l’agent de´route des influences vers un autre roˆle que leur destinataire ou qu’il modifie
le contenu de certaines influences entrantes ou sortantes.
Une e´tude approfondie de la marge de manoeuvre de l’agent, c’est-a`-dire des actions
qu’il peut entreprendre de son propre chef pour influencer l’exe´cution de ses roˆles —
mais sans provoquer d’erreur dans le de´roulement de ceux-ci — permettrait d’e´tendre
encore l’autonomie de l’agent dans notre mode`le.
Se´paration des aspects internes et externes des roˆles Nous avons vu au chapitre 5 que
le roˆle posse`de un statut un peu ambigu au sein de l’agent, dans le sens qu’il est a` la fois
interne et externe. Cela permet une se´mantique ope´rationnelle assez naturelle de la prise
de roˆle, mais simultane´ment cela limite l’inde´pendance entre la spe´cification organisa-
tionnelle du syste`me et l’architecture des agents. Il pourrait eˆtre inte´ressant d’adopter
une de´marche plus “pure” dans laquelle la spe´cification organisationnelle s’arreˆterait a`
l’interface du roˆle (au sens du chapitre 8), laissant a` l’agent le soin de l’imple´mentation.
On notera cependant que cette approche, bien que conceptuellement se´duisante, dou-
blerait le travail du concepteur : en plus de la spe´cification organisationnelle, il doit
aussi s’occuper de sa re´alisation dans les agents. De plus, il peut eˆtre de´licat de ve´rifier
efficacement au moment de l’exe´cution si un agent est capable de prendre un roˆle (cette
ve´rification revient au calcul du langage associe´ a` l’automate imple´mentant l’interface
de roˆle).
E´volution des organisations La repre´sentation explicite dans le syste`me lui-meˆme des con-
cepts organisationnels permet aux agents d’y avoir acce`s, de raisonner sur leur base et
e´ventuellement meˆme de les manipuler. Le calcul des zones d’exclusion mutuelle pre´sente´
au chapitre 6 en est un exemple, mais on pourrait imaginer aller beaucoup plus loin,
et permettre aux agents de modifier les organisations pre´sentes dans le syste`me ou d’en
cre´er des nouvelles. Techniquement, cela est de´ja` possible dans MOCA, mais nous ne
posse´dons aucun outil conceptuel pour le faire de manie`re controˆle´e.
Le chemin a` parcourir est donc encore long et MOCA n’en constitue qu’une modeste e´tape.
Mais si notre approche pouvait apporter sa contribution, aussi minime fuˆt-elle, a` une the´orie
permettant de comprendre les rapports entre interactions locales et comportement global d’un
syste`me organise´, nous en serions comble´s.
E´pilogue
Le progre`s scientifique suit parfois les chemins les plus inattendus. On sait qu’un des
proble`mes fondamentaux de l’approche e´mergentiste des SMA est celui de l’observation :
  En ce qui concerne l’observation, nous avons vu qu’il faut un observateur
du phe´nome`ne global pour qu’il y ait e´mergence. Ce point soule`ve une ambiguı¨te´
car l’observateur peut rester exte´rieur au syste`me auquel cas on lui demande un
effort d’interpre´tation dans une direction qui n’est pas intrinse`quement contenue
dans la dynamique du syste`me ou l’observateur peut lui-meˆme eˆtre partie prenante
de la dynamique d’ensemble de par ses possibilite´s d’interaction avec le syste`me
auquel cas il est le moteur meˆme de l’e´mergence. Dans ce second cas, l’interaction
de l’utilisateur/observateur peut faire e´merger plus que ce que l’utilisateur ou le
syste`me ne pourraient faire isole´ment.  [Jea97]
Notre approche n’avait au de´part aucune pre´tention de s’attaquer a` ce proble`me difficile. Et
pourtant, c’est en allant pre´senter MOCA a` MABS’02 [AMBN] que nous sommes tombe´s sur
un dispositif inge´nieux qui pourrait y apporter une solution e´le´gante (cf. figure 11.1).
Fig. 11.1 – Un dispositif d’observation de l’e´mergence
En munissant un tel appareil d’une connexion USB, cela rendrait la re´solution de pro-
ble`mes par e´mergence accessible a` une grande majorite´ des machines sur le marche´ actuelle-
ment. Une demande de brevet est a` l’e´tude.
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Annexe A
La spe´cification organisationnelle
d’un syste`me MOCA et son
imple´mentation
A.1 Le format de document
Les spe´cifications organisationnelles de la plate-forme MOCA doivent suivre la structure
de´finie par la DTD suivante :
<!ELEMENT MOCA_FILE ((IMPORT | PERTURBATIONTYPE | STATECHART | ←↩
ORGANISATIONSCHEME)*)>
<!ATTLIST MOCA_FILE version CDATA #REQUIRED >
<!ATTLIST MOCA_FILE date CDATA #IMPLIED>
<!ELEMENT IMPORT EMPTY >
<!ATTLIST IMPORT file CDATA #REQUIRED >
<!ELEMENT PERTURBATIONTYPE (ATTRIBUTEDESCRIPTION*)>
<!ATTLIST PERTURBATIONTYPE name CDATA #REQUIRED >
<!ELEMENT ATTRIBUTEDESCRIPTION EMPTY >
<!ATTLIST ATTRIBUTEDESCRIPTION name CDATA #REQUIRED >
<!ATTLIST ATTRIBUTEDESCRIPTION type CDATA #REQUIRED >
<!ATTLIST ATTRIBUTEDESCRIPTION def CDATA #IMPLIED>
<!ELEMENT PERTURBATIONTYPENAME EMPTY >
<!ATTLIST PERTURBATIONTYPENAME name CDATA #REQUIRED >
<!ELEMENT STATECHART (ORSTATE)>
<!ELEMENT BASICSTATE EMPTY >
<!ATTLIST BASICSTATE name CDATA #REQUIRED >
<!ELEMENT ORSTATE (((LINKEDSTATE | BASICSTATE | ORSTATE | ANDSTATE) ←↩
*),(TRANSITION*))>
<!ATTLIST ORSTATE name CDATA #REQUIRED >
<!ATTLIST ORSTATE start CDATA #IMPLIED>
<!ELEMENT ANDSTATE ((LINKEDSTATE | ORSTATE)*)>
<!ATTLIST ANDSTATE name CDATA #REQUIRED >
<!ELEMENT LINKEDSTATECHART EMPTY >
<!ATTLIST LINKEDSTATECHART name CDATA #REQUIRED >
<!ATTLIST LINKEDSTATECHART newname CDATA #IMPLIED>
<!ELEMENT TRANSITION (SOURCE,DESTINATION ,(EVENT?),(CONDITION?) ,( ←↩
ACTION?))>
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<!ATTLIST TRANSITION forAllPerturbations CDATA #IMPLIED>
<!ELEMENT SOURCE (STATEPATH*)>
<!ELEMENT DESTINATION (STATEPATH*)>
<!ELEMENT STATEPATH EMPTY >
<!ATTLIST STATEPATH path CDATA #REQUIRED >
<!ELEMENT EVENT EMPTY >
<!ATTLIST EVENT perturbationtype CDATA #REQUIRED >
<!ELEMENT ACTION (PARAMETER*)>
<!ATTLIST ACTION skill CDATA #REQUIRED >
<!ATTLIST ACTION method CDATA #REQUIRED >
<!ELEMENT CONDITION (PARAMETER*)>
<!ATTLIST CONDITION skill CDATA #REQUIRED >
<!ATTLIST CONDITION method CDATA #REQUIRED >
<!ELEMENT PARAMETER EMPTY >
<!ATTLIST PARAMETER value CDATA #IMPLIED >
<!ELEMENT ORGANISATIONSCHEME ((ROLEDESCRIPTION*),(RELATIONSIDE*))>
<!ATTLIST ORGANISATIONSCHEME name CDATA #REQUIRED >
<!ATTLIST ORGANISATIONSCHEME manager CDATA #IMPLIED>
<!ELEMENT ROLEDESCRIPTION ((PUBLICSKILL*),(PRIVATESKILL*),( ←↩
SKILLNEEDED*))>
<!ATTLIST ROLEDESCRIPTION name CDATA #REQUIRED >
<!ATTLIST ROLEDESCRIPTION cardinality CDATA #REQUIRED >
<!ATTLIST ROLEDESCRIPTION behavior CDATA #REQUIRED >
<!ELEMENT PUBLICSKILL EMPTY >
<!ATTLIST PUBLICSKILL class CDATA #REQUIRED >
<!ELEMENT PRIVATESKILL EMPTY >
<!ATTLIST PRIVATESKILL class CDATA #REQUIRED >
<!ELEMENT SKILLNEEDED EMPTY >
<!ATTLIST SKILLNEEDED class CDATA #REQUIRED >
<!ELEMENT RELATIONSIDE (PERTURBATIONTYPENAME*)>
<!ATTLIST RELATIONSIDE fromRole CDATA #REQUIRED >
<!ATTLIST RELATIONSIDE toRole CDATA #REQUIRED >
<!ATTLIST RELATIONSIDE cardinality CDATA #REQUIRED >
A.2 Exemple
A` titre d’exemple, nous donnons ici la de´finition comple`te de l’organisation Selling du
chapitre 10 :
<?xml version="1.0" encoding="UTF -8"?>
<!DOCTYPE MOCA_FILE SYSTEM "MOCA.dtd">
<!-- MOCA 2.1 XML specification: Tests for the conflict management ←↩
algorithm , Selling Organization-->
<!-- Amiguet Matthieu : matthieu.amiguet@unine.ch -->
<!-- Baez Jose : jose.baez@unine.ch -->
<!-- Muller Jean-Pierre : jean -pierre.muller@cirad.fr -->
<!-- Nagy Adina : adina.nagy@unine.ch -->
<MOCA_FILE date="december 02" version="2.1">
<PERTURBATIONTYPE name="AskGoodAndPrice">
<ATTRIBUTEDESCRIPTION name="Quantity" type="java.lang.Integer" ←↩
/>
</PERTURBATIONTYPE>
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<PERTURBATIONTYPE name="GoodNotAvailable"/>
<PERTURBATIONTYPE name="Payment">
<ATTRIBUTEDESCRIPTION name="Amount" type="java.lang.Integer"/>
</PERTURBATIONTYPE>
<PERTURBATIONTYPE name="GoodAndPrice">
<ATTRIBUTEDESCRIPTION name="GoodAmount" type="java.lang.Integer ←↩
"/>
<ATTRIBUTEDESCRIPTION name="Price" type="java.lang.Integer"/>
</PERTURBATIONTYPE>
<STATECHART >
<ORSTATE name="Selling.Seller" start="A">
<BASICSTATE name="A"/>
<BASICSTATE name="B"/>
<BASICSTATE name="C"/>
<TRANSITION >
<SOURCE>
<STATEPATH path="A"/>
</SOURCE>
<DESTINATION >
<STATEPATH path="B"/>
</DESTINATION >
<EVENT perturbationtype="AskGoodAndPrice"/>
<ACTION method="registerAsk" skill="mocaConflicts.skills. ←↩
SellingSellerPrivateSkill">
<PARAMETER/>
</ACTION>
</TRANSITION >
<TRANSITION >
<SOURCE>
<STATEPATH path="B"/>
</SOURCE>
<DESTINATION >
<STATEPATH path="A"/>
</DESTINATION >
<CONDITION method="notEnoughStock" skill="mocaConflicts. ←↩
skills.SellingSellerPrivateSkill"/>
<ACTION method="sendGoodNotAvailable" skill="mocaConflicts. ←↩
skills.SellingSellerPrivateSkill"/>
</TRANSITION >
<TRANSITION >
<SOURCE>
<STATEPATH path="B"/>
</SOURCE>
<DESTINATION >
<STATEPATH path="C"/>
</DESTINATION >
<CONDITION method="enoughStock" skill="mocaConflicts.skills ←↩
.SellingSellerPrivateSkill"/>
<ACTION method="sendGoodAndPrice" skill="mocaConflicts. ←↩
skills.SellingSellerPrivateSkill"/>
</TRANSITION >
<TRANSITION >
<SOURCE>
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<STATEPATH path="C"/>
</SOURCE>
<DESTINATION >
<STATEPATH path="A"/>
</DESTINATION >
<EVENT perturbationtype="Payment"/>
<ACTION method="addMoneyInPurse" skill="mocaConflicts. ←↩
skills.SellingSellerPrivateSkill">
<PARAMETER/>
</ACTION>
</TRANSITION >
</ORSTATE >
</STATECHART >
<STATECHART >
<ORSTATE name="Selling.Buyer" start="A">
<BASICSTATE name="A"/>
<BASICSTATE name="B"/>
<TRANSITION >
<SOURCE>
<STATEPATH path="A"/>
</SOURCE>
<DESTINATION >
<STATEPATH path="B"/>
</DESTINATION >
<CONDITION method="randomCond" skill="mocaConflicts.skills. ←↩
SellingBuyerPrivateSkill"/>
<ACTION method="sendAskGoodAndPrice" skill="mocaConflicts. ←↩
skills.SellingBuyerPrivateSkill"/>
</TRANSITION >
<TRANSITION >
<SOURCE>
<STATEPATH path="B"/>
</SOURCE>
<DESTINATION >
<STATEPATH path="A"/>
</DESTINATION >
<EVENT perturbationtype="GoodNotAvailable"/>
</TRANSITION >
<TRANSITION >
<SOURCE>
<STATEPATH path="B"/>
</SOURCE>
<DESTINATION >
<STATEPATH path="A"/>
</DESTINATION >
<EVENT perturbationtype="GoodAndPrice"/>
<ACTION method="sendPayment" skill="mocaConflicts.skills. ←↩
SellingBuyerPrivateSkill">
<PARAMETER/>
</ACTION>
</TRANSITION >
</ORSTATE >
</STATECHART >
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<ORGANISATIONSCHEME name="Selling">
<ROLEDESCRIPTION behavior="Selling.Seller" cardinality="1" name ←↩
="Seller">
<PRIVATESKILL class="mocaConflicts.skills. ←↩
SellingSellerPrivateSkill"/>
<SKILLNEEDED class="mocaConflicts.skills.Purse"/>
<SKILLNEEDED class="mocaConflicts.skills.Stock"/>
</ROLEDESCRIPTION >
<ROLEDESCRIPTION behavior="Selling.Buyer" cardinality="0" name= ←↩
"Buyer">
<PRIVATESKILL class="mocaConflicts.skills. ←↩
SellingBuyerPrivateSkill"/>
</ROLEDESCRIPTION >
<RELATIONSIDE cardinality="1" fromRole="Seller" toRole="Buyer">
<PERTURBATIONTYPENAME name="GoodAndPrice"/>
<PERTURBATIONTYPENAME name="GoodNotAvailable"/>
</RELATIONSIDE>
<RELATIONSIDE cardinality="0" fromRole="Buyer" toRole="Seller">
<PERTURBATIONTYPENAME name="AskGoodAndPrice"/>
<PERTURBATIONTYPENAME name="Payment"/>
</RELATIONSIDE>
</ORGANISATIONSCHEME >
</MOCA_FILE >
A.3 Imple´mentation
Pour eˆtre fonctionnelle, la spe´cification ci-dessus doit eˆtre comple´te´e par l’imple´mentation
des compe´tences. Par exemple, la classe suivante imple´mente les compe´tences de la description
de roˆle Seller dans l’organisation Selling ; il s’agit d’une imple´mentation directe de la spe´cifi-
cation Object-Z. La seule subtilite´ re´side dans la manie`re de cre´er les objets repre´sentant les
compe´tences (dans le constructeur de la classe) et de les invoquer par la suite.
package mocaConf l i c t s . s k i l l s ;
import java . lang . r e f l e c t . Method ;
import moca . i n s t a n c i a t i o n . Acquaintance ;
import moca . i n s t a n c i a t i o n . Perturbat ion ;
import moca . s p e c i f i c .MKAgent;
import moca . i n s t a n c i a t i o n . Re fu s edSk i l lExcept i on ;
public class S e l l i n g S e l l e r P r i v a t e S k i l l extends ExtendedSki l l {
int askedQuantity , un i tP r i c e ;
Method putAmount , takeAmount , removeStock , getStock , ←↩
addMoneyInPurse ;
Acquaintance c l i en tAc ;
public S e l l i n g S e l l e r P r i v a t e S k i l l ( ) {
askedQuantity = 0 ;
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un i tP r i c e = 1 ;
c l i en tAc = null ;
// f i nd i n g the s k i l l s . . .
Class s k i l l ;
C lass [ ] parameters ;
try {
s k i l l = Class . forName ( ”mocaConf l i c t s . s k i l l s . Purse ” ←↩
) ;
parameters = new Class [ 1 ] ;
parameters [ 0 ] = Class . forName ( ”java . lang . I n t e g e r ”) ;
putAmount = s k i l l . getMethod ( ”putAmount” , parameters ) ;
parameters = new Class [ 1 ] ;
parameters [ 0 ] = Class . forName ( ”java . lang . I n t e g e r ”) ;
takeAmount = s k i l l . getMethod ( ”takeAmount ” , parameters ) ;
s k i l l = Class . forName ( ”mocaConf l i c t s . s k i l l s . Stock ” ←↩
) ;
parameters = new Class [ 1 ] ;
parameters [ 0 ] = Class . forName ( ”java . lang . I n t e g e r ”) ;
removeStock = s k i l l . getMethod ( ”removeStock ” , parameters ) ←↩
;
parameters = new Class [ 0 ] ;
getStock = s k i l l . getMethod ( ”getStock ” , parameters ) ;
s k i l l = this . g e tC la s s ( ) ;
parameters = new Class [ 1 ] ;
parameters [ 0 ] = Class . forName ( ”moca . i n s t a n c i a t i o n . ←↩
Perturbat ion ”) ;
addMoneyInPurse = s k i l l . getMethod ( ”addMoneyInPurse” , ←↩
parameters ) ;
}
catch ( ClassNotFoundException ex ) {
System . e r r . p r i n t l n ( ” S e l l i n g S e l l e r P r i v a t e S k i l l : : < i n i t > : ” ←↩
+ ex ) ;
}
catch ( NoSuchMethodException ex ) {
System . e r r . p r i n t l n ( ” S e l l i n g S e l l e r P r i v a t e S k i l l : : < i n i t > : ” ←↩
+ ex ) ;
}
}
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public void r e g i s t e rAsk ( Perturbat ion p) {
askedQuantity = (( I n t e g e r )p . getAttr ibuteValue ( ”Quantity ”) ) . ←↩
in tValue ( ) ;
c l i en tAc = p . getAcquaintance ( ) . getOtherSide ( ) ;
}
public Boolean enoughStock ( ) throws ClassNotFoundException {
boolean r e s u l t ;
int s tock ;
try {
s tock = (( I n t e g e r ) owner . i n v o k e Sk i l l ( owner , getStock , null ) ←↩
) . intValue ( ) ;
r e s u l t = ( askedQuantity <= stock ) ;
}
catch ( Re fu s edSk i l lExcept i on e ) {
r e s u l t = fa l se ;
}
return new Boolean ( r e s u l t ) ;
}
public Boolean notEnoughStock ( ) throws ClassNotFoundException {
return new Boolean ( ! ( enoughStock ( ) . booleanValue ( ) ) ) ;
}
public void sendGoodNotAvailable ( ) {
Perturbat ion pe r tu rbat i on ;
pe r tu rbat i on = mocaInstanc iat ion . getNewPerturbation ( ” ←↩
GoodNotAvailable ”) ;
pe r tu rbat i on . setAcqua intance ( c l i en tAc ) ;
sendPerturbat ion ( pe r tu rbat i on ) ;
c l i en tAc = null ;
}
public void sendGoodAndPrice ( ) throws RefusedSki l lExcept ion , ←↩
ClassNotFoundException {
Perturbat ion pe r tu rbat i on ;
pe r tu rbat i on = mocaInstanc iat ion . getNewPerturbation ( ” ←↩
GoodAndPrice ”) ;
pe r tu rbat i on . s e tAt t r ibuteVa lue ( ”GoodAmount” , new I n t e g e r ( ←↩
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askedQuantity ) ) ;
pe r tu rbat i on . s e tAt t r ibuteVa lue ( ”Pr i c e ” , new I n t e g e r ( un i tP r i c e∗ ←↩
askedQuantity ) ) ;
pe r tu rbat i on . setAcqua intance ( c l i en tAc ) ;
sendPerturbat ion ( pe r tu rbat i on ) ;
Object [ ] params = new Object [ 1 ] ;
params [ 0 ] = new I n t e g e r ( askedQuantity ) ;
try {
owner . i n v o k e Sk i l l ( owner , removeStock , params ) ;
}
catch ( Re fu s edSk i l lExcept i on e ) {
throw new RefusedSk i l lExcept i on ( addMoneyInPurse , e ) ;
}
}
public void addMoneyInPurse( Perturbat ion p) throws ←↩
RefusedSki l lExcept i on , ClassNotFoundException {
int amount = (( I n t e g e r )p . getAttr ibuteValue ( ”Amount”) ) . intValue ←↩
( ) ;
Object [ ] params = new Object [ 1 ] ;
params [ 0 ] = new I n t e g e r ( amount ) ;
try {
owner . i n v o k e Sk i l l ( owner , putAmount , params ) ;
}
catch ( Re fu s edSk i l lExcept i on e ) {
throw new RefusedSk i l lExcept i on ( addMoneyInPurse , e ) ;
}
c l i en tAc = null ;
}
}
Pour illustrer la manie`re d’imple´menter une politique d’acceptation, nous prendrons la
compe´tence Purse ; le code suivant correspond a` une acceptation syste´matique (sauf si l’avoir
a passe´ en dessous de ze´ro) :
package mocaConf l i c t s . s k i l l s ;
import java . lang . r e f l e c t . Method ;
import java . u t i l . LinkedHashSet ;
import java . u t i l . I t e r a t o r ;
import moca . managinggroup . D e f a u l t S k i l l ;
import java . lang . ClassCastException ;
import moca . i n s t a n c i a t i o n . Organi sat iona lAgent ;
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public class Purse extends ExtendedSki l l {
protected int amount ;
protected LinkedHashSet toFree ;
protected boolean bankrupt ;
public Purse ( int a ) {
amount = a ;
toFree = new LinkedHashSet ( ) ;
i f ( a < 0) bankrupt = true ; else bankrupt = fa l se ;
}
public I n t e g e r getAmount ( ) {
return new I n t e g e r ( amount ) ;
}
public void takeAmount ( I n t e g e r va l ) {
amount = amount−va l . intValue ( ) ;
t r a c e ( ) ;
}
public void putAmount( I n t e g e r va l ) {
amount = amount+val . intValue ( ) ;
t r a c e ( ) ;
}
private void t r a c e ( ) {
i f ( amount < 0) {
agentPr int ( ”BANKRUPTCY ! ”) ;
bankrupt = true ;
return ;
}
St r ing s =”” ;
for ( int i = 0 ; i < amount ; i++) s += ”#” ;
agentPr int ( s ) ;
}
public boolean r e qu i r e ( Object r eque s t e r , Method theMethod , Object ←↩
[ ] theParams ) {
i f ( bankrupt ) return fa l se ;
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else return true ;
}
}
On peut ensuite affiner la politique d’acceptation pour introduire par exemple un syste`me
de re´servation :
package mocaConf l i c t s . s k i l l s ;
import java . lang . r e f l e c t . Method ;
import java . u t i l . LinkedHashSet ;
import java . u t i l . I t e r a t o r ;
import moca . managinggroup . D e f a u l t S k i l l ;
import java . lang . ClassCastException ;
import moca . i n s t a n c i a t i o n . Organi sat iona lAgent ;
import moca . i n s t a n c i a t i o n . Role ;
public class PurseS impleReservat ion extends Purse {
private Object reservedFor ;
public PurseS impleReservat ion ( int a ) {
super ( a ) ;
reservedFor = null ;
}
public boolean r e qu i r e ( Object r eque s t e r , Method theMethod , Object ←↩
[ ] theParams ) {
boolean r e s u l t ;
r e s u l t = super . r e qu i r e ( r eque s t e r , theMethod , theParams ) ;
i f ( ! r e s u l t ) return r e s u l t ;
i f ( reservedFor == null ) {
reservedFor = r eque s t e r ;
r e s u l t = true ;
}
else r e s u l t = ( r eque s t e r == reservedFor ) ;
i f ( ! r e s u l t ) toFree . add ( theMethod ) ; //IMPORTANT! !
return r e s u l t ;
}
public void r e l e a s e ( Object r eque s t e r , Method theMethod ) {
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i f ( reservedFor != r eque s t e r ) return ;
i f ( ! theMethod . getName ( ) . equa l s ( ”takeAmount ”) ) return ;
r e servedFor = null ;
f reeMethods ( ) ;
}
private void f reeMethods ( ) {
I t e r a t o r f r e e I t = toFree . i t e r a t o r ( ) ;
while ( f r e e I t . hasNext ( ) )
no t i f yFree ( ( Method) f r e e I t . next ( ) ) ;
toFree . c l e a r ( ) ;
}
}
Enfin, le code suivant permet a` l’agent Interme´diaire de demander son entre´e en tant que
Buyer dans chacun des groupes instanciant l’organisation Supply :
package mocaConf l i c t s . agents ;
import java . u t i l . L i s t ;
import java . u t i l . I t e r a t o r ;
import moca . i n s t a n c i a t i o n . Role ;
import moca . i n s t a n c i a t i o n . Organ i sa t i on Ident i ty ;
import moca . managinggroup . D e f a u l t S k i l l ;
import moca . managinggroup . WantAnswerAskRole ;
import moca . managinggroup . WantAnswerGetAllOrganisations ;
import moca . managinggroup . WantAnswerAskAgents ;
import moca . i n s t a n c i a t i o n . Acquaintance ;
import moca . i n s t a n c i a t i o n . AgentReference ;
import moca . managinggroup . WantAnswerAskAcquaintance ;
public class MiddleAgentSk i l l extends De f a u l t S k i l l
implements WantAnswerAskRole , WantAnswerGetAllOrganisations ,
WantAnswerAskAgents , WantAnswerAskAcquaintance {
public MiddleAgentSk i l l ( ) {
}
public void i n i t ( ) {
ge tA l lOrgan i sa t i ons ( this , null ) ;
}
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public boolean answerGetAl lOrgani sat ions ( L i s t answer , Object ←↩
r e f e r e n c e ) {
boolean r e s u l t = fa l se ;
i f ( ( answer != null ) && ( answer . s i z e ( ) > 0) ) {
Organ i sa t i on Ident i ty o i ;
I t e r a t o r o r g I t = answer . i t e r a t o r ( ) ;
while ( o r g I t . hasNext ( ) ) {
o i = ( Organ i sa t i on Ident i ty ) o r g I t . next ( ) ;
i f ( o i . getOrganisat ionScheme ( ) . getName ( ) . equa l s ( ” ←↩
Supply ”) ) {
askRole ( oi , ”Buyer ” , this , o i ) ;
r e s u l t = true ;
}
}
}
return r e s u l t ;
}
public boolean answerAskRole ( Boolean answer , Role ro l e , Object ←↩
r e f e r e n c e ) {
askAgents ( r o l e . g e tOrgan i s a t i on Id en t i t y ( ) , ” S e l l e r ” , this , r o l e ←↩
) ;
return true ;
}
public boolean answerAskAgents( Boolean answer ,
Organ i sa t i on Ident i ty oi ,
S t r ing rd ,
L i s t agents ,
Object r e f e r e n c e ) {
boolean r e s u l t ;
Acquaintance ac ;
ac = mocaInstanc iat ion . getNewAcquaintance ( ”Buyer ” , rd , o i ,
owner . getAgentReference ( ) ,
( AgentReference ) ( agents . get (0 ) ) ) ;
r e s u l t = askAcquaintance ( ac , this , r e f e r e n c e ) ;
return r e s u l t ;
}
public boolean answerAskAcquaintance ( Boolean answer , Acquaintance ←↩
ac , Object r e f e r e n c e ) {
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boolean r e s u l t ;
Role r o l e ;
r o l e = ( Role ) r e f e r e n c e ;
r o l e . setOwner ( owner ) ;
r e s u l t = addRoleToAgent ( owner . getAgentReference ( ) , ←↩
r o l e ) ;
r e s u l t = addAcquaintance( ac . getOtherSide ( ) ) && r e s u l t ←↩
;
return r e s u l t ;
}
}
Annexe B
Diagrammes de classes
Cette annexe propose un bref survol de la structure des principales classes qui composent
la plate-forme MOCA. Pour plus de de´tails, on se re´fe´rera a` [Ba´e02] ou directement au code,
disponible sur la page internet de MadKit [Mad].
B.1 Niveau descriptif
Fig. B.1 – Descriptions de compe´tences
La figure B.2 montre la structure des organisations, descriptions de roˆles et relations.
On remarquera la pre´sence au sein du syste`me d’une bibliothe`que d’organisations, recensant
toutes les organisations disponibles. Elle est utilise´e par le roˆle Pages Jaunes du Groupe de
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Fig. B.2 – Organisations
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Gestion.
La figure B.1 montre la structure des descriptions de compe´tences (Skill) et des classes
associe´es. Les compe´tences sont repre´sente´es par des me´thodes, et les appels de compe´tences
deviennent des invocations de me´thodes, re´alise´es a` l’aide de la couche re´flexive de Java
(package java.lang.reflect).
B.2 Niveau exe´cutif
Un agent MOCA doit re´aliser l’interface OrganisationalAgent dont la structure est repre´-
sente´e a` la figure B.3. On peut voir sur cette meˆme figure la structure des classes Perturbation
et Acquaintance, qui instancient conceptuellement les types de perturbations et relations du
niveau descriptif.
Les principales classes lie´es a` l’exe´cution d’un roˆle sont repre´sente´es a` la figure B.4. On
remarquera les diffe´rentes me´thodes permettant d’ajouter, de retirer, ou d’appeler des com-
pe´tences, prive´es ou publiques, ainsi que la pre´sence d’un interpre´teur de statecharts.
B.3 Ancrage dans MadKit
La figure B.5 repre´sente les principales classes qui permettent d’ancrer MOCA dans la
plate-forme multi-agents MadKit. La classe MKAgent, he´ritant a` la fois de l’interface Orga-
nisationalAgent et de la classe Agent de MadKit, constitue bien suˆr le pilier central de cet
ancrage. Les classes MKAgentReference et MKPerturbation be´ne´ficient e´galement d’un double
he´ritage MOCA et MadKit.
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Fig. B.3 – Agents et accointances
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Fig. B.4 – Exe´cution des roˆles
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Fig. B.5 – Ancrage dans MadKit
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