The modeling of bivariate dependence is usually accomplished with symmetric copula models. However, many examples on real datasets show that this hypothesis of symmetry may frequently fail to hold, so there is a need for inferential methods using asymmetric dependence structures.
Introduction
Let (X, Y ) be a random pair such that the joint distribution function F (x, y) = P(X ≤ x, Y ≤ y) has continuous margins F X (x) = P(X ≤ x) and F Y (y) = P(Y ≤ y). In that case, it is well known that there exists a unique copula C : [0, 1] 2 → [0, 1] such that the representation F (x, y) = C{F X (x), F Y (y)} holds for all (x, y) ∈ R 2 . The modeling of dependence using copulas has found many applications in diverse areas including finance, actuarial sciences and hydrology.
See Joe (1997) , Cherubini et al. (2004) and Nelsen (2006) for details on their theoretical aspects.
Most of the copulas commonly used in practice are symmetric, i.e., they satisfy C (u, v) = C(v, u) for all (u, v) ∈ [0, 1] 2 . This property is shared, e.g., by all models in the Archimedean and meta-elliptical families, making them appropriate only in situations where observed random pairs come from a distribution whose underlying copula is symmetric with respect to the main diagonal.
Otherwise, conclusions from such models could be misleading.
In order to illustrate a real life situation of asymmetric dependence, consider 47 388 pairs taken from the Walker Lake data set described by Isaaks & Srivastava (1989) . As mentioned by these authors, the meaning of these two variables is not revealed for pedagogical reasons, and may be, for example, "thicknesses of a geologic horizon or the concentration of some pollutant". From the scatter plot of the pairs of standardized ranks on the upper left panel of Figure 5 , one may conclude to a strong asymmetry; trying to fit a symmetric copula to these data would clearly be inappropriate. Hence, for such bivariate data, it is crucial to find a suitable asymmetric copula model.
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Potentially useful models for asymmetric dependence modeling are those studied by Khoudraji (1995) . Specifically, based on two copulas C 1 and C 2 , one can build another copula model via
where δ = (δ 1 , δ 2 ) ∈ [0, 1] 2 ; in general, C δ is asymmetric whenever δ 1 ̸ = δ 2 . See also Liebscher (2008) for related constructions. In this work, particular attention Statistica Sinica: Newly accepted Paper (accepted version subject to English editing)
is given to the special case when C 1 (u, v) = uv and C 2 = D is symmetric. This yields a rich family of dependence functions of the form
where δ = (δ 1 , δ 2 ) ∈ [0, 1) 2 . For reasons of uniqueness, the cases δ = (1, δ) and δ = (δ, 1) are excluded since they correspond to the independence copula C δ,D (u, v) = uv whatever the value of δ ∈ [0, 1). As will be seen, the dependence patterns offered by this class of models is somewhat similar to the kind of asymmetry that one observes for the Walker Lake data. A formal methodology is nevertheless needed to assess the appropriateness of such asymmetric models.
The goal of this paper is to develop statistical tools for the modeling of asymmetric dependence via model (2). Rather than trying to fit a particular parametric copula structure of this form, i.e., fixing D up to a parameter to be estimated, the main focus here is testing the composite hypothesis that the unknown copula of a bivariate population admits this representation. Hence, one first assesses the appropriateness of the general representation (2), and then one seeks for a particular model for the symmetric part D. This model selection step is also addressed formally, yielding a complete set of tools for asymmetric dependence modeling.
The paper is organized as follows. In Section 2, a characterization of the null hypothesis is given. In Section 3, an empirical process related to this characterization is defined and test statistics build around it are proposed in the case when the parameter that manages the asymmetry is assumed to be known. The methodology is extended in Section 4 to the more realistic situation where the asymmetry parameter is unknown via with the help of minimum-distance statistics. How to formally choose a specific Khoudraji-type model via goodness-of-fit testing is addressed in Section 5. The details of an investigation of the sample properties of the tests via Monte Carlo simulations are given in Section 6. The article ends with illustrations of the newly introduced methodologies on data Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) exhibiting patterns of asymmetric dependence; details are given in Section 7.
Characterization of the null hypothesis
As already stated in the Introduction, the first goal of this article is to provide a formal way to test that the underlying copula C of a bivariate population admits a representation of the form given in equation (2). To this end, denote by K the class of copulas of the form C δ,D described in (2), where
and D is a copula such that
This assumption excludes, for example, the case when D = Π, where Π(u, v) = uv is the independence copula. More importantly, this assumption ensures that the members of K can be written in such a way that they have a unique representation; this is formally stated in the following lemma.
Lemma 1 Any copula C δ,D ∈ K admits the unique representation
where β = β(δ) ∈ [0, 1) and D ⋆ is a copula that satisfies (3).
The main null and alternative hypotheses of interest in this paper can be stated as H 0 : C ∈ K and H 1 : C / ∈ K. The latter are of a composite nature because the specific form of the copula under H 0 is not specified. They then fall into the category of so-called shape hypotheses. As a consequence of Lemma 1, one can focus on models of the form
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where β ∈ [0, 1) and D satisfies (3). For, if the copula C associated to a random pair (X, Y ) belongs to the class K of models with δ 1 < δ 2 , then it is the copula of (Y, X) that writes in the form (5), according to Lemma 1. In the sequel, K ′ denotes the subset of K that consists of copulas that admit representation (5).
The null and alternative hypotheses can then be reformulated as
A true null hypothesis means that
[0, 1) and a unique copula D that satisfies (3). Then, because D is symmetric,
The converse is also true, so that equation (6) is a characterization of the class K ′ of copulas. This is formally established in the next proposition.
Proposition 1 Let C be a copula that satisfies equation (6) for a unique β 0 ∈ [0, 1). If in addition the bivariate function defined for (u, v) 
3. Testing H 0 for a fixed asymmetry parameter β 0 3.1. An empirical process for H 0 
2 . An empirical version of Q β,C arises while replacing C by the empirical copula first proposed by Rüschendorf (1976) , namely
where
are the marginal empirical distribution functions. This suggests the study of the
The asymptotic behavior of Q n,β0 under H 0 will inherit from the large-sample properties of C n , which are now well established. Indeed, the asymptotic behavior of the empirical copula process et al. (2004) while assuming the existence and continuity of the partial deriva-
In that case, C n converges weakly with respect to the supremum distance to
where B C is a continuous and centered Gaussian process such that
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where C is the Gaussian weak limit of C n described in equation (8).
Proposition 2 is a special case of a more general result about the weak behavior of the empirical process
In fact, a straightforward adaptation of the proof of Proposition 2 yields the conclusion that for a fixed β ∈ [0, 1), the process Q n,β converges weakly in the space ℓ 
Test statistics
Since Q β0,C vanishes under the null hypothesis, a test of H 0 against H 1 could consider some sort of distance function applied to its empirical version Q β0,Cn . 
Popular candidates for M are the Cramér-von Mises and Kolmogorov-Smirnov functionals, namely
In the sequel, the statistics corresponding to these two functionals are denoted S CvM n (β 0 ) and S KS n (β 0 ), respectively. An interesting feature of S CvM n (β 0 ) is that an explicit formula can be derived. Indeed, letting
Observe that whenever the null hypothesis holds, S M n (β 0 ) = M(Q n,β0 ), where Q n,β0 is defined in equation (7). Hence, under the conditions of Proposition 2, the continuous mapping theorem ensures that S M n (β 0 ) converges in distribution to a random variable having representation
On the other hand, one knows from Proposition 1 that equation (6) holds if and
Proposition 2, Q n,β converges weakly to a tight Gaussian process in ℓ
As a consequence, it follows from the continuity of M that
This entails that S M n (β) → ∞ in probability. The same conclusion holds when C ∈ K ′ and β ̸ = β 0 , since equation (6) holds for a unique β 0 ∈ [0, 1).
Computation of P-values
The multiplier bootstrap was successfully employed in several contexts involving shape hypotheses about copulas. The first contribution is by Scaillet (2005) for testing In order to describe the method, consider the independent random vectors (ξ
n ), where for each h ∈ {1, . . . , H}, the random
n are independent, positive, and satisfy
The value of H corresponds to the number of replicates and in practice is chosen sufficiently large. A valid choice for the law of ξ
is the exponential distribution with mean one. The so-called multiplier versions of the empirical copula process are given for each h ∈ {1, . . . , H} by
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converge in probability to zero; such estimators based on finite differences are described in Section 6. Under these conditions, a slight adaptation of a result that one can find in Segers (2012) H) are independent copies of C. This result is useful since one can replicate the asymptotic distribution of any continuous
n ), from which P-values can be computed.
Natural multiplier bootstrap versions of Q β0 based on its asymptotic representation given in Proposition 2 are, for each h ∈ {1, . . . , H},
Their asymptotic validity can be established by a straightforward application of the continuous mapping theorem. Indeed, it suffices to note that the functional
) .
Another application of the continuous mapping theorem ensures that the latter are asymptotically independent copies of S
and by making use of the approximation
In particular, the multiplier versions of the test statistics
4. Testing H 0 for an unknown asymmetry parameter β 0
Minimum-distance statistics
The assertion that the asymmetry parameter β 0 is known, as made in the previous section, is rather unrealistic in practice. The purpose of this section is to extend the methodology of Section 3 in order to take into account the fact that the value of β is unknown in representation C β,D . At this stage, it is worth noting that whatever the form of C, the bivariate function Q β,C vanishes whenever β = 1. Thus the criteria based on Q β,C previously used must be adjusted here when β ∈ [0, 1) is unknown. An idea is to work with the modified version
As long as (6) holds, there will be a unique β 0 ∈ [0, 1] such that Q β0,C vanishes whenever C ∈ K ′ . Some curves of |Q β,C | and | Q β,C | are given in Figure 1 when
FIGURE 1 ABOUT HERE Based on the empirical version of Q β,C given by
consider for a given norm M the minimum-distance test statistic
This statistic is related to S M n (β) via
Because the case β 0 = 0 lies on the boundary of the possible values of β, it results in theoretical complexities. For that reason, it has been excluded in the above definition. Since this special case corresponds to symmetry, it can easily be tested first. Now the asymptotic behavior of T M n under H 0 is given; this is the main theoretical result of the paper. 
where Q β0 = Q β0 /(1 − β 0 ) and Q β0 is the limit of Q n,β0 given in Proposition 2.
Minimum-distance estimator of the asymmetry parameter
An estimator of β 0 that is implicit in the definition of T M n in (13) is
There is a close relationship between the large-sample behavior of β M n and the result on the weak convergence of T M n stated in Theorem 1. Indeed, following Pollard (1980) , suppose that the mapping
attains its minimum at a unique t ∈ R for almost all sample paths Q β0 . Letting ν be the functional that associates with g ∈ ℓ Under most of the scenarios considered, the estimator based on the KolmogorovSmirnov distance function is more accurate.
Multiplier bootstrap of the minimum-distance statistics
From the conclusion of Theorem 1, it is natural to define the multiplier bootstrap
β,n defined in equation (11), and
This estimator is uniformly consistent for Q ′ β0,C . To see that this is indeed the case, observe that
the first summand on the right converges uniformly to zero in probability. Applying the mean-value theorem, one concludes that the second summand converges
Consistency of the tests
, is continuous, and because of equation (9), one has in
In view of Proposition 1, inf
in that case. On the other hand, whether the null hypothesis holds or not, one
tight Gaussian processes. As a consequence,
is an asymptotically valid P-value for the test based on T 
In practice, β is replaced by the estimator β M n described in equation (14).
If τ n is the empirical version of Kendall's tau based on the original data
as the solution of κ(θ n ) = τ n . Since κ can generally not be inverted explicitly, one must use a numerical root-finding method in order to obtain a solution.
However, since the expression for κ involves a double integral whose evaluation requires a numerical approach, a simpler Monte Carlo method can be suggested instead:
(ii) For each j ∈ {1, . . . , N }, generate a large sample of pairs from model C β,D θ j and letκ(θ j ) be Kendall's tau for this sample;
(iii) Finally, defineθ
Another possibility for the estimation of θ is to use the so-called pseudo maximum likelihood method as described by Genest et al. (1995) . The latter would however require using the density of C β,D θ , which can be cumbersome.
Once θ is estimated from the above inversion of Kendall's tau, or by maximum likelihood, consider the goodness-of-fit test statistic proposed by Genest et al.
where C n is the empirical copula computed from the original data set (X 1 , Y 1 ),
. . ., (X n , Y n ) and C N is the empirical copula of an artificially generated data set 
is an asymptotically valid P-value as n, N → ∞.
Investigation of the sample properties of the tests
The aim of this section is to study how well the asymptotic results of the previous sections approximate the sampling distributions of the test statistics in small and moderate sample sizes. In the investigations that follow, the partial derivatives of the copula have been estimated by finite-difference estimators, namely
where ℓ n = 1/ √ n, and similarly for C n,10 . In each of the scenarios considered, the probability of rejection of H 0 has been estimated from 1 000 replicates and the type I error was set to α = .05. The number of multiplier bootstrap samples for the computation of P-values was H = 1 000 and the computation of T
with B = 5.
Ability of the test to keep its nominal level
The multiplier method for the computation of P-values is valid asymptotically, but it is important to study its behavior under small and moderate sample sizes.
To this end, random samples have been drawn under the null hypothesis, i.e., from copula models of the form
v). This task is easily done upon noting that C β,D is the joint distribution of max(U
) and
The chosen models for D are the Clayton copula described in (12), as well as the Gumbel-Hougaard extreme-value copula
The asymmetric models arising from the construction C β,D are referred to the Clayton-Khoudraji and Gumbel-Khoudraji copulas in the sequel. Note that the Gumbel-Khoudraji copula is a special case of the logistic model described by Tawn (1988) . See the top and bottom panels of Figure 2 for the scatter plot of random pairs drawn from these asymmetric models. 
Power against asymmetric alternatives
It is important to assess that the methods have a good ability to discard models that are not of a Khoudraji-type. To this end, some families of asymmetric models that are not of the form (2) A Liouville copula arises as the survival copula of a random pair
where G 1 , G 2 are independent Gamma random variables with respective parameters ξ 1 , ξ 2 and R is a random variable whose cdf F R satisfies F R (0) = 0. When ξ 1 = ξ 2 , the copula is symmetric and belongs to the Archimedean family. In the simulation study, R follows a Gamma(5) or an inverse Gamma(5) distribution; the corresponding models are referred to the Gamma-Liouville and InverseGamma-Liouville copulas, respectively. The scatter plots of random pairs from these models are to be found in Figure 3 .
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The results of a power investigation involving these two copulas are to be found in Table 3 . The main features are listed next.
(i) The tests are generally good at detecting departures from H 0 , except when (ξ 1 , ξ 2 ) = (1/2, 1), which correspond to a model that is hard to distinguish from symmetry;
(ii) The power generally increases as n increases, as a consequence of the consistency of the tests;
(iii) Generally speaking, T CvM n is slightly more powerful than T KS n .
Note that an apparent irregularity occurs when the data come from the InverseGamma-Liouville copula with (ξ 1 , ξ 2 ) = (1, 1/3). Indeed, one can see that the Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) power is slightly lower when n = 800 than when n = 400. This behavior can be explained by the discretization used to compute the infimum over β ∈ (0, 1) in the definition of the minimum-distance statistics and the fact that β that minimizes Q β,C is hard to distinguish in that case.
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A second class of alternatives to H 0 will be based on a construction of asymmetric copulas. To this end, let (U, V ) be a random pair from a symmetric copula D and define, for
In general, when δ 1 ̸ = δ 2 , the copula of (X, Y ) will be asymmetric. See Figure 3 for the scatter plots of random pairs from this model when D is the Clayton or the Gumbel-Hougaard copula. Note in passing that δ 1 = δ 2 = 1 yields the (symmetric) survival copula associated to D.
For the results presented in Table 4 , D is either the Clayton or the Gumbel- on several investigations not presented here, the tests hardly detect departure from H 0 unless the sample size is very large, say n = 3 000. This behavior of the test statistics can easily be explained by the fact that models of the form (1) are indeed very close to C β,D . It somewhat gives an argument in favor of using the simpler models (2) for asymmetric copula modeling.
Illustrations

Walker Lake data
The statistical tools described in the previous sections will now be illustrated on a sub-sample of the Walker Lake data whose scatter plot of the standardized ranks has already been presented on the upper left panel of Figure 5 . This data set was described by Isaaks & Srivastava (1989) and is classical in geostatistics. The observations come from the Walker Lake area in Nevada, USA. As mentioned in the Introduction, the meaning of the two variables is not revealed for pedagogical reasons. In the following analysis, a random sub-sample of size n = 1 150 of the complete data set consisting of those 47 388 pairs for which the third variable (an indicator function) equals 1 is considered. The scatter plot of the pairs (U 1,n , V 1,n ), . . . , (U n,n , V n,n ) of standardized ranks involved in the computation of C n is to be found on the top right panel of Figure 5 .
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The first step before entering into more sophisticated investigations is to test for the independence between the two random variables. While the departure from independence is quite obvious from the scatter plot, it is also confirmed by a simple test of independence based on the estimation τ n of Kendall's tau.
Here, √ n τ n = √ 1 150 × .5897 = 20.00, so that the null hypothesis H τ 0 : τ = 0 is clearly rejected in favor of H τ 1 : τ > 0 based on the well-known result that √ n τ n N (0, 4/9) under independence (see Lee, 1990 , for instance).
Even if symmetric dependence structures are special cases of the general Khoudraji-type copulas in equation (2), it may be advisable to specifically test for symmetry. Here, the asymmetry is rather clear from the scatter plot of the standardized ranks. This conclusion is confirmed by performing the tests based 273. In the following analysis, one assumes that the value of the asymmetry parameter is β ≈ .24. The results of the parameter estimation and goodness-offit testing are to be found in Table 5 .
One can see that the model with the highest P-value is Clayton; other models that were not rejected at the 10% level are the Frank and T 3 copulas, but only by a small amount. A reasonable model is then C β,D with β = .24 and D is Clayton's copula with θ = 7.52. For completeness, the goodness-of-fit test based on V β n,N when β = 0, i.e., when one assumes symmetry, was also performed. All models were clearly rejected, showing the inadequacy of trying to fit a symmetric model to these data.
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Nutrient data
Consider the pairs (Ca,Fe) and (Ca,Pr) Table 5 for the Walker Lake data have been tested in order to find an appropriate model for D. All these models were not rejected at the 10% level.
For the pair (Ca,Pr), the tests clearly reject the null hypothesis since T 
is clearly a symmetric copula, it can also be shown that it satisfies equation (3) as well. Indeed, easy algebra enables to show that the copula D
if and only if the equation 
In order to show this representation's uniqueness, suppose there existβ ∈ (0, 1] and a copulaD ⋆ that satisfies equation (3) such that equation (4) holds. When
the same conclusion. The proof for δ 1 < δ 2 is identical.
A.2. Proof of Proposition 1
As a special case of (4) with δ 1 = 0 and δ 2 = β 0 , the bivariate function
) is a copula. Since C satisfies equation (6), one has
For an arbitrary ξ ∈ [0, 1), the equality u
and only if
Letting α = ξ + β 0 (1 − ξ), this can be written
Because by assumption, C satisfies equation (6) 
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Equivalently, one has
which holds if and only if ξ = 0 because D satisfies Assumption (3). As a consequence, one has the representation C = C β0,D with D that satisfies Assumption (3). This completes the proof that C ∈ K ′ .
A.3. Proof of Proposition 2
Since C ∈ K ′ with β = β 0 , equation (6) holds and one can write
Upon noting that
and 
As a consequence,
which completes the proof.
A.4. Proof of Theorem 1
The proof will proceed in three steps.
Step I. It will be shown that the minimum in the definition of
is necessarily attained, asymptotically, in any arbitrarily small neighborhood of the true value β 0 . First note that the triangular inequality entails
for any β ∈ (0, 1). Hence,
Consequently, for any neighborhood
Since C n is uniformly consistent for C, it follows that
and thus in probability,
where the strict inequality follows from Proposition 1. Hence,
Because β 0 ∈ N , this can be equivalently written as
Step II. By assumption, Q ′ β,C exists and is non-singular at β = β 0 . This entails that for any β ∈ [0, 1),
where the remainder term is such that
for some increasing function ∆ that satisfies ∆(ϵ) = o(1) as ϵ → 0. Hence,
From the triangle inequality, it follows that
The non-singularity of Q 
One then has
)} ,
Note that under H 0 , the random variable
converges in distribution to
Then the infimum of M( Q β,Cn ) over N 1 is the same as its infimum on
Step III. Make the change of variable t = √ n(β − β 0 ) and define a random neighborhood of β 0 as
) , so from the triangular inequality again,
In view of the assumption on R stated in equation (16) and of the convergence in distribution of Λ n , one has for t ∈ J n that
Upon noting that the process Q n,β is continuous as a function of β ∈ (0, 1), one concludes that Q n,β − Q n,β0 = Q n,β0+t/ √ n − Q n,β0 converges uniformly to zero in probability; as a consequence, M( Q n,β − Q n,β0 ) → 0 in probability. Thus,
It remains to show that the minimum in the definition of T M n is indeed achieved inside J n . To this end, first note that from the triangle inequality,
Then for t / ∈ J n , i.e., |t| > Λ n , one has from the fact that there exists W > 0 Statistica Sinica: Newly accepted Paper (accepted version subject to English editing)
Thus, the infimum of M( Q n,β0 + t Q ′ β0,C ) cannot be reached outside J n . Hence,
so that the functional inf t∈R M is continuous. An application of the continuous mapping theorem combined with Slutsky's lemma then yield
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