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The line-digraph of a digraph D with vertices VI ,..., V,, is the digraph D* 
obtained from D by associating with each edge of D a vertex of D*, and then direct- 
ing an edge from vertex (Vi , V,) of D* to vertex (V, , V,) if and only if j = k. 
This paper extends a characterization given by Harary and Norman for line- 
digraphs. It is also possible to repeatedly contract vertices of the line-digraph 
(with a new contraction procedure) so as to obtain the digraph derived from D 
by deleting all vertices with no incoming edges. Several new identities for ar- 
borescences are presented, leading to a combinatorial proof of Knuth’s formula 
for the number of arborescences of a line-digraph. A new proof is given for the 
fact that in a digraph with every vertex having indegree equal to outdegree, the 
number of arborescences with root Vi is independent of j. Finally a new proof 
is presented for Tutte’s Matrix Tree Theorem which shows the theorem to be a 
special case of the principle of inclusionexclusion. 
1. INTRODUCTION 
The notation and wording of this paper, especially this section, is designed 
to be compatible with that of Knuth [4]. 
The graphs dealt with in this paper are directed graphs or digraphs. 
The modifier “directed” will usually be omitted. Let D be a graph with 
vertices V, ,..., V, . Let a,, be the number of edges in D with tail Vi and head 
V, . If ajk > 1, then it will also be written as Vj + V, or, alternatively, 
we will say that ( Vj , Vk) is an edge. We also write 
uj = 1CT<:,, ajk = outdegree of V, . 
., 
rk = ‘zm ajk = indegree of V, . 
The line-digraph D* (called the arc-digraph in [4]) is a graph with 
01 + ... + un vertices, one for each edge of D; a vertex of D* which corre- 
sponds to an edge from Vj to V, in D, will be denoted as Aj, . (There may be 
several vertices of D* labeled Ajk ; these will be regarded as distinct. Different 
notation will be introduced later when the need arises to distinguish different 
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A,, .) D* is a graph with exactly 0 or 1 edges leading from Aj, to A,, according 
as k + r or k = r. Hence, D* has u17r + ... + ~~7, edges. 
A source is a vertex with no incoming edges; thus V, is a source iff ri = 0. 
The derived digraph of D is the graph obtained from D by deleting all sources 
and all edges incident with a source. The derived digraph will be denoted 
as D’. 
A functional digraph is a graph with n edges e, ,..., e, such that for each i, 
edge ei has tail Vi . Graph H is called functional module Vj if there are 
n - 1 edges e, ,..., ej-l , ej+l ,..., e, such that for i # j, ei has tail Vi . A graph 
is called acyclic if it contains no directed circuit. An arborescence of D with 
root Vj is an acyclic subgraph of D that is functional modulo Vj . (In [4], 
Knuth referred to arborescenses as oriented subtrees.) An arborescence 
of D with node Vj will be abbreviated as a j-arb. The number of j-arbs of D 
will be denoted as T,(D). It will simply be denoted as Tj if no ambiguity 
arises. 
Two vertices Vi and Vj are said to be identifiable if ailc = ajk for k = l,..., n. 
Identifiability induces an equivalence relation which will be denoted as N. 
To identifv identifiable vertices Vi and V, is to contract the two vertices 
into a single vertex V* with the following adjacency relations: 
(a) For k # i or j, the number of edges from V* to V, is aik, and the 
number of edges from vk to V* is aik + ajl, . 
(b) The number of edges from V* to V* is aij + aji . 
Figure 1 gives two examples of identifying vertices VI and V, . 
In [4] Knuth gave a formula for the number of arborescenses of a line- 
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digraph. His proof for the validity of the formula was an algebraic proof 
based on Tutte’s Matrix Tree Theorem. In this paper is presented a new 
proof of Knuth’s formula that is based on several combinatorial identities. 
It is shown in Section 2 that it is possible to obtain the derived digraph D’ 
by repeatedly identifying vertices in the line-digraph D*. If Vi N Vi and if 
k, i, andj are distinct, then identifying vertices Vi and Vj decreases the number 
of k-arbs by a factor of ai . Also deleting a source V, decreases the number 
of k-arbs by a factor of aj . With these properties we can obtain the formula 
presented in Section 4 for the number of arborescences of the line-digraph D* 
in terms of arborescences of D and the indegree and outdegree of each 
vertex. 
Another result presented in Section 2 is an extension of the characterization 
of line-digraphs given by Harary and Norman [3]; in Section 3 are several 
identities for arborescenses including a new proof that if each vertex of a 
graph has its indegree equal to its outdegree, then the number of arborescences 
is independent of the root; finally, in Section 4 a new proof using the principle 
of inclusion-exclusion is given for Tutte’s Matrix Tree Theorem [B]. 
2. IDENTIFYING VERTICES; SOME PROPERTIES OF THE LINE-DIGRAPH 
Remark 1. Identification is a commutative operation. 
Remark 2. In line-digraph D*, Aij -A,, for any Aij , A,. . Thus all 
vertices with a common terminal index are identifiable. 
Let b be the graph obtained from D* by identifying for each k = I,..., n 
all vertices with terminal index k. Let the resulting vertices be labeled Al, . 
PROPOSITION 1. Graph D is isomomorphic to the derived digraph D’. 
One isomorphism maps V, to A, for each k. 
Proof. If V, is a source, then aij = 0 for i = I,..., n. Hence, in this case 
there is neither a vertex A, of 4 nor a vertex V, of D’. 
If Vj is not a source, then for some i there is a vertex Aij of D*. To prove 
the proposition it suffices to show that for each k the number of edges in ij 
from Aj to Ak is ajk . To this end we fix k and let m = ajk . In D* denote the 
corresponding vertices as Aih ,..., A$ . In D* there is exactly one edge directed 
from Aij to A;, for r = I,..., m. After identifying all vertices with terminal 
index k, there are m edges from Aij to Al,. (This is true even if m = 0.) 
After identifying all vertices with terminal indexj. there are m edges directed 
from A, to A, . (This is true even ifj = k.) 1 
A complete bipartite digraph is a directed graph D whose vertices can be 
partitioned into non-empty disjoint sets S and T such that each vertex of S 
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has exactly one edge directed towards each vertex of T and such that D 
contains no other edge. A biclique of directed graph D is a maximal complete 
bipartite subgraph. In [3] Harary and Norman proved that graph H is a 
line-digraph of some graph if and only if every edge of H belongs to a 
unique biclique. Here their result is extended and the proof is shortened. 
PROPOSITION 2. The following are equivalent: 
(a) H is the line-digraph of some graph. 
(b) Every edge of H belongs to a unique biclique. 
(c) H has at most one edge joining any two vertices, and Vi - Vi 
whenever there exists some k such that both (Vi , V,) and ( Vj , V,) are edges. 
Proof. (a) + (b). Suppose H is the line-digraph of graph D. Then the 
vertices may be labeled such that any edge of H is of the form (& , &) 
for some i, j, k. Then the only biclique containing this edge is the biclique 
which contains all edges of the form (& , &) where Arj , Aj, are vertices 
of H. (b) 3 (c). Assume every edge of H belongs to a unique biclique. 
It follows that there is at most one edge joining any two vertices. Suppose 
there are vertices Vi , Vf, V, with Vi -+ V, , Vj + Vk and Vi + Vj . Then 
there is a vertex V, such that either Vi + V, and Vi + V, or else 
Vi+ V,. and Vj + V, . Assume the former. Then any biclique con- 
taining (Vi , VJC) and ( Vj , V,) is distinct from any biclique containing 
(Vi , V,> and (Vi , V,>. This contradicts that (Vi , V,) belongs to a unique 
biclique. (c) * (a). Suppose that (c) holds. Partition the set of vertices into 
subsets S, , S, ,..., SW1 according to the equivalence relation N. Create a 
new vertex and place it in a new subset labeled S, . 
We now relabel all the vertices of D as follows: if WE S, and W is a 
source, we relabel W as ATi . If WE Si and W is not a source, then we relabel 
Was Ahi where Sk is the unique subset containing vertices with edges directed 
to W. For each j and k let ajlc denote the number of vertices in H that are 
presently labeled Ai, . Let D be the graph with vertices labeled S, ,..., S, 
and with aik vertices from Sj to Sk for each j and k. It follows that D* = H. 1 
3. SOME IDENTITIES FOR ARBORE~CENCE~ 
PROPOSITION 3. Let D be the graph obtained from directed graph D 
by identifving ident$able vertices V, and Vi for some i and j. Then for k # i 
or j, T,(D) = aiT,( 
Proof. Relabel the vertices so that i = 1, j = 2, and k = 3. In D, let V* 
be the vertex formed by identifying VI and V, . A subgraph of D will be called 
1, 2, 3-extendible if it is an acyclic subgraph with edges e4 ,..., e, such that 
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for each i edge ei has tail Vi . We say that subgraph H can be extended to 
subgraph A of D if H is a subgraph of A; the number of distinct ways of 
extending H to a 3-arb of D is denoted as N,(D). Since every 3-arb contains 
a unique 1, 2, 3-extendible subgraph, the following equations hold 
T,(D) = c NH(D) (1) 
TADI = c h(D) (2) 
where the sums are respectively over all 1, 2, 3-extendible subgraphs of D 
and the corresponding subgraphs of D. Proposition 2 follows from (I), 
(2), and the next lemma. 
LEMMA 1. If H is any 1, 2, 3-extendible subgraph of D and if R is the 
corresponding subgraph of D, then N,(D) = olNH(D). 
Proof of Lemma. Let S = (2 1 V, -+ Z in D}. Thus there is an edge 
from V, and V, to each vertex in S. We partition S into the following three 
sets: 
S, = {Z 1 Z E S and there is a path from Z to Vz in H} 
S, = {Z 1 Z E S and there is a path from Z to V, in H} 
s, = s - s, - s, . 
Since there is at most one edge directed from any vertex Z in R, there is 
at most one path from Z to V* in R; therefore, vertex Z in subgraph H 
cannot have paths going to both V, and V, ; thus S, n S, = ia. 
Remark 3. H may be extended to a 3-arb of D by adding edges (V, , Wa 
and (V, , W,) if and only if one of the following holds: 
(a) W, E S, and W, E S, 
(b) W, E S, and W, E S, 
(c) W, E S3 and W, E S, . 
Any other edges with tails Vl and V, would create a directed circuit. 
Remark 4. R may be extended to a 3-arb of D by adding edge (V*, W) 
if and only if WE S, . 
Fork=1,2,3let 
Nk = C a,j . 
VjESk 
Then by Remarks 4 and 5, 
N,(D) = NJVa + NJG + N,N, = NdN, + N, + N$ (3) 
N=(D) = N3 . (4) 
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Nl + N2 + N2 = 2 alj = ul 
VjSS 
To complete the proof we derive from (3), (4) and (5) that 
(5) 
COROLLARY 1. The number of spanning trees of the complete undirected 
graph on n vertices is nn-2. 
Proof. Let K,, denote the complete undirected graph. Define a directed 
graph D with vertices V, ,,.., I’, such that for all i and j, aii = 1. Every 
spanning tree of K, may be oriented in a unique way to yield a 1-arb. Thus 
the number of spanning trees of K,, is equal to TI(D). Identifying vertices 
V 2 ,***, V, in D leaves a graph a with exactly one I-arb. Thus by Proposition 3 
T,(D) = ( n Ok) TI(@ = rF2. 
2(k$n 
Clearly loops in a graph do not affect the number of arborescenses; 
however, loops did play an important role in determining which vertices 
were identifiable. In the following definitions, we consider only directed 
graphs without loops. 
Vertices Vi and Vj are L-identzjiable if aik = ajk for k # i or j. TO I-- 
identifv vertices Vi and Vj is to contract the two vertices to form a single 
vertex V* (without loops) such that 
(a) the number of edges from V* to Vk iS aik for k # i or j, 
(b) the number of edges from vk to V* is akj f alci for k # i or j. 
COROLLARY 2. Let ti be the graph obtainedfrom loopness directed graph D 
by L-identifying vertices Vi and Vj . Then for k # i or j 
Proof. Add aji loops to Vi and aij 100~s to V, creating a graph G with 
identifiable vertices Vi and V, . Let G be the graph created by identifying 
Vi and V, . Then T,(G) = Tk(D) and Tk(G) = Tk(a) since the graphs differ 
only in loops. Furthermore, the outvalence of vertex Vi in G is ui + aii so 
that by Proposition 3, T,(G) = (q + a,,)Tk(@. Thus T,(D) = (q + afi)Tk(b). 
I 
LEMMA 2. Let Vt be a source of D. Let D be the graph obtained from D 
by deleting vertex Vi and its incident edges. Then, for j # i, Tj(D) = aiT,( 
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Proof. Any j-arb of B can be extended to a j-arb of D by adding any of 
the uz edges with tail Vi . 1 
PROPOSITION 4. Let D’ be the derived graph of D with vertices relabeled 
so that V,,, ,..., V,, are the sources. Then for j = I,..., m - 1 
T,(D’) = T,(D) c ai’. 
rn&kgl 
ProoJ If there are no sources, then the proposition is trivial; else the 
proposition follows from a repeated application of Lemma 2. a 
PROPOSITION 5. For a graph D for each j = l,..., n 
ojTj = C akjTk. 
l(k<n 
Proof: Let S be the set of functional digraphs of D that contain exactly 
one circuit and such that the circuit passes through vertex Vj . It is possible 
to form elements of S by two distinct methods. 
Method 1. Given any j-arb of D, elements of S can be formed by adding 
any of the a, edges with tail Vj . 
Method 2. Given any k-arb of D, elements of S can be formed by adding 
any of the aKj edges from V, to Vi. 
Proposition 5 follows from the observation that each element of S is 
formed exactly once by either Method 1 or Method 2. 1 
The following corollary was first proved by Tutte in [8]. Van Aardenne- 
Ehrenfest and DeBruijn proved it combinatorially in [l]. 
COROLLARY 3. (Tutte). If a, = 79 for j = l,..., n then Tl = **a = T,, . 
Proof. If D is disconnected then the result is trivial since Tl = a.- = 
T,, = 0. Assume that D is connected, and relabel vertices so that T1 is 
minimal. Then by Proposition 5, 
U,T, = C aj,Tj > C afIT = T,T, = u,T, . 
l<jqz l<i<n 
Thus if Vj + VI , then ajl > 0 and Tj = Tl . It follows inductively that, 
if there is a path from V, to VI , then Tj = Tl . Since a, = T, for each j 
and D is connected, it follows that there is an eulerian cycle, and D is strongly 
connected. Thus T, = *a* = T,, . 1 
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4. A THEOREM OF KNUTH 
THEOREM. (Knuth). Let T,,(D*) denote the number of arborescences of 
line-digraph D* with root Aj, . Let 
N = c u;+. 
l(iQ 
Then 
r 
0 if Us = 0 and rk 3 2 
Tjk = Tk(D) * N if 7k = 1 
T,(D) . N * UL’ if crk # 0 and rk 3 2 
Proof, 
Case 1. Jfo,= 0 and Tk 3 2, then D* has two vertices with no outgoing 
edges, and hence has no arborescences. 
Case 2. Assume that 7k = 1. By Proposition 1, it is possible to identify 
vertices of D* with a common terminal index to form D’. Note that vertex Aj, 
was not identified with any other vertex. Let S = {i 1 Vi is a source in D} and 
let SC denote the complement of S. Then by Proposition 3, 
Tj,(D*) = Tk(D’) n OS”-’ (6) 
&SC 
and by Proposition 4, 
T,(D’) = T,(D) n ai1 . 
iES 
Combining (6) and (7) yields 
(7) 
Tik(D*) = T,(D) - N. 
Case 3. Assume Us # 0 and Tk 3 2. In order to apply Proposition 3, 
we cannot identify vertex Ajk with any other vertex. Instead we identify 
all vertices, excepting only vertex Aj, , with a common terminal vertex. 
The resulting graph denoted as Li has the same vertex set as D’ plus an 
additional vertex Ajk . The only edge with head Afk has tail Vi . Deleting 
vertex Ajk induces a subgraph of D’. We now show: 
LEMMA 3. Tjk(a) = Tj(D’). 
Proof of Lemma. In any jk-arb of D the edge (A,, Ark) must appear. 
Deleting vertex Ajk and edge (Aj , Ajk) induces a j-arb of D’. Conversely, 
given any subgraph of D induced by a j-arb of D’, it is possible to extend the 
subgraph to a jk-arb of 4 by adding edge (Aj , AJ. Thus the lemma is true. l 
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Now defining S and SC as before, by Proposition 3, 
T,J”(D*) = T#(D) . up *Go e-l 
and by Proposition 4, 
Tj(D’) = T,(D) jJ up . 
isS 
Combining Lemma 3 with (8) and (9) yields 
T&D*) = T$(D) . N * oil f 
Thus the theorem is true. 1 
(8) 
(9) 
The formula obtained by Knuth in [4] is in a different form than the 
above, and Knuth’s formula is not defined whenever mk = 0. For the cases 
for which ok # 0, Knuth’s formula can be obtained by combining the 
above theorem with Propositions 4 and 5. 
5. TUTTE'S MATRIX TREE THEOREM 
In directed graph D assign to each edge e a weight w(e), where w(e) is an 
element of some abelian ring. (In most applications the ring is either the set 
of integers or the real number field.) The notation of the previous sections 
is altered so that here we let aij be the sum of the weights of edges with tail Vi 
and head Vj . Let a, be the sum of the weights of all edges with tail Vj . 
Define the matrix M = (mij) as follows: 
rng = 1 -aijifi#j uii ifi=j 
For subgraph H of D let the weight of H be the product of the weights of 
edges of H, and denote the product as w(H). The following theorem was 
proved by Tutte [S]. 
THEOREM. (Tutte). The sum of the weights of all j-arbs of D is equal 
to the minor of mij in M. 
If each edge of D is assigned weight 1, then the theorem implies that the 
minor of mji in M is equal to the number of j-arbs of D. The Matrix Tree 
Theorem can be used to give algebraic proofs of all of the propositions in 
Section 3, and was used by Knuth [4] in proving his formula. 
The following proof demonstrates that the Matrix Tree Theorem is a 
special case of the principle of inclusion-exclusion as presented in [7]. 
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Proof. We assume without loss of generality that I’, is the root. Let W* 
denote the sum of the weights of all of the n-arbs of D, and let M* denote 
the minor of mnn . Without loss of generality we replace D by the graph 
which has for i # j exactly one edge from Vi to Vj with weight aii . This 
replacement affects neither the value of M* nor the value of W*. For con- 
venience, call the new graph D. 
Let 9 denote the set of those subgraphs of D that are functional digraphs 
modulo V,, . The value W* is the weight of all members of 9 containing 
no directed circuit. Let % = (C, ,..., C,} be the set of those circuits in D 
that do not include vertex V, . (Thus p = &isn-l (j - 1) ! (“;l).) Let 
W(j, ,..., j,) be the sum of the weights of all elements in 9 containing each 
of the circuits Cj, ,..., Ci, . Let W(4) be the sum of all elements in .P. Then 
by the principle of inclusion-exclusion 
W*=W(#-- 1 W(X)+ C W(j,,j,)--**- 
WlSP l(j,<j,<P 
(10) 
+ (-llP c WA ,...,.O 
1&<...4,<~ 
Two circuits are called disjoint if the circuits do not share a common 
vertex. Subgraph H of D is called a CN-subgraph if its edges consist of 
disjoint circuits of %. If H is a CN-subgraph, let k(H) denote the number of 
(disjoint) circuits of H. Let &’ be the set of all CN-graphs of D. (The null 
graph is in H.) Let W(H) be the sum of the weights of all subgraphs of 9 
containing H. 
LEMMA 4. 
W* = 1 (- l)k’H’ W(H) 
IfEd 
(11) 
Proof of Lemma. It is possible to eliminate those terms from (10) which 
are of the form (-l)k Wci, ,..., j,) where Cj, ,..., Ci, are not disjoint. Elimi- 
nating those terms leaves only the terms in the summation of (11). u 
LEMMA 5. There is a canonical isomorphism from 2 to S,-, , the set of 
allpermutations of {I,..., n - l}. 
Proof of Lemma. For y ES,-, , let y be written in cyclic form in which 
singleton cycles do not appear, as is done in [S]. For example, (: i : t 3 is 
written as (23) (45). A circuit (Vi1 ,..., Vi,) of D is mapped to the cycle 
(6 ,..., i,). This isomorphism can be extended to mapping elements of &? 
to cyclic forms and hence to permutations in S,,-, . 1 
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For permutation y E S,,-, , let e(r) denote the number of cycles of even 
length in the cyclic form for y. 
LEMMA 6. Let H be an element of S and let y be the corresponding 
element of S,-1 . Then 
(-l)k’H’ W(H) = (-l)e(y) 1 mi,,(i) . (12) 
l(i<n-1 
Proof. Let A = {ai ,..., a,} = {i 1 y(i) = i}. Let AC = {I ,..., n - l} - A. 
40= n aij = n C-1) WY(i) (13) 
(Vi, Yjwf isAC 
Subgraph H can be extended to an element of 9 by adding any set of 
edges e1 ,..., e, with tails Val ,..., Vti, ; this fact and (13) gives: 
W(H) = o(H) n ai = (- l)lA 1 n rn,,,ti) . (14) 
io.4 l<i(7&-1 
Let o(y) denote the number of cycles of odd length in y. Since I A ( is the 
number of singleton cycles of y and k(H) is the number of non-singleton 
cycles, 
Thus 
I A I = e(r) + 4~) - W). 
k(H) - ( AC ( - e(y) = (n - 1) + o(y) = 0 (mod 2). (15) 
Combining (14) and (15) yields (12). 1 
It is well known that e(r) = +l or -1 according as y is an even or odd 
permutation. Then by expansion of the minor, 
M* = 1 (-l)e(y) n rni,ti) , 
YE.s*-~ l<iQ-1 
The theorem is now an immediate consequence of (1 l), (12), (16) and 
Lemma 5. 
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