ABSTRACT. We present an algorithm for efficient computation of the constant term of a power of a multivariate Laurent polynomial. The algorithm is based on univariate interpolation, does not require the storage of intermediate data and can be easily parallelized. As an application we compute the power series expansion of the principal period of some toric Calabi-Yau varieties and find previously unknown differential operators of Calabi-Yau type.
INTRODUCTION
The constant terms of powers of Laurent polynomials appear in different areas of mathematics and theoretical physics [D] , [DvK] . They show up prominently in the expansion of the fundamental period
of a Laurent polynomial in X 1 , . . . , X N , and Γ is the N -dimensional torus cycle |X i | = . In the theory of mirror symmetry for Calabi-Yau hypersurfaces in a toric variety, this fundamental period is of great importance, [BK] , [BvS] . To compute the Taylor expansion of Φ in the neighborhood of z = 0 we write
(f (X)) i z i and integrate using Cauchy's formula. The n-th coefficient in the power series expansion of Φ is therefore the constant term of the n-th power of the Laurent polynomial f . For example the constant term of the 151st power of
03097074502829198076370950235391810731785760778732696320, a number with 200 digits.
In this paper we consider the following general problem: How to compute for a multivariate (Laurent) polynomial f the coefficient of the monomial X α , α = (α 1 , . . . , α n ) of the p-th power, p ∈ N of f .
At first glance this problem is trivial. Why cant't we just split the problem in smaller ones and compute f r =: g = b β X β and f s =: h = c β X β s.t. r +s = p and get the coefficient we are interested in by Cauchys product formula
A general polynomial in n variables in which the degree of each individual variable is not greater than d has (d + 1) n monomials. In our example n = 4, p = 151, d = 2 after multiplication with the common denominator XY ZT . In order to use (1) we could compute f 75 and f 76 which will require to store about 2(2 · 76 + 1) 4 ≈ 10 9 coefficients of intermediate polynomials g and h. While this number is not really big, we must keep in mind that, in general, the absolute value of the coefficients grow exponentially as p increases. Therefore, the amount of memory needed to store one particular coefficient will, typically, linearly grow with p. Another possibility is to use a multivariate discrete Fourier transform: evaluate the polynomial f on sufficently many points of the n-dimensional grid of roots of unity of sufficient high degree, compute the p-th power of the values and apply the inverse discrete Fourier transform to get the single coefficient we are interested in. Here, again, the number of interpolation nodes and therefore of the intermediate values which have to be stored is of the same order as the number of monomials in f p i.e. (2 · 151) 4 . In this paper, we present an efficient and, we believe, simple algorithm which adresses this problem. Our approach is similar to the DFT method in that it based on evaluation and iterpolation. However, the amount of memory needed is much lower and the running speed can be improved by a trivial parallelization of the evaluation. We also describe the implementation of the parallel version of the algorithm for the CUDA-enabled graphics hardware. Finally, an application to the problem of finding the Picard-Fuchs differential equation of the family of toric Calabi-Yau varieties is given. This problem was the main motivation for this work. GULAR. 2. ALGORITHM 2.1. Notations and Preliminaries. Let f be a multivariate polynomial in variables X 1 , . . . , X k with rational coefficients. Using multiindex notation we write
. . , i k ) and ∆ ⊂ Z k a finite index set. Let deg r (f ) denote the degree of f in the variable X r . For a given k-dimensional multiindex j we denote by [f ] j the coefficient of f in front of X j i.e.
[f ] j := c j .
Furthermore let j denote the (k−1)-dimensional multindex obtained by truncating j after the (k − 1)-th component and for an r-dimensional multiindex i let ij denote the concatenation of both i.e. for j = (j 1 , . . . , j k ) and i = (i 1 , . . . , i r ) j : = (j 1 , . . . , j k−1 ), ij : = (i 1 , . . . , i r , j 1 , . . . , j k ).
Given N + 1 pairs (u α , w α ) ∈ Q 2 , α = 0, . . . , N such that u α = u β for α = β, there is a unique univariate interpolation polynomial of degree N such that
where
is the Lagrange basis polynomial for u i . I N has rational coeffiients and
Let f u denote the polynomial f with u substituted for the last variable i.e.
We have the following observation about the coefficients of the interpolation polynomial and those of f u .
..,N as above, and
Then, the right hand side of (2) equals a in and, therefore, we have to show that
The coefficients a 0 , . . . , a n of the interpolation polynomial are found by multiplying the vector
T by the inverse of the Vandermonde matrix for u 0 , . . . , u N . This inverse exists since u 0 , . . . , u N are pairwise distinct. Therefore, we have
where in the last expression i τ is an abbriviration for the multiindex (i 1 , . . . , i n−1 , τ ). Using this, rewrite (5) as
. . .
At the same time
From (7) and (6) 
The algorithm and its application to the constant term series of a Lau
± n ] be a Laurent polynomial. We want to calculate the first coefficients of its constant terms series
where p · s := (ps 1 , . . . , ps n ). We want to apply (8) to f = Sh and i = p · s.
The simple idea now is to compute f p uj i , j = 0, . . . , N which appear in (8) recursively i.e.
and so on for f uj ui , f uj uiu k , . . . . With each level of recursion the number of variables decreases by one, therefore the depth of the recursion equals n. For simplicity assume
The computation of [f p ] i proceeds as follows:
(1) For N = dp fix u 0 , . . . , u N as in Lemma and compute V −1 = (V ij ), where V is the Vandermonde matrix of (u 0 , . . . , u N ).
(2) Invoke the recursive procedure COEFF(i, p, k, A) with initial parameters k = n and A ="coefficient matrix of f ".
The pseudo code of the procedure COEFF is given in the Algorithm 1. To improve the performane we apply some well known computational tricks. The evaluation in the line 2 is done using the Horner's rule which for a polyno-
In this way the expensive computation of powers of x 0 is avoided. The Vandermonde matrix V can be inverted using classical Gauss elimination algorithm in O(N 3 ) time. Since on each level of recursion we need only one row of V −1 (line 9 in the code above) precomputing the whole inverse seems too expensive. Fortunately, if the nodes u 0 , . . . , u N are choosen to be equidistant there is a recursive algorithm which computes one single row of
. The computation of the p-th power in the line 4 can be done using binary powering algorithm as described in [K] . We also note that w s 's in line 6 do not depend on each other and thus the order in which they are computed does not matter. In particular they can be computed parallely. Finally, the number of nodes N need not to be the same on each recursion level but depend on the degree of f in a particular variable i.e. we have to choose N k := max {deg 1 (f ), . . . , deg k (f )}·p on the (n−k)-th recursion level. For example if f has degree 2 in one variable and degree 1 in the remaining variables we could improve speed by considering 2p interpolation nodes only on one level of recursion and p interpolation nodes on the ramaining.
If f happens to have special form
with A, B, C ∈ Z[X 2 , . . . , X k ] a trick can be applied to slightly speed up the computation. If (10) holds, then so is for f u ,
Consequently, this decomposition holds on all levels of recursion. We note that in this case
since we need only the terms with X p−i+j 1 = X p 1 i.e. i = j. We apply this "shortcut" on the last but one level of recursion to compute f p u1,...,u k−2 p when we have to deal with polynomials in two variables. We use the modified version of COEFF and a new procedure SPLIT2 for this. Thus the depth of recursion is reduced by one. For the case n = 4 the call tree of the algorithm is depicted in Figure 2 .2. 
Algorithm 3 Modified version of COEFF
if n ≡ 0 mod 2 then 
end for 29: s ← s + M j · t 30: end for 31: return s computation we arrive at assymtotical running time pN n or d n p n+1 , since N depends linearly on p and d.
As we can see from the description of the algorithm, the memory consumption is O(N ) = O(dp), which is the space needed to store the n − 1 rows of the inverse Vandermonde matrix. In particular, for fixed d it is independent from the number of monomials f has. Remark 1. When d is fixed, the running time depends on p and the number of monomials in f .
2.3. Implemetation details. As was mentioned before, the algorithm can be parallelised in a very straight-forward way. As a target platform we choose a graphics . This GPU is capable of running up to 480 parallel execution threads. The GPU is programmed using an extension of C/C++ programming language called NVIDA CUDA 2 C [N] . A typical CUDA program is executed on both the CPU and the GPU. The parts of the code that run on the graphics hardware are called kernels and each kernel can be run N times in parallel by N different CUDA threads. The threads are organized in one-, two-or three-dimensional thread blocks while blocks are organized in one-or two-dimensional grid. The graphics hardware was origianlly created for the purpose of low-precision floating point operations it uveils its full computing power only when dealing with 32-bit floating point numbers. Therefore we can perform exact computations only on numbers within the range −2 23 . . . 2
23
or equivalently −8388608 . . . 8388608. That is because only 23 bits of 32 are used to store the significant digits (8-bits being reserved for the exponent and one remaining bit for the sign). This range is far too small to be useful due to the rapid growth of the numbers [f p ] 0 . Therefore we used a residue number system (RNS) to represent large integers. Given a (fixed) set of pairwise coprime natural numbers m 1 , . . . , m s , the integer x < M := m i is represented by the system of residues
. . . where a i 's are called mixed radix digits. Once a i 's are known the decimal value can be computed easily. One classical algorithm for finding a i 's from RNS representation of x is given in [SR] .
In our implementation the program branches in several execution threads in the procedure COEFF on the top level of recursion. The threads are organized in b blocks with t threads per block. All the threads within the k-th block performs computation modulo prime number p k . The i-th thread of k-th block computes w j mod p k for j = i mod t. The arrangement of threads is illustrated in Figure  2 .
APPLICATION TO TORIC CALABI-YAU VARIETIES
In the theory of toric Calabi-Yau varieties the constant terms of powers of Laurent polynomials occur in the following way. Consider a reflexive lattice polytope
. Then the Laurent polynomial corresponding to ∆ is
This polynomial defines a family of hypersurfaces
is the period of the holomorphic 3-form
on X z and is a solution of the Picard-Fuchs equation
dz and P i are polynomials with integral coefficients
The numbers (a i ) i∈Z (14)
then satisfy the following recurrence relation (15) P 0 (n)a n + P 1 (n − 1)a n−1 + · · · + P k (n − k)a n−k = 0, for all n ∈ N 0 . We say that the recurrence has length k + 1 and degree d := max {deg P i }. Conversely, if a sequence satisfies (15) then its generating function is anihilated by the differential operator (13). Given ∆ we want to find the corresponding differential operator L. To do this, we compute first N coefficients of the constant terms series (12) of f ∆ and try to find a reccurence of the form (15). Assume there is one with lenght k + 1 and degree d. P 0 (2)a 2 + P 1 (1)a 1 + P 2 (0)a 0 = 0 P 0 (1)a 1 + P 1 (0)a 0 = 0 P 0 (0)a 0 = 0
We have to keep this system overdetermined i.e. to have N + 1 > (k + 1)(d + 1). If there is a solution which does not change when we add more equations, we hope that we found the correct operator. Since, a priori, we do not know the length and the degree of the reccurence we make the Ansatz (16) for all k, n which are allowed by the requirement that (16) be overdetermined. Thus it is essential to be able to compute [f i ] 0 for as many i's as possible in reasonable time. This method was used by Batyrev and van Straten [BvS] and has been polular ever since. More recently, Batyrev and Kreuzer used this approach in [BK] to determine the Picard-Fuchs operators for some new families of Calabi-Yau threefolds with Picard number 1. They succeeded in 28 cases out of 68. Using our algorithm were able to compute 4 more Calabi-Yau operators. Although we knew up to 300 constant terms, in many cases the recurrence did not show up. 
