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We consider a one dimensional spin-1/2 many body systems which initial state is a symmetry broken ground
state and in which an evolution is induced by a sudden quench of the Hamiltonian parameters. We show that the
long-time behavior of the spin state, can be approximated by the one of an open two level system in which the
evolution preserves all the symmetries of the Hamiltonian. Exploiting such a result we analyze the geometric
phase associated with the evolution of the single spin state and we prove analytically that its long-time behavior
depends on the physical phase realized after the quench. When the system arrives in a paramagnetic phase, the
geometric phase shows a periodicity that is absent in the other cases. Such a difference also survives in finite size
systems until boundary effects come into play. We also discuss the effects of a explicit violation of the parity
symmetry of the Hamiltonian and possible applications to the problem of the entanglement thermalization.
PACS numbers:
The geometric phase [1–5] appearing in the evolution of
many physical systems has attracted an increasing interest in
the recent years. It is related to geometrical properties of the
operator which induces the evolution, and hence it provides
informations about its properties. Therefore it is not a surprise
that it has been subject of several theoretical [6–8] and exper-
imental investigations [9–12]. Applications of the geometric
phases range from neutrino physics, where it can provide the
control on the entanglement detection by means of violation
of Bell-like inequalities [13] and can be associated to the par-
ticles oscillations [14–18], to the NMR based quantum com-
putation [19], and the design of temperature sensors [20, 21].
It was also extensively analyzed in the field of condensed mat-
ter [22–24] where several authors have used the geometrical
phase to signal and characterize the presence of quantum crit-
ical points [25–28]
The present letter also analyzes the relationship between the
geometric phase and the phase transitions. But respect to the
previous works our results are a substantial step forward. In
fact, as we show in the following for a very large class of one
dimensional spin models, considering an evolution induced by
sudden quench in the Hamiltonian parameters the long-time
dynamics of the state of the single spin can be well approxi-
mated with the one of a two-level open system that respects
the symmetry of the many body Hamiltonian. Exploiting this
equivalence we were able to prove in a very general way that
the geometric phase signal the crossing of the quantum criti-
cal point. Moreover, the fact that in our work we focused on
a single spin state, that we take into account symmetry bro-
ken ground states [29, 30] and that we prove that the results
can be extended also to finite size system makes experimental
verification of our results possible. Furthermore the fact that
we have analyzed the geometrical phase induced by sudden
quench discloses the possibility to use the geometrical phase
to gain a deeper understanding of the entanglement thermal-
ization [31–34].
We starts by considering an one-dimensional spin-1/2 sys-
tem which dynamic is governed by an Hamiltonian that pre-
serves the parity symmetry respect to a spin direction that
we assume to be z and that at t = 0, undergoes to a sud-
den quench of its parameters. We assume that, at the begin-
ning, the system is descried by a symmetry breaking ground
state of a magnetically ordered phase of the Hamiltonian. Fo-
cusing on a single spin of the system, we show that, after a
transient, its dynamic can be well approximated by the dissi-
pative evolution of an open two-level system which respects
the symmetries of the Hamiltonian. By exploiting such a re-
sult we evaluate analytically the long-time behavior of the ge-
ometrical phase of the single spin state. We show that this
behavior is dependent only on the final set of parameters of
the Hamiltonian. If the Hamiltonian defined by the new set of
parameters still falls in the magnetic phase, then the geomet-
ric phase does not show any periodicity that, on the contrary,
appears in the other cases. This result, obtained in the thermo-
dynamic limit, can be generalized in the finite size case where
symmetry broken ground states can be defined in a discrete
ensemble of points [35]. Among all of them, the factoriza-
tion points [36–38] are the only ones in which the presence
of the symmetry broken ground states does not depend on the
size of the system [39]. Using the factorization points as the
initial set of parameters we show that, until boundary effects
come into play, the behavior of the geometric phase obtained
in a finite size system is indistinguishable from the one ob-
tained in the thermodynamic case. Therefore, the geometric
phase can be used as a tool to study the properties of the phys-
ical system also by using a realization with a finite number of
elements. Before to conclude we also briefly discuss the ef-
fects associated to an Hamiltonian term that explicitly violate
the parity symmetry and the possible role of the analysis of
the geometric phase role in the study of the thermalization in
closed quantum models.
The evolution of the density matrix ρ(t) describing an open
two-level system is given by [40, 41]
dρ(t)
dt
= −ı[Hl, ρ(t)] + L[ρ(t)] . (1)
The first term in the r.h.s. of eq. (1) represents the stan-
dard quantum mechanical evolution, induced by an Hamil-
tonian acting on the spin that, in general, can be written
as Hl =
∑
µ hµσµ where σµ are the Pauli operators and
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2µ = 0, x, y, z (σ0 = 1). L[ρ(t)], is a linear map which
satisfies the conditions of complete positivity and trace preser-
vation of ρ(t). It is useful to expand eq. (1) in the basis of
the Pauli operators. Associating to the reduced density matrix
ρ(t) a vector ρ¯(t) whose components are the expectation val-
ues of the σµ, i.e. ρ¯µ(t) = Tr(ρ(t) · σµ), the eq. (1) becomes
dρ¯(t)
dt
= −2Uρ¯(t) , (2)
where U is a real matrix equal to
U =
 0 0 0 00 λx α− hz β − hy0 α+ hz λy δ − hx
0 β + hy δ + hx λz
 . (3)
The matrix U in eq. (3) describe a completely general evo-
lution. However the evolution induced by a sudden quench of
the Hamiltonian parameters of a many-body system preserves
the parity. In fact if a state before the quench has a defined
parity, then the parity must be preserved also during the evo-
lution [42]. At the level of a single spin, ground states with
a defined parity are characterized by the fact that ρx(0) =
ρy(0) = 0. Hence, the operator U has to satisfy the condition
that if ρx(0) = ρy(0) = 0 then ρx(t) = ρy(t) = 0 ∀ t ≥ 0.
This implies that β = δ = hy = hx = 0.
Using these assumptions we solve eq. (2) and we obtain an
explicit expression for ρµ(t)
ρx(t) = e
−tλs [ρx(0) cosh(ωt)−Ax sinh(ωt))] ;
ρy(t) = e
−tλs [ρy(0) cosh(ωt) +Ay sinh(ωt))] ;
ρz(t) = e
−2tλzρz(0) . (4)
Here ω=
√
4(α2−h2z)+λ2d, λs = λx+λy and λd=λx−λy ,
while the parameters Ax and Ay , assuming ζ± = α± hz , are
Ax=(ρx(0)λd+2ζ−ρy(0))/ω andAy=(ρy(0)λd−2ζ+ρx(0))/ω.
To show that eqs. (4) can describe the dynamic of the state
of a spin in a many body system which Hamiltonian under-
goes to a sudden quench, we compare them with several sam-
ples in which we have analyzed the exact dynamics. These
samples are obtained by considering a thermodynamic one-
dimensional system, which Hamiltonian is
H=−
N∑
i=1
γxσ
x
i σ
x
i+1+γyσ
y
i σ
y
i+1+∆σ
x
i−1σ
z
i σ
x
i+1+hσ
z
i , (5)
that can be analytically solvable [43] by using the Jordan
Wigner transformations [44]. It includes several well known
models as the quantum Ising model [45–47], that can be ob-
tained setting ∆ = 0, and the cluster-Ising model [48, 49] that
is recovered fixing γx = 0 and h = 0. Moreover, it is easy
to verify that, regardless the values of γx, γy , h and ∆, the
Hamiltonian always commutes with the parity operator along
z direction i.e. Pz =
⊗
i σ
z
i .
In fig. (1) we compare, for several cases, the exact re-
sults obtained for the ρµ(t) of the model in eq. (5), using
the approach described in Ref. [42], with a fit obtained us-
ing eqs. (4). The exact results are obtained by considering,
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Figure 1: (Color online). Behaviors of the ρµ(t), with µ = x, y, z,
as functions of the time for several different quenches. For all the
samples the dots stand for the values obtained solving exactly the
model in eq. (5), by using the approach described in Ref. [42], while
the lines are the result of a fit obtained using eqs. (4). In two of the
quenches showed we have considered the case in which the final set
of the parameter are still in the ordered phase. They are the black
empty squares / black dotted line in which the quench starts from
{∆ = 0, γx = 0.8, γy = 0.2, h = 0.8} and ends in {∆ = 0, γx =
0.8, γy = 0.2, h= 0.95}, and the red empty up-triangles / red solid
line in which the initial parameters are {∆ = 0.2, γx = 0.8, γy =
0.2, h=0.8} and the final ones are {∆=0.2, γx=0.8, γy=0.2, h=
0.97}. In the other two samples the final set of parameters falls in
the paramagnetic region. For the green empty circles / green dashed
lines we have that the quench starts from {∆ = 0, γx = 0.8, γy =
0.2, h = 0.8} and ends in {∆ = 0, γx = 0.8, γy = 0.2, h = 1.1},
while the blue empty down-triangles / blue dot-dashed line in which
the initial parameters are {∆=0.2, γx=0.8, γy =0.2, h=0.8} and
the final ones are {∆=0.2, γx=0.8, γy=0.2, h=1.3}.
as initial state, a symmetry-breaking ground state. Looking at
the behavior of ρz(t) we note that, in all the cases analyzed,
as t increases, it goes to a finite value, namely ρz(∞), that
only accidentally is zero. On the contrary ρx(t) and ρy(t) al-
ways vanishes exponentially. However, when the set of the pa-
rameters after the quench lives in the region of the disordered
phase, ρx(t) and ρy(t) have, in addiction to the exponential
decay, an oscillatory behavior, that is absent in the other case.
This picture is in agreement with the results obtained in the
cases of the quantum-Ising model and the cluster-Ising mod-
els [42, 50–52]. For what concern the eqs. (4) we see that they
fail to describe the short-time behavior of the ρµ(t) while, in-
creasing t, the agreement with the exact solutions becomes
3better and better. It is worth to note that the short-time fail-
ure is not due to the particular sets of parameters that we have
used. On the contrary it is connected to the fact that ρz(∞) is,
in general non zero and different from ρz(0). Hence its behav-
ior for all times cannot be explained using the third of eqs. (4).
Therefore the best fit of the long-time behavior is obtained as-
suming in the eqs. (4) ρz(0) = ρz(∞) and λz = 0. On the
other hand, the long-time behaviors of ρx(t) and ρy(t) can be
explained by assuming that ω2 changes from positive to neg-
ative values when the set of the parameters after the quench
moves from ordered to disordered phase.
Hence the eqs. (4) can be used to describe the long-time
behavior of the single spin state and of any physical quan-
tity defined on it. With the aim of capturing the two differ-
ent behaviors of the single spin state we choose to focus on
the geometric phase Φg(t). In particular we use the Wang
and Liu approach [53] that allows to evaluate the geometrical
phase in an open quantum system with a nonunitary and non-
cyclic evolution. The geometrical phase Φg(t) is defined as
the difference between the total Φt(t) and the dynamic phase
Φd(t). It can be expressed in terms of the time-dependent
parameters representing the single spin state in the Block
sphere, i.e: 1) the purity, i.e. the vector radius in the Block
sphere r(t) =
√
ρ2x(t) + ρ
2
y(t) + ρ
2
z(t); 2) the polar angle
defined as θ(t) = cos−1(ρz(t)/r(t)); 3) the azimuth angle
ϕ(t) = tan−1(ρy(t)/ρx(t)).
The total phase Φt(t) depends only on the initial and on the
state at the time t. In terms of these geometrical parameters it
is written as
Φt(t)=
1∑
k=0
√
(1 + (−1)kr(t))(1 + (−1)kr(0))
2
tan−1 (6)(
sin(ϕ(t)− ϕ(0)) sinχk,0 sinχk,t
cosχk,0 cosχk,t + cos(ϕ(t)− ϕ(0)) sinχk,0 sinχk,t
)
where χk,t =
θ(t)
2 + k
pi
2 . Assuming ρz(∞) 6= 0 and taking
into account that λz = 0 and ρx(∞) = ρy(∞) = 0 it follows
that θ(t)→ 0, pi depending on the sign of ρz(∞). Therefore,
defining s = sgn(ρz(∞)), we have that, for t → ∞ Φt(t)
becomes
Φt(t) ' 1
2
√
(1− s r(∞))(1− s r(0))(ϕ(t)− ϕ(0)) , (7)
where r(∞) = limt→∞ r(t) = |ρz(∞)|.
On the contrary, the dynamic phase Φd(t) depends on the
path followed by the state in its evolution. In terms of the
parameters of the Block sphere it can be written as
Φd(t) =
1
2
1∑
k=0
∫ t
0
(1 + (−1)kr(t′)) cos2 χk,t′dϕ. (8)
Having only the expression for the for the long-time dynamic
of ρµ(t) the dependence of the dynamic phase on all the time
smaller that t can be a problem. However, defining t∗ the
time in which we can start to approximate the true ρµ(t) with
the the eqs. (4) and the linearity of the integral, we can con-
sider the dynamical phase Φd(t) as the sum of two terms: the
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Figure 2: (Color online). Behaviors of the ϕ(t) as functions of the
time for the cases analyzed in fig. (1). At the same set of parameters
is associated the same code of point/line of fig. (1.
short-time term (between t = 0 and t = t∗) which we indicate
with Φ(s)d and the long-time term (for times greater than t
∗).
Notice that the short-time term Φ(s)d represents a constant that
affects the precise value of the phase, but not its behavior. In
the evaluation of the long-time term, assuming ρz(∞) 6= 0 we
can consider r(t) = |ρz(∞)| and θ(t) = 0, pi. By exploiting
these assumptions it is easy to see that the dynamical phase
becomes
Φd(t) ' Φ(s)d +
1
2
(1− s r(∞))(ϕ(t)− ϕ(t∗)) (9)
From eq. (7) and eq. (9) it follows that, in the long-time
regime, the geometrical phase Φg(t) = Φtot(t) − Φd(t) de-
pends linearly on the azimuthal angle ϕ(t)
Φg(t) ' 1
2
C ϕ(t) + cost , (10)
where C =
√
1− s r(∞))(1− sr(0))− (1− s r(∞)).
The azimuthal angle ϕ(t) shows two different long-time be-
haviors. If the system, after the quench, is still in the magneti-
cally ordered phase, then, ω2 > 0 and ϕ(t) goes to a constant
value for t → ∞. Consequently Φd(t), Φtot(t) and Φg(t)
become constants. On the contrary if the system has crossed
the quantum critical point we have ω2 < 0 and ϕ(t) becomes
a periodic function of the time, with a periodicity equal to
Im(ω). In this case also Φd(t), Φtot(t) and Φg(t) start to
show a periodic behavior that is absent in the previous case.
In fig. (2) we show for the cases analyzed in fig. (1) the behav-
ior of ϕ(t) evaluated using the eqs. (4) and the exact analytical
solutions of the models in eq. (5).
Let us now take into account the particular case in which
ρz(∞) = 0. In this situation, from the definition of the pa-
rameters of the Block sphere, we have that θ(t) = pi2 ∀ t and
for t → ∞, one has r(t) → 0. For the dynamical phase, fol-
lowing the same approach used in the general case we obtain
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Figure 3: (Color online) Finite size effects. Behaviors of the ϕ(t)
associated to the evolution of the symmetry-breaking ground state
for {∆ = 0, γx = 0.8, γy = 0.2, h = 0.8} fro sudden quenches to
the sets of parameters {∆ = 0, γx = 0.8, γy = 0.2, h= 0.95} (upper
panel) and {∆ = 0, γx = 0.8, γy = 0.2, h = 1.1}. The initial set
of parameters is a factorization point and hence the superposition
ground state exists also at finite size. In both the two panel the black
dots stand for the results obtained with a system made by 100 spins
while the red line are the data obteined in the thermodynamic limit.
a result that is equivalent to the general case, i.e.
Φd(t) ' Φ(s)d +
1
2
(ϕ(t)− ϕ(t∗)) (11)
On the contrary the total phase Φt(t) shows an expression
completely different from eq. (7). Indeed being θ(t) = pi2 ∀ t
the total phase, in the limit of large times, becomes
Φt(t)=
1
2
K tan−1
(
sin(ϕ(t)− ϕ(0))
1 + cos(ϕ(t)− ϕ(0))
)
where K =
√
1 + r(0) +
√
1− r(0). Therefore φt(t) is not
more a linear function of ϕ(t). But, also in this case, when
the final set of the Hamiltonian parameters cross the quantum
critical point, the total and the geometrical phase, pass from a
constant to a periodic long-term behavior.
The analysis of the single spin geometric phase presented
here holds not only in the thermodynamic limit, but also at fi-
nite size. In fact also at finite size, in the region of parameter in
which, at the thermodynamic limit, we have a magnetic phase,
there exist several sets of the Hamiltonian parameters in which
the system shows a degenered ground state [35]. Then, it is
possible to construct a symmetry-breaking ground state also at
finite size. Among the sets of Hamiltonian parameters, a cru-
cial role is played by the set of factorization points [36–38],
in which the presence of the degeneracy does not depends on
the size of the system [39]. In fig. (3) we report the behav-
ior of ϕ(t) for the quenches analyzed in fig. (1) which initial
set of the Hamiltonian parameters coincide with a factoriza-
tion point. We note that, the finite size systems show the same
behavior of the thermodynamic one, up to a certain time t in
which the boundary effects enter into play.
The results obtained depend on the assumption that in the
evolution the parity is preserved. If we modify such hypoth-
esis by introducing, for example, a small local field along the
x direction, i.e. hx 6= 0 in eq. (3), the picture changes sud-
denly. In fact the periodic behavior of the geometric phase,
for a quench crossing the critical point, is due to the fact that
ρx(t) and ρy(t) oscillate around 0 (see fig.1). In the case in
which hx 6= 0, the oscillations of ρx(t) and ρy(t) are no more
centered around 0 but around a different values. Therefore,
there exists a certain time t after which none oscillations will
take pace and the long-time periodic behavior of ϕ(t) disap-
pears. Since the geometrical phase is strongly depending on
the symmetries of the Hamiltonian then, the analysis of such
a phase can disclose a new way to analyze the entanglement
thermalization that it is strongly dependent on the integrability
of the Hamiltonian.
In summary, we have seen that the study of the single spin
geometric phase, induced by a quench in the many body sys-
tem in which the spin lives, may allow to study the phase dia-
gram of such system. Starting from a ground state that breaks
the parity symmetry of the Hamiltonian, we show that the
long-time behavior of the single spin geometrical phase is de-
pending on the phase which characterizes the system after the
quench. Such behavior can be determined analytically by con-
sidering the fact that, in the long-time regime, the evolution of
the single spin in the many-body system is well approximated
by the one of a two-level open system whose evolution pre-
serves the parity of the state. Exploiting this result we have
shown that, when the system, during the quench, cross the
quantum critical point, the long-time regime of the geometric
phase has a periodic behavior that is completely absent in the
other case This kind of analysis can be extended also in the fi-
nite size system. Our results are strongly dependent on the fact
that, during the evolution, the parity is preserved. In the case
that this assumption is violated the geometrical phase show a
completely different behavior. This fact disclose the possibil-
ity to use the long-time behavior of the geometrical phase to
analyze the entanglement thermalization. This analysis will
be the subject of an our future work.
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