The additive model of multiattribute value (or utility) theory is widely used in multicriteria choice problems. However, often it is not easy to obtain precise values for the scaling weights or the alternatives' value in each function. Several decision rules have been proposed to select an alternative under these circumstances, which require weaker information, such as ordinal information. We propose new decision rules and test them using Monte-Carlo simulation, considering that there exists ordinal information both on the scaling weights and on the alternatives' values. Results show the new rules constitute a good approximation. We provide guidelines about how to use these rules in a context of selecting a subset of the most promising alternatives, considering the contradictory objectives of keeping a low number of alternatives yet not excluding the best one.
Simple procedures of choice in multicriteria problems without precise information about the alternatives' values
Introduction
Among the many approaches that were designed with the purpose of ranking a set of alternatives or with the purpose of selecting the best(s) one(s) taking into account multiple criteria, we address multiattribute utility theory -MAUT / multiattribute value theory -MAVT [25] , which explores the idea of giving a value assessment to each alternative. This is a well-known and popular approach, although many other alternatives exist; for recent comprehensive reviews of other existing methods (outranking methods, analytic hierarchy process, etc.) the reader can see, e.g., [6, 17] .
Usually it is assumed that the exact values for the parameters of multiattribute evaluation models are known or can be elicited from a decision maker. However, in many cases, this assumption is unrealistic or, at least, there may be advantages in working with less precise information. Several reasons are given in the literature that justify why a decision maker may wish to provide incomplete information [48, 13, 28, 14] : the decision may need to be taken under pressure of time and lack of data; some parameters of the model are intangible or nonmonetary as they reflect social or environmental impacts, which can lead to the impossibility that the decision maker provides precise values with confidence; the decision maker has limited capacity to process information; the decision maker may find it difficult to compare criteria; the decision maker may not want to reveal his preferences in public or may not want to set his preferences, as they could change over the process; in each criterion, the performance of the alternatives can result from statistics or measurements (which generally are not completely accurate); some parameters reflect values or preferences of the decision maker, that he may consider difficult to express because he considers that it is difficult to assign precise numerical values to them; the performance of alternatives can depend on variables whose value is not known at the time of analysis; the uncertainty about what the future holds may also interfere with the system of values of decision maker; the information that would set the value of some parameters may be incomplete, not credible, contradictory or controversial. Some of these factors could be reduced with expense of time, discussions or money, but the decision maker may want to avoid incurring in these costs. Furthermore, experimental works [45, 10] show that different techniques for eliciting the values of parameters, given the same task and the same decision maker, may lead to different results. Working with models which require less effort from the decision makers is perhaps a way of fostering the adoption of formal methods for decision aiding. Thus, the decision maker may indicate only qualitative or ordinal information, or indicate intervals, instead of providing exact values for parameters. Motivated by these reasons, in this work we will consider decision problems in which decision aiding is provided based on such type of incomplete information.
The concern of working with incomplete information arises, naturally, in the context of the use of multiattribute value (or utility) functions. According to this technique [25, 49] , it is necessary to begin by building a value function for each criterion, which expresses on a cardinal scale the value associated with each level of the scale where the criterion is measured. The value function may be increasing or decreasing as the level increases (for example, decreasing in the case of a cost), and often shows decreasing marginal values. In the case of the utility function it is also possible to model different attitudes towards risk. The most popular model for aggregating multiple value functions is the additive model, which advocates that, under some assumptions [25] , the overall value of an alternative is the sum of value functions (one for each evaluation criterion), each of them weighted by a scale coefficient. These coefficients are the weights used on a weighted sum of objective functions. Henceforth we will refer to these coefficients simply as "weights", though noting that they do not reflect directly the intuitive notion of importance of each criterion, because they are inseparable of the range for which the value function was defined. This is one of the most well-known methods among practitioners and researchers, it is simple to understand, and its theoretical properties are well studied (e.g., see [6, 24, 25, 49, 46] ).
There are many methods that accept ordinal information (expressed as order relations), for example a ranking of the weights. Most of these methods focus on imprecision on weights, considering the precise value of each alternative in each criterion is known (e.g., [2, 13, 21, 42, 48, 44] ). However, it is not always easy to elicit precise value of each alternative in each criterion. There are also methods that address imprecision on performance values (e.g., [22] ), or are able to deal with imprecision on weights and on performance values simultaneously (e.g., [37, 41, 47] ). During this work we will first address imprecision on performance values and later we will address imprecision on weights and on performance values simultaneously. Eliciting incomplete information about weights and about the value of each alternative in each criterion, although not precise, may be sufficient to increase the knowledge of the decision maker about the issue under analysis. The incomplete information can thus be used to provide some reference lines on the best choice or to provide some reference lines about how to select a subset of alternatives containing the most promising ones.
One of the research questions that arises in this context is to know how good are the proposed rules to select an alternative in the context of lack of precise information (for example, based on ordinal information), compared with an ideal situation in which the value of all parameters of the model is known. Usually this is studied using simulation (Monte-Carlo): generating randomly a large number of problems (criteria weights and value of each alternative in each criterion), determining the alternative with highest global value (based on the multiattribute model) and comparing this alternative with the alternative chosen by the rule under study, based on only part of the information. As examples of such comparisons we can cite, for example, [5, 42, 43, 44] . However, these works consider that only the weights are unknown, and it is important to extend this idea to the case where the value of the alternatives under each criterion are also unknown. This paper presents new rules and simulation studies comparing different rules for choice when information about the weight of the criteria and about the value of each alternative in each criterion is incomplete. Unlike most previous research, we will not only focus on the best alternative according the used rule. More than using a rule to identify a single alternative, our aim is to test how the rules behave in a strategy of progressive reduction of the number of alternatives (as suggested by [13] ), in the context of making a screening of the alternatives. Our aim is to test procedures to choose a subset of alternatives, based on incomplete information, for example a ranking of the value of the alternatives in each attribute, and then to observe how good the chosen alternatives are. The rules to be used try to conciliate the contradictory objectives of maintaining a minimum number of alternatives while ensuring that the chosen subset contains the best alternative. These experiments are designed to be comparable with previous studies. Hence, we test similar problem dimensions. Furthermore, we restrict ourselves to the case where the elicited information about these parameters is ordinal, i.e., a rank order.
In this work we will study the case in which the incomplete information does not refer only to weights, but also to the value of each alternative in each attribute, and it is possible to provide, in both cases, ordinal information instead of precise values for the parameters. For example, the decision maker can indicate that one alternative has higher value than another alternative in one criterion, without specifying how much. Larichev et al. [31] confirm the hypothesis that the decision is more stable if the information is elicited in an ordinal way.
In the next section we will present some of the existing approaches in the literature to deal with the use of ordinal information and other types of incomplete information. The rules tested are presented in detail in section 3, which also introduces the mathematical notation. In section 4 the conducted simulations are described, and results of such simulations are presented in Section 5. Section 6 shows an example of application of the decision rules. Section 7 presents some conclusions and some guidelines for future research.
Using Ordinal Information
In the literature it is possible to find different approaches which aim to skirt the difficulties associated with the elicitation of precise values for the parameters of models. We will present a brief overview of these approaches, particularly those involving ordinal information.
There are many methods that accept ordinal information, see for example [9] . The decision maker may indicate that a criterion is more important than some of the others, or that an alternative has better performance than another in a certain criterion, but not quantifying how much. This concern arises not only in methods based on the idea of a multiattribute value function, but also in methods based on different principles. For instance, determining exact values for weights is a difficulty associated also with outranking methods [40] . With the aim of reducing this difficulty, Bisdorff [8] proposes extending the principle of majority agreement (as implemented in outranking methods) to the context in which only ordinal information is available about the relative weight of the criteria. Within the category of outranking methods we could also mention QUALIFLEX [36] , a method for ranking alternatives based on their rankings on several criteria and on the relative importance of these criteria, and ORESTE [39] , which has been developed for situations where the alternatives are ranked according to each criterion and the criteria themselves are ranked according to their importance.
Other approaches not based on the idea of a multiattribute value function are Verbal Decision Analysis (VDA) [35] , the TOMASO method [34] , and distancebased approaches, to cite rather diverse examples. VDA uses ordinal information (e.g., more preferred, less preferred) and is more oriented for problems with a large number of alternatives and where the number of criteria is relatively small. ZAPROS and ORCLASS are two decision methods based on the principles of VDA: ZAPROS [29] aims at ranking a set of alternatives whereas ORCLASS [30] is used in classification problems. These methods make very few assumptions about the way the decision maker aggregates preferences. The TOMASO method can also be used for sorting or ranking based on evaluations of the alternatives on ordinal scales. It is based on Choquet integrals to allow interaction effects among criteria (e.g. synergy). Distance-based approaches attempt to find a ranking that is as close as possible (according to some distance) to a set of rankings (or partial rankings) provided as an input. As examples we can cite [12, 11, 19] .
The indirect eliciting of preferences is used in the paradigm of ordinal regression, in which an underlying aggregation model is assumed, often a multiattribute additive value function. According to this paradigm, initially information regarding holistic preferences within a set of reference alternatives is obtained and then the parameters for the model that maximize compatibility with this information are inferred. The inferred parameter values are then used to rank the alternatives. Figueira et al. [18] propose the GRIP method, which belongs to the class of methods based on the indirect elicitation of preferences and on the ordinal regression paradigm. GRIP can be seen as a generalization of the seminal UTA method [23] using additional information in the form of comparisons of intensity of preference between certain pairs of reference alternatives. The MACBETH methodology [4] is a multiattribute approximation requiring only qualitative judgments about value differences, with the aim of helping decision makers to quantify the relative attractiveness of alternatives.
Rather than inferring precise parameter values, Dias and Clímaco [13] presented the idea of using ordinal information to infer restrictions about these parameters values, assuming a multi-attribute additive value function was used. Their purpose was to use these constraints to obtain robust conclusions, i.e., to find the set of conclusions that is compatible with the provided information. The SMAA method [27] takes the reverse perspective by finding parameter values compatible with potential results: it emphasizes the exploration of weights space with the objective of discussing what type of parameter values makes an alternative preferred to another one. The SMAA-O [28] is a variant of SMAA for problems in which some or all criteria are measured in ordinal scales (it is known, in each criterion, which is the best alternative, the second best alterna-tive and so on, but not the absolute measures).
To reconstitute the judgement of a decision maker concerning some alternatives provided as examples it is not necessary to infer numerical constraints or values. Greco et al. [20] presented a methodology to support multiattribute decision, the Decision Rule Approach, in which preferences are shaped in terms of decision rules "if ..., then ..." based on the dominance principle. The mathematical basis of the proposed methodology is the DRSA (Dominance-based Rough Set Approach). The authors state that decision makers accept more easily to provide information in terms of examples of decisions and look to simple rules to justify their decisions, than to supply precise values for parameters.
Also based on the concept of dominance, Iyer [22] explored the idea of extending dominance-based decision-making to problems with noisy evaluations. The author's idea was to eliminate alternatives which are dominated by any other alternative according to the multi-criteria evaluations, without assuming the aggregation method was known.
Much work has been developed for the case of MAVT/MAUT with incomplete information. Sage and White [41] proposed the model of imprecisely specified multiattribute utility theory (ISMAUT), in which precise preference information about both weights and utilities is not assumed. Malakooti [33] suggested a new algorithm for ranking and screening alternatives when there exists incomplete information about the preferences and the value of the alternatives. His proposed algorithm is very efficient, as many alternatives can be screened and ranked by solving a single mathematical programming problem. An extended version of Malakooti's work was presented by Ahn [1] . Park, Kim, and colleagues [16, 32, 37] provided linear programming characterizations of dominance and potential optimality for decision alternatives when information about values and/or weights is not complete, extended the approach to hierarchical structures [32] , and developed the concepts of potential weak potential optimality (indicates if an alternative is sometimes better than the others given the incomplete information) and strong potential optimality (indicates if an alternative is always better than the others) [37] . White and Holloway [47] considered an alternative interactive selection process: a facilitator asks a decision maker questions and obtains responses that will be used to decide on the next question, aiming to eventually identify a most preferred alternative. In order to guide the facilitator in selecting what question to ask next and to determine when to terminate the question-response process, White and Holloway presented conditions that guarantee the existence of a question response policy that will identify a most preferred alternative in a finite number of questions.
In addition to all these methods, some authors (e.g., [15] ) suggested the use of simple decision rules based on incomplete, but easy to elicit information. One of the possibilities described in the literature to deal with incomplete information on the weights is to select a weights vector w * from a set of admissible weights W * to represent that set and then to use w * to evaluate the alternatives. Examples of this are the use of equal weights and the use of ROC (rank order centroid) weights, which are compared in the simulation study of Barron and Barret [5] . This study concludes that ROC weights provide a better ap-proximation than the other weighting vectors. Another type of rules that have been proposed include optimization. It is possible to distinguish the following [42] : maximin rule (this rule consists in evaluating each alternative for its minimum guaranteed value, i.e., worst case), minimax regret rule (this rule consists in evaluating each alternative for the maximum loss of value with respect to a better alternative, i.e., a "maximum regret"), and central values rule (this rule consists in evaluating each alternative for the midpoint of the range of possible values). The idea of all these rules is to rank the alternatives, or to select an alternative, without requiring more information from the decision maker. Although none of these rules ensures that the alternative indicated as being the best one is the same that would result if precise values for weights were elicited, simulations show that in general the alternative selected is one of the best (e.g., [44] ).
The work in this paper belongs to this last group of approaches of using rules based on information easy to elicit. Our objective is to rank the alternatives, or to select one alternative, without requiring precise information from decision maker. We will propose two new rules, based on the ideas of the ROC weights rule, to deal with incomplete information in the value of each alternative in each criterion. We will use Monte Carlo simulation to compare the results obtained when all the information is available with the results obtained when the proposed rules are used.
Notation and decision rules

Notation
The evaluation of a discrete set of m alternatives A = {a 1 , ..., a m } is considered. The evaluation of each alternative is made according to each criterion, considering a set of n criteria (attributes) X = {x 1 , ..., x n }. Let v i (.) be the value function (or utility function -the difference here is not important) corresponding to attribute x i . Consequently, v i (a j ) ∈ [0, 1] denotes the value of the alternative a j according to the criterion x i .
According to the additive aggregation model, the global (multi-attribute) value of an alternative a j ∈ A is given by:
where w i represents the scale coefficient or "weight" associated with v i . For these parameters we have:
Without loss of generality we will consider that criteria weights are indexed by descending order, given ordinal information provided by a decision maker, for example, using "swings" [49, 15] . Thus, the set of all vectors of weights compatible with this information is:
We also consider that we have a ranking of the value of each alternative in each criterion: for each criterion the decision maker indicates which alternative has the highest value, which alternative has the second highest value, and so on. Let V * be the set of the n × m matrices, having as elements the values v i (a j ) (i = 1, ..., n; j = 1, ..., m), compatible with this information.
Decision rules
Introduction
Criteria weights are usually the parameters more difficult to elicit accurately [40] . Several authors have studied the case in which incomplete information refers only to criteria weights and it was verified that some decision rules based on ordinal information about the weights (for example, the decision maker indicates that a criterion weighs more than another) lead to good results [42, 43, 2, 44] . In [44] , among other experiments, a set of Monte-Carlo simulations was carried out in order to see how different rules (ROC weights, maximin rule, minimax regret rule and central values rule) compared on a strategy of selecting the best alternative under each rule. The rules can be compared, for example, in accordance with the indicator "hit rate", which indicates the proportion of simulations in which the alternative chosen with a vector of supposedly true weights (i.e., the vector that would be obtained if precise values were elicited) coincides with the alternative indicated by the rule based on only ordinal information about the weights. The results indicate that the ROC weights are the best rule for this strategy (having a hit rate between 79% and 88%, for problem dimensions similar to those considered in this paper).
In this work we will also use ROC weights when the incomplete information refers to the weights. ROC weights are calculated using the following formula (assuming that the indices of criteria reflect their order, w 1 is the highest weight and w n is the lowest one), defining the centroid of the simplex W * (3):
Incomplete information on the value of each alternative in each attribute
If the decision maker finds it difficult to indicate the exact value of each alternative in each attribute, a natural idea would be to ask him for a ranking, e.g., "the alternative a 1 is the one which has the best value considering the attribute x 1 , the alternative a 2 is the one which has the second best value considering the attribute x 1 and alternative a 3 is the one which has the third best value considering the attribute x 1 ". Similarly to simulation experiments that studied the case in which only the weights were considered unknown, in this case it is also possible to compare the results obtained when we know the value of each alternative in each attribute with the results obtained when considering only a ranking. One possibility is to use ROC values for each attribute, i.e., the centroid of polytope defined by the ranking of the values on that attribute. This corresponds to equally spaced values; for attribute x i , the ROC values are defined as follows (i = 1, ..., n):
where r i (a j ) represents the rank position of alternative a j considering the attribute
Another idea is to ask the decision maker to provide, besides a ranking of the alternatives in each attribute, a ranking of the differences of value between consecutive alternatives. Imagine that a decision maker indicates that v(x) > v(y) > v(z) > v(w), where x, y, z, and w are alternatives. Let
After that, the decision maker would need to provide a ranking of these ∆'s. This approach might be based on a ranking of differences of value deduced from a rough drawing on a scale (for each individual attribute). Figure 1 shows an example of a hypothetical drawing done by a decision maker. It is not our objective, through this drawing, know the exact value of each alternative in each attribute, but only to get a sorting of the value of each alternative in each attribute, as well as a ranking of the differences of value in each attribute. This figure would allow to infer (checking with the decision maker if this was a correct reading) that
. We consider that v i (a 5 ) = 1 and v i (a 1 ) = 0. Note that this idea is similar to what is done in the decision support system DECAID [38] . However, contrary to what happens in DECAID, our objective is not to know the exact value of each alternative in each attribute, but only to obtain ordinal information about the position of alternatives and about the difference of value between them. Instead of asking for a rough drawing, the rank-order of the consecutive value differences might be asked directly. We will call ∆ROC rule to the procedure of ranking the alternatives based on a formula similar to ROC weights. Note that, also for the ∆ 1 , ..., ∆ m−1 we have non-negativity restrictions and sum equal to one. Hence, for an attribute x i , if the ∆ ik are indexed by decreasing order of magnitude, we have (i = 1, ..., n): 
4 Simulation
In the previous section we presented rules that can be used to select a promising subset of alternatives, given ordinal information about weights of the additive model, and ordinal information about the value of each alternative in each attribute. In this section we describe a sequence of experiments using Monte Carlo simulation to compare these rules. In these experiments we have considered situations with 5, 10, and 15 attributes, and 5, 10, and 15 alternatives. Similarly to [42] and [44] , we have generated 5000 random problems for each problem dimension (after verifying that using a greater number of problems did not affect significantly the results). The single-attribute values v i (a j ) were generated from a uniform distribution in the interval [0,1] and then normalized attribute-wise in such a way that the highest value in each attribute would be 1 and the lowest value would be 0. For each criterion, suppose v 
The uniform distribution was also considered by [42] and [2] . The scaling weights were also generated according to an uniform distribution in W * using the process described in [7] . To generate the weights for the nattribute case, we draw n − 1 independent random numbers from a uniform distribution on (0, 1) and rank these numbers. Suppose the ranked numbers are r (n−1) ≥ ... ≥ r (2) ≥ r (1) . The following differences can then be obtained: w n = 1 − r (n−1) , w n−1 = r (n−1) − r (n−2) , ..., w 1 = r (1) − 0. Then, the set of numbers (w 1 , w 2 , ..., w n ) will add up to 1 and will be uniformly distributed on the unit simplex defined by the rank-order constraints (3), after relabelling.
For each random problem, defined by a value matrix and a weights vector, the additive model provides the overall value of each alternative, which produces a ranking of the alternatives. This is what we call the supposedly true ranking, i.e., the ranking that would be obtained if cardinal information was used. On the other hand, each of the rules produces rankings using ordinal information about the weights vector and the values matrix. Comparing the ranking of the alternatives according to the supposedly true parameters with the ranking of the alternatives according to the used decision rule, we consider the following results:
• The position that the best alternative according to the true ranking reaches in the ranking generated by the used decision rule: this allows us to know the minimum number of alternatives that must be chosen, beginning by the top of the ranking provided by the rule, so that the true best alternative belongs to the chosen set.
• The position that the best alternative in the ranking generated by the rule reaches in the supposedly true ranking: this allows us to know how good the alternative chosen by the rule is in terms of the supposed true ranking.
Similarly to Barron and Barret [5] we also calculated the "value loss", i.e., the difference of multiattribute value between the alternative selected by the used decision rule and true best alternative, considering the supposedly true parameter values.
Results
Previous results
In [44] the authors considered the value of each alternative in each attribute was known, but the weights were unknown: only a ranking of the weights was available. A first set of experiments was carried out in order to see how the different rules compared on a strategy of selecting the best alternative under each rule. The experiments indicated the position reached by the alternative suggested by the rule in the supposedly true ranking. Detailed results related to the position that the best alternative under the different rules reaches in the supposedly true ranking were presented. The authors showed, for each rule and for each problem size, the average position in the supposedly true ranking and the proportion of cases where the reached position is 1, 2, 3, 4 or greater. Note that the proportion of cases where the reached position is equal to 1 corresponds to the hit rate. This set of results can also be useful to verify how the different rules compare on a strategy of selecting a subset of the best alternatives in accordance with each rule. For example, if the two best alternatives according to any of the rules are chosen, the proportion of cases where the supposed best alternative is one of the two chosen ones can be significantly higher than the hit rate.
In a strategy of progressive reduction of the number of alternatives, the objective is to retain the minimum number of alternatives for future analysis, without eliminating the best one. An interesting question is to know how many alternatives should be retained. To answer this question, in [44] the authors computed the position of the supposedly best alternative in the ranking produced by each rule. For each problem size, the average position of the supposedly best alternative in the ranking provided by each rule, and the proportion of cases in which the position was 1, 2, 3, 4, or greater were shown. The authors observed that the probability of retaining the supposed best alternative increases, as expected, with the number of alternatives that are retained. For example, using the ROC weights rule, to the considered dimensions, selecting two alternatives is sufficient to retain the supposed best alternative in 90% of the cases, and selecting three alternatives is not sufficient only in 5% of cases.
Next, we will present a similar study to obtain comparable results, first considering that the incomplete information refers only to the value of each alternative in each attribute, and afterwards considering that incomplete information refers to the weights and to the value of each alternative in each attribute simultaneously.
Incomplete information with respect to value of each alternative in each attribute
In this set of experiments we considered the weight of criteria was known, but we supposed that the decision maker indicated incomplete information about the value of each alternative in each criterion. We tested the ROC values rule (assuming that the decision maker ranked the alternatives) and the ∆ROC values rule (assuming that the decision maker ranked the alternatives and ranked the difference between consecutive alternatives) for the value of each alternative in each criterion. A first set of experiments was carried out in order to see how the different rules compare in a strategy of selecting the best alternative under each rule. These experiments indicate the position reached by the alternative suggested by the rule on the supposedly true ranking. Detailed results related to the position that the best alternative according to the ROC values and ∆ROC values rules reached in the supposedly true ranking, are presented in tabular form in Table 1 (in this table TRUE ∆ROC means the use of TRUE weights and ∆ROC values and TRUE ROC means the use of TRUE weights and ROC values). This table shows, for each rule and for each size, the average position on the supposedly true ranking (the minimum position was always 1) and the proportion of cases where the position reached is 1, 2, 3, 4, or greater. The results indicate that the use of supposedly true weights and ∆ROC values lead to a hit rate greater than 90%. With this rule, the hit rate increases with the number of alternatives. Using true weights and ROC values the hit rate varies between 76% and 81%. The use of ∆ROC values leads to a significant increase in the hit rate when compared with the use of ROC values.
To answer the question "How many alternatives should be kept?", we need to know what is the position of the supposedly best alternative in the ranking produced by each rule. Table 2 shows, for each size, the average position of the supposedly best alternative in the ranking provided by each rule (minimum position was always 1) and the proportion of cases where the position is 1, 2, 3, 4, or greater. As we can see, the probability of retaining the supposedly best alternative increases with the number of alternatives that are retained. In all cases, selecting two alternatives will suffice in 93% of the cases while selecting three alternatives will not be sufficient in only 3% of cases. We can see that the additional information required from the decision maker by the ∆ROC values rule is compensated by clearly superior results when compared with the ROC values rule.
In Table 3 it is possible to see the value loss of the different rules. In this table ROC ∆ROC refers to the use of ROC weights and ∆ROC values, ROC ROC refers to the use of ROC weights and ROC values, TRUE ∆ROC refers to the use of TRUE weights and ∆ROC values, and TRUE ROC refers to the use of TRUE weights and ROC values. Considering the weights (TRUE weights) are known and using ∆ROC values, the average value loss varies between 0.0070 and 0.0316. The maximum value loss is a value between 0.0580 and 0.2455. Considering the weights are known and using ROC values, the average value loss varies between 0.0051 and 0.0139. The maximum value loss is a value between 0.0998 and 0.3123. Note that, in both cases, the average value loss is a small value. Table 3 : Value loss.
Incomplete information with respect to weights and with respect to value of each alternative in each attribute
In this section we considered both the weights of criteria and the value of each alternative in each criterion are unknown. The decision maker indicates only ordinal information about the weights and about the value of alternatives in each criterion, perhaps adding ordinal information about differences of value between consecutive alternatives in each criterion. We tested the rules that combine ROC weights / ROC values and combine ROC weights / ∆ROC values. Table  4 shows the position of the best alternative under ROC weights / ROC values and ROC weights / ∆ROC values rules in the supposedly true ranking (in this table ROC ∆ROC means the use of ROC weights and ∆ROC values and ROC ROC means the use of ROC weights and ROC values). Using ROC weights and ∆ROC values the hit rate decreases with the number of alternatives. The results are obviously worse than in the case with known weights, because this is the situation in which less precise information is given. However, it should be noted that combining ROC weights/ ∆ROC values gives results very close to the situation where it is assumed that the values of the alternatives are known (see [44] ). Once again the additional information requested from the decision maker by ∆ROC values rule is compensated by superior results when compared with the ROC values rule. Table 5 shows the position of the supposedly true alternative in the ranking induced by the ROC weights / ROC values and ROC weights / ∆ROC values rules. In the previous experiments that considered true weights and ∆ROC values, results indicated the hit rate was greater than 90%. If we consider that we also do not know the weights, and used ROC weights, the results are also good (the hit rate is greater than 78%). Using the ROC weights and ∆ROC values rule facilitates the elicitation of information and leads to a rapid identification of the most promising alternatives. Keeping 2 alternatives is enough to retain the supposed best one in at least 93% of the cases.
In Table 3 it is possible to see the value loss of the different rules. Considering the weights are unknown (using ROC weights) and using ∆ROC values the average value loss varies between 0.0215 and 0.0663. The maximum value loss is a value between 0.1869 and 0.4926. Considering the weights are known and using ROC values the average value loss varies between 0.0355 and 0.0816. The maximum value loss is a value between 0.1946 and 0.5351. Considering both the weights and the values of each alternative in each attribute are unknown, the average value loss is also small. 
Example
Having compared some decision rules based on randomly generated problems, this section presents a comparison based on real data. With this intention, we used an example by Bana e Costa [3] , based on a study of Keeney and Nair [26] about the choice of a location for a nuclear plant. In that study 9 alternatives were considered, which were evaluated through 6 attributes (cost, health and security, effect on the salmon population, socio-economic impact, aesthetics and biologic impact in the region). The additive model was used with the following data for the value of each alternative in each attribute (matrix V ) and for the weights associated with the value functions (vector w): If we consider that we did not know the exact values of each alternative under each attribute, we could use the ROC or ∆ROC values rules. To use the ROC and ∆ROC values rule it is necessary to normalize the values of each alternative under each attribute (matrix V ′ ), in such a way that, in each attribute, the lowest value would be 0 and the highest value would be 1. Moreover, since we are changing the performance levels that correspond to levels of value 0 and 1, it is necessary to recalculate the weights (vector w ′ ) in order to compensate exactly the replacement of V by V ′ . These changes do not affect the ranking of alternatives in terms of the global value, continuing a 3 to be the best. The transformed data are: Consider now that precise information about the weight of the criteria was not available at a certain stage of the analysis, because the decision maker felt more comfortable indicating only ordinal information. In such a case, we can use the ROC weights rule, which the simulations have shown to be the most promising rule. Extracting from vector w ′ only ordinal information about the weights, let us assume that we only knew that w
Therefore, the weights vector to use the ROC rule would be the following: With the ROC and ∆ROC rules for the values we can determine an approximation for the values of the different alternatives in each attribute. The ROC and ∆ROC values are the following (whenever there are ties this removes one variable; for instance in the 5th attribute we only have to consider 5 different levels): 
The results obtained using the different rules are presented in Tables 6 and  7 (in which the column TRUE TRUE refers to the use of true weights and true values, the column ROC TRUE refers to the use of ROC weights and true values, and so on, until the last column, which refers to the use of ROC weights and ∆ROC values). Table 6 : Value of different alternatives using different rules.
As expected, the results show that the rankings closer to the true one are those in which more precise information is used. It is preferable to have precise information about the values and ordinal information about the weights to have precise information about the weights and ordinal information about the values. If there is ordinal information about the values, then the ∆ROC rule is superior to the ROC rule, as already had been verified in the conducted simulations. The alternative a 3 , chosen in the original study, with the highest global value, is not the first for any of the rules (except for the TRUE ROC one). These coincide Table 7 : Position of different alternatives using different rules.
in pointing the second alternative of the real ranking, alternative a 2 . However, this second alternative is also quite good, the difference of value between the two alternatives being very small. In this example, if the two best alternatives according to each rule were retained we would retain the two best ones.
Conclusions
This work presented a sequence of Monte-Carlo simulations with the aim of comparing different decision rules for the context where there exists only ordinal information about the weights of the attributes and about the values of each alternative in each attribute, considering the additive aggregation model for value functions. These experiments extend some experiments carried out by other authors, focusing on the calculation of hit rates and loss of value, since we tested strategies to select more than one alternative. These experiments also consider unknown the value of the alternatives in each attribute. The objective of this type of strategies is the simplification of the problem in terms of the number of alternatives, with the aim of studying it in more detail, or with the aim of eliciting more information. The originality of this work, besides overtaking the focus on the best alternative for each rule, is the consideration of analogous decision rules for the case in which we have also ordinal information relatively the value of each alternative in each attribute. We proposed an adaption of the ROC rule for this purpose, and also a new rule that requires a little more information (but easily elicited, for example, by a rough drawing, as we suggested), the ∆ROC values rule. If we consider that we do not know the value of each alternative under each attribute, our results show that ∆ROC values rule lead to results clearly superior to the results of the ROC values rule.
As our experiments and example have shown, in the majority of the cases, using ordinal information leads to good results in the identification of the most promising alternatives. The best rule presented for cases without any cardinal information was ROC weights and ∆ROC values. With this rule, the hit rate varies between 79% and 85%. The presented rule is good for selecting a subset of the most promising alternatives: selecting the two best alternatives according to this rule is sufficient in 93% of the cases or more, depending on the problem dimension, to retain the best alternative according to the true weights and values. The used elicitation of the information makes the cognitive task of the analysis easier, even if it is not very accurate. We recommend the use of incomplete information to identify a small subset containing the most promising alternatives, whenever it is predicted that it would be difficult to obtain precise values for all parameters. This may occur because the decision maker finds it cognitively difficult to express trade-offs cardinally, because time is scarce, because it is costly to assess or measure the performances of the alternatives, or for other reasons.
These conclusions should be read carefully, since the experiments were restricted to the case where the decision is based on a ranking of the criterion weights and on a ranking of the value of each alternative in each attribute. For the case where the set of acceptable weights and the set of acceptable values are defined by a set of general linear restrictions, it is possible that the ROC and ∆ROC rules lose some power.
