In today's technology driven world the growth of the data centers have been enormous to match the required needs of various institutions, organizations and governments etc. for storing data in a safe and secure manner. Similarly efficient use of electrical energy is gaining importance due to diminishing resources and ever growing demands. Therefore the efficient energy utilization is a must in a data center. In this paper we have discussed the architecture, electrical system and the cooling system of a data center in a generalized manner. Also all the basic required parameters for calculating the energy efficiency of the data center are considered. Suggested procedure can be utilized for the power consumption analysis of a data center and obtained results can help taking measures to improve the energy utilization of the data center.
Introduction
At present data centers have become an integral part for the functioning of any firm in the world at present. A data center is a technical building which is used to house computer systems and its associated components like telecommunication and storage systems together. Back-up power supplies, redundant communication connections, environmental controls and security devices. Data center is a technical facility that has various energy consuming equipments such as servers, network devices, data storage devices and cooling units etc. As a whole these equipments process, store and transmit digital information are termed as IT equipments. The power consumption varies greatly with respect to building [1] . The site level infrastructure network or topology which is mandatory for sustaining the data center operations is described by the Tier classification. The tier standard is established on the fact that the data centers themselves, which are highly dependent on the efficient integrated operation of numerous separate subsystems, the quantity of which is dependent upon the individual technologies like electricity generation, refrigeration, and regulated power supplies etc. to sustain the services and operations. The standards are comprised of a four tired-scale, with Tier IV being the most robust and efficient according the Uptime Institute; certifies the data centers with the tier numbers in the range Tiers I to Tier IV. [2] 
Power Requirements of a Data Center
Every data center is unique in its own way of operation and requirements. Depending on the work performed the infrastructure is customized accordingly. The technology is developing in such a way that it is capable of providing solutions which would result in the increase of business proportions by decreasing power disruptions. It is a necessity to have the required infrastructure like products, services and systems which adequately meet the requirement as per the desired tier working. High efficiency equipment by design for enhancing the efficiency of the data center is often snubbed due to high initial cost. As the companies create new applications for their growth the business dependence on the data centers increases which also results in the increase of equipment density and criticality. Higher operating flexibility, lower operating costs and higher system availability created by the advancement of technologies resulting in dynamic response to variations in capacity, density and availability in the present world can become a reality. Once the energy needs of the critical IT load are established, simple rules can be used to precisely determine the power consumption of these elements. We would now discuss in detail the electrical and cooling systems of the data center [3] [4] . The study of the carbon foot print of a data center is also important while analyzing the efficiency of a data center [5] [6].
Electrical System of a Data Center
Due to the advancement in technology and growing demands, the energy requirement of the IT Racks have altered a lot in last few years. The total power consumption of a rack has increased to more than 20 KW from 4KW initially due to the increase in the power receptacles from fourteen to eighty four required for the support of fully populated rack. The change at present is driven by the evolution of blade servers which on an average consume twenty four kilowatts of power [4] . Critical Part consists of UPS, PDUs, Server farms, Computer Room Air Conditioning (CRAC) units and emergency lighting. The non-critical part consists of office loads, DG sets and workstations. The size and spread of the data center determines the voltage rating of the transformer. The transformer is the ultimate gateway for the power into the data center. The essential factors to be considered during selection and operation of transformers are harmonics and it's K-Rating. The soul of any critical power infrastructure is the UPS. It provides primary protection from the harmful power disturbances. It provides the required back-up power during the outage times. UPS protects the data center from unpredicted power disruption which would cause loss of data resulting in the disastrous consequences of the business firm. The power distribution to the critical IT load is done through the power distribution units (PDUs).
Cooling System of a Data Center
Cooling system to remove heat from the data center is of prime importance and consumes around 35 to 40 % of the total power consumption. Effective heat removal is one of the most vital processes for optimum operation of data center irrespective of its location. Operating temperature and humidity levels should be maintained at recommended levels. Therefore reliable and efficient cooling system is extremely important [7] . Conventional Method and Contemporary Method are two ways of cooling.
In the conventional method of room cooling the average temperature distribution is determined by the inlet and outlet temperatures of different racks. The inlet temperature of the rack is proportionate to the cold air supplied by the CRAC unit. The outlet temperature of the rack is the summation of the inlet air temperature and the power consumption of that particular rack. The contemporary method is known as hot aisle/cold aisle containment technique, the server racks are arranged such that the hot and cold sides are separated to form an array of alternative hot and cold aisles. This type of arrangement allows the hot air exiting from the rear side of the racks to return to the CRAC, thus minimizing the re-circulation of hot exhaust from the back of the rack towards the inlets of other racks. The chilled water based CRAH units are the most commonly adopted systems for large capacity data centers cooling. The higher capacity facilitates efficient energy usage by the compressors and fans [8] [9] .The Precision Air Handling Unit (PAHU) is used for cooling the server room area. PAHU is used in to remove the moisture and improve the operating efficiency of the server racks. The air handling unit (AHU) is specifically used for cooling purposes in the battery and UPS rooms. Some of the basic criteria to be estimated for designing efficient cooling solution of a data centers are load Density, Temperature and Humidity, Cleanliness of Air, Redundancy, Vapor Barrier and Access Control for Parameter Settings.
Data Center Efficiency
The electrical efficiency of a data center is hardly planned or managed, which results in the wastage of considerable amounts of electricity. In the present day world it is feasible and practical to design measure and improve the electrical efficiency of the data center. The actual efficiencies of the installations are much below than that of practical best values that are possible. For certain customers the money spent on electricity exceeds the amount spent on the procurement and installation of IT equipment. If certain data is available, the methods to evaluate are totally absent. Methods of comparison of recorded data with the designed parameters of the equipments are absent. We can conclude that the need of the hour is to define standard ways of describing, measuring, analyzing and benchmarking the obtained data for electrical efficiency improvement [10] . The best way of analyzing the data center efficiency is by using Power Usage Effectiveness (PUE). PUE is defined as the ratio of total data center input power to IT load power. Higher the PUE value lower is the efficiency of the data center as more "overhead" energy is consumed for powering the electrical load. The ideal case is if the value of PUE is one which indicates the maximum attainable efficiency with no overhead energy. The ideal case is not attainable at present due to the consumption of electricity by UPS, fans, pumps, transformers, distribution wiring, humidifiers, lightning and other auxiliary equipments in addition to the every consuming IT Loads. The following factors influence the electrical efficiency of a data center:-
IT Load
Critical IT load is one of the most important things which change frequently. The new power management features in the developing generation of the IT equipment cause the IT load to vary instantaneously according to the demands. The efficiency varies dramatically with load. If the IT load varies over a period in a day due to constantly changing demands the graphs gives us the view of the variations which may occur in the instantaneous PUE over the duration of the day. But this instantaneous PUE value would not be the same as the daily PUE. Similarly the daily PUE may not match with the Weekly PUE.
Effect of Outdoor Conditions
The most important factor is the outdoor air temperature. As temperature increases the efficiency of the data center decreases. The efficiency decreases because the heat rejection systems consume more energy while processing the data center heat which increases due to the seeping in of the outdoor heat into the data center.
User Configurations
There is an enormous amount of change in the PUE due to the numerous actions of the users. The following are the actions of user which affect the efficiency and are extremely variable and depend on the precise design of the power and cooling systems:-Variation in Temperature Set Points, Variation in Humidity Set Points, Changes in Venter Floor Tiles, Changes in Plenum and Failure of cleaning air filters. When any one of the above actions is performed the data center design is subjected to have changed and new efficiency measurement is a must.
Combined Effect of Fluctuating Conditions
The efficiency is subjected to change due to any one of the conditions explained in this section. Day-to-day variation caused to varying climatic conditions. Variation caused daily due to the swings in the IT load, outdoor temperature and humidity content. IT loads variation on weekends and weekdays. Improper maintenance of the equipment involved in the data center operations. Daily variations results in the degradation of the usefulness of one time measurement of PUE. Due to the daily variations in the efficiency of the data center, the measurement of efficiency improvement activities, performance trending analysis and the accuracy of predicting the future electrical bills is extremely poor.
Parameters for Calculations
For calculating and analyzing the performance of the data center as a whole we require various data which needs to be collected first then calculated and analyzed to reach the appropriate result. The required parameters for carrying out the calculations have been discussed in this section.
Universal Data Center Data
Total of four parameters required for calculation purpose is collected under this division. Electrically active Data Center Area in square meters (dU1), Location of the Data Center (dU2), Type of Data Center (dU3), Construction date of the Data Center (dU4).
Energy Consumption of Data Center
The six parameters required for the performing the metrics calculation under this cluster are The annual electrical usage of the data center (dEC1), The total electrical energy usage by the IT equipments (dEC2), The entire electrical consumption by the HVAC equipments (dEC3), Total energy extracted from the fuel for meeting the required demands (dEC4),The annual district steam energy used by the data center (dEC5), The entire district chilled water energy used for the cooling purpose of the data center (dEC6). The above mentioned six parameters are calculated in kilo-watt hours. dEC1, dEC3, dEC4, dEC5 and dEC6 can be obtained by analyzing the Meter bills and dEC2 can be measured from the downstream of the power distribution units. The entire fan power which is the summation of both supply and return in watts (dEA7) and The total fan airflow rate which takes into account both the supply and exit volumes in m3/s or cfm (dEA8). dEA1 is measured at the supply diffuser point and dEA2 is measured at the return grill. dEA3 and dEA4 are calculated by averaging the measurements taken at different heights and multiple racks. dEA5 and dEA6 are measured at the inlet and exit points of IT equipments.
Environmental Parameters and Air Management

Electrical Power Requirements
The six parameters are the important electrical power requirements Peak load of UPS (dEP1), Load Capacity of UPS (dEP2), Input power of UPS (dEP3), Output power of UPS (dEP4), Average IT Servers Power (dEP5), Average Lighting Power (dEP6). All parameters are measured in kilo-watts. dEP1 is taken as the average for the period of one year or for the particular time period of monitoring whereas dEP2 corresponds to the rated capacity of the UPS. Rests of the parameters are taken as the average over one year of time interval.
Chilling Parameters
Six parameters are necessary to analyze this division's performance which are Average power consumption of the cooling system in kilo-watts (dEC1), Average cooling load in tons (dEC2), Installed chiller capacity without backup in tons (dEC3), Peak chiller load in tons (dEC4), Water economizer hours in full cooling condition (dEC5), Air economizer hours in full cooling condition (dEC6)
Procedure for Calculations
Overall Data Center Performance
Power Usage effectiveness and data center infrastructure efficiency values are calculated in this section. Power Usage Effectiveness (PUE) is a dimensionless quantity.
If the data center is an all-electric facility then PUE = (dEC1) / (dEC2)……………… (i) But if data center is supplied with other forms of energy then the equation i gets modified as the following:-PUE = (dEC1 +dEC3 +dEC4+ dEC5+ dEC6) / (dEC2)…………………… (ii) The PUE of 2.0 is considered as standard while 1.4 is good and 1.1 being the best. Data Center Infrastructure Efficiency (DCiE) is the inverse of the Power Usage Effectiveness.
Calculation based on Environmental Parameters and Air Management Data
Return Temperature Index: This is a measure of excess or deficit of supply air to the server racks. RTI = ((dEA1-dEA2) / (dEA3-dEA4) 
Air Flow Efficiency: This air flow efficiency metric (A) characterizes the overall efficiency in terms of total fan power required per unit of airflow. A= (dEA7 * 1000) / dEA8 …….. (iv)
Metrics of Cooling
Cooling System Efficiency of Data Center (CS1): The overall efficiency of the cooling system in terms of average power input of cooling output is characterized by this metric. Kilo-Watts per ton is the units used for this
Sizing Factor of Cooling (CS2): This metric is defined as the ratio installed cooling capacity to the peak cooling load. CS2 = dEC3/dEC4………………… (vi)
Air Economizer Utilization Factor (CS3): The extent of utilization of air-side economizer used for free cooling is characterized by this metric. It is defined as the percentage of hours in a single year for which the cooling system provides full cooling. It's expressed in percentage. CS3 = (dEC5 / 8760) * 100 ………… (vii)
Water Economizer Utilization Factor (CS4): This factor is the percentage hours in a year that the water side economizer system is utilized to provide the required cooling to the data center. This is also expressed in percentage. CS4 = (dEC6 / 8760) * 100 ……… (viii)
Metrics of Electric Power
Load Factor of UPS (EP1): This metric provides the measure of the UPS system over-sizing and redundancy. 
Practices to be followed for Efficient Energy Utilization
Typical energy costs per square feet are fifteen times and in critical cases forty times that of a normal office building. Therefore data centers become the important targets for energy consumption and energy costs savings all around the world in each every country [11] . Hot Aisle and Cold Aisle Arrangement: In this type of arrangement the cold inlets face each other and the hot discharge sides to face each other. This arrangement helps in efficient air distribution which in turn would help in reducing the energy and money in Non-Continuous Operations and HVAC equipments. This also helps in achieving the objective of better air management in order to minimize or completely eliminate the unwanted mixing of the cold air supplied to the IT equipments and the hot air exhausted by the IT equipments [12] . Rack and Row Based Cooling: Room based cooling can be substituted by either rack based cooling or row based cooling for decreasing the energy required to run the cooling equipments. In row based cooling configuration the CRAH units are dedicated to only a particular row of servers only. The air flow paths in this are very short and much more clearly defined as compared to room based cooling. The row cooler is placed directly adjacent to the computer racks either within the row between two server racks or above them. In rack based cooling configurations the CRAH units are entirely dedicated to racks only. The air flow paths are totally independent of any addition of new server racks [13] [14] .
Capitalization of Free Cooling: The concept of free cooling is utilization of water side economizers to produce the required chilled water to cool the data centers during mild outdoor conditions during the night hours. Free cooling can be easily utilized in areas with temperatures equal or below thirteen degrees Celsius. Free cooling increases the efficiency of operation of chilled water plant by eliminating the energy required for cooling the compressors and also be decreasing the chilled water approach temperature depending upon the system design and outdoor conditions. This can reduce the energy consumption by seventy five percent. Free cooling does not affect the quality of the atmospheric air entering into the data center [15] [16] [17] .
Reduction of Energy Consumption by IT Equipments:
The power drawn by the IT equipments in the data center is the primary driver of power consumption. Power management helps in decreasing the power consumed by the IT equipments during the low computation load hours there by reducing the total electrical usage but not affecting the power capacity requirement. Utilization of blade servers instead of tower servers can approximately reduce power consumption up to twenty percent. Blade servers are energy efficient, reduce the required packing densities and produce only small amount of heat as compared to tower or legacy servers which in turn reduces the required cooling. . [18] [19] .
Conclusion
The growth of data centers is never ending, so is the required energy for running the data centers. Energy should be efficiently used in a data center and also conserved in areas where the possibility arises. Keeping in mind the never ending growth of data centers, the electrical and cooling system of data centers have been discussed in detail. Energy Conservation measures and energy efficiency in data centers have also been suggested. Calculation of PUE has been generalized considering all the parameters of data centers.
