Abstract
Introduction
Large volume computational data that are being generated in the high energy and nuclear physics experiments demand new strategies for collecting, sharing, transferring and analyzing the data. For example, the Solenoidal Tracker At RHIC (STAR) experiment at Brookhaven National Laboratories (BNL) is collecting data at the rate of over a TeraBytes/day. The STAR collaboration is a large international collaboration of about 400 high energy and nuclear physicists located at 40 institutions in the United States, France, Russia, Germany, Israel, Poland, and so on. After the Relativistic Heavy-Ion Collider (RHIC) experiments at BNL came on-line in 1999, STAR began data taking and concurrent data analysis that will last about ten years. STAR needs to perform data acquisition and analyzes over approximately 250 tera-bytes of raw data, 1 peta-bytes of derived and reconstructed data per year. The volume of data is expected to increase by a factor of 10 in the next five years. Details on data acquisition and hardware can be found in [12] . These experiments require effective analysis of large amounts of data by widely distributed researchers who must work closely together. Expanding collaborations and intensive data analysis coupled with increasing computational and networking capabilities stimulates a new era of service oriented computing: Grid computing [1] .
Grid computing consists of large sets of diverse, geographically distributed resources that are collected into a virtual computer for high performance computation. Grid computing creates middleware and standards to function between computers and networks to allow full resource sharing among individuals, research institutes, and corporate organizations and to dynamically allocate the idle computing capability to the needed users at remote sites. The diversity of these computing resources and their large number of users creates a challenge to efficiently schedule and utilize these resources.
Scheduling is a significant problem in fairly allocating resources in cluster and grid systems. In divisible load scheduling theory (DLT) domain, scheduling loads under time varying processor and link speeds have been studied in [6] . However, to date there has been no work on dynamically scheduling divisible loads (large volume loads) on a Grid environment when the resource availability at sinks varies randomly over time. The motivation for this paper stems from the challenges in managing and utilizing computing resources in Grids as efficiently as possible, with performance optimization as the main focus. The performance metric of interest includes, job throughput, resource utilization, job response time and its variance. We propose an efficient dynamic scheduling strategy for situations where in the jobs needs to be completed as early as possible. We provide detailed analysis of the algorithm with respect to the above metrics and demonstrate the performance using illustrative examples with real-life parameters derived from STAR experiments in BNL. The analytical flexibility offered by DLT is thoroughly exploited to design resource aware algorithms that make best use of the available resources on the grid. It also offers an exciting opportunity to optimally schedule multiple divisible loads in Grid computing.
Our contributions in this paper are multi-fold. We consider the problem of scheduling several loads generated in a Grid system onto a set of nodes, using the DLT paradigm. We design and propose a dynamic scheduling algorithm that considers system level constraints such as finite buffer capacity constraints at the processing nodes. We propose resource reclaiming strategies in our design of the algorithm. The workings of our algorithm is elaborated using numerical example with real-life parameters and data acquired from STAR experiments, described above. Our algorithm is designed to adapt to network and load size scalability. Our study and systematic design clearly elicits the advantages offered by our strategy.
The paper is organized as follows: In section 2 we provide the research background and related work for Grid scheduling and DLT. In section 3 we formalize the multisource and multi-sink problem in a Grid system. In section 4 we discuss the load distribution strategy and provide an incremental scheduling strategy for the dynamic environment. In section 6 we discuss the scheduling algorithm and highlight its advantages and provide the conclusion.
Related Work
In this section, we shall now present some of the related work relevant to the problem addressed in this paper. For divisible loads, research since 1988 has established that optimal allocation/scheduling of divisible load to processors and links can be solved through the use of a very tractable linear model formulation, referred to as DLT. It is rich in such features as easy computation, a schematic language, equivalent network element modelling, results for infinite sized networks and numerous applications. This linear theory formulation opens up striking modelling possibilities for systems incorporating communication and computation issues, as in parallel, distributed and Grid computing. Optimality here involving solution time and speedup is defined in the context of a specific scheduling policy and interconnection topology. The linear model formulation usually produces optimal solutions through linear equation solution or, in simpler models, through recursive algebra. The model can take into account heterogeneous processor and link speeds as well as relative computation and communication intensity.
DLT can model a wide variety of approaches, such as store and forward and virtual cut through switching and the presence or absence of front end processors. Front end processors allow a processor to both communicate and compute simultaneously by assuming communication duties [8] . There exists literature of some sixty journal papers on DLT. In addition to the monograph [8] , two introductory up-to-date surveys have been published recently [4, 9] . The DLT theory has been proven to be remarkably flexible in the sense that the model allows analytical tractability to derive a rich set of results regarding several important properties of the proposed strategies and to analyze their performance. Consequently, we do not attempt to present another survey here; however, we refer to the following papers that are either directly or indirectly relevant to the context of this paper. A very directly relevant material to the problem addressed in this paper is [3] in which authors propose an Incremental Balancing Strategy (IBS) to accommodate divisible loads when there are buffer constraints in the processors. An alternative scheme for dynamic environments that considers admission control mechanisms has been studied recently in [10] . Issues such as processor release times coupled with buffer capacity constraints are studied in [7] . The solution time (time at which the processed loads/solution is made known at the originator) is discussed in [5] . We refer astute readers to the recent surveys mentioned above for an up-to-date literature in this domain.
Problem Formulation and Some Remarks
The Grid computing system to be considered here comprises of N control processors, referred to as sources, that have load to be processed and M computing elements, referred to as sinks, for processing loads, as shown in Figure 1 . Each sink might include one supercomputer or a cluster of computers connected by local area networks and controlled by a header (root) node, and may have different computing and communication capabilities. In a simplified view, these clusters of processors can be replaced with a single equivalent processor. The grid computing system can then be modelled as a fully connected bi-partite graph as in Figure 2 : a set of graph vertices could be decomposed into two disjoint Figure 1 . Grid System sets such that no two graph vertices within the same set are adjacent, while any pair of two graph vertices from these two sets are adjacent. Thus this bi-partite graph is a representation of the fact that each source can schedule its load on all the sinks.
In real-life situations, one of the practical constraints is the availability of the resources on a Grid. For instance, this resource could be the memory capacity that a sink can offer to the sources. Thus, whenever two or more sources compete for a sink, the available memory (equivalently, the amount of load that can be accepted for processing from each source) is to be shared among such sources. We precisely consider this real-life constraint in our proposed algorithm. Further, on such a Grid environment, it is possible that one can either follow a push-based approach or a pull-based approach to distribute and schedule the loads. In a push-based approach, the sources themselves identify potential sinks (with an assumption/knowledge about the available resources at the sinks) and schedule their loads. Whereas, in a pull-based approach, the sinks collect the requests from the competing sources and schedule them depending on the availability of the resources among themselves. Both the schemes have their merits and the choice of the approach depends purely on the application requirements and implementation constraints such as the size of the grid, the resource availability, etc. In this paper, we shall consider a pull-based approach in the design of our scheduling strategy. Now, we will formally define the problem we address. As described above, we consider a Grid system with N sources denoted as S 1 , S 2 , ..., S N and M sinks denoted as
For each source, there is a direct link to all the sinks and we denote the link between S i and K j as l i,j , i = 1, .., N, j = 1, .., M . Each source S i has a load, denoted by L i to process. Without loss of generality, we assume that all sources can send their loads to all the sinks simultaneously. Similarly, we also assume that all the sinks can request and receive load portions from all sources.
The objective in this study is to schedule all the N loads
Figure 2. Abstract Overview of Grid System
among M sink nodes such that the processing time, defined as the time instant when all the M sinks complete processing the loads, is a minimum. The scheduling strategy is such that the scheduler (without loss of generality we assume that the scheduler resides in K 1 ) will first obtain the information about the available memory capacities at other sinks, their computing speeds, and the size of the loads from the sources. The scheduler will then calculate and notify each sink on the optimum load fractions that are to be requested from each source. This information can be easily communicated using any of the standard or customized communication protocols without incurring any significant communication overhead. The sources, upon knowing the amount of loads that they should give to each sink, will send their loads to all sinks simultaneously. Following Kim's model [2] , we assume that the sinks will start computing the load fractions as they start receiving them. We also assume that the communication time delay is negligibly smaller than the computation time owing to high speed links so that no sinks starve for load.
We shall now introduce the definitions and notations that are used throughout this paper.
N (M ) Total number of sources (sinks) in the system, with each source (sink) denoted by
T cp Computing intensity constant.
T (q) Time taken to process the loads in the q-th iteration.
Y Fraction of the load L that should be taken into consideration in an iteration of installment, where Y ≤ 1.
p Buffer estimator confidence factor.
P all (P now ) Set of sinks (with buffer space available for processing in an iteration) in the system. X now Set of sources that are being processed in an iteration.
Xnew Set of sources that arrive at the system when the system is idle or busy processing for some sources.
Dynamic Incremental Scheduling Strategy
We employ Kim's multi-port communication model [2] for load distribution and assume that K 1 generates the required schedule satisfying the resource constraints. Here, we also assume that the sinks will start computing the load fractions as they start receiving them and that the communication time delay is negligibly smaller than the computation time owing to high speed links so that no sinks starve for load. In the DLT literature [8] , in order to derive an optimal solution it was mentioned that it is necessary and sufficient that all the sinks that participate in the computation must stop at the same time instant; otherwise, load could be redistributed to improve the processing time.
Using this optimality principle and assuming infinite buffer space at sink nodes, i.e., a sink can hold any amount of load from the sources, load fractions that a sink K j shall receive from the source S i is derived in [11] as
While deriving these load fractions, it is assumed that each sink requests a load fraction that is proportional to the size of the load at the source. Moreover, each sink requests the same load fraction (percentage of total load) from each source. However, in real-life situations, each sink always has a limit to the amount of buffer space that can be used. Further, in a generic Grid environment, each node may be running multiple tasks such that it is required to share the available resources, hence there may be only a limited amount of buffer space that is allocated for processing particular loads at a given time. As a result, we are naturally confronted with the problem of scheduling divisible loads under buffer capacity constraints. The IBS algorithm proposed in [3] produces a minimum time solution given pre-specified buffer capacity constraints and it also exhibits finite convergence, but it does not consider scheduling under dynamic environments and buffer space variations at processing nodes. In this paper, we propose a Dynamic Incremental Scheduling Strategy (DISS) that takes into account the variations in buffer space availabilities with sink nodes and also propose an adaptive estimation scheme to schedule the processing loads in an incremental fashion.
In a real-life system, the total amount of loads to be processed may exceed the available buffer space at sinks and the loads may also arrive at arbitrary times to the system for processing. Thus, the number of loads to be processed may vary over time and also demand for processing may arise at any time. It will be difficult to estimate a priori the maximum amount of load that may be in the system. This is especially true on Grids, as any node can attempt to inject a load when it has one to be processed. Under such conditions, a feasible scheduling may not exist unless the sink nodes allow their buffer space to be reclaimed after a given load is processed. This means that, after processing a given load, the sinks shall make their buffer space available for subsequent processing. Thus in order to handle the situation wherein sources demand processing at various time instants, dynamic scheduling strategies needs to be designed in such a way that sinks continue to render their available buffer space to the sources. The dynamic scheduling strate-
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Sink Nodes request and process load fractions α gies also need to take into account that the amount of buffer space available at sinks may vary over time and this variation may not be known a priori. Under such conditions, the sinks shall estimate the amount of buffer space that it could offer for scheduling in the next iteration and communicate it to the scheduler node. A buffer estimation strategy is described later in the Section 5. With this information, the scheduler node shall generate the required schedule satisfying the resource constraints. It may be noted that in order to estimate the load fractionsα i,j , the scheduler will use Equation 1.
As long as there is sufficient load in the system to completely consume the estimated amount of buffer space at one of the sink nodes, the load fractions α i,j that a sink K j may request from a source S i has to be reduced by a factor Y , given by
This ensures that at each iteration all the sinks that participate in processing the loads complete processing at the same time instant, if the actual buffer space available at a sink node is equal to the estimated one at that node. The algorithm attempts to fill up one or more sinks' buffer space in every iteration. In any iteration, if the remaining load is not enough to completely consume the buffer space at any of the participating nodes, the suggested distribution by equation (1) will be used. When two sinks have identical buffer space, the one at the fastest sink will be fully utilized. As long as there is enough load to be processed in an iteration, the algorithm ensures that at least one sink's buffer is completely utilized. The processing time for the q-th iteration is given by,
In the above algorithm, the load fractions have been calculated based on the estimated buffer availabilities at the sinks. But, at the start of the next iteration, the actual buffer availabilities at the sinks may be different from the estimated values. As long as the load fractions assigned to each sink node by the node K 1 is less than or equal to the actual buffer availabilities at those sink nodes, the sink nodes can request for the load fractions assigned to them from the sources. But, if the buffer available at a sink is less than the load fraction assigned to it, then it could not process the excess load that has been assigned to it. Hence, those sinks shall recompute the load fraction as given by
and request these load fractions from the sources. In addition to requesting these load fractions from the sources, the sink node also has to communicate the modified load fractions that it has requested from the sources to the master sink node K 1 . This is done for computing the exact amount of loads that remain at the sources for processing for the next iteration, by K 1 . This information can be piggy backed along with the estimated buffer availability at the sink nodes that all sink nodes communicate to the master sink node K 1 . Also, let us suppose that K 1 attempts to fill the entire buffer of K 2 . Suppose if K 2 could not accommodate all the load assigned to it, then it modifies the value ofα i,j assigned to it. Then K 2 together with other sink nodes that did not participate in processing in that iteration shall wait for all the other nodes to complete their processing (that is, for the time T (q) ) before requesting for loads from the sources again.
The optimal load fractions for the (q + 1)-th iteration shall be estimated by the master sink node K 1 while processing the load for the (q)-th iteration, based on the total amount of load that remains to be processed. This process shall continue until all of the loads are processed. Note that in this case, the load requesting by the sinks and processing are dynamic in the sense that the IBS algorithm is invoked to estimate the load distribution depending on the number of sources and their respective load sizes. It may be noted that it is not necessary for a sink to render diminishing buffer space in every iteration to each source, since, the load to be processed from a source also diminishes. Further, it should be realized that the buffer space availability in sinks does not have an affinity towards any source. Thus, if no other sources demand processing, then the entire buffer is allocated to the demanding source. Figures 3 and 4 summarizes the above discussed policy.
The new set of loads and the unprocessed loads from the existing sources are considered together for scheduling in the next iteration. The following example clarifies the working principle of the above strategy. The parameters and data for this example are from real-life high energy nuclear physics experiments [12] .
Example 1: Let us suppose that there are three sources with loads to be processed and there are four sinks that can process these loads. Let the speed parameter of sinks be w 1 = 1.11 × 10 −9 , w 2 = 6.25 × 10 −10 , w 3 = 5.00 × 10 −10 and w 4 = 3.57 × 10 −10 , respectively. Let T cp = 6.52 × 10 12 sec/load. Let the actual buffer capacities at sinks at the initial state (that is, iteration q = 0) and iteration q = 1 be B 4 = 1 units respectively. These values are generated randomly using a uniform probability 0.000 0.000 0.000 0.000 K 4 2.000 2.000 2.000 0.000 0.000 0.000 0.000 1.000 K 4 1.698 1.000 1.900 0.000 Tables 1 and 2 . The unutilized buffer space in all the iterations is given in the last column of Table 1 . From, these results, we observe that buffer of K 4 is fully utilized in iterations 1 and 2, whereas buffer of K 3 is not at all utilized in iteration 2 (because estimated buffer size is 0 for that iteration). For iteration 3, buffer of K 3 is estimated to be less than the actual value and hence buffers of all the available sinks are under utilized in that iteration. At the final iteration, the remaining load is insufficient to completely fill up the buffer at any of the sinks. The distribution suggested by the values α i,j in the Table 2 are used by the sinks. Iteration 1 to 4 are scheduled at time t = 0, 4.655 × 10 3 , 8.607 × 10 3 , and 1.067 × 10 4 seconds, respectively. The total processing time for processing all the three loads is t = 1.236 × 10 4 seconds. From this example, it is seen that, because of the new source S 3 and the buffer space variations at the sinks, the processing time for the other sources in the system is stretched to t = 1.236 × 10 4 seconds. Below we describe the buffer estimation strategy and its impact on the performance with respect to this example is discussed in Section 6. 
Buffer estimation Strategy
We propose a distributed buffer estimation strategy based on weighted average calculations. The weights for computing the estimates are based on the iteration indices until the current iteration. We refer to this estimator as Iteration Index based Buffer estimator (IIB). Our IIB algorithm shall be executed at all sink nodes. A sink node, after estimating the buffer space to render in the next iteration, shall communicate it to the master sink node K 1 . Then, K 1 shall execute the dynamic scheduling algorithm described in Figure 4 to determine theα i,j that the participating sink nodes shall request from the sources.
For estimating the buffer availability at a sink, each sink K j needs to keep track of the actual buffer sizes B j from its previous iterations. Note that for implementation purposes it is sufficient to keep a cumulative value for the weighted buffer space. In any iteration q, each sink node shall estimate the buffer size that will be available for the next iteration (q + 1) aŝ
and declare it to the master sink node. In Equation 5 , p is the probability that the estimated buffer size will be available at a sink at the next iteration. The value of p can be chosen based on the confidence level of the buffer estimator. For practical purposes we shall assume that p equals 0.95. This guarantees that the expected buffer sizes will be available at the sinks, with a confidence level of 95%, for the next iteration. This may be observed in our example as discussed in Section 6.
Discussions and Conclusions
The contributions in this paper are geared towards designing and analyzing a dynamic scheduling strategy for handling large volume loads that arrive to a grid system for processing. The strategy that we proposed in this paper is suitable for handling large scale data generated in physics experiments (as discussed in Section 1). Since a Grid infrastructure is always viewed as a repository of resources that can be availed by careful scheduling, implicit to this problem are some real-life constraints such as availability of the nodes for processing, the amount of resources they can render, speeds with which the nodes and links can respond etc. Also, as in the case of any networked system, here too, we can follow a "pull-based" or "push-based" approaches. In this paper, we considered a pull-based strategy. Further, we considered a real-life situation where in the sinks have finite sized buffer and hence the available buffer space have to be shared in an optimal manner among the competing sources. Also, we assumed that every sink attempts to request loads from all participating sources for processing.
We tuned the IBS algorithm proposed in the literature to tackle the posed problem. In addition, since the availability of buffer spaces is dynamic, we proposed an estimation strategy IIB which works on weighted average values as explained. The impact of IIB with respect to Example 1 is as follows. In Table 1 we show the estimated as well as the actual loads requested by the sinks. Further we also project the estimated buffer values. Following are important points to observe. In iteration 1, the estimated and the actual loads being same, the buffer rendered is adequate to handle the estimated load. However, this does not carry far in the second iteration. In iteration 2, we observe that at K 4 , the estimated load being more than the actual buffer rendered, the actual load that is to be requested is tailored to adapt to the available space. It may also be observed that in iteration 2, the estimated buffers take into account the actual buffers rendered in the past iteration. This will be cumulatively done in each iteration, which is indeed the essence of our design. Further, in iteration 2, the actual buffer available is unutilized, as the estimated value is 0. This prevents K 3 to request any load from the source at this iteration. This is somewhat natural to expect which is captured in our design. Another important observation comes from the fact that in iteration 2, if the estimated load sizes have been requested by all the sinks then the sources S 1 and S 2 could have been completely processed in this iteration itself. However since K 4 could not accommodate the estimate load, S 1 and S 2 are forced to be considered for scheduling in the future iterations as well.
Also, note that although S 3 becomes available for processing after iteration 2 starts, it is considered for processing in iteration 3 onwards. Note that in iteration 3, the estimated buffer at K 3 is observed to be less than the actual buffer available. Thus, the scheduler considers a load based on a minimum of the actual or estimated buffer space. In our case, this turns out to be the estimated buffer value. Now, when the estimated total load to be processed is less than or equal to the available buffer spaces, then all the loads could be scheduled and processed at this iteration itself. This happens at iteration 4 in our example.
The proposed IIB strategy works as long as the buffer variations are not drastic. Further, if new loads arrive to the system before the loads being processed are completed, then the processing of existing loads will be stretched. Thus, when loads to be processed are not time-critical the strategy is highly recommended. This aspect indeed triggers an open issue for refining this approach to accommodate an admission control mechanism that could adapt to random arrivals of the loads. This is one of our future extensions.
