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Abstract
Neural networks used for multi-interaction tra-
jectory reconstruction lack the ability to estimate
the uncertainty in their outputs, which would be
useful to better analyse and understand the sys-
tems they model. In this paper we extend the
Factorised Neural Relational Inference model to
output both a mean and a standard deviation for
each component of the phase space vector, which
together with an appropriate loss function, can ac-
count for uncertainty. A variety of loss functions
are investigated including ideas from convexifica-
tion and a Bayesian treatment of the problem. We
show that the physical meaning of the variables is
important when considering the uncertainty and
demonstrate the existence of pathological local
minima that are difficult to avoid during training.
1. Introduction and Related Work
Deep learning models have been found to work well at tasks
such as classification (Krizhevsky et al., 2012; Nam et al.,
2014) and data processing (Kumar et al., 2011). Recently,
Neural Networks (NNs) have been found to perform well
at retrieving physical laws (Cranmer et al., 2019) and in
particular in many-body multi-interaction trajectory recon-
struction tasks where the model also infers the relations
between particles (Kipf et al., 2018; Webb et al., 2019).
Yet these implementations do not estimate errors in their
outputs, which are essential to analysing the inferred inter-
action models, calibrating equipment, and allow for better
informed engineering & better physical understanding of
the system.
In this paper, the factorised Neural Relational Inference
(fNRI) (Webb et al., 2019) is extended to output both a
mean and standard deviation for the position and velocity
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predictions which, together with an appropriate treatment by
the loss function, can account for uncertainty. The methods
presented can trivially be applied to the NRI model as well.
There are three main expected sources of error. First are
the computational errors which include rounding errors
from handling floating point numbers and which propagate
throughout the model, which are typically small, and a larger
contribution arising from the model having a finite time-step.
Errors from the use of finite time-step integration methods
increase with increasing time-step and this will factor into
the model (Riley et al., 2006). The second form of errors are
physical errors. These are explained by chaos theory as a
consequence of non-linear interactions such as the Coulomb
force(Schneider, 2020), which states that for small changes
in initial conditions, particle deviation grows exponentially
(Lyapunov, 1992). The expected value of both errors can be
investigated using the simulator and the results are shown in
Figure 1. The final error source is the model error which is
difficult to estimate. This is an open problem and the main
topic of this investigation.
Recent papers have investigated teasing out model uncer-
tainty by using dropout in the network as a Bayesian deep
Gaussian process (Gal & Ghahramani, 2016; Kendall &
Cipolla, 2016). Models have been developed to introduce
uncertainty in the weights of the NN to deal with noisy data
(Blundell et al., 2015; Pawlowski et al., 2017). There have
also been investigations into predicting and reducing errors
in the output with various NN structures (Chitsazan et al.,
2015).
2. Methods
The fNRI (Webb et al., 2019) builds on the neural relational
inference (NRI) model from Kipf et al. (2018). The NRI
is formulated as a generalisation of the variational autoen-
coder (VAE). In the fNRI, a simulator generates trajectory
data by integrating Newton’s laws for randomly sampled
interaction networks to generate train, validation and test
sets. The model takes the trajectory positions and velocities
of the particles and uses the encoder to output an edge type
posterior distribution from which the edge types can be ob-
The full code along with a readme file to reproduce the ex-
periments presented can be found at https://github.com/
vassilis-karavias/fNRIsigma-master
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Figure 1. Left: Computational errors over time and time-step of integration. The general trend is that the errors increase with increasing
time along the trajectory and time-step of integration. The dips are likely due to random fluctuations and a remnant of the leapfrog method
used for integrating Newton’s equations. Right: Physical errors over time and standard deviation of the Gaussian used to generate initial
deviations from the ground truth. The general trend is that the errors increase with increasing time along the trajectory and σ of the
Gaussian used to obtain the perturbations in initial conditions. Curiously, both forms of error are of the same order of magnitude and thus
neither can be ignored in the analysis. It should be noted that the same arbitrary units are used in both plots.
tained as samples of the distribution. The decoder takes the
initial positions and the interaction graph and reconstructs
the trajectories by outputting a likelihood distribution of
the particle positions and velocities. This allows the output
variations to give a measure of the uncertainty but do not
actually output an uncertainty value. Training is carried out
by minimising the loss
L =
∑
i
(
(~ˆyi − ~yi)2
2σ2
)
−Dkl(qθ(~z|~y)||p(~z)) = Ly+LKD
where the sum is over the time-steps, particles and batches,
and ~ˆy represents the predicted positions and velocities
while ~y represents the true values. The second term is
the Kullback-Leibler divergence. Note that in Webb et al.
(2019) the uncertainty σ is fixed at σ2 = 5 × 10−5. For
more details of the NRI model see figure 2.
2.1. Directly Predicting Uncertainty
The data is based on spring and charge interactions between
5 particles in a finite 2 dimensional box, as in (Webb et al.,
2019), and as such ~y has four coordinates (x, y, vx, vy). We
allow the value of σ in the loss function to vary. There are 3
cases of interest:
• isotropic in all four coordinates;
• semi-isotropic, that is, isotropic in position (x, y) and
velocity (vx, vy) separately;
• anisotropic in all four coordinates.
The isotropic model was not expected to perform well as it
involves fitting a single σ to four different parameters with
two different physical dimensions. This could work if the
main error source is from the model, and thus the physical
semantics of the parameters can be ignored. The first term
in the loss function for the anisotropic case is modified to
Ly =
1
2
∑
i
(
ln ||Σ
i
||+ (~ˆyi − ~yi)TΣ−1i (~ˆyi − ~yi)
)
(1)
where Σ is the covariance matrix. In the isotropic case this
reduces to
Ly =
∑
i
(
(~ˆyi − ~yi)2
2σ2i
+
1
2
lnσ2i
)
(2)
The variation in σ is predicted by adding it as a parameter
to the NN phase space vector. There has been work on
convexifying the loss landscape, which allows for quicker
convergence to the minimum (Paquette et al., 2018). We
show that convexification can be used to improve the perfor-
mance of the models tested.
2.2. Bayesian Approaches
Assuming the output of the model follows a Gaussian dis-
tribution with mean ~yi and variance Σi we can take a
Bayesian approach to model fitting. This takes the form
of an additional Kullback-Leibler term between the prior
and the output distribution. The expected distribution de-
pends on the time-step and is centred about the true position,
i.e. ~µi = ~yi. The σ of the distribution is assumed to be
σi =
√
∆x20 + ∆x
2
comp,t + ∆x
2
phys,t. ∆x0 is the average
deviation of positions and velocities between time-steps 0
and 1. The other terms represent the computational and
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Figure 2. NRI-type model overview (Kipf et al., 2018). The encoder embeds trajectories (x) and, using vertex-to-edge (v → e) and
edge-to-vertex (e→ v) message-passing operations, produces the latent interaction network. The sampled edges (z) modulate pairwise
functions (f˜ke ) in the decoder that can be associated with forces in classical physics. A function of the net resultant ‘force’ (sum over k) is
used to update the mean position using a skip-connection. [x||y] indicates concatenation.
physical errors discussed in section 2 and were calculated
using those methods. ∆xcomp,t was determined using the
error data for the time-step of the model. ∆xphys,t depends
on a preexisting error and the computational error is used as
a seed to calculate the expected physical error. The Normal-
Inverse-Wishart distribution was also tested. This is the
conjugate prior to data sampled from a multivariate Nor-
mal distribution with unknown mean and covariance matrix
(Murphy, 2007). This is exactly the case here. The pos-
terior to the distribution is also a Normal-Inverse-Wishart
distribution with scaled hyper-parameters (Murphy, 2007).
The loss function was taken as the negative logarithm of the
posterior.
2.3. Z-score
To obtain a quantitative analysis of how good a measure of
the error the σ values obtained are, the z-score of each data
point was calculated. The z-score is defined as: ~zi =
~ˆyi−~yi
σi
.
The z-score distribution gives a measure of the quality of
the uncertainty estimate. A good estimate will have a unit
Normal z-score distribution, provided the underlying distri-
bution is Gaussian.
3. Results
Table 1 presents the performance metrics of the various
models tested. The fixed variance fNRI model (Webb et al.,
2019) is given as a benchmark.
3.1. Gaussian Models
The isotropic gaussian model with σ20 = 5× 10−5 struggles
to learn the interaction graph and only manages to recreate
the trajectory for the first few time-steps. The z-score fit
shows a decent fit to a Lorentzian distribution rather than
a Gaussian but the errors were overestimated. Adding a
convexifying term to the loss function yields much better
interaction graph inference and trajectory reconstruction
and thus improves the general performance of the model.
However, the z-score results showed that the model could
not predict the uncertainties and were not particularly well
fit by either distribution. With σ20 = 1× 10−10, the interac-
tion graph inference and trajectory reconstruction are much
better. This is contrary to our expectation that the model
would do badly. However, this can be explained as this
model learned to keep σ constant and thus it does not fit a σ
value to four coordinates. This also means the performance
metrics are similar to the benchmark. Keeping σ constant is
undesirable for predicting uncertainties.
The isotropic Gaussian model displays difficulties in recon-
structing trajectories and inferring an interaction graph with
σ20 = 5 × 10−5. This could be due to the model trying to
fit a single σ to too many parameters as explained earlier.
The semi-isotropic model performs much better than the
isotropic Gaussian with the same initial σ0, suggesting that
the physical semantics of the parameters in question cannot
be ignored when modelling the uncertainty in these physical
systems. The z-score distribution fits better to a Lorentzian
than a Gaussian but the fit is not particularly good. In fact,
this model also keeps σ approximately constant.
The anisotropic case with σ20 = 5 × 10−5 shows good
interaction graph inference however trajectories are not suc-
cessfully reconstructed, with the model only being able to
predict the first few time-steps effectively. The z-score distri-
bution showed the model was overestimating the uncertainty
which in turn allowed the model to keep the trajectory far
apart without introducing a large contribution to the loss.
Starting with σ20 = 1 × 10−10 fixes the trajectory recon-
struction issue, but mostly because the model learns to keep
σ fixed, and the uncertainty is therefore not predicted.
3.2. Lorentzian Loss
The Lorentzian distribution was empirically found to be
a better fit to the z-score distribution than the Gaussian
distribution as shown in table 1. It was then considered that
perhaps the underlying distribution was Lorentzian and not
Gaussian. The σ output of the NN was redefined as the
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Table 1. Accuracy (%) in inferring interaction graph. The higher the better. MSE/ 10−5 in trajectory reconstruction for the different
models. The smaller the better. The fixed variance model can be seen to do the best when considering trajectory reconstruction and does
only slightly worse than the Lorentzian Loss model with σ20 = 5× 10−5 in inferring an interaction graph. Overall, this model does better
than others for these conditions. However, it cannot predict the uncertainty in the output. The z-score distribution was fit with a Gaussian
and Lorentzian and a quality of fit test was performed. The best fit has been displayed along with the value of the test. The smaller the
value of the quality of fit the better the fit is. The models that do not have a fit are because the distributions are not appropriate for a fit to
neither Lorentzian nor Gaussian. It is particularly interesting that most z-score distributions are fit better to a Lorentzian rather than a
Gaussian. The quality of fit tends to vary.
Model σ20 Accuracy /% MSE / 10−5 Best fit to Z-score Quality of Fit
fNRI baseline 5×10−5 91.506± 0.002 6.08 ± 0.03 - -
Isotropic Gaussian 5×10−5 29.6 ± 1.4 64.24 ± 0.05 Lorentzian 0.93 ± 0.02
Isotropic Gaussian: Convex. 5×10−5 86.29 ± 0.02 8.3 ± 0.2 Lorentzian 11.9 ± 0.2
Isotropic Gaussian 1×10−10 89 ± 3 7.4 ± 0.4 - -
Isotropic Lorentzian 5×10−5 93.2 ± 0.2 9.2 ± 1.1 Gaussian 0.499± 0.004
Isotropic Lorentzian 1×10−10 53 ± 3 130 ± 20 Lorentzian 1.136± 0.002
Semi-isotropic Gaussian 5×10−5 84.7 ± 1.0 8.3 ± 0.3 Lorentzian 16.96 ± 0.09
Anisotropic Gaussian 5×10−5 86 ± 2 102.1 ± 0.5 Lorentzian 15.8 ± 1.4
Anisotropic Gaussian 1×10−10 84.3 ± 0.2 7.1 ± 0.2 - -
Anisotropic Gaussian-KL 5×10−5 53.57 ± 0.06 58.2 ± 0.2 Lorentzian 0.611± 0.004
Anisotropic Gaussian-KL 1×10−10 87 ± 2 7.8 ± 0.5 Lorentzian 0.390± 0.002
full-width half-maximum (FWHM), γ, of the Lorentzian
distribution and the loss function became
Ly =
∑
i
(ln (1 +
(~ˆyi − ~yi)2
σ2i
) + lnσi)
Results show that the σ20 = 5 × 10−5 model successfully
infers an interaction graph and reconstructs the trajectories.
However, the z-score distribution is skewed, meaning there
is some bias to the uncertainty predictions, and therefore the
predictions are not indicative of the true uncertainty. Despite
this, this distribution is fit well to a Gaussian distribution
and is one of the more successful models at predicting the
uncertainty. This bias is removed when using σ20 = 1 ×
10−10 but the interaction graph inference and trajectory
reconstruction performance is much worse.
3.3. Bayesian Models
The addition of the Kullback-Leibler term described in sec-
tion 2.2 to the anisotropic Gaussian allows us to add prior
knowledge of the errors obtained from the simulator shown
in Figure 1. With an initial σ20 = 5 × 10−5, the model
cannot learn to reconstruct trajectories and struggles to infer
the interaction graph. The uncertainty is not predicted well
either, displaying a clear bias as in the Lorentzian loss case.
However, switching to an initial σ20 = 1 × 10−10 yields
much more reasonable performance but learns to keep σ
fixed despite the decent fit to a Lorentzian. The Normal-
Inverse-Wishart distribution was also considered for the
reasons discussed in section 2.2. However, the model failed
to converge in any training example and thus was empiri-
cally found to be a bad model to use.
4. Final comments
Results show that pathological models are difficult to avoid
since the models fall into local minima. The specific patho-
logical model found depends on the loss function used and
the initial parameters, but the models typically fell into one
of 2 local minima:
• the model learns to keep a fixed variance and infer the
interaction graph and reconstructs the trajectory well
• the model over-estimates σ and does not reconstruct
trajectories well after a certain time
It was shown that convexification can be used to avoid cer-
tain bad pathological models, although the model fell into
a different type of pathology by reaching a different local
minimum, albeit a more desirable one.
Further investigation is required to understand how the ini-
tial parameters effect the training of the model. Also, the
effects of convexification could be investigated further (Pa-
quette et al., 2018). Alternatively, the fNRI model could be
trained with fixed σ, then feed the resulting data into a new
NN to obtain the uncertainty. More appropriate priors also
need to be investigated to see their effects on the resulting
model.
Uncertainty in Neural Relational Inference Trajectory Reconstruction:
Supplementary Material
Overview
These supplementary materials are provided to support
the Graph Representation Learning and Beyond (GRL+)
NeurIPS 2020 workshop paper ‘Uncertainty in Neural Rela-
tional Inference Trajectory Reconstruction’. The material
provides further details of the experimental setup.
Experimental Setup
The 2-layer multi-layer perceptron (MLP) fNRI model de-
veloped in Webb et al. (2019) was used, along with the
aforementioned extensions.
Implementation
The Neural Networks presented in this work were imple-
mented in Python using PyTorch (Paszke et al., 2017).
The implementation is based on the fNRI model devel-
oped in Webb et al. (2019) which in turn was developed
based on the implementation of the NRI model developed
in Kipf et al. (2018). Over 2000 lines of original code
was written to add the functionality needed for this pa-
per. The full source code for the paper can be found
at https://github.com/vassilis-karavias/
fNRIsigma-master and contains a readme file that ex-
plains how to recreate the experiments in this paper.
Simulations
The majority of the details are the same as those used in
Webb et al. (2019), those that are different are explicitly
stated as such.
We use N=5 point particles in a finite size 2D box, with
elastic wall collisions and no external background poten-
tial. It was found that the model without a box did not train
well. This was likely due to the normalisation process using
the largest values in each of the coordinates. If the parti-
cles are not contained in the box it is likely that there are
cases where the particle coordinates become much larger
than what is typically observed and as such the typical co-
ordinates will have ‘normalised’ values that are orders of
magnitudes smaller. This will be detrimental to training, and
thus the box helps prevent this problem. The initial positions
are sampled from a Gaussian distribution N(0, 0.5) and the
initial velocity was a randomly chosen vector with a norm of
0.5. Particles interact through spring and charge forces, with
pairs of particles connected by springs at random (Bernoulli
sampling over edges with p = 0.5), and particles either
charged or not at random (Bernoulli sampling over parti-
cles with p = 0.5). (This corresponds to the I+C case in
Webb et al. (2019).) Newton’s equations are solved using
a leapfrog method with a time-step of 0.001 sampled at a
frequency of 100 so the model gets data sampled at a time-
step of 0.1. 50, 000 training simulations, 10, 000 validation
simulations and 10, 000 test simulations were generated.
Model
We used the Adam optimiser algorithm (Kingma & Ba,
2014) with an initial learning rate of 0.0005, which halved
every 200 epochs. The models were trained for 500 epochs
with a batch size of 128. The value of the loss functions
defined by each of the model was used as a measure of when
to checkpoint. A softmax temperautre of τ = 0.5 was used
in the concrete distribution (Maddison et al., 2016).
The hidden and output dimensions used were 32, which
is different to the 256 used in Webb et al. (2019) as that
was found to use too much memory, the model used batch-
normalisation and ELU activation functions. The encoder
trained on the first 50 time-steps and the decoder trained
on the next 50 time-steps. During training of the decoder
the ground truth state is fed back to the decoder every 10
time-steps. The fixed variance model used a variance of
5× 10−5.
Normalisation of σ
It should be noted that σ must be positive and, since the
data is normalised, it is preferable to transform σ to a value
in the range [-1,1] and re-transform back using a smooth
function with positive values. This results in better training
and performance. This was done by passing the initial σ0
through an inverse softplus function x = 1β ln |eβσ0 − 1|. x
was then passed into the NN and the output, y, was passed
through a softplus σ = 1β ln (1 + e
βy) to get the output σ.
Two different σ0 values were investigated: σ20 = 5× 10−5
with β = 5 and σ20 = 1× 10−10 with β = 10.
Uncertainty in Neural Relational Inference Trajectory Reconstruction
Acknowledgements
The authors would like to thank Edoardo Calvello for his
explanation of convexification and design of an algorithm
that can be used to test this in future. The authors wish to
thank Ezra Webb and Helena Andres-Terre for making the
codebase for the fNRI model (Webb et al., 2019) publicly
available as well as Thomas Kipf, Ethan Fetaya, Kuan-Chieh
Wang, Max Welling and Richard Zemel for making the NRI
model (Kipf et al., 2018) codebase publicly available. This
research was only possible thanks to their commitment to
open research practices. Finally the authors wish to thank
the developers of PyTorch (Paszke et al., 2017) and https:
//www.mathcha.io/.
References
Blundell, C., Cornebise, J., Kavukcuoglu, K., and Wierstra,
D. Weight uncertainty in neural networks. In Proceedings
of the 32nd International Conference on International
Conference on Machine Learning, volume 37 of ICML,
pp. 16131622, 2015.
Chitsazan, N., Nadiri, A. A., and Tsai, F. T.-C. Prediction
and structural uncertainty analyses of artificial neural
networks using hierarchical bayesian model averaging.
Journal of Hydrology, 528:52–62, 2015.
Cranmer, M. D., Xu, R., Battaglia, P., and Ho, S. Learning
symbolic physics with graph networks. arXiv:1909.05862
[cs.LG], 2019. URL https://arxiv.org/abs/
1909.05862.
Gal, Y. and Ghahramani, Z. Dropout as a bayesian ap-
proximation: Representing model uncertainty in deep
learning. In Balcan, M.-F. and Weinberger, K. Q.
(eds.), ICML, volume 48 of JMLR Workshop and
Conference Proceedings, pp. 1050–1059. JMLR.org,
2016. URL http://dblp.uni-trier.de/db/
conf/icml/icml2016.html#GalG16.
Kendall, A. and Cipolla, R. Modelling uncertainty in deep
learning for camera relocalization. In 2016 IEEE Interna-
tional Conference on Robotics and Automation (ICRA),
pp. 4762–4769, 2016.
Kingma, D. P. and Ba, J. Adam: A method for stochastic
optimization. arXiv:1412.6980 [cs.LG], 2014. URL
https://arxiv.org/abs/1412.6980.
Kipf, T., Fetaya, E., Wang, K.-C., Welling, M., and Zemel,
R. Neural relational inference for interacting systems.
arXiv:1802.04687 [stat.ML], 2018. URL https://
arxiv.org/abs/1802.04687.
Krizhevsky, A., Sutskever, I., and Hinton, G. E. Ima-
genet classification with deep convolutional neural
networks. In Pereira, F., Burges, C. J. C., Bot-
tou, L., and Weinberger, K. Q. (eds.), Advances
in Neural Information Processing Systems 25, vol-
ume 60, pp. 1097–1105. Curran Associates, Inc.,
2012. URL https://papers.nips.cc/paper/
4824-imagenet-classification-with-deep-convolutional-neural-networks.
Kumar, V., Sachdeva, J., Gupta, I., Khandelwal, N., and
Ahuja, C. K. Classification of brain tumors using pca-ann.
In 2011 World Congress on Information and Communi-
cation Technologies, pp. 1079–1083, 2011.
Lyapunov, A. M. The general problem of the stability of
motion. International Journal of Control, 55:531–534,
1992. doi: 10.1080/00207179208934253.
Maddison, C. J., Mnih, A., and Teh, Y. W. The concrete
distribution: A continuous relaxation of discrete ran-
dom variables. arXiv:1611.00712 [cs.LG], 2016. URL
https://arxiv.org/abs/1611.00712.
Murphy, K. P. Conjugate bayesian analysis of the
gaussian distribution. Viewed on 10/04/2020, 2007.
URL https://www.cs.ubc.ca/˜murphyk/
Papers/bayesGauss.pdf.
Nam, J., Kim, J., Loza Mencı´a, E., Gurevych, I., and
Fu¨rnkranz, J. Large-scale multi-label text classification
— revisiting neural networks. In Calders, T., Esposito,
F., Hu¨llermeier, E., and Meo, R. (eds.), Machine Learn-
ing and Knowledge Discovery in Databases, pp. 437–
452. Springer Berlin Heidelberg, 2014. ISBN 978-3-662-
44851-9.
Paquette, C., Lin, H., Drusvyatskiy, D., Mairal, J., and
Harchaoui, Z. Catalyst for gradient-based nonconvex
optimization. In Storkey, A. and Perez-Cruz, F. (eds.),
Proceedings of the Twenty-First International Conference
on Artificial Intelligence and Statistics, volume 84 of Pro-
ceedings of Machine Learning Research, pp. 613–622.
PMLR, 2018. URL http://proceedings.mlr.
press/v84/paquette18a.html.
Paszke, A., Gross, S., Chintala, S., Chanan, G., Yang, E.,
DeVito, Z., Lin, Z., Desmaison, A., Antiga, L., and Lerer,
A. Automatic differentiation in pytorch. In NIPS-W,
2017.
Pawlowski, N., Brock, A., Lee, M. C. H., Rajchl, M.,
and Glocker, B. Implicit weight uncertainty in neural
networks. arXiv:1711.01297 [stat.ML], 2017. URL
https://arxiv.org/abs/1711.01297.
Riley, K. F., Hobson, M. P., and Bence, S. J. Mathematical
Methods for Physics and Engineering: A Comprehensive
Guide. Cambridge University Press, 3 edition, 2006. doi:
10.1017/CBO9780511810763.
Uncertainty in Neural Relational Inference Trajectory Reconstruction
Schneider, U. Quantum simulations. Course handout: De-
partment of Physics, University of Cambridge, 2020.
Webb, E., Day, B., Andres-Terre, H., and Li, P. Fac-
torised neural relational inference for multi-interaction
systems. arXiv:1905.08721 [cs.LG], 2019. URL https:
//arxiv.org/abs/1905.08721.
