In this paper, we develop a new lifetime model and study some of its properties. The major justification for the practicality of theis model is based on the wider use of the Lomax model. We are also motivated to introduce the novel model since its density exhibits various important shapes such as the unimodal, right skewed and left skewed. The new model can be represented as a mixture of the exponentiated Lomax distribution. It can also be considered as a suitable model for fitting the symmetric, left skewed, right skewed and unimodal data. The maximum likelihood estimation method is used to estimate the model parameters. We show empirically the importance and flexibility of the novel model in modeling two types of aircraft windshield lifetime data sets. The proposed lifetime model is better fit than gamma Lomax, beta Lomax, exponentiated Lomax and Lomax models so the exponentiated Lomax, model is a good alternative to these models in modeling aircraft windshield data.
Introduction
A random variable (rv) has the exponentiated Lx (ELx) distribution with three parameters (power parameter), and if it has cumulative distribution function (CDF) (for > 0) given by Π , , = 1 − + 1 .
(1) Where > 0, > 0 and > 0 are the shape and scale parameters, respectively. Then the corresponding PDF of (1) is
when = 1 we get the Lomax (Lx) or the Pareto type II model with , = 1 − + 1 , and , = + 1 . The Lx model was originally pioneered for modeling business failure data by Lomax (1954) . The Lx distribution has found a wide application in many fields such as biological sciences, ctuarial science, engineering, size of cities, income and wealth inequality, amedical and reliability modeling. It has been applied to model data obtained from income and wealth by Harris (1968) and Atkinson and Harrison (1978) , firm size by Corbellini et al. (2007) , reliability and life testing by Hassan Al-Ghamdi (2009), for modeling gauge lengths data by Afify et al. (2015) , for modeling bladder cancer patients data and remission times data by Yousof 
]} .
The PDF of the BrX-G is given by 
],
where is the shape parameter, ( ) and ( ) denote the density and cumulative functions of the baseline model with parameter vector and ( ) = 1 − ( ). Inserting (1) in to (3), we get the the CDF of the Burr X ELx (BrXELx) as
The PDF of the BrXELx is given by , , , ( ) = 2 −1 ( −1 + 1)
when = 1 we get BrXLx and when when = = 1 we get a new two parametetrs BrXLx. A rv has the BrXELx distribution if it has the CDF and PDF as (5) and (6) . The reliability function (RF) ( ( )), hazard rate function (HRF) (ℎ( )), reversed hazard rate function (RHRF) ( ( )) and cumulative hazard rate function (CHRF) ( ( )) of are given, respectively, by
Linear representation and justification
Consider the power series holds
Applying (7) to the last term in (6) gives
Applying the power series to the term , Equation (8) becomes
Consider the series expansion
Applying the expansion in (10) to (9) for the term , Equation (9) becomes
where
Equation (9) The major justification for the practicality of the new BrXELx model is based on the wider use of the Lx model. We are also motivated to introduce the BrXELx model since its density exhibits various important shapes such as the unimodal, the right skewed and the left skewed (see figure 1 ). The new model can be viewed as a mixture of the exponentiated Lomax distributions (see Subsection 2.1). It can also be considered as a suitable model for fitting the symmetric, left skewed, right skewed, and unimodal data sets (see aplications Section). The maximum likelihood estimation method is used to estimate the BrXELx parameters. We show empirically the importance and flexibility of the new Lx model in modeling two types of aircraft windshield lifetime data sets. The BrXELx model is better fit than some other competitive models so the BrXELx model is a good alternative to in modeling failure and service times data. 
Mathematical and statistical properties 3.1 Moments and generating function
The ℎ ordinary moment of is given by
Then we obtain
is the complete beta function. Setting = 1 in ′ , we have the mean of
Setting = 2.3 and 4 in (13), we have the 2 , 3 and the 4 ℎ moments about the origin 
which can be used to obtain the central moments. The moment generating function (MGF) ( ) = ( ) of . Clearly, the first one can be derived from equation (10) as
Incomplete moments and mean deviations
The ℎ incomplete moment, say ( ), of can be expressed from (10) as
is the incomplete beta function. The mean deviations about the mean ( ) = (| − ( )|) = 2 ( ) − 2 1 , and about the median
, where ( ) is easily calculated from (5) and 1 ( ) is the first incomplete moment given by ( ) with = 1. Now, we provide two ways to determine ( ) and ( ( )) . The 1 ( ) can be derived from (14) as
3.3 Probability weighted moments The probability weighted moment (PWMs) are expectations of certain functions of a random variable and they can be defined for any random variable whose ordinary moments exist. The PWM method can generally be used for estimating parameters of a distribution whose inverse form cannot be expressed explicitly.
The ( , ) ℎ PWM of following the BrXELx model, say , , is formally defined by
Using (5), (6) ⊺ . To solve these equations, it is usually more convenient to use nonlinear optimization methods such as the quasi-Newton algorithm to numerically maximize (Θ).
Simulation studies
We simulate the BrXELx model by taking = 20,50,150,500 and 1000. For each sample size, we evaluate the ML estimations (MLEs) of the parameters using the optim function of the R software. Then, we repeat this process 1000 times and compute the averages of the estimates (AEs), biases (Bias) and mean squared errors (MSEs). Table 1 gives all simulation results. The values in Table 1 indicate that the MSEs and the Bias of ̂, ̂, ̂ and ̂ decay toward zero when increases for all settings of , , and , as expected under first-under asymptotic theory. The AEs of the parameters tend to be closer to the true parameter values ( = 2, = 1.5, = 0.6 and = 0.8) when increases. This fact supports that the asymptotic normal distribution provides an adequate approximation to the finite sample distribution of the MLEs. Table 1 gives the AEs, Bias and MSEs based on 1000 simulations. Tahir et al. (2015) . The unit for measurement is 1000 h for both data sets.
The total time test ( ) plot is an important graphical approach to verify whether the data can be applied to a specific distribution or not (see Aarset, 1987) . According to Aarset (1987) , the empirical version of the plot is given by plotting against / , where = 1, … , and : ( = 1, … , ) are the order statistics of the sample. Aarset (1987) showed that the HRF is constant if the plot is graphically presented as a straight diagonal, the HRF is increasing (or decreasing) if the plot is concave (or convex). The HRF is U-shaped (bathtub) if the plot is firstly convex and then concave, if not, the HRF is unimodal. The plots the three real data sets is presented in Figure 3 . This plot indicates that the empirical HRFs of the the three data sets are decreasing, decreasing and unimodal. Figure 3 indicates that the empirical HRFs of the both data sets are decreasing.
Data Set I
Data Set II In order to compare the distributions, the estimated log-likelihood values ̂, Akaike Information Criteria (AIC), Cramer von Mises ( * ) and Anderson-Darling ( * ) goodness of-fit statistics were calculated for all models. The statistics * and * are described in detail in Chen and Balakrishnan (1995) . In general, it can be chosen as the best model which has the smaller values of the AIC, * and * statistics and the larger values of ̂. The required computations are obtained by using the "maxLik" and "goftest" sub-routines in R-software. The analysis results of both these applications are listed in Tables 2-5 . MLEs, standard errors (SEs) of the estimates (in parentheses) for the two data sets are listed on Tables 2 and 4 . These results show that the new distribution has the lowest , * and * values and, has the biggest estimated −̂ among all the fitted models. Hence, it could be chosen as the best model under these criteria. From tables 3 and 5, the proposed BrXELx lifetime model is much better (preferable) than gamma Lomax, beta Lomax, exponentiated Lomax and Lomax models so the exponentiated Lomax, model is a good alternative to these models in modeling aircraft windshield data. MLEs, standard erros (SEs) of the estimates (in parentheses) for the two data sets are lised on Tables 2 and 4. Figure 4 : The fitted PDF, CDF, HRF, PP plot and Kaplan-Meier Survival Plot for the second data set.
Conclusions
In this article, a new lifetime model called the Burr X exponentiated Lomax (BrXELx) is introduced and studied. The major justification for the practicality of the BrXELx model is based on the wider use of the Lx model. We are also motivated to introduce the BrXELx model since the density of the BrXELx distribution exhibits various important shapes such as the unimodal, the right skewed and the left skewed. The new model can be viewed as a mixture of the exponentiated Lx distribution. It can also be considered as a suitable model for fitting the symmetric, left skewed, right skewed, and unimodal data sets. The maximum likelihood estimation method is used to estimate the BrXELx parameters. We prove empirically the importance and flexibility of the BrXELx in modeling two types of aircraft windshield lifetime data. The proposed BrXELx lifetime model is much better (preferable) than gamma Lomax, beta Lomax, exponentiated Lomax and Lomax models so the exponentiated Lomax, model is a good alternative to these models in modeling aircraft windshield data.
