We study a generalization of the GI/G/1 queue in which the server is turned off at the end of each busy period and is reactivated only when the sum of the service times of all waiting customers exceeds a given threshold of size D. Using the concept of a "randomly-selected" arriving customer, we obtain as our main result a relation that expresses the waitingtime distribution of customers in this model in terms of characteristics associated with a corresponding standard GI/G/1 queue, obtained by setting D = 0. If either the arrival process is Poisson or the service times are exponentially distributed, then this representation of the waiting-time distribution can be specialized to yield explicit, transform-free formulas; we also derive, in both of these cases, the expected customer waiting times. Our results are potentially useful, for example, for studying optimization models in which the threshold D can be controlled.
Introduction
customer when the server is activated, it is turned off immediately). For the D-policy case, the waiting-time distribution, even in the M/G/1 setting, does not appear to have been studied in the literature before; and this is perhaps due to the difficulties that arise when one attempts to follow classical solution methods (e.g., the embedded Markov chain). Our main result, which is a relation that expresses the waiting-time distribution of customers in the GI/G/1 queue under the D-policy in terms of characteristics associated with the standard GI/G/1 queue, will be proved by constructive arguments that are based on the concept of a "randomly-selected" arriving customer. We believe our method of proof, which is closely related to that used earlier in Niu [14] and Niu and Cooper [16] , is of some independent interest.
The outline of the rest of our paper is as follows. In Section 2, we formally define the concept of a randomly-selected arriving customer and state our main result, Theorem 1; we also summarize how to specialize Theorem 1 to the M/G/1 and the GI/M/1 settings, to obtain explicit, transform-free formulas for both the distribution and the expectation of waiting times. In Section 3, we provide proofs for the results stated in Section 2. Finally, in Section 4, we give some additional comments, and, in particular, show that our method of analysis can also be used to study the waiting-time distribution of customers in the GI/G/1 queue under the N -policy.
Main Results
We begin with some assumptions and notation. We assume that: Customers arrive according to a renewal process whose interarrival times follow distribution function F (·) with mean 1/λ; the successive service times (brought in by arriving customers) are iid random variables, independent of the arrival process, following distribution function G(·) with mean 1/µ; the arrival rate λ is less than the service rate µ, so that ρ ≡ λ/µ < 1 and the system is stable; and, finally, the first customer arrives at time zero, finding an empty system, and, when waiting times are considered, customers are served in the order of their arrival.
For i ≥ 1, let W i be the waiting time of the i th customer before the commencement of his service. Then, with 1 B (·) denoting the indicator function of a given set B, the long-run (or limiting) proportion of customers with a waiting time less than or equal to x, x ≥ 0, is given, w.p.1 (with probability 1), by
(our model is regenerative, so that ν[0, x] is a constant w.p.1). As we vary x, Eq. (1) generates a probability measure ν on the Borel subsets of the nonnegative real line. The waiting time W of a randomly-selected arriving customer is, then, defined to be a random variable whose distribution is determined by ν; i.e., let P {W ≤ x} = ν [0, x] . Notice that, for any given sample path, the term 1/n in Eq. (1) can be interpreted as the "probability" of selecting any one of the first n customers, and 1 [0, x] (W i ), 1 ≤ i ≤ n, as the "conditional probability" for the i th customer, if selected, to have a waiting time not exceeding x; therefore, by letting n → ∞, we are indeed taking the viewpoint of a randomly-selected arriving customer. (For related discussions, see Niu [14, Section 1] and Niu and Cooper [16] .) Under the D-policy, the server is activated as soon as the sum of the service times of all waiting customers exceeds D. We shall say that a busy period is of "type j," henceforth referred to as a j-busy period, if the number of waiting customers equals j when the server is activated. For j ≥ 1, denote by b j the probability that a busy period is of type j; then, it is easily seen that
where S i , i ≥ 1, denotes the service time brought in by the i th arriving customer in the busy period (a generic service time will be denoted by S), and
Denote by E(K j ) the expectation of the number of customers K j served in a j-busy period (E(K j ) is finite if and only if ρ < 1), and let
which can be viewed as a "weighted version" of b j (a more precise interpretation of this will be given in Section 3). Note that if we denote by K the number of customers served in a "typical" busy period (for a fixed D), then
the denominator of Eq. (3). Let the notation (X | B) denote a conditional random variable X given the occurrence of event B, and let = d denote equality in distribution. Define, for 1 ≤ k ≤ j,
where j−1 i=1 S i is interpreted as zero when j = 1; in particular, we note that, in a jbusy period, the total service requirement of all waiting customers immediately after server activation is distributed as R jj . The distribution function of R kj , 1 ≤ k ≤ j, will be denoted by G kj (·).
Clearly, if D = 0 in our model, then we have a standard GI/G/1 queue. We shall denote by H(·) the waiting-time distribution of a randomly-selected arriving customer in this corresponding GI/G/1 queue. For t ≥ 0, denote by N ≡ {N (t), t ≥ 0} a "delayed" renewal process (e.g., Ross [17, p. 74] ) whose first interevent time is distributed as T , a generic interarrival time in our model, and the subsequent ones as I, a generic idle period in the corresponding standard GI/G/1 queue; i.e., let
Also, denote by m(t) ≡ E[N (t)], t ≥ 0, the delayed renewal function associated with N , and, for a given random variable X, define an associated distribution function Ψ X (·) by 
We are now ready for the statement of our main result.
Theorem 1
The waiting-time distribution of a randomly-selected arriving customer in the GI/G/1 queue under the D-policy is given, for x ≥ 0, by
where Ψ j (·) ≡ Ψ R jj (·) and the symbol * denotes a convolution.
Our proof of Theorem 1, which will be given in Section 3, is based on the following ideas: (i) classify customers according to the type of busy period in which they arrive; (ii) study the waiting times of customers in different types of busy periods; and (iii) obtain the waiting-time distribution of a randomly-selected arriving customer, whom we shall call the "test customer," by "conditioning" on the type of busy period to which he belongs.
An important observation concerning Theorem 1 is that, apart from b j and G k−1, j (·), which are, from Eqs. (2) and (5), known in principle, the complete evaluation of the righthand side of Eq. (9) requires as input E(K j ), Ψ j (·), and H(·), all of which can be linked eventually to knowledge of the distribution of I: From Eqs. (8) and (7), we have that both H(·) and Ψ j (·) for j ≥ 1 depend on m(·). In Section 3, we will prove that (6)), where A(·) denotes the distribution of I, we see that, indeed, A(·) is the fundamental piece of input information needed for the evaluation of P {W ≤ x}; this, we believe, is a very interesting structural insight of Theorem 1.
In the remainder of this section, we summarize our results for two special cases, Poisson arrivals and exponential services, for which Eq. (9) can be evaluated explicitly; in particular, we give, for both cases, explicit formulas for the expected waiting time E(W ). Before proceeding, we note that, after substituting Eqs. (3) and (4), Eq. (9) can be rearranged into the following more compact form:
Poisson Arrivals
We assume here that F (·) is the exponential distribution and G(·) is arbitrary. Under this assumption, we have I = d T . Therefore, m(t) = λt, implying that E[m(S)] = ρ and Ψ S (·) = G e (·) (see Eq. (7)), where 
Next, from Eq. (10), we have
To calculate E(R jj ), we note that P {R jj > x} = 1 for 0 ≤ x < D and that, for x ≥ D,
where the numerator of the second expression was evaluated by conditioning on
Substitution of Eq. (16) into the right-hand side of Eq. (14) now yields a formula for E(K j ).
Finally, we have, similar to Eq. (12),
which can be calculated using Eqs. (15) and (16); and Eqs. (13) , (17) , (14) , and (4) together evaluate Eq. (11) to an explicit expression (which we omit) for the waiting-time distribution in the M/G/1 queue under the D-policy. We can also derive an explicit formula for the expected waiting time: Let N S ≡ {N S (t), t ≥ 0} be the renewal process associated with successive service times, defined by N S (t) = sup{n ≥ 0 : n i=1 S i ≤ t}; and let m S (t) denote its corresponding renewal function. Then, we prove the following theorem in Section 3.
Theorem 2 For the M/G/1 queue under the D-policy, we have
where E(W M ), given by the well-known formula (e.g., Cooper [6, p. 189, Eq. (4.2)])
is the expected waiting time of customers in the corresponding standard M/G/1 queue.
(Equation (18) is closely related to a formula for the average number of customers in system, involving the second moment of N (D), given in Rubin and Zhang [18, p. 333, Eq. (4.7)].)
Exponential Services
We assume here that G(·) is the exponential distribution and F (·) is now arbitrary. Under this assumption, it is easily seen that
for every j ≥ 1. Since the number of customers who arrive after server activation in a j-busy period is determined by R jj , it follows from Eq. (20) that this number, distributed as K j − j, does not depend on j; therefore, we will denote its generic version by K A . It also follows from Eq. (20) that the form of Ψ j (·) (see Eq. (7)) is independent of j, and we will denote a generic Ψ j (·) byΨ(·). With these observations, Eq. (11) simplifies to
where 
where ω is the smallest root of the equation
Therefore, in view of Eqs. (21) and (22), it remains for us to determine E(K A ) andΨ(·) (we note in passing that in this case,
For the standard GI/M/1 queue, it is known [15, p. 285, Eq. (16)] that
Denote by m I (·) the renewal function of the renewal process N I ≡ {N I (t), t ≥ 0} associated with successive idle periods I i for i ≥ 1 (defined similar to N S ). Then, we prove in Section 3 that
Substitution of Eqs. (22), (23), (26), and (27) into the right-hand side of Eq. (21) now yields an explicit formula (which we omit) for the waiting-time distribution in the GI/M/1 queue under the D-policy. Finally, we also prove the following theorem in Section 3.
Theorem 3 For the GI/M/1 queue under the D-policy, we have
where E(W GI ), given by
(see Eq. (23)), is the expected waiting time of customers in the standard GI/M/1 queue.
Proofs
We begin with Theorem 1. We will first argue that a j , given by Eq. (3), is the "probability"
for the test customer to belong to a j-busy period: Observe that (i) the distribution of the total number of customers served in a j-busy period depends explicitly on j, and (ii) it is more likely for the test customer to arrive in "longer" busy periods (the classical "inspection paradox"); i.e., the probability for the test customer to belong to a j-busy period does not, in general, equal b j (see Eq. (2)). To account for this length-biasing effect, we shall interpret the number of customers served in a j-busy period as a "sojourn in state j" in a discrete-time (or an ordinal) semi-Markov process. Then, it is easily seen that under this interpretation a j is the proportion of "time epochs" (or indices) this semi-Markov process spends in "state j," and E(K j ) is the expected sojourn time in state j. Hence, an application of, for example, Theorem 4.8.3 in Ross [17] yields Eq. (3). For a fixed j ≥ 1, we now study waiting times of arriving customers in j-busy periods. Our key idea is to further classify these customers into two types: Those who arrive when the server is inactive are said to be of type one; those when the server is active, type two. Let π j1 and π j2 be the "probabilities" for the test customer to be of type one and of type two, respectively. Then, since there are exactly j type-one customers in each j-busy period, we have, from a standard renewal reward argument (e.g., Ross [17, p. 78 , Theorem 3.6.1]),
We shall analyze in detail waiting times of these two types of customers separately.
Suppose first that the test customer is of type one and that he is the k th arriving customer in a j-busy period, where 1 ≤ k ≤ j. Then, since the server remains inactive until the arrival epoch of the j th customer, the waiting time of the test customer equals the (independent) sum of (i) the elapsed time between his arrival epoch and that of the j th customer and (ii) the total service requirement of the k − 1 customers who arrived before him. The random variable in (i) is, of course, the sum of j − k (independent) random variables each distributed as F (·); therefore, it follows the distribution function is easily seen to have the representation ( (5)). Finally, since a type-one customer is equally likely to be any one of the first j arrivals in the busy period, we conclude that the waiting-time distribution of a randomly-selected type-one customer is given, for
We next focus on type-two customers. The idea here is to view the first j customers (all of whom are type one) in a j-busy period as a single "supercustomer," with a (total) service requirement R jj , and to imagine that the server is activated by the arrival of this supercustomer. With this view, it is easily seen that the waiting times of type-two customers are identical to those of customers who request ordinary services, with distribution function G(·), in a corresponding GI/G/1 queue with an exceptional service, distributed as R jj , at the beginning of each busy period. This motivates the following key result, which, we believe, is of independent interest.
Proposition 1
The waiting time W o of a randomly-selected "ordinary customer" (i.e., those who do not initiate a busy period) in an exceptional-first-service GI/G/1 queue has distribution function
whereŜ denotes an exceptional service time.
Proof Observe that, under the standard FIFO (first-in-first-out) queue discipline, the waiting time of a customer in the exceptional-first-service GI/G/1 model equals the workload found by him at his arrival epoch. Since the workload is, at any time epoch, invariant under all work-conserving queue disciplines, we will analyze the workload in this model, first at all customer arrival epochs and then at ordinary-customer arrival epochs, under the simplifying assumption that the queue discipline is preemptive-resume LIFO (last-in-first-out).
Our argument will be based on results in Niu [14] ; in what follows, familiarity with that paper will be assumed. Under the preemptive-resume LIFO queue discipline, let α 0 be the (long-run) proportion of arrivals finding the system empty; and, for j ≥ 1 and x, where x is a nonnegative jvector, let α j (x) be the proportion of (all) customers who find, on arrival, j customers in the system with their respective remaining service requirements, arranged in the same order as their arrival times, greater than x 1 , x 2 , · · ·, x j , the components of x. Since the workload at an arrival epoch is the sum of the remaining service times of all waiting customers, α 0 and α j (x) for j ≥ 1 completely determine the workload distribution as found by arrivals.
We will, therefore, derive a set of formulas for α 0 and α j (x) for j ≥ 1. As in Niu [14] , these formulas will be expressed in terms of the delayed renewal function m(·) defined in Section 2.
Observe that having an exceptional service at the beginning of each busy period is the same as sampling the service time from a different distribution whenever an arrival finds the system empty. Therefore, our model is a special case of the one discussed in Section 4.2 of Niu [14] , where general state-dependent interarrival and service times are allowed; in particular, Theorem 5 there directly applies here. More specifically, we have
and, for j ≥ 1 and x ≥ 0,
where S denotes an ordinary service time and an ill-defined product is interpreted as 1.
(Equations (33) and (34) are derived recursively from a minor modification of Lemma 1 in Niu [14] that replaces S byŜ on the right-hand side of Eq. (13) there when j = 1; see the proof of Theorem 1 there.) We now focus on ordinary customers. For j ≥ 1, letα j (x) be defined similar to α j (x) but with the average taken over ordinary customers (an ordinary customer always finds at least one other customer in the system). Since 1 − α 0 is the proportion of arrivals that are ordinary, we clearly haveα 
where we have defined
(the argument ofα j−1 (x 2 , · · · , x j ) is vacuous when j = 1). Comparison of the right-hand side of Eq. (37) with Theorem 1 in Niu [14] then shows that as we vary j (from 1 to ∞) and x 2 , · · ·, x j , Eq. (37) describes precisely the workload distribution as observed by all arriving customers in a standard GI/G/1 queue. Hence, Eq. (32) is a consequence of Eq. (36). 2
We are finally in position to put the pieces together:
Proof of Theorem 1 By "conditioning" first on the type of busy period in which the test customer arrives and then on whether he is a type one or a type two, it is easily seen that Eq. The remainder of this section will be devoted to the proofs of Eq. (10), Theorem 2, Eqs. (26) and (27), and Theorem 3, in that order.
Proof of Eq. (10) Again, we shall view all type-one customers in a busy period as a single supercustomer (whose arrival activates the server). With this view, it is easily seen that
where K o (Ŝ) denotes the number of ordinary customers served in an exceptional-first-service GI/G/1 busy period in which the first serviceŜ = d R jj . We will, therefore, consider such a busy period. Moreover, we will again assume, for convenience, that the queue discipline is preemptive-resume LIFO, and adapt related arguments given in Niu [14] . If we follow the experience of the supercustomer over time, then, from Figures 1 and 2, and associated discussions, in Niu [14, p. 164], we see that (i) each arrival finding the supercustomer in service generates an "interruption" ofŜ, during which the number of customers served is distributed as that of a standard GI/G/1 busy period, which we will denote byK, and (ii) the number of such interruptions is distributed as N (Ŝ) (see Eq. (6)). Therefore (similar to Eq. (28) in Niu [14] ),
where theK i 's denote i.i.d. versions ofK. An application of Wald's identity to Eq. (39) (note that N (Ŝ) and theK i 's are dependent; see Eq. (30) in Niu [14] ) then yields
From Eq. (32) in Niu [14] , we have
Therefore, Eq. (10) is a consequence of Eqs. (38), (40), and (41). 2
For the proofs of Theorems 2 and 3, we will need several preliminary lemmas, all of which are valid in the general GI/G/1 setting.
Proof Let T i , i ≥ 1, be the interarrival time between the i th and the (i + 1) th customer in a busy period; then, we obviously have 
We will, therefore, complete the proof by showing that the right-hand side of Eq. (43) evaluates to that of Eq. (42). For k ≥ 1, define the indicator random variable
then,
Next, by conditioning on
where the second equality is due to the fact that Y k = 1 if and only if (44)). Now, observe that if . Variants of this interpretation, which is reminiscent of the Lebesgue integral, will be used again without further comment in the proofs of the next two lemmas, to shorten the arguments.
Lemma 2
Proof From Eqs. (2) and (5), it is easily seen that the left-hand side of Eq. (48) can be written as E[
Now, for 0 ≤ t ≤ D, if a renewal in the process N S occurs at time t (i.e., k i=1 S i = t for some k, which occurs with "probability" dm S (t)), then the (conditional) expected contribution at time t to the sum
S i on the right-hand side of Eq. (49) is precisely t. Integrating t dm S (t) from 0 to D then leads to
the right-hand side of Eq. (48).
2
S i be the sum of the required service times of all waiting customers immediately after server activation. Then, an application of Wald's identity yields immediately that
In the next lemma, we evaluate the second moment of R.
Lemma 3 
(similar to Eq. (50)), comparison of the righthand sides of Eqs. (51) and (52) shows that the proof will be complete if we can establish that
To prove Eq. (53), observe that
Therefore, if, for 0 ≤ t ≤ D, a renewal in the process N S occurs at time t (i.e., j i=1 S i = t for some j, which occurs with "probability" dm S (t)), then, since S j+1 , with mean 1/µ, is independent of j i=1 S i for every j, the (conditional) expected contribution at time t to the right-hand side of Eq. (54) equals (1/µ) t. Integrating (1/µ) t dm S (t) from 0 to D then yields the right-hand side of Eq. (53).
We are now in position to prove Theorem 2.
Proof of Theorem 2 From Eq. (11), we have
After substituting Eq. (13),
, and Eq. (50), it is easily shown that
Finally, from Eqs. (42), (48), (51), (19) , (50), and (57), it is straightforward to verify that Eq. (56) reduces to Eq. (18) . 2 (38)), whereŜ now consists of two (independent) "phases," D and S (see Eq. (20)). We will, therefore, follow the argument given in the proof of Eq. (10).
Proof of Eq. (26) Observe that
From Remarks 5 and 6 in Niu [14] , we have (and it is well known) that, for GI/M/1,
Comparison of Eq. (26) to Eqs. (40) and (58) shows that we need to establish
To prove Eq. (59), we shall, for convenience, let the two phases ofŜ go into service in the order S first, D second; and denote by C S and C D the respective numbers of interruptions during the two phases in that order (C S and C D are dependent, in general).
Clearly, we have C S = d N (S) (similar to (ii) in the proof of Eq. (10)). Since the duration of S is distributed as an ordinary service time, we see that the stochastic law that governs in the time interval that begins with the arrival of the supercustomer and ends when the supercustomer has expended S amount of time in service (i.e., when the S-phase ofŜ is completed) is identical to that of a standard GI/M/1 busy period, for which we have, by substituting Eq. (58) into the right-hand side of Eq. (32) in Niu [14] 
Proof of Eq. (27) From Eqs. (7) and (20), we havê 
It follows that
Substitution of Eqs. (61) and (62) 
Substitution of Eqs. (42), (48), (26) (recall that E(K j ) − j = E(K A )), (63), and (29) into Eq. (55) yields, after a little bit of algebra,
which, since m S (t) = µt, reduces straightforwardly to Eq. (28). (11) reduces, as it should, to Eq. (8), the waiting-time distribution of customers in a standard GI/G/1 queue. This is verified as follows: Clearly, in this case, every busy period is a 1-busy period (i.e., the server is activated immediately after the arrival of the first customer). It follows that (i) (41)), and (iii) Ψ 1 (·) = Ψ S (·) (see Eq. (7)). Substitution of (i), (ii), and (iii) into the right-hand side of Eq. (11) now yields, after a little bit of algebra, Eq. (8).
The term
on the right-hand side of Eq. (11) can be given a direct interpretation: Observe first that the limiting proportion P {W ≤ x} (see Eq. (1) To see this, let M (x) be the number of type-one customers with a waiting time less than or equal to x in a typical busy cycle. Then, since successive busy cycles are iid, we have (e.g., Theorem 3.6.1 of Ross [17] ) that, w.p.1,
. Now, if a busy period is of type j, then, from the discussion leading up to Eq. (31), we see that the k th (1 ≤ k ≤ j) type-one customer in the busy period will have a waiting time less than or equal to x and hence be "counted" in M (x) with probability
. Therefore, by conditioning on the total number of type-one customers in a busy period, we have
establishing our claim.
That the other term in Eq. (11) equals ν 2 [0, x], a fact that is more difficult to establish, is a consequence of our Proposition 1.
4.3 Proposition 1 resembles but is different from decomposition results for vacation models, as discussed in Doshi [7, 8] and other references therein. Our constructive arguments can, in fact, be adapted to study vacation models as well; and this will be discussed in a future paper.
By conditioning on whether or not an arrival finds the system empty (see Eq. (33)), Proposition 1 also yields a representation for the waiting time of all customers in the exceptional-first-service GI/G/1 queue. If, for example, the arrival process is Poisson, then this representation can be specialized, as in Section 2.1, to obtain explicit results that are transform-free counterparts of (some of the) results obtained earlier by Welch [20] and by Avi-Itzhak, Maxwell, and Miller [1] , among others; similar results for the exceptionalfirst-service GI/M/1 queue can also be obtained, using our arguments in Section 2.2.
4.4
Our method can also be used to derive the waiting-time distribution of customers in the GI/G/1 queue under the N -policy. To see this, notice first that under the N -policy, every busy period is an N -busy period; therefore, there is no length-biasing effect when a customer is selected at random. Next, we again classify customers as either type one or type two, according to whether or not the server is active at the time of their arrival. Lastly, for j ≥ 1, letR j ≡ j i=1 S i , and observe that the service requirement of the "supercustomer" in every busy period is distributed asR N (as opposed to R N N , defined in Eq. (5)). An argument similar to that leading to Theorem 1 then yields the following result.
Theorem 4
The distribution of waiting timeW of a randomly-selected arriving customer in the GI/G/1 queue under the N -policy is given, for x ≥ 0, by
where E(K N ) denotes the expected number of customers served in an N -busy period and
If the arrival process is Poisson, then it can be shown that E(K N ) = N/(1−ρ) (similar to Eq. (57)) and thatΨ(·) simplifies, as in Eq. (17), to the forward-recurrence-time distribution ofR N ; with these (and Eq. (13) [19] ); the explicit term-by-term interpretations of our formula appear to be new. In the remainder of this subsection, we will consider the case of the GI/M/1 queue under the N -policy, for which our results appear to be new.
Again, we only need to determine E(K N ) andΨ(·), and we will adapt the proofs for Eqs. (10), (26), and (27). After replacingŜ withR N in Eq. (40), substituting Eq. (58), and accounting for the N initial customers, we see that
SinceR N consists of N i.i.d. exponential phases, it is also easily seen that Eq. (62) generalizes, by conditioning on the number of Poisson events at rate µ in an interval of duration
which is needed inΨ(·) (defined by replacingŜ withR N in Eq. (60)). We will, therefore,
For an arbitrary j ≥ 1, we have, similar to Eq. (59),
Clearly, E[N I (R 0 )] = 0. We will evaluate E[N I (R k )] for k ≥ 1 recursively. Denote by C(I) the number of Poisson events at rate µ that occur during a generic idle period I. Our recursion will involve the distribution of C(I), which we give in the next lemma.
Lemma 4 For i ≥ 0, we have
where, for n ≥ 0,
(µy) n n! e −µy dF (y) .
Proof From Eq. (25), we have, after a change of variable,
dA(x) = µ (ωµz) n n! e −ωµz dF (z) .
Upon substitution of Eqs. (24) and (70), the last expression simplifies to Eq. (69). 2
We are now ready for the recursion.
Lemma 5 For k ≥ 1, we have
Proof Initiate, simultaneously at time 0, two independent counting processes; and let one of these be Poisson at rate µ and the other N I . Thus, the processes monitor, respectively, the numbers of "potential" phase-completions and interruptions (of and duringR k ) over time.
Let Q be the smallest index i, i ≥ 1, for which there is at least one Poisson event in the time interval ( i−1 n=1 I n , i n=1 I n ); then, from the independent-increments property of the Poisson process, it is easily seen that Q has the geometric distribution with success probability 1 − P {C(I) = 0}, which, from Eq. (69), equals δ 0 /ω. From the definition of Q, we see that the total number of interruptions, if any, prior to the first phase-completion ofR k , which occurs somewhere inside the time interval (23) reduces Eq. (65) to an explicit formula (which we omit) for the waiting-time distribution in the GI/M/1 queue under the N -policy.
4.5
As noted in Section 1, our results in this paper can be applied to study, in the GI/G/1 setting, optimization models in which the threshold D is a controllable parameter. This is currently under investigation and will be reported in a future paper.
