1. Supplementary Methods 1.1. Molecular simulation methods. Molecular dynamics was performed in GROMACS [1] with a leap-frog integrator, and the velocity rescaling thermostat [2] with 0.1 ps coupling time is used for all cases involving water-mass scaling. Langevin dynamics is used in REMD with a friction coefficient 1 ps −1 . Pressure is controlled with the Parrinello-Rahman method [3] . LJ pair interactions were cut off at 1.4 nm and electrostatic energies were calculated by particle-mesh Ewald [4] with a grid spacing of 0.12 nm and a real-space cut-off of 0.9 nm. The force field in all cases is Amber ff03ws-a derivative of Amber ff03 [5] with a backbone modification to match the population of the helical states [6, 7] and a scaling of protein and water interaction to capture the dimensions of the unfolded structures [8] .
The sequence of 16-residue GB1 is cut from 41 to 56 residues of the full length GB1 protein (PDB: 1PGB [9] ); the hairpin native structure is taken from the same PDB structure. 70 ns REMD trajectories of GB1 are generated with a temperature range from 300 to 495 K, starting from the folded state. The native structure of Trp cage is taken from PDB:1L2Y [10] . 100 ns REMD simulations of Trp cage are generated with a temperature range from 300 to 495 K. All simulations except REMD are performed at 350 K.
The biased all-atom model is constructed by modifying the Lennard-Jones parameters of the original forcefield Amber ff03ws [8] . Atom pairs separated by less than 6Å in the native configuration were stabilized by multiplying the of their LJ potential by 1.15, while the the remaining Lennard-Jones interactions were modified by using a small = 10 −5 kJ mol −1 and defining σ such that the new and old potentials coincide at an energy of 2.5 kJ mol −1 . In doing so, the attractive part of the non-native nonbonded interactions was removed, while the effective radius of the atom was preserved. We keep all the other terms of the original forcefield.
The duration for all simulations are shown in Table S5. 1.2. Relaxation time from transition path sampling. Relaxation times in Trp cage and hairpin-biased GB1 are calculated by sampling transition paths using the method proposed by Hummer [11] , and summarized briefly below. The method uses a reaction coordinate q(x) which is a function of the Cartesian coordinates x of the molecules. An ensemble of structures on a dividing surface q 0 near the top of the apparent barrier in the REMD-derived free energy surface F (q) are generated by umbrella sampling. Configurations x for which |q(x) − q 0 | < 0.001 are randomly selected from this ensemble. "Forward" and "reverse" trajectory pairs were generated by reversing the sign of the initial Maxwell-Boltzmann velocities, and each trajectory was terminated once it reached a region of q defined as a stable state (boundaries used to determine when a stable state was reached, for TPS purposes, are included in Table S1 ). Successful transition paths were those where the forward and reverse parts terminated in different end states.
S2
By considering the time spent by the system in each stable state, and on transition paths, the rate coefficients for two-state kinetics can be expressed as
where k 1 and k 2 are the rate coefficients for the forward and backward transitions between the two states, p(TP) is the fraction of time spent on transition paths, t TP is the average duration of a transition path, and we define k with units of rate. Here p(TP) can be calculated by
where p eq (q) is the equilibrium distribution of q and p(TP|q) is the probability density to be on a trajectory on the transition path given a particular q. p(TP|q) can be estimated by shooting forward and backward from phase points x on the surface To collect transition paths efficiently, q 0 needs to be chosen to be close to the isocommittor surface in which the probabilities of going forward and backward are equal. Each transition path collected in this way must be unbiased by the time spent at the initial value of the coordinate, using the relative weight
where v i is the velocity of the i th crossing event at the dividing surface on the given transition path. The time for each path to spend in (q 0 , q 0 + δq) in the limit of δq → 0 is proportional to 1/w and can be used to calculate the probability density
where θ TP takes a value of one for trajectory pairs forming a transition path and zero otherwise. The average of θ TP is thus equal to p(TP|q 0 ). At last, k can be simplified to
For comparison to the MSM, we report the relaxation time τ , defined by τ −1 = k 1 + k 2 instead of k . The relation between them for a two-state model is:
is the equilibrium probability of the first state.
To calculate the global folding relaxation time of Trp cage from the rate coefficients of the two barriers, we assumed the folding kinetics of Trp cage can be modeled using S3 three-states:
We built a rate matrix from the rate coefficients and calculated the relaxation time from the first eigenvalue of the rate matrix as
where
500 pairs of forward and backward shooting were performed for each barrier of Trp cage and hairpin-biased GB1 by using the fraction of native contacts Q as the reaction coordinate. The errors of the relaxation time are estimated by using box averages of every 100 pairs of shooting events. When calculating the average transition path time, individual path length is reweighted by using the time spent by that path near the dividing surface, that is the normalized w of Equation S3, so that a correct transition path ensemble is reproduced [11] . The statistics of the transition path trajectories are shown in Table S1 .
1.3. Fraction of native contacts/dihedrals. Fraction of native contacts Q, were defined from the N ij distances between atom pairs in contact in the native state
, where d ij (x) is the distance between atoms i and j in configuration x, d 0 ij is the corresponding distance in the native state, the factor γ = 1.5 allows for fluctuations of distance within the native state, and β = 50 nm −1 . The native contacts were defined with the same 0.6 nm cut-off between all pairs of atoms as was used for building the all-atom native-biased model, except that the contacts within the same and nearest residues were excluded from Q (since these are almost always in "contact"). Similarly, a fraction of native dihedral angles Q dih was defined for all N k dihedral angles φ, ψ.
, and θ k are the φ, ψ angles, θ 0 k their corresponding native values and "round" function returns the nearest integer and γ = π/3, β = 11.46 in units of radians and inverse radians respectively.
Markov state model.
To complement the analysis of the simulations we use a Markov state model (MSM) [12] . This analysis is particularly important in the case of the helix-biased model, since the dynamics of this system does not conform to a two-state picture. First, the simulation data at each value of the viscosity were discretized into microscopic states using a hydrogen bond or a torsion angle description (detailed below).
S4
Assignment of the transitions was performed using transition based assignment [13] . In the case of the torsion angle discretization, typically hundreds to thousands of states are populated during the simulation. To simplify the analysis and increase the statistics of observed transitions, at each value of the viscosity, a consensus set of states corresponding to the most populated ones reaching a 99% of the total population were considered. The transition count matrix N(∆t), was then constructed by counting the number of transitions between every pair of states, after a lag time ∆t. Then the left transition probability matrix T(∆t), was computed using the maximum likelihood estimator [14] (S11)
The relaxation times were calculated from the eigenvalues λ i of T as
The errors of the relaxation times were derived from a bootstrap analysis. The lag times for the MSM were chosen to be the shortest ones, in each case, where the slowest relaxation time of the model had approximately converted ( Figure S1 . The lag times used in the current work is shown in Table S6 .
In the torsion angle case, the α and extended well states are narrowly defined for the Ramachandran angles φ and ψ (see Table S7 ). In the case of the hairpin biased model, the native state has a residue (Lys10) in the left handed-helix configuration, and in previous work one of us has found that the torsional transition to that state is correlated with folding events [15] . Hence, in this case we use three possible states for each residue (alpha, extended and left handed) instead just two. This is not so important in the case of the helix forming peptide, and hence only two states are considered. In any case, the torsional discretization results in an intractable number of possible microstates (2 14 or 3 14 in case the L state is explicitly accounted for). For the helix forming system, we simplify the analysis, considering helical stretches of at least three continuous amino acid residues (corresponding to a helix "nucleus"), which reduces the state space to a maximum of 739 microstates. In Table S8 we show the number of states that correspond to the consensus set of observed states for each model and discretization. In practice, at each value of the viscosity only a subset of these states are used, as we consider only the largest ergodic transition matrix.
The other discretization method we use here is based on the hydrogen bonds appearing in the native states for the helix and the hairpin. For each of these hydrogen bonds (9 for the helix and 6 for the hairpin), we define formed and broken states based on the distance between the oxygen and hydrogen atoms d We first defined the transition-related part of the peptide by looking at the difference in the average contact probabilities corresponding to the helix and hairpin formation respectively ( Figure S5 ). We find that in Trp cage the first barrier (helix) corresponds to the formation of secondary structure from residues 2 to 7, whereas the second barrier (hairpin) involves the collapse of the entire peptide and therefore all residues.
Using these transition residues, we structure-aligned consecutive frames in the transition path trajectories. Let the coordinates of these atoms at time t and t + ∆t be represented by the set of vectors {x 1 , x 2 , . . .} ∈ X(t) and X(t + ∆t) respectively.
We define the minimum displacement between a vector x and a set of vectors
thus m(X i (t), X(t + ∆t)) is the distance that a particular atom was displaced from the original coordinates of X(t) after correcting for the bulk translational and rotational motion of the protein. The metric for atomic displacement is then
In Figure S7 we plot M atom (Q) as a function of solvent viscosity.
1.6. Scaling of water mass. We show the values of the scaling factor that we used for the masses of atoms in the water molecules in Table S9 . For low viscosity simulations, we scaled down the integration time-step by a factor of (m/m 0 ), whereas for high viscosity simulations, we kept the standard 2 fs time step limited by the dynamics, the same as our previous work [16] .
1.7. Bimolecular simulations. We run two typical biomolecular systems-blocked Trp-Trp and Lys-Asp in Amber ff03ws forcefield with TIP4P/2005 water model. The parameters for MD simulation are the same as mentioned in Molecular simulation methods section. We show the association and dissociation rate coefficients in Figure S8. 1.8. Torsion transitions in alanine dipeptide. We run alanine dipeptide using Amber ff03ws force field and TIP4P/2005 water model with different water mass-scaling. The parameters for MD simulations are the same as mentioned in Molecular simulation methods section. One long trajectory of 500 ns is analyzed for each water mass-scaling. We show the viscosity dependence of the rate coefficients of transitions between polyproline II (ppII) and α states and between ppII and β states in Figure S10 . We find similar evidence for internal friction in both cases, however, the ppII to α dynamics, being an order of magnitude slower, are more relevant to the slowest relaxation of the system. Figure S1 . Convergence of the slowest relaxation times with the lag time used to build the Markov state model, for the various MSMs considered. All data shown are in the case of solvent viscosity η = η 0 . A: helix-biased GB1 using torsion angles; B: helix-biased GB1 using H-bond; C: hairpin-biased GB1 using torsion angles; D: hairpin-biased GB1 using H-bond; E: unbiased GB1 using torsion angles. The increase in relaxation times at long times is due to the lag time approaching the relaxation times. Figure S3 . Time series of the secondary structure sequences of hairpinbiased GB1 (a), helix-biased GB1 (b) and non-biased GB1 (c) in different solvent viscosities using DSSP [17] . Figure S4 . Viscosity dependence of the relaxation times of GB1 from MSM. Top: hairpin-biased model. The inset shows the all other relaxation times except the slowest. Bottom: helix-biased model. Error bars are derived from a bootstrap analysis. For both figures, filled symbol and solid lines correspond to MSM using hydrogen bond, whereas empty symbols and dash lines correspond to MSM using torsion angles. All lines are from the power-law fits. Figure S5 . Difference of the average contact probability over barrier A (top) and B (bottom) of Trp cage. The average contact probability is calculated from the transition path configurations on one side of a barrier along Q. The difference of the average contact probability is then taken between the right and left side of the barrier. Positive values on the contact map show the contacts forming from left to the right side of the barrier, whereas negative values show the contacts disappearing when crossing the barriers. Tables   Table S1 . Statistics of sampled transition path trajectories. For each system, the value of Q 0 used for selecting starting structures and the boundary values of Q used for terminating transition paths (Q u for unfolding and Q f for folding) are given. P + is the average probability of folding (versus unfolding) over all shooting moves and P finished is the fraction of pairs of shooting moves where both members of the pair terminate in a stable state (versus reaching the maximum allowed time before reaching a stable state). Table S8 . Number of microstates for each of the simulation models corresponding to the torsion angle based and H-bond based discretizations. In the case of the helix-biased and the unbiased models, in the torsional discretization, helical stretches were required to contain a minimum of 3 continuous helical residues. 
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