The age of automation has ushered in a near flood of innovative training methods. For the United States Army, many of these innovations have involved the use of simulations to train both small and large units in realistic battlefield situations.
The effectiveness of simulation-based training is typically measured by observation of external behaviors and structured questioning of trainees and trainers (e.g., Shlechter, Shadrick, Bessemer & Anthony, 1997) . But many of the most robust and critical effects on individuals are cognitive in nature and not readily assessed by such methods. Nor are they adequately measured by the typical classroom question-andanswer examination. The reason for this is that the primary cognitive effect of learning by experience is an increased understanding of the relationships among objects, events and actions given particular situations. What is needed is a means of assessing the gain in this "operational understanding" as a result of simulation training.
Such a measurement instrument would also be a useful research tool to test various learning interventions and in cognitive studies of expertise and individual differences. It might also provide an effectiveness measure for individual-based battlefield simulation training techniques; a growing interest in the United States Army.
Therefore, the objectives of this study were to: (a) Design a method for measuring the knowledge structuring effects of experience-based learning, drawing from the literature on domain expertise and related cognitive subjects. (b) Test the measurement method using Army officers with a wide range of experience to determine if it discriminates among levels of experience.
Overview of Literature
Over 130 articles and book chapters relevant to expertise and knowledge-related issues were reviewed and pertinent information summarized or extracted over the course of this research and related projects. The summarized references were again reviewed to eliminate information that did not directly relate to the problem at hand. This resulted in consideration of 60 of the original references. This, by no means, represents an exhaustive search of the literature; in the past two decades hundreds of empirical and theoretical works have been produced on these topics. In fact, most of the works cited here were ones published six or more years ago. It is felt, however, that they are representative of major themes and findings in the field important to our research project.
The relevant information from these 60 references was categorized into 12 topic areas having some relevance to the description, use, and measurement of experiencebased knowledge. Of those 12, five topic areas are briefly summarized here, the rest either being subsumed under them or proving to be of less importance to the project than originally thought.
Conceptual differences. Attempting to measure the structure of domain knowledge rather than its sheer amount assumes that changes occur in the way that knowledge is put together in the mind as practical experience in the domain increases. There is ample evidence in the research literature to support this assumption.
Most researchers agree that not only does the amount of information grow with experience in a domain, but also the knowledge becomes better organized (Glaser, 1984; Ceci & Ruiz, 1992; Royer, Cisero, & Carlo, 1993; Federico, 1995) . Organizational changes in the knowledge base are in at least two general directions. One type of change is the gradual addition of more and more abstract knowledge. Many studies comparing expert to novice performance found that novices tend to view situations in terms of the concrete objects presented or in terms of simple, concrete procedures or details. Experts tend to view situations in terms of abstract principles or general domain concepts (Wiser & Carey, 1983; Scribner, 1986; Lawrence, 1988; Johnson-Laird, 1989; VanLehn, 1989 ). An example of research reflecting this difference found that altering the game of bridge differentially affected experts and novices-changes in the deep-structure rules of the game affected experts more than novices while surface changes affected the novices more (Sternberg & Frensch, 1992) .
The second general type of knowledge structure change with experience is that the knowledge base becomes more interrelated. Many different theoretical systems have been proposed for explaining and representing this linking of knowledge in human memory (Rumelhart & Norman, 1985) . A basic assumption of most of these systems, whether they be concepts, chunks, productions, Schemas, scripts, frames, networks, or mental models is that through experiences an individual associates events and objects together so he or she is able to respond quickly and appropriately to complex sets of stimuli without having to consciously think through every step in the process (Schänk, 1985; Simon, 1985; Johnson-Laird, 1989; Rumelhart, 1989; Smith, 1989; Anderson, 1990) . Much of what relates otherwise isolated pockets of facts together is knowledge of how to apply that information in various situations-knowledge of how actions are related to specific situations (Norman, 1985; Rumelhart & Norman, 1985; Lesgold, 1988) . Rumelhart (1989) suggests comparing the number of 'natural type' entities mentioned in a subject's protocol with the number or 'role type' (action-related) entities mentioned-this is analogous to measuring the percentage of entities that have an action element in them. The assumption is that the ability to apply knowledge reflects how well the knowledge is integrated.
The combination of more abstract knowledge and greater connectivity of knowledge means the expert is able to make more inferences than the novice. In fact, in highly technical fields, it is impossible for a naive individual to make a strong, principled commitment to a particular interpretation (diSessa, 1983) . The expert, on the other hand, has the abstract knowledge and knowledge connectivity to detect complex but familiar patterns in the presented data (Clancy, 1988) or to infer properties and features of a problem not present in the problem presentation (Groen & Patel, 1988; Reimann & Chi, 1989) .
General problem solving strategies. When novel problems are faced within a domain, novices and experts tend to use similar general problem solving strategies (Glaser, 1984 , Reimann & Chi, 1989 , VanLehn 1989 . However, the expert's superior knowledge base and organization even in relatively novel situations permits generation of more or better hypotheses and more thorough tests of those generated (Glaser, 1984; Voss & Post, 1988; Reimann & Chi, 1989; Foley & Hart, 1992; Federico, 1995) . Expert/novices differences are more apparent in the performance of routine or common tasks in the domain. Here the expert works efficiently and with little apparent effort applying domain-specific, knowledge-based, content-dependent strategies to rapidly arrive at the solution (Soloway, Adelson & Ehrlich, 1988; Humphreys, et al, 1990; Royer, Cirero & Carlo, 1993) . It follows that the problem solving strategies of experts are apt to differ between "hard" and "easy" problems, thus eliciting different knowledge structures, especially in reference to procedural knowledge (Foley & Hart, 1992) .
Association/recall as a primary problem solving strategy. Expert performance on "easy" problems is generally attributed to memory. Fischoff (1988) makes the point that people in general interpret what they see whenever it is even remotely possible-stimuli from the environment activate associations with a wide network of related events stored in memory. For a domain expert, this association/recall process can retrieve a large network of relevant memories, both conceptual and procedural, often without any conscious awareness of the process (Miller, 1985; Glaser & Chi, 1988; Groen & Patel, 1988; Lesgold, et al, 1988; Posner, 1988; Staszewski, 1988; Ericsson & Simon, 1993) .
Several specific studies within the military domain support this phenomenon. In researching rapid recognitional decision making, Klein, for example, has found that it is most apt to happen when the military decision maker is experienced, time pressure is greater, and conditions are unstable (Klein, et al, 1990 ). Solick, et al (1997) found that the influence of experience on accuracy of predicting battle outcomes was dependent on the inherent predictability of the scenario. Experienced officers did better on a normal mission plan; they were less accurate on one that was poorly executed. Similar findings have also occurred in other domains (Foley & Hart, 1992) .
Recent innovative methods of studying brain functions and chemistry have greatly expanded our understanding of how these associations are made (Fischbach, 1992; Goldman-Radic, 1992; Damasio, 1994) . This burgeoning field of research may eventually answer many of the questions that remain about skilled memory and recall. Domain task-specific measurement. There is a considerable amount of research suggesting that the concept of a "general" intelligence may be a myth (Sternberg, 1990; Gardner, 1993; Ceci, 1996) . Glaser (1984) even suggests that skilled performance on aptitude and intelligence tests is the result of the exercise of conceptual and procedural knowledge in the context of specific knowledge domains. His research suggests that learning and reasoning skills are not abstract mechanisms, but the result of the transfer of this "conditionalized knowledge" to other domains.
In fact, any single person has a wide range of cognitive strengths and weaknesses and high skill areas are more apt to be born from long periods of study and practice than from general aptitude (Staszewski, 1988) . Therefore, to assess an individual's skill, we need to measure it in the domain of interest under conditions where they are performing tasks normally required in the domain (Royer, Cisero & Carlo, 1993) .
Research has found that the use of task simulations reduces the correlation between practical and academic intelligence to almost zero (Wagner, 1986) . There is further research suggesting that the superior knowledge organization of the expert cannot be measured in the absence of actual domain task performance (Bellezza, 1992) . Also, people do not make the types of inferences that distinguish expertise in the absence of a triggering mechanism-the presentation of some event or relationship in the domain that cues previously unrelated knowledge sets (Holyoak & Nisbett, 1988) . For example, Voss & Post (1988) found that when they gave experienced political scientists a hypothetical problem in their domain, they used their knowledge to construct plausible causal factors, even to the point of constructing a plausible "history" for the event. This reinforces the point made by Royer, Cisero & Carlo (1993) that if you only measure the amount of declarative knowledge people have mastered, it does not give an indication of where they are along the skill development continuum. They may be novices who have memorized a list of the steps, but whose actual performance is still slow and error-prone.
Protocol analysis. For tasks with a high cognitive element, one of the few options available for recording task performance is to ask the subject what they are thinking while performing the task. A primary issue in obtaining these verbal protocols is how much the data collector should interact with the subject during the elicitation. Ericsson & Simon (1993) indicate that requiring subjects to explain their utterances is likely to altar their cognitive process. They also state that verbal protocols should be obtained concurrent with task performance as only then will the subject be responding to the thoughts that are driving performance in response to specific cues.
The purpose of the research, the data required, and the difficulty of obtaining rich spontaneous protocols, however, often make it essential that the researcher interact with the subject. For example, subjects are often asked what their objectives are or why they reached particular conclusions (Clancy, 1988; Lawrence, 1988; Bibby, 1992; Forsythe & Barber, 1992) . As verbal protocols typically tap but a very small portion of a subject's domain knowledge, experimenters sometimes ask questions to see what other knowledge the subject possesses (Kuipers & Kassirer, 1984) . Clancy (1988) asked why subjects did not ask certain questions in order to determine if assumptions were being made.
How to categorize responses is another issue in protocol analysis. One of the biggest problems is simply defining the boundaries between "separate" thoughts (Johnson, 1988; Fletcher & Huff, 1990) . This can be a nontrivial task because even though a complex thought may be activated as a unit from long-term memory, the requirement to verbalize it makes it appear as a sequence of propositions due to the limited capacity of short-term memory (Ericsson & Simon, 1993) .
Categorizing the types of verbalizations is a highly individualistic process usually driven by the intent of the research and the theoretical bent of the researcher (Johnson, 1988; Fletcher & Huff, 1990 ). However, a useful distinction between declarative and procedural knowledge (i.e., objects and relationships) is frequently made (Kuipers & Kassirer, 1984; Groen & Patel, 1988; Duff, 1992; Forsythe & Barber, 1992) . Concept mapping is often used to diagram this basic distinction. Another frequently made distinction is between utterances which merely parrot back the original problem stimuli and those that reflect some cognitive processing (Groen & Patel, 1988) . Utterances reflecting cognitive processing may be further broken down into those that 'paraphrase' the stimuli and those that reflect inferential reasoning or a chain of inferences (Frederiksen, 1986; Ericsson & Simon, 1993) . Linking of related utterances is typically done by grouping them into "chains of inference" or "arguments" that are some times diagrammed as IF-THEN production statements (Groen & Patel, 1988; Lawrence, 1988; Fletcher & Huff, 1990 ).
The types of measures taken from verbal protocols typically involve frequency counts for categories like those mentioned above (Frederiksen, 1986; Groen & Patell, 1988; Forsythe & Barber, 1992) . Time to respond and length of utterances are also sometimes recorded (Ericsson & Simon, 1993) . Other measures that require some judgement on the part of the researcher are fairly common in protocol analysis. Examples include checking for errors and inappropriate ways of dealing with stimuli (Lawrence, 1988; Duff, 1992) , looking for indicators of knowledge that was not verbalized (Kuipers & Kassirer, 1984) , distinguishing between forward and backward reasoning (Groen & Patel, 1988) , and differentiating between deep causal structure reasoning and specific situation schematic reasoning (Bibby, 1992) . Another measure sometimes used is the location and length of hesitations in speech, whether they be pauses, repetitions, or nonsense utterances such as "ahhh" (Rochester, et al, 1977; Ericsson & Simon, 1993) . It is hypothesized that hesitations are indications of shifts in processing of cognitive structures. One interpretation is that hesitations within major cognitive themes indicates a word-choice or lexical decision; between major themes it represents decisions concerning the overall direction of thought or syntactic structure.
Hypotheses
Based on findings from the literature review and the objectives of this research, the following hypotheses were derived.
• HI: As amount of task-related experience increases, the integrity of one's knowledge bases as measured by the number and quality of identified relational propositions also increases. This is the primary knowledge structure measure. It is assumed that it reflects the strength of association among concepts in the mind.
• H2: There is no significant relationship between amount of task-related experience and the number of attributes that can be identified. As stated in the review of the conceptual differences literature, the primary effect of experience on knowledge is not amount, but organization of what is known. Several studies have found that journeymen are just as good at recalling specific facts (and sometimes better) as experts (for example, see Groen & Patel, 1988) . If this is the case, attributional knowledge, or specific facts about objects, should not vary significantly among our test participants as a result of experience.
• H3: As amount of task-related experience increases, the level of abstraction of identified characteristics increases as measured by the proportion of implicit to explicit characteristics identified. This hypothesis acknowledges the hierarchic nature and generalizability of expert knowledge structures as reviewed in the literature.
• H4: Performance on directed-response measures of knowledge structures is related to performance on the same measures in a nondirected tactical problem. If our measures are valid, then they must equate to performance on tasks that are more realistic than our constrained "laboratory" tasks.
There is a basic assumption here that the criterion measure used in this research of amount of relevant job experience is at least an adequate approximation of level of expertise. There are many factors that contribute to the development of expertise, but it was assumed that combat arms Army officers who hold tactical positions in tactical units are building more integrated knowledge bases over time. This experience factor alone should be strong enough to produce significant relationships with knowledge structure measures.
Method
The methods used to elicit, record and analyze knowledge structures were highly dependent on information gained from the literature review. Therefore, the following principles guided the design. a.) Use domain-specific task samples as basis of measurement, b.) Use concurrent verbal protocols to elicit cognitive measures, c.) Measure the degree of abstraction of responses, d.) Measure the degree of interrelationship of the verbal protocol.
Instrument and elicitation
Three different sets of domain-specific stimuli were developed, two were battalion level situations and the other a brigade situation. Each one consisted of a single graphic display of a tactical situation with minimal or no verbal description. Each situation contained only three of the METT-T factors (Mission, Enemy, Terrain, [own] Troops, and Time) typically used by the military to analyze and describe a tactical situation. For example, one situation (ETT) displayed only the enemy, terrain, and own troops with no mention of the mission. A second one (MTT) displayed the mission, terrain, and own troops but not the enemy. The third (MET) contained the mission, enemy, and own troops but no terrain. None of the three contained any timing information. This was done in an attempt to force the participant to make assumptions about the missing METT-T factors. If successful, these assumptions should help determine the level of abstraction at which the participant is reasoning as well as how closely his knowledge sets are interrelated.
Each participant was given all three tactical situations. For each tactical situation the participant was given a different response requirement. The combinations of tactical situations and response requirements were counterbalanced across participants. The order of tactical situations was varied, but the order of response requirements remained constant. For the first tactical situation presented, the participant was allowed to study the situation as long he wanted. Then the graphic display was taken away and he was asked to describe the tactical situation in his own words from memory. For the second tactical situation presented, the participant was asked to describe the important attributes for each METT factor shown in the graphic. For the final tactical situation presented, the participant was asked to describe the important relationships between each pair of METT factors present and then to describe any relationships that took into account all three of the displayed METT factors. For the second and third presentations, the participant was allowed to retain the graphic while responding. It was felt that the use of free memory response and attributional and relational directed responses would provide the range of responses needed to sample a participant's knowledge structure.
When all three problems were completed, the three graphic displays were laid out in front of the participant and he was asked which one was the easiest to respond to, and then which one was the hardest to respond to. Participants were also asked why it was the easiest or hardest. This was done to provide a subjective measure of the interaction of scenario and treatment effects as an estimation of the cognitive load of each. If the type of scenario had an effect on cognitive load, it would moderate the desired treatment effect.
After administering the three limited scope problems, each participant was given a more complete tactical problem. This was a fictitious Desert Storm problem that had been used previously in other projects. Much more information was given and the participant was asked to develop a concept for how he would respond to this more complex situation. This scenario was to be used to see how well knowledge structure scores on the simpler problems predicted similar scores on a more complex, realistic, problem.
In addition to the tactical problems, each participant filled out a background questionnaire. This questionnaire asked for their rank, time in service, time in grade, military schooling and the title, echelon and length of all tactical command and staff positions they held throughout their career. This information provided the independent variable, amount of relevant experience, which is hypothesized to predict the degree of structuring within an officer's domain knowledge base.
Measures of knowledge structure
Simple counts were taken of the number of entities mentioned for each tactical situation/response requirement pair. For the free response from memory ("Describe") condition, this was the number of situation characteristics mentioned regardless of type. For the Attribute condition it was the number of attributes. For the Relationship condition it was the number of relationships and the number of characteristics per relationship (see Figure 1) .
A count was made of the number of errors that occurred in reporting entities. Because of the subjectivity inherent in defining errors, the only ones recorded were perceptual errors. These were errors in Level 1 entities as defined in Table 1 below.
The data reduction performed on the verbal protocols retained the order in which entities were verbalized. This order was available for analysis based on the assumption that knowledge entities most readily associated with the stimuli will be reported first. This provides another insight into the structure of domain knowledge.
The level of abstraction of individual entities in a protocol was operationally defined using three distinct categories. The category definitions are contained in Table 1 . Counts and proportions for each level were recorded. The number of relationships identified in the relational response condition was not deemed a sufficient indicator of the important measure of knowledge base integrity. To provide a measure of the integrity of the participant's knowledge base across all three response requirements, the linking of entities within each protocol was recorded. This included the number of links, the percent of entities linked, the average and greatest link depth and the average number of entities per link. Within the relational response condition, the quality of each identified relationship was judged as either high or low and these percentages were also recorded.
From the background questionnaires four separate measures of experience were taken. These included time in service, total months in tactical positions, total months in tactical units, and total months at echelons equal to or greater than battalion level. The last measure was required because the three tactical situations were at battalion or brigade level.
Protocol reduction
All verbal protocols were audio recorded and transcribed into written form. Excel worksheets were created for separating the individual entities in the protocols and to indicate the nesting (i.e., linking) of entities. Figure 1 is given as an example of the worksheets. The figure is a facsimile of the first sheet of the Relational condition for the first six subjects in the experiment. For the Relational as well as Attributional conditions, the major categories discussed were given by the experimenter (e.g., "What are the important relationships between the enemy and the terrain in this situation?"). The second level in the Relational condition (.1, .2, etc. shown in Figure 1 ) represents the relationships identified by the participant. Levels below that represent linked/nested detail given by the participant. As with the other two response conditions, the number of entities per link and the depth level of each link were calculated.
Knowledge Structures Analysis Worksheet-Relationships (TacSit#3)
In Figure 1 , each numbered comment represents a separate entity as determined by the experimenter. Each entity for each response condition was annotated as to its appraised level of abstraction, whether or not it represented an action, and whether it contained a perceptual error.
Participants
Participants came from three Army posts within the continental United States. All were Army officers assigned to the experiment during scheduled research weeks at their posts. Adequate recordings were obtained for 31 of the 32 officers participating. The relevant demographics for these 31 officers are contained in Table 2 . All were males. 
Results
The participants' subjective judgments as to which scenario was easiest and which hardest to respond to produced significant results. Table 3 shows that the response requirement was a significant determinant of how participants judged the scenarios. From the table it appears that the Describe condition was the easiest, the Relations condition the hardest and Attributes somewhere in between. It is interesting to note that only three of the 27 participants who judged difficulty named the response requirement as a reason for their judgment. Yet the analysis indicates a high probability that it was an important factor. Most participants mentioned the missing METT factor as the important determinant with different participants stating the same missing factor alternately as the cause for a 'easy' or 'hard' judgment. Table 3 indicates no discernable significant effect of the particular scenario on judged difficulty of responding. However, the scenario used did have a significant effect on many of the knowledge structure measures. It turns out that the MET scenario, which contains no terrain information, was far less productive than the other two scenarios on several measures. Of 16 measures used, the MET scenario had a significant depressive effect on five of them (p<.05 on either a difference of variance or difference of means test). The MET scenario showed a "tendency" toward depressing productivity on five other measures (p<.15). As might be expected, all four of the quantity measures used were among those affected.
Pearson r correlation was the primary statistic used to analyze the results. As might be expected, there were generally highly significant relationships among the individual measures comprising a particular response requirement (of 18 intra-treatment paired measure correlations, Pearson r's with p<.005 were obtained on 16 of them). This high interdependency suggests that one or two of these measures per response requirement would adequately test whatever the set is measuring. In fact, about 46% of the inter-treatment paired measure correlations were significant at p<.05. This indicates a fairly low degree of independence among the measures in general.
The surprise came in looking at the relationship between the knowledge structure measures and the criterion measures of experience. Only nine of 48 paired measure correlations here (12 knowledge structure x 4 experience measures) were significant and these were all negative. In fact, almost all the correlations (43 of 48) were negative. Controlling for the scenario effect did increase the number of significant correlations (p<.05) to 17, but all of them were negative (all four quantity measures remained nonsignificant). These results indicate that as an officer grows in experience, he tends to use less abstraction, less depth, and less action in his description of a tactical situation; at least as measured by this research. Table 4 shows the Pearson r correlations between the six measures unaffected by the scenario effect and the four experience measures. These data are indicative of the general results. Note the generally negative correlations in Table 4 . An analysis of selected scattergrams of the distributions does not indicate any nonlinear relationships that might explain this. It should be noted that there is a fair degree of skewness (>±.5) in four of the six knowledge structure measures and two of the four experience measures.
The knowledge structure measure with all four significant negative correlations with experience is the Attributes response requirement measure of average depth of attribute descriptions. This measure is also the most affected by experience of all 16 knowledge structure measures. Participants with the most experience tended to spend less time flushing out or justifying the attributes of the situation that they identified. Table 5 lays out the scores for all 31 participants on the six measures that were not affected by the scenario effect. The original scoring for the six measures were on two different scales, a percentage and an average number scale. In order to arrange them in ascending order of performance using all six measures, the measures were converted to standardized scores where the lowest score on a measure equals zero and the highest score one. In this way the relative magnitude of the scores were maintained while allowing a mean score to be computed across all six measures for each participant to determine their relative performances. The experience measures are shown on the right of the table. The intent of this table is to give a more comprehensive representation of the negative nature of the knowledge structure measures/experience relationship.
To get a feel for the generally negative relationship between the knowledge structure measures and the experience measures, simply scan down the four columns on the right side that contain the experience measures. If the anticipated positive relationship exited, there would be a general decrease in these values as you go down a column. Scanning the columns indicates that this is not the case. In fact, the correlation between the mean score over the six knowledge structure measures with each of the four experience measures is negative. For two of the experience measures, this negative correlation is significant at the .05 level-Months In Service = -.380 and Months In Unit > Battalion = -.302.
The two highlighted rows represent the scores of two individuals that are especially indicative of the negative relationship. The one at the top is the participant with the least amount of time in the Army and the next to least amount of time in the other three experience categories. Yet this individual's mean score on the knowledge structure measures is the highest of the 31 participants. He actually had the highest score on three of the six individual measures. The highlighted row toward the bottom of the table is the participant with the greatest amount of experience in tactical positions, tactical units, and units > battalion. Yet this individual's mean score on the knowledge structure measures is third from lowest of the 31 participants.
If these two were simply exceptions from a generally positive trend, it would still be pretty damning for our hypotheses. But they are extremes of a generally negative trend. It was decided, therefore, to review these two participants' protocols to see if additional cues might be obtained as to why this negative effect occurred.
When comparing the two protocols, the first contrast noted is the extreme difference in response latency. The more experienced individual began answering the response requirements much sooner than the less experienced individual in all three response conditions. It is interesting to note that across all participants, response latencies in the Describe response condition have highly significant (p<.005) negative correlations with all four experience measures. The Describe condition is the only one in which the stimulus material is taken away from the participants before they respond. Under this condition, more experienced individuals seem able to "comprehend" the situation much faster than less experienced individuals. This is consistent with the superior "chunking" capability of experts found in many domains (Simon, 1985) . Among the experience measures, Months In > Battalion, has the greatest number of significant negative relationships with task response latencies. This is indicative of a faster comprehension of these scenarios at battalion and above based on relevant experience.
Concerning the two protocols themselves, the more experienced individual tended to respond more directly to the response requirement. The requirement asked for the relevant characteristics, the relevant attributes, and the relevant relationships. It appeared that the more experienced individual adhered to relevancy and gave just those he considered relevant while the less experienced officer seemed to be trying to come up with all the entities he could associate. The more experienced officer also stuck to just what was on the graphic in the Describe condition, resulting in just Level 1 perceptual responses.
Perhaps the most glaring differences in the two protocols is the amount of elaboration and explanation. The more experienced individual tended to simply state the characteristic, attribute or relationship without explaining or justifying it. The less experienced individual gave fairly lengthy explanations and justifications.
One can see how these response "styles" affect the knowledge structure measures used. The direct responses of the more experienced officer produced lower abstraction and depth scores than the elaborations of the less experienced officer. Even the amount of action in the protocols is affected by the amount of elaboration.
Summary and Conclusions
Only one of the tested hypotheses is supported by the findings. We found no significant relationship between amount of task-related experience and the number of attributes that can be identified, as was stated in hypothesis H2. The measure, Number of Attributes, was significantly affected by the particular scenario being used. But when the scenario effect was eliminated, there still was no significant correlation with the experience measures. A study of the scores does not suggest a ceiling effect as one individual produced 289 attributes and two others had 195 and 145, well above the mean of 77.
The other two tested hypotheses are not supported by the findings. Hypothesis HI predicts that the amount of interrelationship (integrity) of an officer's battlefield knowledge base increases with relevant experience. The findings suggest the opposite effect. The only significant correlations of the depth and relations measures with experience were all negative and the trend across all such correlations was negative. The exact same was true in relation to hypothesis H3 which predicts that the level of abstract or implicit and inferential task statements made by an officer increases with relevant experience. Here again the only significant effects of experience were negative and the general trend of correlations was negative.
Hypothesis H4, predicts that relatively simple and direct measures of officers' knowledge base integrity and abstraction levels will correlate significantly with the same measures taken in a more complex battlefield problem. This hypothesis was not tested. The data were collected, but the analysis of the complex problem protocols proved beyond the resources of this project. If time and resources permit, it might be tested at a later time.
Why hypotheses HI and H3 were counterindicated by these results is a matter of speculation. The expertise literature indicates that they do occur in several other domains. There are many possible specific reasons for the generally negative results obtained here, but they all fall into two general categories. Either, in fact, there exists a negative relationship (or at best no relationship) between on-the-job experience of Army officers and growth in knowledge structuring as defined here, or the methods and/or measures used to test knowledge structures in this research are misleading (or at best inadequate).
The first of these two general conclusions seems counterintuitive. The weight of educational, training, and cognitive research evidence and one's personal experience tells us that as we gain experience in a domain we are not only adding new facts but tying facts together. Thus we are better able to relate new experiences to what we have learned in the past, seeing not just similarities (generalizing) but also differences (differentiating). Thus an experienced individual is better able to both classify and define and explain a new situation.
Why did we not see this in our data? If we are to assume that the first general conclusion is true, it would seem to mean that officers who have held tactical positions and worked in tactical units are not receiving sufficient tactical training in these units to build and maintain a superior knowledge base structure compared to those with less of this experience. Federico (1995) conducted research with naval officers with predictions similar to ours. He found no evidence that expert tactical action officers had better structured or organized knowledge nor better ways of accessing their knowledge than did novices. Nor were the experts more apt to attend to "deeper" more abstract aspects of the situation than novices. Another study of naval officers by Marshall, et al (1996) had a similar finding in that experienced tactical officers appeared to be responding to more track-specific, surface cues than to more abstract, "big picture" cues. It may be that military officers do not have the opportunity to practice their tactical art frequently enough and with enough objective feedback to attain the kind of knowledge structures associated with these qualities. The research that has shown these kind of expert-novice differences involves domains with high frequency of practice and rapid objective feedback such as weather forecasting, radiology and other medical fields, physics, computer programming, etc. However, this remains only speculation, there is better evidence that the fault lies in the method and measures used in this research.
If the first general conclusion were true, it would not explain the negative correlations obtained. We would expect simply no relationship with experience like that obtained in the Federico research. If, in fact, the construct of increasing knowledge structure complexity and inferential capability with experience is valid and Army officers' careers reflect this construct, then our method and measures did not tap it. In fact, our method and measures seem to have actually "hidden" the knowledge bases of experienced officers relative to less experienced officers.
The comparison between the good performer/low experience officer and the poor performer/high experience officer described in the Results section suggests that the experienced officers may be more direct in their responses, producing less protocol than less experienced officers. A comparison of the number of lines of protocol produced with scores on the six knowledge structure measures appearing in Table 5 reveals highly significant relationships (p<.005). For example a comparison between the summary measures of average lines of protocol across all three response conditions with average score on the six knowledge structures measures produces a correlation of .573 (p<.001). There were significant correlations of protocol size not just with the measures of average depth of development, where it would be naturally expected, but also with the proportional measures of percent of Abstract Level 3 entities and percent of Action entities. Thus the more a participant talks the more apt they are to produce a larger proportion of abstract and action entities along with greater depth in their descriptions. It seems the measures used are highly affected by how verbal the participant is.
It might be argued that the more someone knows, the more they've got to say, but this is not always the case. Ericsson & Simon (1993) have found that experts' protocols are often briefer because of their greater use of recognition and retrieval. The less experienced individual has to "think through" their decisions, actually creating the justifications for them. The expert, on the other hand, has the decision cued directly by the stimulus material by virtue of prior experience with it. Our measures simply asked for the relevant entities, attributes and relations and whatever the participant produced was the product used in the analysis. There was no probing for any further knowledge that might be behind the response. This might well be the reason for our results.
It should be added that there are no significant relationships between protocol size and amount of experience in this experiment. There are consistent negative correlations between protocol size and Time In Service and Time In Unit > Battalion, but none are significant. There are, no doubt, many factors that come into play to produce our results. However, it might be worthwhile to test the same or similar measures in an experiment where there is additional immediate probing for unverbalized knowledge.
In conclusion, the method and measures of battlefield knowledge structures tested in this research were not validated in relation to job experience. It remains an open question as to whether further adjustments and refinements to both might yet produce a valid measurement instrument.
