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Abstract. An abstract method for dealing with identification problems related to evo-
lution equations with multivalued operators or linear relations is described. Some possi-
ble applications are given.
Sunto. Viene descritto un metodo astratto per trattare problemi di identificazione
relativi ad equazioni di evoluzioni con operatori multivoci. Alcune applicazioni sono
date.
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1. Introduzione
Molto recentemente sono stati studiati problemi di identificazione in spazi di Banach
del tipo
(1)

dy
dt
= y′(t) = Ay(t) +
∑n
j=1 fj(t)zj + h(t), 0 ≤ t ≤ r,
y(0) = y0
Φj [y(t)] = gj(t), 0 ≤ t ≤ r,
nelle incognite (y, f1, . . . , fn) ∈ C ([0, r] ;D (A)) ×
∏n
j=1C ([0, r] ;C), h ∈ C ([0, τ ] ;X),
sotto l’ipotesi che l’operatore lineare chiuso A in X soddisfi la stima risolvente di tipo
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debolmente parabolico
(2)
∣∣∣∣(λ− A)−1∣∣∣∣L(X) ≤ C (1 + |λ|)−β ,
per ogni λ ∈ Σα : = {λ ∈ C;<eλ ≥ −C (1 + |=mλ|)α}, dove C > 0, 0 < β ≤ α ≤ 1.
Naturalmente gli zj ∈ X, j = 1, . . . , n, y0 ∈ D (A) ,Φj ∈ X∗, gj ∈ C ([0, r] ;C) per
j = 1, . . . , n. Vedi il lavoro [5].
Osserviamo che sebbene nel caso astratto α < 1 e` considerato, in tutti i problemi
concreti considerati si trovava che α = 1. Tuttavia, esempi di operatori A per cui α < 1 si
possono trovare: vedi equazioni di evoluzione ben posti secondo Shilov (cfr. la monografia
di S.G. Krein [10], Chapter 1, Section 8). Ecco un esempio, la cui idea fondamentale viene
da Yuli Eidelmann (Tel Aviv).
Prendiamo X = L2(R), D(A) = H3(R),
Au = u′′ − u′′′ + γu, u ∈ D(A),
con γ < 0. Applicando la trasformata di Fourier, si vede che l’operatore “duale” Aˆ di A
e` definito da (
Aˆuˆ
)
(σ) =
(−σ2 + iσ3 + γ) uˆ(σ).
Lo spettro di tale operatore e` descritto dall’insieme di punti (x, y), x = −σ2 + γ, y = σ3.
La norma del risolvente (λ − A)−1 coincide con 1
k(λ)
, dove k(λ) e` la distanza di λ dalla
curva sopra descritta.
Si vede direttamente che α = β = 1
2
. A tale risultato si arriva anche nel modo seguente.
Sia
(3) λu− u′′ + u′′′ − γu = f ∈ L2(R).
Moltiplicando per u¯ ed integrando su R, si ha
(4) λ‖u‖2L2(R) + ‖u′‖2L2(R) +
∫
R
u′′′u¯dx− γ‖u‖2L2(R) =
∫
fu¯dx.
Ora ∫
R
u′′′u¯dx = −
∫
R
u′′u¯′dx =
∫
R
u′u¯′′dx
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e cos`ı
<e
∫
R
u′′′u¯ dx = 0.
Prendendo la parte reale di (4), si ottiene
<eλ‖u‖2X + ‖u′‖2X − γ‖u‖2X = <e
∫
R
fu¯ dx.
Segue che se <eλ ≥ 0
‖u‖X ≤ −1
γ
‖f‖X ,
‖u′‖X ≤ C‖f‖X .
Prendendo la parte immaginaria in (4),
=mλ‖u‖2X −
∫
R
u′′u¯′dx = =m
∫
R
fu¯ dx.
Abbiamo bisogno di stimare ‖u′′‖X . Moltiplicando (3) per −u¯′′ ed integrando su R, si
trova
−λ
∫
R
uu¯′′dx+
∫
R
|u′′|2dx+
∫
R
u′′′u¯′′dx+ γ
∫
R
uu¯′′dx = −
∫
fu¯′′dx.
Si ottiene
λ
∫
R
|u′|2dx+ ‖u′′‖2L2(R) +
∫
R
u′′′u¯′′dx− γ
∫
R
|u′|2dx = −
∫
R
fu¯′′dx.
Poiche´ <e ∫R u′′′u¯′′dx = 0, si ha
<eλ
∫
R
|u′|2dx+ ‖u′′‖2X − γ‖u′‖2X ≤ ‖f‖X‖u‖X .
Poiche´ <eλ ≥ 0, e` ‖u′′‖X ≤ ‖f‖X . Ma allora
|=mλ|‖u‖2X ≤ ‖u′′‖X‖u′‖X + ‖f‖X‖u‖X ≤ C‖f‖2X + C ′‖f‖2X .
Allora ∀λ con <eλ ≥ 0,
|λ|‖u‖2X < C‖f‖2X ,
da cui
‖(λ− A)−1‖L(X) ≤ C(1 + |λ|)−1/2 per ogni <eλ ≥ 0.
Cos`ı la stima parabolica e` stabilita. Tuttavia, poiche´ α + β = 1
2
+ 1
2
= 1, i risultati di
regolarita` per la soluzione descritti in [1, 9, 2] (regolarita` temporale) non possono essere
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immediatamente applicati. A maggior ragione, problemi ulteriori si presentano se si vuole
studiare il caso degenere, cioe`
∂
∂t
(mu) =
∂2u
∂x2
− ∂
3u
∂x3
+ γu+ f(t, x),
dove m(x) e` una funzione misurabile limitata e non negativa su R.
In tal caso la proprieta` parabolica non sembra tenere.
Introducendo l’operatore M di moltiplicazione per m(x) e l’operatore L dato da D(L) =
H3(R), Lu = d2u
dx2
− d3u
dx3
+ λu, u ∈ D(L), il problema evolutivo puo` essere scritto nella
forma
(5)

(
M
1
2
)∗
d
dt
(
M
1
2y
)
= Ly + f(t)(
M
1
2y
)
(0) = u0
nello spazio hilbertiano. Naturalmente, qui X denota uno spazio di Hilbert (come L2(R)),
con prodotto interno 〈, 〉. Si richiede (cfr. [9], p. 38)
<e〈Ly, y〉 ≤ β‖My‖2
per ogni λ ∈ D(L) e un numero reale β, e
=m(λ0(M∗) 12M 12 − L) = X
per un certo λ0 > 0; inoltre, (λ0(M
∗)
1
2M
1
2 − L)−1 e` “single-valued” e limitato in X.
Nel caso in discussione
〈Ly, y〉 = 〈y′′ − y′′′ + γy, y〉L2(R) = −‖y′‖2L2(R) −
∫
R
y′′′y¯ dx+ γ‖y‖2L2(R)
e ∫
y′′′y¯ dx = −
∫
y′′y¯′dx,
cosicche´
<e
∫
R
y′′′y¯ dx = 0.
Segue appunto
<e〈Ly, y〉 = −‖y′‖2L2(R) + γ‖y‖2L2(R) ≤ 0.
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Quindi, possiamo prendere β = 0. D’altra parte, L e` invertibile perche´
‖(0− L)−1‖ = 1
dist(0,Γ)
dove Γ e` la curva parametrizzata da x = −σ2 +γ, y = σ3. Ma allora, se 0 < |λ0| e` piccolo,
λ0(M
∗)
1
2M
1
2 − L e` anch’esso invertibile.
Si possono applicare i risultati di esistenza e unicita` della soluzione al problema (5),
(6) di Favini e Yagi [9], p. 39, ma questi richiedono regolarita` C2 per la f , oppure f =
(M
1
2 )∗f1, f1 ∈ C1 e cio` non va bene se vogliamo risolvere un problema di identificazione. E`
mostrato in F.-Marinoschi [7] che, in effetti, minore regolarita` per f1 puo` essere assunta e
cio` permette di risolvere relativi problemi di identificazione quando la parte non omogenea
e` del tipo f(t) · (M∗) 12 z. Si riesce cioe` a identificare la coppia (y, f).
Il caso generale e` piu` complicato ed e` attualmente oggetto di ricerca.
In questo seminario si esporranno recentissimi risultati su problemi di identificazione
relativi alla inclusione differenziale
u′ −M (F (t), Z)− h(t) ∈ Au(t), 0 ≤ t ≤ r,
e verranno descritte alcune applicazioni a problemi inversi per equazioni possibilmente
degeneri. Le incognite sono u e F . Vedi [3, 4, 8, 5, 6].
2. Il problema inverso
Siano X, F , Z tre spazi di Banach complessi con norma ||·|| , ||·||F e ||·||Z,
rispettivamente. Faremo le seguenti assunzioni:
(H1) A e` un operatore lineare multivoco in X e il suo risolvente
ρ(A) =
{
λ ∈ C,∃ (λ− A)−1∈ L(X)}
contiene l’insieme Σα = {λ ∈ C;<eλ ≥ −C0(1 + |=mλ|)α}, dove C0 > 0 e α ∈
(0, 1].
(H2)
∣∣∣∣(λ− A)−1∣∣∣∣L(X) ≤ C (1 + |λ|)−β, λ ∈ Σα, dove C > 0 e 0 < β ∈ (0, α].
(H3) M ∈ B (F × Z, X), dove B (F × Z, X) denota lo spazio di Banach degli operatori
bilineari limitati da F × Z in X.
(H4) Φ ∈ L (X,F ).
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(H5) Per ogni fissato Z ∈ Z e ogni H ∈ F l’equazione
Φ [M (F,Z)] = H
e` univocamente risolubile in F e la sua soluzione puo` essere rappresentata da
F = Ψ [H,Z] ,
dove l’operatore (nonlineare) Ψ: D (Ψ) ⊆ F × Z → F e` lineare e continuo come
funzione di H:
||Ψ [H,Z]||F ≤ C1(Z) ||H||F per ogni H ∈ F .
(H6) Esistono spazi di Banach XθA e Z
θ, immersi con continuita` in X e Z, rispettiva-
mente, tali che
||M [F,Z]||XθA ≤ C(θ) ||F ||F ||Z||Zθ .
XθA e` infatti lo spazio
XθA : =
{
x ∈ X; sup
t≥t0>0
tθ
∣∣∣∣A0 (t− A)−1 x∣∣∣∣
X
<∞
}
,
dove t0 e` un fissato numero positivo, 0 < θ < 1, e
A0 (t− A)−1 = −I + t (t− A)−1 .
Consideriamo allora il seguente problema di identificazione: trovare una coppia di funzioni
u : [0, τ ]→ X,F : [0, τ ]→ F , tali che
(6)

u′(t)−M (F (t), Z)− g(t) ∈ Au(t), t ∈ [0, τ ] ,
u(0) = u0,
Φ [u(t)] = H(t),
dove u0 ∈ D(A), g ∈ C([0, τ ];X), H ∈ C1([0, τ ];F ).
Abbiamo allora il seguente risultato.
Teorema 2.1. Supponiamo che A soddisfi (H1), (H2) e che valgano (H3)∼(H6) insieme
a Φ[u0] = H(0), 2α + β > 2, 2α + β + θ > 3, Z ∈ Zθ, u0 ∈ D(A), Au0 ∩ XθA 6= ∅,
g ∈ C ([0, τ ] ;X) ∩B ([0, τ ] ;XθA), H ∈ C1 ([0, τ ] ;F ).
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Allora il problema (6) ammette una unica soluzione (u, F ) tale che u ∈ C1 ([0, τ ] ;X),
F ∈ C ([0, τ ] ;F ) e
u′ −M [F (·), Z]− g ∈ C 2α+β+θ−3α (0, τ ;X) ∩B
(
[0, τ ] ;X
2α+β+θ−3
α
A
)
.
B ([0, τ ] ;Y ), Y spazio di Banach, denota lo spazio delle funzioni limitate da [0, τ ] in
Y, con la norma del sup.
Dimostrazione. Notiamo preliminarmente che deve valere
u(t) = etAu0 +
∫ t
0
e(t−s)AM [F (s), Z] ds+
∫ t
0
e(t−s)Ag(s)ds,
e Φ [u(t)] = H(t).
Segue che
H(t) = Φ
[
etAu0
]
+ Φ
[∫ t
0
e(t−s)AM [F (s), Z] ds
]
+ Φ
[∫ t
0
e(t−s)Ag(s)ds
]
.
Differenziando entrambi i membri dell’equazione sopra, otteniamo
H ′(t) =
d
dt
Φ
[
etAu0
]
+
d
dt
Φ
[∫ t
0
e(t−s)AM [F (s), Z] ds
]
+
d
dt
Φ
[∫ t
0
e(t−s)Ag(s)ds
]
.
Allora
Φ [M (F (t), Z)] = H ′(t)− Φ
[
d
dt
etAu0
]
+
−Φ
[∫ t
0
∂
∂t
e(t−s)AM [F (s), Z] ds
]
− d
dt
Φ
[∫ t
0
e(t−s)Ag(s)ds
]
.
In virtu` di (H5), la precedente relazione si legge
F (t) = Ψ [H ′(t), Z]−Ψ
[
Φ
[
d
dt
etAu0
]
, Z
]
−Ψ
[
Φ
[∫ t
0
∂
∂t
e(t−s)AM (F (s), Z) ds
]
, Z
]
−Ψ
[
∂
∂t
Φ
[∫ t
0
e(t−s)Ag(s)
]
, Z
]
ds.
Inoltre, usando sia (H5) che (H6), possiamo stimare
||F (t)||F ≤ C1(Z) ||H ′(t)||F + C1(Z)
∣∣∣∣∣∣∣∣ ddtetAu0
∣∣∣∣∣∣∣∣
X
||Φ||L(X,F )
+ C1(Z)
∣∣∣∣∣∣∣∣ ddtΦ
∫ t
0
e(t−s)Ag(s)ds
∣∣∣∣∣∣∣∣
F
+ C1(Z)
∣∣∣∣∣∣∣∣∫ t
0
Φ
(
∂
∂t
e(t−s)A
)
M(F (s), Z)ds
∣∣∣∣∣∣∣∣
F
.
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Inoltre, ∣∣∣∣∣∣∣∣Ψ [∫ t
0
Φ
(
d
dt
e(t−s)A
)
M (F (s), Z) ds, Z
]∣∣∣∣∣∣∣∣
F
≤
≤ C(Z)
∣∣∣∣∣∣∣∣∫ t
0
Φ
(
∂
∂t
e(t−s)A
)
M (F (s), Z) ds
∣∣∣∣∣∣∣∣
F
≤
≤ C(Z)
∫ t
0
∣∣∣∣∣∣∣∣Φ( ∂∂te(t−s)A
)
M (F (s), Z)
∣∣∣∣∣∣∣∣
F
ds ≤
≤ C ′(Z)
∫ t
0
∣∣∣∣∣∣∣∣ ∂∂te(t−s)AM (F (s), Z)
∣∣∣∣∣∣∣∣
X
ds ≤
≤ C ′(Z)
∫ t
0
∣∣∣∣∣∣∣∣ ∂∂te(t−s)A
∣∣∣∣∣∣∣∣
L((X,D(A))θ,∞,X)
||M(F (s), Z)||(X,D(A))θ,∞ ds ≤
≤ C ′′(Z)
∫ t
0
(t− s)β−2+θα ||M (F (s), Z)||XθA ds ≤
≤ C ′′(Z)C
∫ t
0
(t− s)β−2+θα ||F (s)||F ||Z||Zθ ds.
Denotando con S l’operatore in C ([0, τ ] ,F ) dato da
SF (t) = −Ψ
[
Φ
∫ t
0
∂
∂t
e(t−s)AM (F (s), Z) ds, Z
]
si e` cos`ı ottenuto che
||SF (t)||F ≤ C ′′(Z)C ||Z||Zθ
∫ t
0
(t− s)−1+θ0 ||F (s)||F ds,
dove θ0 =
θ−(2−α−β)
α
. Pertanto, ripetendo gli argomenti in [4], Corollary 3.3,
||SnF (t)||F ≤ [C ′′(Z)C ||Z||Zθ ]n
Γ(θ0)
ntθ0n
Γ (nθ0)nθ0
‖F‖C([0,τ ];F ).
Poiche´ |Γ(nθ0)|
1
n → +∞ per n → ∞, concludiamo che l’operatore S ha raggio spettrale
uguale a 0. Ricordiamo che deve essere 2α + β > 2, 3− 2α− β < θ < 1, Au0 ∩XθA 6= ∅.
Per concludere la dimostrazione, bastera` utilizzare il seguente risultato, che riportiamo
come Lemma (cfr. [5]). 
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Lemma 2.1. Sia 2α + β > 2, 2α + β + θ > 3, u0 ∈ D(A), Au0 ∩ (X,D(A))θ,∞ 6= ∅,
f ∈ C ([0, τ ] ;X)∩B
(
[0, τ ] , (X,D(A))θ,∞
)
dove A soddisfa (H1),(H2). Allora il problema
u′(t)− f(t) ∈ Au(t), t ∈ [0, τ ] ,
u(0) = u0,
ammette una unica soluzione u tale che u ∈ C1([0, τ ];X),
u′ − f ∈ C 2α+β−3+θα ([0, τ ] ;X) ∩B
(
[0, τ ] , X
2α+β−3+θ
α
A
)
.
Come conseguenza, possiamo immediatamente trattare il problema inverso: trovare
(y, F ) ∈ C ([0, τ ] ;D(L))× C([0, τ ];F ) tali che
(7)

d
dt
(By(t))− Ly(t) = M [F (t), Z] + g(t), 0 ≤ t ≤ τ
(By)(t) = ξ0,
Φ [By(t)] = H(t), 0 ≤ t ≤ τ,
dove L,B sono operatori lineari chiusi in X, D(L) ⊆ D(M), 0 ∈ ρ(L),∣∣∣∣B(zB − L)−1∣∣∣∣ ≤ C (1 + |z|)−β ∀z ∈ Σα.
Il cambiamento di variabile By = u trasforma il problema (7) nel problema
du
dt
−M [F (t), Z]− g(t) ∈ LB−1u, 0 ≤ t ≤ τ,
u(0) = ξ0,
Φ [u(t)] = H(t),
che e` quello trattato nel Teorema 2.1 con A = LB−1 perche´ le ipotesi su M e L assicurano
che LB−1 soddisfa le assunzioni (H1)-(H2).
Abbiamo quindi il seguente Corollario.
Corollario 2.1. Valgano le ipotesi precedenti su B,L e siano soddisfatte (H3)∼(H6),
dove A = LB−1. Se ξ0 = Bv0, con v0 ∈ D(L), Lv0 ∈ XθLB−1, 2α+ β > 2, 2α+ β + θ > 3,
Z ∈ Zθ, g ∈ C ([0, τ ] ;X) ∩ B ([0, τ ] ;XθLB−1), H ∈ C1 ([0, τ ] ;F ), Φ ∈ L (X,Z), allora il
problema (7) ammette una unica soluzione
(y, F ) ∈ C ([0, τ ] ;D(L))× C ([0, τ ] ;F )
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tale che
By ∈ C1 ([0, τ ] ;X) , Ly ∈ C 2α+β−3+θα ([0, τ ] ;X) ∩B
(
[0, τ ] ;X
2α+β+θ−3
α
LM−1
)
.
3. Applicazione 1
Siano M,L operatori lineari chiusi in uno spazio di Banach X soddisfacenti le stime
risolventi sopra descritte. Dati Φ1, . . . ,Φn ∈ X∗, z1, . . . , zn ∈ X, consideriamo il problema
nelle incognite y1, f1, . . . , fn ∈ C ([0, τ ] ;C)
d
dt
(My) = Ly(t) +
∑n
i=1 fi(t)zi + g(t), 0 ≤ t ≤ τ,
(My)(0) = My0,
Φi [My, (t)] = Hi(t), i = 1, . . . , n, 0 ≤ t ≤ τ.
Per applicare il Corollario 2.1, prendiamo F = Rn o Cn,Z = Xn = X × ...×X n volte,
XθLM−1 =
{
x ∈ X; sup
t>0
(1 + t)θ‖L(tM − L)−1X‖X <∞
}
,
Zθ =
(
XθLM−1
)n
, F = (f1, . . . fu) ∈ CM , Z = (z1, . . . , zu) ∈ Zθ,
M [F,Z] =
n∑
j=1
fjzj,Φ = (Φ1, . . . ,Φn) ∈ (X∗)n
e (Φk[zi])
n
j,k=1 sia una matrice invertibile.
Allora il Corollario si applica immediatamente. Per esempio (cfr. [4, 5]), si prenda
X = Lp(Ω), 1 < p <∞, L e` un operatore differenziale del secondo ordine con condizioni
al bordo Dirichlet, D(L) = W 2,p(Ω) ∩ W˚ 1,p(Ω), Ω e` un aperto limitato di RN con ∂Ω
regolare, oppure condizioni al bordo di tipo Robin, per cui
D(L) =
{
u ∈ W 2,p(Ω);
u∑
i,j=1
aijνiDxiu+ bu = 0 su ∂Ω
}
dove
b(x) +
1
p
N∑
i=1
ai(x)νi(x) ≥ 0 ∀x ∈ ∂Ω,
L =
N∑
i,j=1
Dxi [aij(x)Dxj]−
N∑
i=1
ai(x)Dxi − a0(x),
ai, a0, Dxjaij, Dxiai ∈ C(Ω),
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{aij} e` una matrice simmetrica definita positiva,
N∑
i,j=1
aij(x)ξiξj ≥ C0|ξ|2 ∀ξ ∈ Rn, ∀x ∈ Ω,
b ∈ L∞(∂Ω), a0 ∈ W 1,∞(Ω), a0 − 1
p
N∑
i=1
Dxiai ≥ C1 > 0 su Ω.
Denotiamo con Lp la realizzazione di L in L
p(Ω).
Tenendo conto delle ipotesi precedenti, si dimostra che se m e` misurabile, limitata e
non negativa su Ω e Mp e` il relativo operatore di moltiplicazione per m(·) in Lp(Ω), allora
sia per condizioni al bordo Dirichlet che per quelle di Robin, vale la stima
− ∣∣∣∣Mp (λMp + Lp)−1∣∣∣∣L(Lp(Ω)) ≤ C1,p (C2,p + |λ|)− 1p
per tutti i λ con angolo
<eλ ≥ −Cp(1 + |=mλ|).
Inoltre, se m(x) e` ρ-regolare nel senso di m ∈ C1 (Ω) e
|∇m(x)| ≤ Cm(x)ρ,
dove 2 − p < ρ < 1, allora un miglioramento di precedenti risultati di Favini, Lorenzi,
Tanabe e Yagi porta alla seguente stima:∣∣∣∣Mp (λMp − Lp)−1∣∣∣∣L(Lp(Ω)) ≤ C˜1,p (|λ|+ C˜2,p)−(2−ρ)−1 , 1 < p < 2,∣∣∣∣Mp (λMp − Lp)−1∣∣∣∣L(LP (Ω)) ≤ C˜1,p (|λ|+ C˜2,p)−2[p(2−ρ)]−1 , 2 < p <∞.
Dunque, tutti i precedenti risultati si applicano.
4. Applicazione 2
Riferendoci alla Applicazione 1, qui consideriamo il problema inverso
d
dt
(By) = Ly +
∑∞
j=1 fj(t)zj + g(t), 0 ≤ t ≤ τ,
(By)(0) = By0,
Φk [By(t)] = Hk(t), k = 1, 2 . . .
sotto le stesse assunzioni per la coppia di operatori lineari chiusi B,L in X.
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Prendiamo
F = `2(R), Z = `2(X), F = {fj}∞j=1 ∈ `2(R),
Zθ = `2
(
XθLB−1
)
, Z = {zj}∞j=1 ∈ Zθ,M [F,Z] =
∞∑
j=1
fjzj
Sia
Φ = {Φj}∞j=1 ∈ `2 (X∗)
tale che
∞∑
j,k=1
|Φk [zj]|2 < +∞.
Percio` , l’equazione Φ [M(F,Z)] = H significa, dato H ∈ `2(R),
Φ
( ∞∑
j=1
fjzj
)
=
( ∞∑
j=1
fjΦk [zj]
)
k∈N
= H.
Supponiamo che la matrice infinita (Φk [zj])
∞
j,k=1 definisca un operatore invertibile in
L (`2(R)), il cui inverso e` denotato con
Ψ˜[z] cosicche´ F = Ψ˜(Z)H = Ψ[H,Z].
Si vede allora che tutte le assunzioni (H3)∼(H6) sono soddisfatte e si puo` quindi applicare
il Corollario.
Gli esempi nella precedente sezione possono tutti essere adattati alla situazione sopra
descritta. In questo caso, avremo un problema tipo
d
dt
m(x)u(t, x) = A(x,D)u(t, x) +
∞∑
j=1
fj(t)zj + g(t, x), t ∈ [0, τ ], x ∈ Ω,
con condizioni al bordo Dirichlet o Robin per l’operatore A(·, D)
m(x)u(t, x)t=0 = m(x)u0(x),∫
Ω
ηj(x)m(x)u(t, x)dx = Hj(t), j ∈ N,
dove le ηj sono delle funzioni in L
q(Ω), 1
p
+ 1
q
= 1.
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5. Applicazione 3
Qui il problema di identificazione, nella sua versione piu` facile, si legge: trovare n(N+1)
funzioni u1, . . . , un : [0, τ ]→ X e fjk : [0, τ ]→ C, j = 1, . . . , n, k = 1, . . . , N , tali che
u′j(t) = Ajuj(t) +Bj(u1(t), . . . , un(t)) =
N∑
i=1
fjizi + gj(t), t ∈ [0, τ ], j = 1, . . . , n,
uj(0) = u0j, j = 1, . . . , n,
Φk[uj(t)] = gjk(t), t ∈ [0, τ ], j = 1, . . . , n, k = 1, . . . , N,
dove Aj e` un operatore single-valued soddisfacente (H1), (H2) e Bj e` una applicazione
multilineare continua da D(A1)× · · · ×D(An) in XθAj , con 1− β < θ < 1, j = 1, . . . , n.
E` facile vedere che se i dati sono sufficientemente regolari e (Φ[zj])
N
k,j=1 e` una matrice
invertibile, allora tutte le nostre ipotesi tengono ed il Teorema 2.1 si applica.
Piu` generalmente, si puo` considerare il sistema
d
dt
(Bjuj)(t) = Ljuj(t)+B˜j(u1(t), . . . , un(t)) =
N∑
i=1
fji(t)zi+gj(t), t ∈ [0, τ ], j = 1, . . . , n,
(Bjuj)(0) = Bjuj0,
Φk[Bjuj(t)] = gjk(t), t ∈ [0, τ ], j = 1, . . . , n, k = 1, . . . , N.
In tal caso B˜j e` una applicazione multilineare continua da D(L1)×· · ·×D(Ln) in XθLjB−1j .
Qui si deve far uso di due risultati di perturbazione, che ci assicurano che se (λB −
L)−1‖L(X) ≤ C(1 + |λ|)−β e L2 e` un altro operatore in X, D(L2) = D(L1), allora
‖B(λB − L1 − L2)−1‖L(X) ≤ C ′(1 + |λ|)−β per λ ∈ Σα.
A tal fine, ricordiamo i due principali risultati al riguardo, cfr. Favaron-Favini [2], Theo-
rems 4.4 e 4.7.
Proposizione 5.1. Siano M,L1, L2 operatori lineari chiusi in X, D(L1) ⊆ D(L2) ∩
D(M),
‖M(zM − L1)−1‖L(X) ≤ C(1 + |z|)−β, <ez ≥ −C(1 + |z|)α.
Esista γ ∈ [0, β) tale che
‖L2x‖X ≤ C‖Mx‖1−γX ‖x‖γD(L1).
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Allora per ogni λ ∈ Σα, |λ| grande, esiste l’inverso (λM − L1 − L2)−1 e
‖M(zM − L1 − L2)−1‖L(X) ≤ C(1 + |z|)−β,
per z ∈ Σα, |z| grande.
Proposizione 5.2. Siano L1, L2,M operatori lineari chiusi in X, D(L1) ⊆ D(L2)∩D(M)
(e quindi possibilmente D(L2) = D(L1) ). Denotiamo L1M
−1 con A1, soddisfacente
‖(zI − A1)−1‖L(X) = ‖M(zM − L)−1‖L(X) ≤ C(1 + |λ|)−β, <ez ≥ −C(1 + |=mz|)α.
Sia Y ∞γ lo spazio di Banach
Y ∞γ =
{
(X,D(A1))γ,∞, X
γ
A1
}
, γ ∈ (1− β, 1).
Se L2D(L1) ∈ L(D(L1);Y ∞γ ), allora
‖M(zM − L1 − L2)−1‖L(X) ≤ C(1 + |z|)−β, <ez ≥ −C(1 + |z|)α,
|z| sufficientemente grande.
E` facile tradurre le condizioni nelle Proposizioni 5.1 e 5.2 nel caso in cui
M =

M1 0 . . . 0
0 M2 . . . 0
...
...
. . .
...
0 0 . . . Mn
 , L1 =

L1 0 . . . 0
0 L2 . . . 0
...
...
. . .
...
0 0 . . . Ln
 , L2 =

L11 L12 . . . L1n
L21 L22 . . . L2n
...
...
. . .
...
Ln1 Ln2 . . .  Lnn
 .
Per esempio, la Proposizione 5.2 si applica se la matrice operatoriale [L1, . . . , Ln] e` con-
tinua da D(L1)× · · · ×D(Ln) in uno spazio di Banach Yi immerso con continuita` in
Yγ,i =
{
(X,D(LiM−1i ))γ,∞, X
γ
LiM−1i
}
, i = 1, . . . , n, 1− β < γ < 1.
Per il caso regolare, α = β = 1, rimandiamo a Lunardi [11].
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