The estimate akf(x) oír "Oí* < sup Í Okf(x) d£,k is proved for various spaces of functions over domains in Rd , where df/d£i is the directional derivative of / in the {, direction and £i,...,£t are any k directions.
Introduction
Estimates of mixed derivatives by directional derivatives were proved (implicitly) in the effort to characterize the A^-functional of the pair (L , Wr) (see [1, Ch. 5] ). Though this fact is not stated explicitly, the Kemperman Lemma (see [1, Lemma 4.11, p. with C(k) that increases geometrically with k (see[l,Ch. 5]). In this paper we will show that C(k) can be replaced by 1, which is obviously the best possible constant, as the directions ¿j,,... ,£. are any k directions, or unit vectors, in R . We remark also that here the assumption that D is open in R is sufficient. Furthermore, the result is valid for many other spaces, as will be shown in §5. We hope that this inequality will help in settling other problems, for example the investigation of the still open problem of best constant for the multivariate Landau-Kolmogorov inequality (see [2] ). We further believe that (1.1) with the elegant best constant C(k) = 1 is desirable by itself.
The local result
The local version of the result of this paper is given in the following theorem, which is essentially the basis for all other results of the paper. -
We will actually prove the result for the spaces of functions L(D) and C(D) simultaneously. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use For the proof which will be carried through in §4 using several lemmas stated and proved in §3, we need the following concepts. For a function space on domain D, S(D) we define the transformations In the next section, and when proving Theorem 2.2, S(D) will be L (DJ or C(Dt) where Dt would be D£ and its translates. We give (2.6) and (2.7) in the present generality to accommodate some remarks in §5.
Some crucial lemmas
We first prove the following equivalence result. Remark. For A small enough, which depends on e, Ahi ■ ■ ■ Ahi is defined on Proof. By the repeated application of the mean value theorem, we see that the first assumption implies the second for the space of continuous functions. For the space L the same argument is used essentially, and we write for |A| < e/k , We now show that for g(x) given by (3.1) and |/(| < e/k 1 . where the sum is on all the subsets S of {I, ... ,k}, \S\ is the number of elements in S hs = hY,^j and hs = hY.j~x^jjes jes We choose A such that 2kh < e so that the transformation on the right and on the left of (3.5) is from B to B£. The constant can now be estimated, but there is no use for it as eventually the constant 1 will be achieved, ü The same is valid for the norms C(Q) and C(Q) if Q is such that / G Cr(il) can be extended to F G Cr(R ). Such extensions are discussed extensively elsewhere (see [3] and [4]).
Remark 5.4. In Theorem 2.2, L (Q) can be replaced by any Banach space of functions on Q, B(Q) which satisfy:
(1) \f(x)\ > \g(x)\ for x G Q implies ||/||a(fl) > \\g\\B(il), It is easy to see that properties (1), (2) and (3) are satisfied by many spaces and are not particular to L .
Remark 5.5. As (R ) = Cl satisfies the condition in Remark 5.3, (5.3) is valid for C(R ), and therefore, the method of Theorem 5.1 will imply validity for any Banach spaces on R ^ for which translation T(y) for y G R+ is a contraction which is strongly, weakly or weakly * continuous.
