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    CHAPTER  I 
INTRODUCTION 
 
 The economics of Information Technology is one of the major factors in 
Information Technology (IT) adoption. There are two different aspects in IT adoption: 
behavioral issues and organizational issues. Many empirical and theoretical Management 
Information Systems (MIS) studies, such as those using the Technology Acceptance 
Model (TAM) (Davis, 1989), have looked into behavioral factors that influence 
technology adoption in organizations. On the other hand, organizational issues in IT 
adoption, such as financial outcomes of an IT investment, are also considered IT adoption 
barriers. The first step for an IT investment decision maker is to measure its Return on 
Investment (ROI) and ensure that such an investment is truly in the interest of the 
organization. In particular, in these difficult economic conditions, executives have to 
invest wisely to justify their IT budget and improve their efficiency in order to stay 
competitive in the market.  
 Carr (2003) argues that being a premier user of information technology gave 
companies a strategic advantage in the 1990’s. The costs of investing in cutting-edge 
technology were high, but costs were returned quickly and technology gave the 
businesses competitive advantages. Nowadays there are not so many new ways of 
utilizing technology, so spending large sums of money on investing in IT is not as 
profitable (Carr, 2003). However, investing in the long-term use of IT in a thoughtful 
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way can still lead to a strategic advantage if it is part of a rich business model in which IT 
capabilities are matched in innovative ways to the organization’s business processes and 
goals. Innovation can still bring strategic advantages even though IT seems to be 
ubiquitous and commoditized. 
Although innovative ideas with high risks can still bring strategic advantages for 
businesses, such ideas are not as available as they were in the 1990’s and earlier. RFID is 
a new area to explore in retail and manufacturing operations, for example, and investing 
in such technology with uncertain returns has a high risk. Item-level RFID projects are 
being implemented in pilot sites, but there is much uncertainty as to how profitable they 
will be. This means that investing in this new technology is still challenging for 
organizations.  
 The economics of IT has been studied in MIS literature for a long time (Remenyi, 
2000; Hochstrasser, 1994; Hitt and Brynjolfsson, 1996; Cronk and Fitzgerald, 2002; 
Counihan et al., 2002; Farrell, 2003). Case studies as well as empirical and quantitative 
techniques including simulation models have been used in this research area. Issues such 
as the intangible benefits of IT to organizations as well as the time-frame for investment 
analysis make IT investment evaluation a difficult task. Intangible IT benefits, for 
example customer satisfaction in high tech stores, are hard to identify and measure. In 
addition, some benefits of investing in IT are achieved over time. For instance, investing 
in a wireless network infrastructure leads to more investment opportunities by which 
organizations can acquire many benefits over time. Real options is one of the techniques 
used in the economics of IT to measure the future growth benefits of IT infrastructure 
investments (Dos Santos, 1991). 
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This study combines real options and system dynamics as two quantitative 
approaches in the economics of IT, to develop an ROI model that can overcome some of 
the complexity of the cost benefit analysis in IT investments. Item-level RFID 
information technology in retailers is used as a test case for the ROI model. This 
technology is in its infancy in retailing, and organizations are seeking an extensive cost 
benefit analysis effort.  
Problem Statement and Background 
 
The adoption of Radio Frequency Identification (RFID) technology is on the 
agenda for many retailers. Many industries, such as healthcare, the military, and financial 
services, are working on implementing this technology. However, research shows that 
retailers will take up the largest part of the market;  their RFID market value will form 
more than 40% of the RFID market by 2016 (Figure 1) and item level share  will be more 
than 50% of the investment (Figure 2). In the current economic situation, retail managers 
need to lower costs and stay competitive in the market more than at any other time. RFID 
technology impacts all retail operations; however, before initiating any investment, 
managers have to understand the potential pay-offs of investing in this technology. Some 
major retailers and manufacturers, such as Wal-Mart and its suppliers, have already 
adopted RFID at the pallet level. However, item-level RFID deployment is in the early 
stages and has only been implemented in pilot level studies. Because of the current 
economic condition, managers need a cost benefit analysis before investing in a new 
technology such as RFID in order to justify spending heavily. Moreover, managers need 





Figure 1 RFID market value perspective by 2016 (IDTechEx) 
 
Figure 2 Item-level RFID market value (IDTechEx) 
Barcodes are the current identification technology used in retailing. Figure 3 
shows the current cost of RFID components vs. one-dimensional and two-dimensional 
barcodes. As shown in the figure, the cost of RFID is significantly higher than the cost of 
barcodes. Managers need to justify investment in RFID, that is, to ascertain that its 
benefits exceed the costs. The cost of RFID tags, particularly in item-level 



























of technology. Adoption of RFID may be inevitable, but early adoption has a high cost 
along with its many benefits. The question for retail managers is when is the best time to 
implement this technology. There are two competing factors in RFID investment: on the 
one hand, the cost of implementation goes down as the technology matures and on the 
other hand, waiting to employ this technology might lead to losing some competitive 
advantages. As shown in Figure 4, given the decreasing price for RFID components and 
the increasing realization of its benefit over the horizon, at some point in time the benefits 
of implementing RFID exceed its cost (Swamy and Sarma, 2003). Waiting for the best 
time to invest in this technology is a managerial flexibility that can be considered a 
waiting option. A real options technique helps to determine the best time to implement 
this technology by pricing the waiting options.  
Real options models deal with investment valuations as an ongoing process with 
uncertainties, in which managerial flexibilities are considered from the outset. Each 
application of RFID leading to some benefits is considered an option that can be 





Figure 3 Barcode vs. RFID 
 




The difficulty of a real options model for IT investment evaluation is estimating 
the parameters. This dissertation proposes an ROI-model in which a System Dynamics 
(SD) sub-model is used to capture and measure all the benefits of this technology. The 
SD sub-model estimates real options parameters by accounting for most of the intangible 
and tangible benefits and by simulating how RFID influences a retailer’s operations. 
Based on different contexts, the simulation can capture the variability of RFID benefits in 
order to estimate the parameters in the real options model.  
The Hybrid ROI Model 
 
The proposed theoretical ROI model can be applied to any IT investment.  
Figure 5 shows the schematic of the hybrid IT investment analysis model. The 
first step in this model is realizing the available IT investment options. For example in 
RFID investment, one option is an investing-time option, i.e., when to invest in this 
technology. The next step is estimating the parameters of the real options model. 
Parameters such as the cost of investment, the expected payoffs, and the variability of the 
expected payoffs have to be estimated. The variability of return, in particular, is difficult 
to predict.  
In the next phase, a system dynamics model helps to estimate the parameters of 
the real options model. The SD model allows us to map the impact of the new investment 
on all business processes, and to identify and quantify the benefits of such an investment 
in an organization. Simulating the SD model leads to producing the data needed to 
estimate the variability of the benefits/payoffs of such an investment. Given the estimated 
8 
 
parameters, the real options model can recommend the best time to invest in this 
technology. 
        















Figure 5 Hybrid ROI model 
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 Both real options and system dynamics have been used in economic analysis of IT 
investments independently. However, combining these two techniques develops a robust 
model that can take advantage of the strengths of both techniques. Using a simulation 
model allows us to generate estimates of costs and benefits for a new technology that has 
never been tested in practice on a large scale. The simulation allows us to analyze real 
life scenarios that are time consuming and expensive to do in practice. Furthermore, the 
results of the simulation is used to set up the parameters of the real options model. The 
real options model has much strength but most importantly for us, it takes into account 
the managerial flexibilities of IT investment such as the postponing option. The proposed 
hybrid model is unique in integrating two major techniques in the area of the economics 
of IT. 
 This study applies the hybrid model to a challenging IT investment problem in the 
retail sector. Item-level RFID is going to be the next generation of auto identification in 
retailers. This application allows us to see how this model can help managers overcome 
the complexity and uncertainties in investment timing. The practical aspect of this study 
is that managers can picture how their investment in various areas leads to different levels 
of benefits and when those benefits are achieved.  
 In summary, this hybrid model borrows theories and concepts from multiple 
domains:  an option theory in finance is combined with an IT application in the retail and 
marketing domain. In addition, multiple research methods are applied throughout the 
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study. A qualitative study (Delphi technique) is used to build a conceptual model for 
simulation and quantitative analysis by real options. All of these make the hybrid model a 
robust and innovative model that can be applied to any IT investment problem. 
 This chapter introduced the topic of the research, outlined the need for the study, 
and described the theoretical and practical contributions of this research. The next chapter 
reviews the literature in retail operations, system dynamics, and real options. In chapter 3, 
the research methodology is presented and the Delphi study and its results are explained. 
Chapter 4 describes the simulation model and includes the analysis of various scenarios. 
The real options model is discussed in chapter 5.  Chapter 6 concludes the dissertation by 






RFID in Retail Management 
 
The first wave of technology that changed retail operations management significantly 
was Point of Sale (POS) systems with barcode scanning. These systems provided 
information on customers’ purchases which was useful in managing inventory, the supply 
chain, promotions, and advertising (Fraza, 2000).  The next generation of technology for 
retailers, RFID, can provide information to track customers as they enter the store, walk 
through the aisles, search for and select items, and finally purchase them.  In RFID 
technology, radio waves automatically detect items, reading multiple items 
simultaneously and instantly.  Items containing RFID tags do not need to be “in the line 
of sight” of the readers, but can be read from a few feet afar.  Therefore, RFID is 
intended to replace or supplement barcodes in retail operations management (Karkkainen 
and Holmstrom, 2002; Prater et al., 2005). 
There are two types of RFID tags:  active and passive. A passive tag is less expensive 
and does not contain a battery (Rawal, 2009).  Power from the tag reader activates it and 
extracts information upon request. Passive tags must be within meters of the reader to be 
detected.  Active tags, on the other hand, have a battery.  They are more powerful and can 
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be detected within a longer range from the reader but are also more expensive.  For item-
level RFID in retail situations, passive tags are probably more appropriate in terms of 
costs as well as functionality (Prater et al., 2005; Gaukler et al., 2007). 
Given these flexibilities in using RFID technology, retailers need to see how item-
level RFID improves retail management. Retail operations management includes 6 major 
elements: store factors, service factors, merchandise management, pricing, supply chain 
management, and technology (Krafft and Mantrala, 2006). Deploying RFID at the item 
level has a one-time fixed cost associated with the infrastructural equipment, such as 
readers. However, in a cost benefit analysis, the total cost (variable + fixed) of an 
investment has to be justified based on all its benefits. Implementation of this technology 
impacts all retail operations and benefits them in different ways. Following is a brief 
review of potential advantages of RFID to each element in retail management. 
Store factors are those conditions that help customers have a more pleasant 
shopping experience. For example, locating items more quickly or faster checkout makes 
consumers feel more efficient in their shopping.  
Service factors are determined mainly through the level of convenience for the 
customer. In RFID equipped stores, for instance, a Personal Shopping Assistant (PSA) 
with a touch-screen equipped tablet PC is attached to each cart.  These PSAs provide 
“decision convenience” by offering information about each item, “access convenience” 
by locating items needed, and “transaction convenience” by automating checkouts and 
returns. All of these factors enhance customer service in a retail store (Krafft and 
Mantrala, 2006).  
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Merchandise management intends to provide items for customers when customers 
need them. RFID helps to manage the availability of items on the shelves. Real time 
monitoring of items on the shelves gives better information visibility to store managers. 
In addition, reducing out-of-stock problems, and increasing inventory accuracy, together 
guarantee that items are available on time, meeting customer demand and enhancing the 
merchandise management process (Doerr and Gates, 2003).  
Pricing can also be improved through RFID deployment. Price is one of the major 
factors in increasing retailers’ profit. Among retailers, there has been a paradigm shift 
from price optimization to pricing process improvement. Pricing optimization models in 
microeconomics are intended to determine the optimal price of products to maximize the 
profit. A pricing process, on the other hand, is the decision-making process that involves 
one or more price components such as discounts, rebates, and bonuses to determine the 
final price of a product. With real-time information provided by RFID, retailers can 
observe customers’ shopping behavior and use this information to help set the initial 
pricing and markdown prices. Moreover, promotion and marketing will also change with 
real-time data focused on customers’ behavior (Krafft and Mantrala, 2006).  
Supply chain management is improved significantly by fewer out-of-stock 
occurrences and less inventory inaccuracy (Atali et al., 2005; Heese, 2007; Hardgrave et 
al., 2008). Information visibility provided by RFID decreases the uncertainty in the 
supply chain and consequently decreases high inventory costs and errors in forecasting 
the number of  promotional items needed (Delen et al., 2007; Zhou, 2008). This area of 
research has been studied more extensively than other areas in retail management. 
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RFID offers a wide range of benefits and is the technology that can give a 
competitive advantage to retailers in managing stores (IBM, 2004). How item-level RFID 
influences all components involved in retail management needs to be studied 
comprehensively in order to measure the benefits of this technology in a cost benefit 
analysis. The benefits from different applications are either tangible (direct), such as 
those in the supply chain, or intangible (indirect), such as those in improving customer 
service. A decision to invest in RFID should take into account the future flexibilities 
afforded by the basic investment. Each future application of RFID is considered an extra 
value (option) that can be exploited through the basic RFID infrastructure. Of course, 
some of these options may not be employed at all, but the real options model discussed in 
the next section makes it possible to consider them. 
Real Options in IT Investment 
 
Information technology investments, similar to financial and other kinds of 
investments, involve a lot of uncertainties with regard to outcome, and thus it is hard to 
evaluate them at the beginning. IT investment payoffs are achieved over time and usually 
are reflected in both profitability and quality in an organization. An example of the 
former is when an IT investment leads to the speeding up of tasks, thus reducing the work 
force. An example of the latter is when an IT investment decreases the errors in task 
processing and thus increases the accuracy of task results (Devaraj and Kohli, 2000).  
Traditional Return on Investment analysis approaches, such as Net Present Value 
(NPV) or Discounted Cash Flow (DCF), evaluate the discounted value of a new project 
in order to justify its budget. If a new project will enable some potential future projects, 
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then the discounted values of all those projects are considered in the valuation of the new 
project. The problem with traditional approaches is that they do not consider managerial 
flexibility in their cost benefit analysis. For example, a manager could abandon a project 
if it is not profitable. A traditional approach is not able to incorporate the possibility that 
the manager might abandon the project in the future. Managerial flexibilities such as 
abandonment, expansion, deferment, and switching help managers handle the 
uncertainties of IT investments, and taking them into account can change the value of a 
new project (Tiwana et al., 2007). Not considering such flexibilities in the primary 
valuation of the project might change an in-the-money (profit) investment to an out-of-
the-money (loss) project. 
The relatively new real options technique is based on options theory in the finance 
area. An option is the right, but not the obligation, to buy or sell an asset within a certain 
period of time. Call and put options are two types of option contracts. A call option 
means that the holder of an option has the right, but not the obligation, to buy the option 
at a determined price (strike or exercise price) within a specified time period. On the 
other hand, in a put option, the holder of an option has the right, but not the obligation, to 
sell the option at an exercise price within a determined period of time.  
Dos Santos (1991) suggests that real options can be utilized for IT investment 
valuation. He argues that most of the value of a new IT platform in a multi-stage project 
is obtained through future projects that use that technology. IT benefits are usually 
indirect and achieved over time through further applications developments (Renkema, 
2000). A new IT platform does not make significant changes in the quality of service and 
performance factors, and thus its investment valuation probably shows a negative NPV. 
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However, future applications developed under the new platform can make significant 
changes, and considering them in the investment analysis can turn an out-of-the-money 
investment into an in-the-money investment. Future applications can be seen as growth 
options which can be considered within the managerial flexibilities (Dai et al., 2007). In 
an RFID deployment, for example, when a retailer purchases an RFID infrastructure, it 
also acquires call options to “expand” this new platform by developing and applying the 
technology in all of the retailer’s operations, such as check out, pricing, or supply chain 
management. This means that the retailer could exercise the options and expand this 
platform if the new platform works as expected. If not, the management has no obligation 
to exercise the options. Just as in financial options, the option’s strike price is the cost of 
new applications under the new platform. Other managerial flexibilities in operational 
decisions include “postponing” new applications, “switching to” another platform, and 
“speeding up” the project (Goswami et al., 2008). All these flexibilities can be considered 
as options, and from a real options perspective, all of them have to be included in the 
economic value of the new IT platform. 
The Decision Tree Analysis (DTA) technique also accounts for uncertainty and 
managerial flexibilities in investment analysis. DTA, which can map out all alternative 
managerial actions in a tree structure, takes into account sequential investments with their 
probabilities at discrete points in time. However, real options are considered more useful 
for analyzing and considering managerial flexibilities in investment options with 
uncertainty for several reasons. A major reason is that a DTA model uses a risk-adjusted 
discount rate to obtain the net present value of various alternatives at each point in time. 
Finding risk-adjusted discount rates for different periods is a difficult task. The advantage 
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of real options models such as the Black-Scholes model is that they use a risk-neutral 
discount rate to calculate the net present value of options (Trigeorgis, 1995). 
Many studies in IT investment have employed a real options perspective (Kambil 
et al., 1993; Kumar, 1999; Benaroch, 2002; Clemons and Gu, 2003; Sambamurthy et al., 
2003; Dai et al., 2007). The challenge in using real options pricing models, such as the 
Black-Scholes model, in IT investment analysis is estimating the parameters of the model 
(Benaroch and Kauffman, 1999). For example, it is difficult to measure the volatility of 
Return on Investments for a new technology such as item-level RFID because it has no 
record of performance and has been employed in industries only at the pilot level.  
Guilford and Kutis (2005) indicate that RFID technology does not show a positive 
Return on Investment using traditional cost benefit analysis because traditional 
approaches cannot capture the real benefits of RFID. In their cost benefit analysis of 
RFID deployment, Whitaker et al. (2007) used the survey respondents’ expectations of 
return for RFID investment, as opposed to capturing an actual return. Doerr et al. (2006) 
used subject matter experts’ estimates as opposed to modeling the processes influenced 
by RFID. Parameters for more tangible benefits in the retail environment, such as 
reducing out-of-stock problems or inventory inaccuracy, can come from the literature 
(case studies or analytical models). However, estimating the parameters of the somewhat 
intangible benefits at the sales floor level, such as improved customer service, is more 
difficult. The tangible and intangible benefits to RFID- equipped retailers, such as those 
derived from improved price change processes, reduced labor led by automating business 
processes, and error reductions have not yet been reported in the literature.  Thus the 
challenge of estimating all the parameters for applying a real options model still remains. 
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This study uses a system dynamics model to quantify the intangible benefits of item-level 
RFID by simulating the automation processes on the retailer’s shop floor. The system 
dynamics model also serves to estimate and capture those tangible benefits of which there 
is not enough knowledge in the literature. This model can capture the variability of such 
intangible and tangible benefits based on context variables, e.g., the size of the retailer 
and available technological resources.  
This ROI-model uses system dynamics to map all retail management operations 
affected by the implementation of RFID, in order to capture the changes in the dynamic 
elements. The SD model estimates the parameters of a real options model that is able to 
measure the values of strategic options available for development over a long time 
horizon. We next introduce and summarize the system dynamics literature. 
System Dynamics in IT 
 
System dynamics has developed a wide range of applications in many domains 
since being introduced by Forrester (1958) in industrial systems. He later expanded his 
work and used system dynamics to model and to simulate a classic supply chain 
(Forrester, 1961). Since then, system dynamics has contributed to theory building, 
problem solving, and research methodology. In methodological contributions, for 
example, SD has been used with operations research and management science approaches 
(Angerhofer and Angelides, 2000) where SD and operations research are considered 
complementary techniques in which SD can provide a more qualitative analysis for 
understanding a system, while operations research techniques build analytical models of 
the problem (Stotz and Grobler, 2006).  
19 
 
System dynamics has been used extensively in the area of information 
technology, which usually changes an organization’s business processes and behavior. 
Using system dynamics, possible changes in organizations are projected and analyzed 
through conceptual models and simulations (Sterman, 2000; Gregoriades and Karakostas, 
2004; Céline et al., 2005). The SD technique also has been used in evaluating IT 
investments: Marquez and Blanchar (2006) developed a system dynamics model to 
analyze a variety of investment strategies in a high tech company. Their simulation 
allows them to analyze strategies and trade-offs that are hard to investigate in real cases. 
A system dynamics model can capture IT benefits that are sometimes nonlinear and 
achieved over years (Dardanet al., 2006). However, only a few studies have used system 
dynamics to simulate retailers’ operations (e.g. Lach, 2002). This study seeks to combine 
the SD modeling technique with the real options technique in order to value RFID 
technology for retailers. A system dynamics approach as a predictive tool maps complex 
relationships among the retail management processes into a model by which one can 
dynamically measure the effect of any changes in the parameters over time. This model 
measures the economic value of integrating RFID throughout the value chain in retailer 
operations, from supply chain management to pricing and customer service management 
(Curtin et al., 2007). The economic values from the SD model can then be used to 
estimate the parameters for the real options model.  
Most SD studies have been case studies, where information and data are collected 
before the models are designed and simulated (Hafeez et al., 1996). The SD modeling 
here includes two phases: qualitative and quantitative. In the qualitative phase, a Delphi 
study was conducted to develop a conceptual model of a retailer’s business flow. A 
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qualitative study is necessary to acquire the conceptual knowledge about the business 
units, retailers’ operations, and information flow throughout sales floors. Causal loop 
diagrams are system dynamics tools for presenting the cause-and-effect relationships in 
operations. The causal loop diagrams in this study are based on the literature and 
validated with experts’ opinions from the Delphi study. In the quantitative phase, the 
conceptual model developed from this information is used to derive mathematical 
equations for the simulation. Simulating a dynamic model of retailer operations 
management allows us to analyze different scenarios in a retailer equipped with item-
level RFID.  
The MIS field is becoming a mature discipline in which the known techniques 
such as system dynamics and real options have been applied to many areas. Combining 
such known techniques brings new strength to the field, as the literature does not report 
many integrated techniques. This study attempts to build a new combined approach (SD 
plus Real Option) to overcome the weaknesses of each approach and to apply this 
technique to a new domain (RFID in retail).  Retailing is a major area of study in 
marketing. Looking into the use of an information technology such as RFID in a 
marketing field such as retailing through applying a real options technique from finance 
combined with a system dynamics model from engineering is an extensive and broad 







The research method for this study combines both qualitative and quantitative 
approaches.  Figure 6 illustrates the stages in the research framework. Qualitative 
approaches such as the Delphi technique are used for developing the conceptual model of 
retail operations management (causal loops and related parameters). The next step is to 
quantify operations factors in the conceptual model using the system dynamics 
simulation, i.e., deriving equations for the model and analyzing different scenarios. The 
results of the simulation indicate the various factors and parameters which are influenced 
by RFID technology and enable us to estimate the parameters of the real options model, 
such as the expected return and the variations in return on item-level RFID investment. 
The final step is to apply the theory of real options in order to find the best time for item-
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Delphi  Study 
The purpose of the Delphi study in this research was to understand how item-level 
RFID influences the operations in a retail store. The Delphi technique involves a series of 
data collections to obtain feedback from a panel of experts and enable them to reach a 
final consensus.  It allows us to collect data from a dispersed panel of experts as opposed 
to alternatives such as brainstorming and interviews that require face-to-face interactions. 
An IRB approval was obtained for conducting this study (attached at the end of this 
document). 
The Delphi technique has been used in business research related to uncertainties in 
the performance of new projects and investments (Linstone and Turoff, 2002) and in 
exploratory studies in operations management (Malhotra et al., 1994; Akkermans, 
Bogerd, Yücesan, and Wassenhove, 2003; MacCarthy and Atthirawong, 2003; Ogden, 
Petersen, Carter, and Moncska, 2005). Malhotra et al. (1994) conducted a Delphi study to 
identify and rank major manufacturing issues in the 1990s. Ogden et al. (2005) used the 
Delphi method to identify future factors influencing the supply chain.  Akkermans et al. 
(2003) looked into how Enterprise Resource Planning (ERP) systems can influence 
operations in supply chain management.  MacCarthy and Atthirawong (2003), using a 
Delphi study, identified factors influencing location decisions in international operations. 
Selection and Size of the Panel 
Panel size and the qualifications of the experts are two issues in a Delphi study 
(Linstone and Turoff, 2002; Delbecq, Van De Ven, and Gustafson, 1975).  A literature 
review by Reid (1988) shows that there is no recommendation for a specific sample size, 
and the size of panels in the studies reviewed varied from 10 to 1,585. Murphy et al. 
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(1998) show that as the number of experts increases, the reliability of the panel 
judgments increases as well.  However, they mention that there is no evidence on the 
relationship between the reliability and validity of the final consensus and the size of the 
panel.  In a Delphi study, the expert panel is not intended to be representative of the 
population for statistical purposes (Powell, 2003).  
Some criteria are proposed in the literature for selecting qualified panel members, 
such as a high commitment to collaborate with the team until the end, when a consensus 
is reached. Panel members were chosen based on their knowledge in research and their 
experience in practice. Every panel member was involved in some RFID implementation.  
Heterogeneity among the panel experts protects the judgments from being dominated 
by a specific member or subgroup in the panel (Linstone and Turoff, 2002; Scavarda et 
al., 2006). Twelve senior retail experts who have been involved in item-level RFID case 
studies in the retail sector were invited to participate and ten of the twelve agreed to join 
the panel. All participants in this study remained anonymous in order to reduce bias in the 
responses to the questionnaire. Four experts were from consulting companies in RFID 
and six were from nation-wide retailers, so their expertise covered a wide range of 
categories in retailers.  The retailers were from leading apparel stores as well as giant 
grocery stores. The potential benefits of item-level RFID have been discussed in the 
literature, and consultants are usually the advocates of such benefits but retailers are 
skeptical by nature.  Forming such an expert panel was difficult, given that not many 
pilot studies have been done so far and it was particularly important that both consultants 






 The questionnaire (APPENDIX A) included open-ended questions based on 
causal loop diagrams derived from the literature in various areas of retail operations, 
including the store execution of supply chain, marketing, and merchandising, as well as 
analytical and empirical item-level studies.  As mentioned earlier, the purpose of the 
Delphi study was to validate these causal loop diagrams. 
Level of Consensus 
  
 One criterion for stopping the data collection series is if there is no significant 
change in the experts’ opinions from one round to another. However, if no consensus is 
reached at this time, the coordinator/researcher in the Delphi study will, through his/her 
feedback, encourage the group to make changes in their opinions. A consensus is reached 
if the scores or opinions centralize. 
 The Delphi study was conducted in two rounds and over a period of four weeks.  
In the first round, six experts were interviewed over the phone and four were interviewed 
in a face-to-face meeting.  Face-to-face interviews took about an hour and thirty minutes, 
and phone interviews took about 30 minutes.  The second round was done through email; 
experts expressed their opinions on the summary of the first round and finally reached a 





Delphi Study Results 
 
 This section describes the validated causal loop diagrams that show how item-
level RFID impacts retail operations management in three areas: supply chain, marketing, 
and merchandising.  The results of the Delphi study are presented in two parts.  The first 
part presents the cause-and-effect relations confirmed by the experts in the causal loop 
diagrams.  The second part presents the divergence in opinions among the experts.  While 
the experts agreed on causal relationships, they varied in the weights they assigned to 
those relationships depending on their particular retail contextual factors.   The following 
sections report the Delphi study findings in more detail. 
Introduction to causal loop diagrams 
 
Causal loop diagrams show the relationships between variables in a system. A 
link between two elements shows that changes in one element lead to changes in the 
other one (Figure 7). The direction of the link shows the direction of influence between 
two elements. For example, in Figure 7 an arrow from customers to revenue shows that if 
the number of customers changes, then the revenue will change as well. The sign of each 
arrow shows the direction of change between each pair of elements. A positive sign 
means both elements change in the same direction while a negative sign means the 
elements change in opposite directions. For example, in Figure 7  a positive sign on the 
connection from customers to revenue implies that both elements change in the same 
direction. i.e., a higher number of customers increase the revenue just as a lower number 
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of customers decrease the revenue. Sometimes an entity impacts another with some delay 
(Figure 8, shown by cross lines on the connections). For example, a higher number of 
customers leads to immediate increases in sales and profit, but the positive connection 
between customers and staffing (more staff hours are needed to manage more customers) 
is delayed because more staff cannot be hired immediately upon an increase in the 
number of customers.  
Feedback processes in the causal loops are the key components by which a 
variable re-affects itself over time through a chain of causal relationships (Figure 8). For 
example, there is a positive loop connecting staffing, service factors, and customers: if 
the number of customers increases, then more staff is needed. On the other hand, more 
staff leads to better service in the store and consequently attracts a higher number of 
customers. A positive feedback loop occurs when an element such as the number of 
customers influences itself positively over time.  
 
 








Figure 8 Feedback loop and relationships with delays 
 
Supply chain management causal loop 
 
The store execution of the supply chain, i.e., every operation involved in 
inventory/shelf control and management, from receiving items from distributors to 
delivering them to customers, was examined. Retailers can take advantage of item-level 
RFID to track their individual products on shelves and in the backstore (Kambil and 
Brooks, 2002). Item-level RFID provides different levels of information visibility, 
depending on various deployment levels. This study looks at three levels of enhanced 
information visibility: automatic PI, real time visibility, and storewide visibility. These 
visibility levels lead to the same type of benefits but to different extents (Figure 9). The 
benefits include improving inventory accuracy and reducing Out of Stock (OOS) by 
managing shrinkage, reducing forecasting errors, reducing transaction errors, and saving 
labor in the supply chain operations. These benefits result in more customers who can 















In the lowest level of enhanced visibility, the backstore inventory management 
process is improved by providing readers in the backstore and at Point of Sale (POS). 
Inventory records are updated at the backstore entrance/exit doors and at POS when an 
item is purchased.   Cycle counting and Perpetual Inventory (PI) are performed 
automatically through the use of handheld readers, which work much faster than manual 
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record of items on the shelves is more accurate.  Shrinkage, including theft and 
misplacement, is detected easily and more often through automatic PI.  This level of 
deployment seems to have the lowest cost and fewest technical restrictions among the 
three levels. Case studies of Dillard’s (Hardgrave, 2009a), American Apparel (2009), and 
Bloomington’s (Hardgrave, 2009b) have measured the benefits of item-level RFID on 
inventory management in retail stores when handheld readers are used in PI and cycle 
counting, in addition to readers at the POS and backstore exit/entrance doors.  
Real time visibility 
 
The second level of enhanced visibility occurs when smart shelves are added to the 
previous level. This level provides real-time shelf visibility on the store floor as well as at 
the back of the store and, compared to the first level, further improves inventory 
accuracy, shelf replenishment, and loss detection (Doerr and Gates, 2003).  The visibility 
of items on shelves leads to real-time detection of misplacement and theft and thus 
adjustment of the inventory level.   Shelf visibility also allows retailers to monitor 
customer shopping behavior to some extent.  A case study conducted at Tesco in the UK, 
which implemented smart shelves to track DVDs and software games, discusses how this 
tool can boost customer satisfaction (Berthiaume, 2004). However, the cost of deploying 
smart shelves is significant. In addition, some practical issues with smart shelf mobility 
have delayed their use even at the pilot levels. 
 The Delphi study experts confirmed the results of analytical research that shows 
RFID adoption at the shelf level can release shelf space and reduce inventory holdings 
(Szmerekovsky, Tilson, and Zhang, 2009) because shelf replenishment can be done more 
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frequently.  In addition, inventory inaccuracy is reduced because misplacement and theft 
are detected faster and execution errors are lowered.  In particular, when demand 
uncertainty increases, enhanced item-level visibility on the shelves enables retailers to 
improve performance compared to retailers without such visibility.  
Storewide visibility 
 
The storewide level of RFID implementation provides maximum information 
visibility and contributes to inventory management to an even greater extent than do the 
other two levels. For example, if items are misplaced, they can still be detected with this 
level of visibility. In addition, benefits such as identifying customer shopping behavior 
and preventing theft by detecting patterns are achieved at a much higher rate.  Tools such 
as smart dressing rooms, smart carts, and automatic checkouts can all be provided more 
easily with storewide visibility.   No pilot study or analytical models that investigated the 
potential benefits at this level of visibility were found. 
Marketing management causal loop 
The purpose of marketing operations is to promote goods and services within the 
store. Three processes involved in marketing operations were examined: customer 
shopping experience, promotion planning and execution, and pricing management.  All 
32 
 
three have been influenced by RFID-enabled changes (Figure 10). 
 
Figure 10 Marketing management causal loop 
Customer shopping experience 
  
Various applications of enhanced visibility in stores can transform the customer 
shopping experience. For example, shopping carts and dressing rooms can be equipped 
with RFID readers and touch-screen monitors that allow customers to search for 
information on products and locate items throughout the stores. A few use cases studies 
have been conducted on the impact of RFID on customer shopping experience.  For 
example, a small apparel store in Ohio (Industry Standard Store) deployed smart dressing 
rooms to investigate their feasibility and effect on the customer shopping experience.  
The study showed that such applications of item-level RFID are attractive to customers, 
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There are also some case studies (by the Metro group) on how RFID tools such as 
smart carts or smart dressing rooms can make customers’ shopping experiences faster and 
more convenient (Krafft and Mantrala, 2006; Frédéric et al., 2009). Assuming that  
inventory management has deployed item-level RFID in its operations, smart carts, smart 
dressing rooms, and automatic checkout all contribute to speeding up shopping and 
providing a more convenient shopping environment.  These tools also free up staff time.  
For example, in automatic checkout, the time previously spent in manually checking out 
customers can be spent providing better customer service.   
The impact of RFID on customers’ shopping experience is primarily related to the 
customers’ response, either positive or negative, to RFID tools.  Automatic check-out, 
smart carts, or smart dressing rooms/kiosks are all changing the way customers behave in 
stores.  This study looks into the effects of RFID tools assuming that the customers’ 
responses to the deployment of these RFID tools are positive.  
Automatic check-out 
Automatic check-out charges customers’ accounts automatically when customers pass 
through the check-out lines so customers spend less time in check-out lines and feel more 
efficient.  In addition to saving time for customers, automatic check-out saves labor that 
can be spent providing customer service.  It also reduces check-out (transaction) errors by 
removing manual operations. 
Product-locating tools 
One application of RFID at the item level is helping customers locate the products 
they need.  Product-locating tools such as smart carts, smart dressing rooms, or kiosks, 
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enable customers to locate products more easily and obtain information on any individual 
item faster.  Customers can find answers to most of their questions regarding product 
availability and location. A faster and more convenient shopping experience changes the 
store image and, in the long term, increases the number of customers.   
Promotion planning and execution 
In addition to the benefits to customers mentioned above, retailers can monitor and 
identify patterns of shopping in their customers.  For example, useful information can be 
derived from the type, size, and color of items that customers take to the dressing rooms.  
These patterns help retailers design their display items according to their customers’ 
needs. 
Promotional discounts and bonuses at both the individual/customized level and the 
store level can be managed more efficiently in stores equipped with item-level RFID.  
Loyalty cards, which give retailers information about their customers’ behavior, have 
been around for a while, but RFID tools such as smart carts or smart dressing rooms 
allow retailers to offer a better set of promotions and complementary deals and bonuses.  
In barcode systems, customers’ shopping lists are revealed at the point of sale, when 
customers check out.  RFID, on the other hand, can provide a list of items that customers 
intended to buy through the data collected on customers’ searches, even if they did not.  
This list might be different from the POS list for various reasons such as unavailability of 
items on shelves.  In addition, promotions are currently offered to customers after they 
receive their receipt; with RFID, the bonuses and promotions are offered before the POS, 
while the customer is still shopping and has a higher chance of using them.  Moreover, 
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given the enhanced store visibility, storewide discounts and promotions are offered, and 
monitored in order to guarantee item availability and avoid OOS.  
Gillette and Wal-Mart (EPC Global, 2008) conducted use case studies to measure 
how much sales improved through better promotion execution.  They monitored the 
promotional items in distribution centers, the backstore, and promotional displays to 
provide the items on time and avoid OOS and achieved a 19% increase in their sales. 
Pricing management 
The Delphi study experts believed that enhanced information visibility does not 
change the original price of items. However, enhanced information visibility on shelves 
and in backstores leads to fewer and lighter markdown prices. About 30% of items are 
not placed on shelves in a timely manner and thus stay in the backroom so long that they 
come to the floor at already marked-down prices (Aberdeen Group, 2008).  On-time and 
fast shelf replenishment increases the number of items sold at full price and decreases the 
number of markdowns. This benefit results in a higher average price for each product and 
directly increases the revenue. 
Merchandise management causal loop 
 
Merchandise management intends to provide items for customers when customers 
need them, and RFID helps to manage that effort (Doerr and Gates, 2003).  Enhanced 
visibility of items on the shelves helps store managers increase the availability of the 
products to customers.  In addition, improved shrinkage management and improving 
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assortment management enhance the merchandise management process (Figure 11). 
 
Figure 11 Merchandise management causal loop 
As mentioned by Szmerekovsky et al. (2009), enhanced visibility of shelf information 
reduces the shelf space needed for an item and releases capital by reducing the inventory 
holdings. Therefore, retailers, using the extra capital and space, can offer a wider range of 
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Enhanced information visibility and applications such as smart carts and smart 
dressing rooms also help managers determine what products are complementary.  For 
example, loyalty cards provided by RFID enable retailers to monitor customers’ behavior 
as they enter a store and look at different products.  This monitoring helps managers 
select a more appealing variety and assortment of products.  However, the experts 
mentioned that designing the shelves and determining the variety and assortments are not 
part of retail store operations. Those decisions are usually made by a centralized 
marketing operation within retailers but across stores. 
Divergence of opinions 
 
Interviewing a diverse group of retail experts revealed that the retail environment is a 
major factor affecting the magnitude of RFID-enabled changes in retail operations.  
Although the experts’ opinions converged and confirmed the performance measures and 
causal loop diagrams, they supported different degrees of strength in the relationships.  
Factors such as customers’ and managers’ attitudes towards this technology, the size of 
the inventory, and existing technology and practices, for example,  determine the extent 
to which item-level RFID can influence operations.  Managers, staff, and consumers’ 
responses to this technology may be the most important organizational key to achieving 
any RFID-enabled changes in retail operations.  Customers’ privacy concerns and their 
willingness to use smart dressing rooms, automatic checkouts, and smart carts influence 
most of the benefits achieved through marketing and merchandising (Roussos, 2006). 
In the supply chain, retailers with large backstores suffer from inventory inaccuracy 
that consequently leads to OOS and demand forecast errors.  Thus, an item-level RFID 
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solution primarily in the supply chain operations leads to significant improvements that 
are not considered as important by retailers with small backstores, who do not encounter 
such problems in their supply chains.  However, retailers with small backstores are more 
concerned with the promotions and advertising that can be achieved, for example, by 
implementing smart dressing rooms/kiosks in their marketing and merchandising 
operations.  In addition, retailers with small backstores replenish shelves directly when 
shipments are received from distribution centers.  In such situations, shelf information 
visibility does not lead to faster shelf replenishments, and therefore there is no effect on 
variety and assortment management.  Thus, the size of the backstore determines whether 
the supply chain or the marketing merchandising is a priority in item-level 
implementation.  
Another environmental factor is existing technology and practices. For example, if 
Electronic Article Surveillance (EAS) is not currently used, then item-level RFID plays 
the role of a surveillance technology.  If traditional EASs are already used, RFID can 
coexist with them; however, it might not replace them.  Some experts thought that both 
current EASs and RFID should work together.  They  believed that the current EASs are 
important in order to threaten shoplifters by their size and visual deterrance. Also item-
level RFID makes it much easier to offer time-sensitive promotions to customers. In 
pricing management, for example, some retailers such as Kmart and Kohl’s currently use 
half-day promotions in their pricing. The contextual factors determine the priority of each 
area such as marketing, merchandising, and the supply chain in implementing RFID.  In 
fact, various types of retailers may focus on implementing item-level RFID in different 
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dimensions depending on industry factors such as the size of inventory and their existing 
technology and practices. 
 The Delphi study results, derived from experts’ opinions in the retail industry 
supported by the literature and case studies in the field, indicate that benefits in 
merchandising and marketing may not be realized as directly as those in the supply chain, 
but one should not underestimate their effects. 
In the next chapter, the validated causal loop diagrams are translated into 
mathematical equations in order to generate quantitative data and measure the benefits of 
item-level RFID in various areas of operations.
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      CHAPTER IV 
A SYSTEM DYNAMICS SIMULATION MODEL OF RETAIL 
OPERATIONS 
 
This chapter discusses the system dynamics model of retail operations. A review of 
system dynamics modeling in the IT literature is followed by a description of the system 
dynamics (SD) model for retail operations in more detail.  The model includes the stock-
and-flow diagrams for different item-level RFID initiatives, constant and stochastic 
parameters, and outcome variables.  The results of the simulation are presented at the 
end. 
System Dynamics in Retail Operations 
Simulation and modeling are used when pilot studies and experimenting with real 
systems are expensive or sometimes impossible.  Simulation models allow us to 
investigate various interesting scenarios before making any investment.  In fact, in 
simulations, the real-world operations are mapped into the simulation model.  The model 
consists of relationships and consequently equations that all together present the real-
world operations.  The results of a simulation model, then, depend on the set of 
parameters given to the model as inputs.  There are various simulation paradigms such as 
discrete event, agent based, or system dynamics. One of the factors that determine the 
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type of simulation technique is the level of abstraction in the problem.  Discrete events 
and agent-based models are usually used for middle or low levels of abstraction.  They 
usually consider individual elements such as people, parts, and products in the simulation 
models, whereas system dynamics models are macro-level simulation models in which 
aggregate values and trends are considered (Borshchev and Filippov, 2004).  
System dynamics was first introduced by Forrester (1958) to address problems in 
industrial systems.  He later expanded his work and used system dynamics to model and 
simulate a classic supply chain (1961).  SD has also been used in operations management 
such as in supply chain management.  Angerhofer and Angelides (2000) present 
taxonomy of research studies on SD modeling in supply chain management.  These 
studies look at the effect of various factors such as lead time, demand amplification, 
ordering policies, etc. on the performance of supply chains from manufacturers to 
retailers (Barlas and Aksogan, 1996; Anderson et al., 1999; Akkermans et al., 2003; 
Angerhofer and Angelides, 2006).  For example, Barlas and Aksogan (1996) in a case 
study along with an SD simulation show how product diversification increases sales by 
better meeting customer expectations and at the same time increases lost sales as a result 
of lower stock levels held for each product.  Most SD models in the literature look into 
the effects of various parameters along the supply chain, i.e., the coordination of 
operations from manufacturer, distribution center, retailer, and final customer (Barlas and 
Aksogan , 1996; Hafeez, et al., 1996).  
This study develops an SD model for retail operations management that includes 
modeling the operations in marketing, merchandising, and store execution of supply 
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chain management.  This model intends to explore how item-level RFID can change 
retail operations.  The system dynamics model is described in detail in the next sections. 
Retail Operations System Dynamics Model 
In system dynamics modeling, validation of the structure is the most important part of 
the study (Barlas, 1994).   Causal loop diagrams, as the conceptual model of the 
operations representing the cause and effect relationships, should be validated. Given the 
validated causal loop diagrams from the Delphi study, the next step is to build stock-and-
flow diagrams (SFD) in order to derive the equations in the simulation model.  SFDs 
represent the relationships in more detail than does a causal loop diagram.  Stocks are 
fundamental elements that generate behavior in systems, and flows or rates are what 
make stocks change (Figure 12).  For example, inventory in the backroom is a stock.  
Rates of shipment arrival and shelf replenishment are two flows that change the inventory 
level.  The inventory level is increased if shipments arrive and is decreased if items leave 
to replenish shelves.   Major stocks need to be identified and, based on the causal loops 
diagram (CLD), the flows are identified and the SFD is completed in order to derive the 
equations.   SFDs are built for three processes:  one to model backstore operations 
management, one to map shelf operations management, and a third one to present 
marketing and merchandising operations management.  Because these three SFDs are 
interrelated, the comprehensive retail operations model integrates the SFDs into one 
model.  The stocks considered in retail operations are backstore inventory, shelf items, 
number of customers, sales, lost sales, and staff level in the store.  The relationships 
described in CLDs change the levels of these stocks and are implemented through the 
flows in SFDs.  For example, a theft event decreases either inventory level or shelf level 
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while it also decreases sales.  Some stocks that have close relationships with the major 
stocks, such as “Sale” stock, are included in these three major diagrams. Integrating these 
SFDs produces   a comprehensive SFD for retail operations that are influenced by item-
level RFID.  The following sections discuss SFDs for shelf, inventory, and 
marketing/merchandising management. 
 
Figure 12 Stock-and-Flow Legend, Inflow and outflow changing the accumulation of 
the stock 
 
Shelf management stock-and-flow diagram 
 
The stock-and-flow diagram in Figure 13 maps shelf operations in retail stores.  
Items on shelves are brought from the inventory and purchased by customers.  When the 
number of items on a shelf reaches a minimum level, a replenishment request is sent to 
the backstore, and shelves are filled if enough items are available.  Customers come to 
the store on a daily basis and purchase items if they are available on the shelves. There 
are two major stocks:  one represents the shelf level on record; the other represents the 
real number of items on shelves.  Any discrepancy between these two levels is caused by 
theft, misplacement, and transaction errors.  RFID visibility can decrease the discrepancy 
between shelf records and the real situation by a percentage that is set as the RFID 
visibility parameter.  If this parameter is equal to 1, there is perfect visibility on shelves, 





frequent manual checks of the shelves when the shelf record is updated to the real 
number of items on shelves and consequently the discrepancy becomes zero. 
 
 
Figure 13 Stock-and-flow diagram for shelf management 
 
Shelf replenishment (filling the shelves from inventory) is normally done if the 
number of items on a shelf (shown in the records) is less than the minimum number of 






































real situation, the system may not show that the shelf level is below the minimum.  An 
OOS event happens if customers need to take items from shelves but the shelves are 
empty (as shown in ‘real items on shelves’ stock)  However, since the shelf records are 
not updated, the store staff do not realize that there is an OOS condition and shelves are 
not replenished.  The number of customers who were not able to purchase items during 
the OOS is stored and accumulates over the simulation horizon.  As RFID visibility 
increases, the discrepancy decreases and OOS events decrease as well.  In addition, if 
RFID visibility increases, stores can conduct fewer manual checks and save labor hours. 
Inflows are those events such as shelf replenishment that increase the level of a stock, 
i.e., the shelf level.  Outflows are those events such as customer purchase that decrease 
the level of a stock, i.e., the shelf level. All the relationships in the stock-and-flow 
diagram have to be translated to mathematical equations. The following are the equations 
used in the shelf management stock-and-flow diagram. 
 
Shelf-record (t) =  Shelf-record (t-dt) + IF (Manual shelf-check=0)  
THEN  –Shelf_record (t-dt) + (Incoming to shelf - leaving from Shelf) *dt 




Incoming to shelf 
 
 
=  IF replenish_level needed from inventory=0  
 THEN IF Manual shelf-check =0  
  THEN IF items_on_shelf correction = Shrinkage Visibility  
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      THEN Real items on shelves +shelf misplacement 
      ELSE  IF Shrinkage Visibility =0 
    THEN +Real items on shelves + shelf 
misplacement_items_on_shelf correction 
    ELSE Real items on shelves +shelf 
misplacement_items_on_shelf correction + Shrinkage Visibility  
  ELSE available Shelf_replenishment items  
 ELSE IF Manual shelf_check=0  
  THEN Real items on shelves + shelf misplacement_items_     
on_shelf correction + available Shelf_replenishment items - Customers 
purchased  








= Shrinkage Visibility + Customers purchased 
 
Real items on 
shelves (t) 









=  IF ( Manual shelf-check=0)  
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THEN shelf misplacement + available Shelf_replenishment items 











= shelf misplacement (t - dt) +  
IF ( Frequency of manual check=Manual shelf-check)  
THEN - shelf misplacement (t- dt)  
ELSE IF ( Real items on shelves> 0)   
        THEN  (Misplaced rate*Average # of customers) * dt  







=  IF (Manual shelf_check=0) THEN Frequency of manual check ELSE -1 
 











=  RANDOM NORMAL(12, 48 , initial seed, 9 ,initial seed) 
 
 
Average # of 
customers 
 






=  IF Manual shelf-check=0  
 THEN IF (Real items on shelves - leaving items) <=Minimum 
shelf_level  
  THEN Shelves capacity - Real items on shelves + leaving from 
Shelf 
  ELSE 0  
 ELSE IF Shelf-record -leaving from Shelf)<=Minimum shelf_level  
  THEN Shelves capacity – Shelf_record + leaving from   Shelf  
  ELSE 0 
Misplaced rate =  (1-RFID visibility on shelves)*shelves misplacement rate 
 
Shelf OOS =  IF ( Real items on shelves<Average # of customers) 
    THEN  IF ( Real items on shelves<0),  
              THEN Average # of customers  
              ELSE Average # of customers - Real items on shelves 





There are generally two types of OOS:  “not in the store” and “in the store but not on 
shelves” (Gruen and Corsten, 2008).  The OOS on shelves shows that items are not on the 
shelf but it does not show whether they are in the backstore.  A store OOS may happen 
when there is a forecasting demand error where the number of items in the inventory is 
not enough to meet the expected demand.  
Item-level RFID speeds up manual counting operations and saves labor time 
significantly. However, retailers are not looking at the monetary value of reduced staff 
hours; they just consider this benefit as an opportunity for staff to serve customers and 
improve customer service. 
Table 1 lists the parameters of the shelf operations model.  The shelf capacity, 
minimum shelf level, frequency of manual check, RFID visibility, and daily number of 
customers are the constant parameters in this model; misplacement, theft, and transaction 
error rates are stochastic parameters similar to theft/misplacement rates in the inventory 
model (Raman et al., 2001; Fleisch and Telkamp, 2005). The daily number of customers 












Table 1 Shelf operations model parameters 
 
Process Parameters Assumed values Reference 
Shelves 
operations 









Minimum shelf level 
Shelves 
operations 





Raman et al. (2001); a median 
of 3.4% of SKUs not found on 
sales floor, Fleisch&Telkamp 
(2005), used default 2% of 
items as misplaced 





1 to 5% of inventory, 
Fleisch&Telkamp (2005), 
default 1.5%; Significant lost at 
5% 
Incoming 
customers   
Daily # of customers 
visiting stores 
Store specific 




Inventory management stock-and-flow diagram 
 
The stock-and-flow diagram in Figure 14 presents the simulation model for 
operations in the backstore.  It includes placing orders if the level of inventory reaches 
the reorder point and receiving the orders after the lead time has passed.  Receiving a 
request for shelf replenishment sends items from the backstore to the shelves.  Similar to 
the shelf management SFD, the diagram shows two stock levels for inventory.  
“Inventory Record” stock represents the inventory record that stores keep based on PI 
inventory systems and frequent cycle counting.  “Real Items in Inventory” stock shows 
how many items really exist in the backstore.  In this diagram, receiving order is an 
inflow and shelf-replenishment is an outflow.  The inflow is triggered if the level of 
inventory reaches the reorder point.  An order for a new shipment is placed, and new 
items arrive after the lead time has passed.  The outflow is triggered by a request for shelf 
replenishment with a certain amount.  Inventory inaccuracy is the discrepancy between 
the inventory level on the records and the actual number of items in the backstore.  The 
discrepancy can be caused, for example, by theft or misplacement.  Theft and 
misplacement are outflows from the actual inventory but they do not appear on the 
inventory record.  RFID visibility rate (0-1) is a percentage that shows how close these 
two stocks are.  For example, a perfect RFID visibility (= 1) means that all theft and 
misplacement is detected so there is no discrepancy and no inventory inaccuracy.  As 
RFID visibility decreases, discrepancy and inventory inaccuracy increases.  Out of stock 
(OOS) occurs when the inventory on record is higher than the real number of items in the 
inventory and the system does not trigger a reorder event.  In such a situation, when the 
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store needs items for shelf replenishment, no items are in the inventory.  This is 
considered OOS and leads to a loss in sales.  
The inventory record is updated if a manual check is performed or if there are not 
enough items to replenish the shelves.  The latter case results in OOS if the level of the 
inventory does not meet the level of customers, and an out of stock event leads to 
updating inventory records. 
Another stock involved in the inventory operations is “staff hour,” which accounts for 
the labor used in inventory operations such as cycle counting and shelf replenishment.  
Labor hours are also significantly reduced by employing RFID readers.  RFID tags need 
not be in the line of sight and can be automatically read within feet of the readers.  In 
addition, readers can read multiple tags simultaneously.  These benefits result in 
significant savings in labor operations in backstore inventory.  The inventory is checked 
periodically, and the frequency of manual checks is a parameter that is set at the 
beginning of the simulation.  The discrepancy becomes zero after each manual check.  
Enhanced RFID visibility can also decrease the number of manual checks and 
consequently decrease labor hours.  In a case study done with Motorola, because of the 
fast reading ability of RFID tags, Falabella retail store increased inventory counting from 
monthly or even quarterly to daily operations and decreased staff from 50 laborers 
working over two full nights to one person reading the floor items before the store 
opened (Motorola, 2008).  Various case studies report reduction rates in labor hours.  
Bloomingdale’s and Dillard’ case studies (Hardgrave 2009a, 2009b) report a 96% 
reduction in labor hours from cycle counting through barcode systems to cycle counting 
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with RFID handheld readers.  The American Apparel use case study also reports 
reduction within the same range.  
 
 
Figure 14 Stock-and-flow diagram for inventory management 
The parameters of the inventory operations model are listed in Table 2.  The 
misplacement, theft, and transaction error rates are stochastic parameters of the model.  
Previous studies show that the rate of misplacement and theft can vary from 1% to 5% in 
retail stores.  Raman et al. (2001) report that a median of 3.4% of items are not found on 













































range of 1-5% to analyze different scenarios in their simulation model.  These studies 
also show that misplacement and theft follow a uniform distribution. 
Order size, frequency of manual check, and RFID visibility are the constant 
parameters of the model and are set at the beginning of the simulation.  The reorder point 
(ROP) is calculated based on the lead time and demand in the system (ROP = average (d) 
* lead time + z * stddev (d) * sqrt (lead time)). Appendix B includes the automatically 
generated code for equations used in this stock-and-flow diagram. 
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Uniform  
(0,.05) 
Raman et al. 2001; a median of 3.4% of 
SKUs not found on sales floor, 
Fleisch&Telkamp (2005), used default 2% 
of items as misplaced 
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Marketing and merchandising management stock-and-flow diagram 
The SFD in Figure 15 shows how marketing and merchandising operations were 
simulated.  Marketing operations include product-locating tools such as smart carts, 
automatic check outs, and smart dressing rooms as well as pricing management. “Sales” 
stock is the major stock in this diagram.  Marketing and merchandising operations can 
change the number of customers and consequently change the sales.  In merchandising, 
stores intend to provide more product availability in the stores.  Fewer OOS events mean 
that products are more available in stores.  In addition, events such as OOS may cause 
some customers to leave the store without shopping, which impacts the sales numbers.  In 
fact, an OOS item indicates that a number of service failures have occurred, and these 
failures result in lower customer satisfaction and decrease the store and brand loyalty 
(Gruen and Corsten, 2008). Customer satisfaction can be measured as the percentage of 
customers who actually purchase products compared to potential customers who were 
willing to purchase that item.  With fewer OOS events through enhanced visibility, the 





Figure 15 Stock-and-flow diagram for merchandising and marketing management 
The parameters of this model are listed in Table 3: rate of change in customers 
caused by utilizing tools such as smart carts and dressing rooms, rate of change in 
revenue due to the lighter and fewer markdown prices, and RFID visibility in the 
backstore and on the floor. Appendix B includes the automatically generated code for 
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smart dressing room, 
smart carts) 
Uniform 
(.01,.03) Kurt Salmon Associates report. In 
fact the same study showed that 
although 42% of customers are 
using the store more frequently, 
20% of customers surveyed are 
using the store less frequently. 
Rate of staff hours per 
customers 
--- Average shopping 28 minutes. One 
OOS cost a customer 6 minutes to 
wait (Gruen&Cursten, 2008). 
Promotion 
execution 










Comprehensive model of retail operations 
As mentioned earlier, the System Dynamics model intends to take into account 
the benefits of item level RFID throughout retail operations. Figure 16 shows the 
integrated stock-and-flow diagram that combines the stock-and flow diagrams for 
inventory management, shelf management, marketing and merchandising management. 
These processes need to be combined because they have some interrelationships. The 
purchasing process starts when a customer goes to a shelf and takes an item if available. 
A shelf replenishment request with the amount of items needed is sent to the inventory 
management process. The shelf record then is updated when replenishment units are 
received from the inventory. If product locating tools in the merchandising and marketing 
process are used, the number of customers shopping in the store increases and the rest of 














































With RFID, shelf-record observes
theft and misplacements as much as
visibility allows and update the record.
Real items on the shelves shows the
real number of items on shelves and

















rate of sales improvments




























































 Simulation parameters such as theft and misplacement rates come from the literature as 
listed in the previous sections. Some inventory and shelves parameters such as the size of 
shelves, inventory, and orders are store specific and depend on the size of a store that 
itself is a function of the number of daily customers. For a given number of customers, 
three steps are followed to come up with a reasonable set of inventory and shelves 
parameters (Figure 17).  
After the number of customers is set to a certain number, in the first phase, a perfect 
store in which there are no thefts, misplacements, or transaction errors is set up.  Next, 
shrinkage and transaction problems are introduced in order to observe how those 
problems lead to OOS.  Finally, various item-level RFID tools are introduced in order to 












Figure 17 Setting up simulation parameters 
 
Phase 1: Set up a perfect store 
The purpose of phase 1 is to set up a perfect store in which there is no shrinkage  
(Figure 17).  The parameters are set such that the inventory costs(holding cost as well as 
ordering cost) are down and customers’ needs are met (i.e., there is no OOS). Starting 
with a particular product that has a certain daily demand, the constant parameters of the 
model, such as the size of the shelves and backstore needed for the given item, are 
determined. 
Let us assume that the daily demand is, on average, equal to 30 units.  The daily 
demand is generated based on a normal distribution with mean of 30 and standard 
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deviation of 9.  The objective of this phase is to find optimal values for inventory and 
shelf parameters.  The process starts with large numbers for inventory order size, shelf 
size, and ROP.  Then in an iterative process, the value of these parameters is reduced one 
at time while keeping OOS zero to fulfill every demand.  Table 4 shows the last step of 
iteration, which yields the final value of the parameters if shipments are received twice 
per week, the minimum order size is 100, the minimum shelf level is 40, and the 
minimum shelf capacity is 100.  Decreasing any of these numbers results in some further 
OOS.  For example, if the minimum shelf level is decreased to 30, OOS will be 0.011.  
The optimal values are determined for the situation when orders arrive once per week 
for the backstore and shelves are replenished twice per week.  This set of numbers is used 
for the rest of the simulation analysis.  The simulation horizon is one season that is 100 
days and each period is one day.  There is no cycle counting or shrinkage at this phase.  
 





















150 50  103 100 48 103 0 2 2  
150 40  92 100 45 102 0 2 2  
100 40  75 100 45 100 0 2 2.5  
100 30  71 100 45 103 0.011 2 2.4  
150 40  97 180 45 140 0 1 2  
100 40  76 180 45 140 0 1 2.5  
 
Phase 2: Introduce theft, misplacement, and transaction errors 
Theft, misplacement, and transactions errors are now introduced into the perfect 
store that was set up in phase one, in order to see how much OOS is generated (Figure 
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17).  The values are 2% misplacement, 1% transaction error, and 3% theft.  There is no 
cycle counting in the store.  As shown in Table 5, the OOS rate is very high due to 
inventory inaccuracy caused by theft/misplacement/transaction error.  The OOS is 60% if 
there is no manual counting.  More frequent manual checks help to bring down the 
inventory inaccuracy and consequently lower the OOS.  The more frequent the cycle 
counting, the lower the discrepancy between what is actually in the store and what the 
inventory records show.  An OOS of 4% that is reasonable happens with a manual check 
rate of every 30 days (Gruen and Cursten, 2008). 





level Q ROP OOS 
Frequency of 
manual checkup 
150 40 180 45 .60 No manual checkup 
150 40 180 45 .28 Bimonthly 
150 40 180 45 0.04 Monthly 
 
Phase 3: Introduce item-level RFID Applications/Solutions 
In this phase, the effects of some item-level RFID initiatives are observed for a single 
store (Figure 17).  Next, a Monte Carlo simulation is run across multiple stores to see 
how variations in the parameters lead to variation in outcome performance measures.   
Now an item-level RFID solution is introduced to the store to see whether OOS and 
sales numbers change.  One scenario is to have automatic PI with handheld readers and 
readers at POS and inventory entrance/exits. 
In the lowest level of enhanced visibility, the inventory management process is 
improved by providing readers in the backstore and at the point of sale (POS)  
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(Hardgrave, 2009a, 2009b; American Apparel, 2009).  Inventory records are updated at 
the backstore entrance/exit doors and at POS when an item is purchased.  Cycle counting 
and PI are performed automatically through the use of handheld readers, which work 
much faster than manual operations.  The visibility of items in inventory improves 
inventory accuracy, and the record of items on the shelves is more accurate as well.  
Shrinkage, including theft and misplacement, is detected easily and more often through 
automatic PI.  As shown in Table 6, once-a-week cycle counting using handheld readers 
reduces inventory inaccuracy and subsequently OOS to zero. 
 





level Q ROP OOS 
Frequency of 
manual checkup 
150 40 180 45  .60 No manual checkup 
150 40 180 45  .28  Bimonthly 
150 40 180 45 0.04 Monthly 
150 40 180 45 0.004 biweekly 
150 40 180 45 0.004 Weekly 
150 40 180 45 0 daily 
 
The next section reports the results of a Monte Carlo simulation. 
Monte Carlo Simulation 
This simulation model intends to capture the variability of item-level RFID benefits.   
It has some constant and some stochastic parameters.  Having all parameters set at the 
beginning of the simulation, one can run the simulation to resemble one particular store.  
The variables of interest, such as sales and OOS cost listed in Table 7, show the 
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performance of item-level RFID in one single store.  However, one needs to go beyond 
the performance numbers for a single store and observe how these performances are 
sensitive to different situations for various retailers. In fact, the value of the stochastic 
parameters in the model should be changed in order to see how variables of interest in the 
model change.  A Monte Carlo simulation, also known as multivariate sensitivity 
simulation (MVSS), automatically captures the variability of outcomes in the model.  
MVSS is used when there is uncertainty in multiple parameters and the values of multiple 
parameters are changed simultaneously to see their joint interactions with outcome 
variables.  Values for many of the parameters were chosen based on literature. In some 
cases, reasonable estimates for the parameters were assigned if the estimates could not be 
based on the literature. The parameters in the model are either stochastic with a given 
distribution or constant.  Stochastic parameters in this model include the rate of 
misplacement (inventory and shelf), rate of theft (inventory and shelf), rate of transaction 
errors, and number of daily customers in a store.  A uniform random distribution is used 
for theft/misplacement and transaction errors (Fleisch and Telkamp, 2005) and normal 
distribution for incoming customers (Gaukler et al., 2007; Fleisch and Telkamp, 2005) to 
generate the values of these parameters within a given range in order to measure, for 
example, how outcomes such as sales or OOS change.  It is possible to automatically run 
hundreds of simulations while generating the value of stochastic parameters and to save 
the changes in the variable outcomes.  Constant parameters such as ordering size and 








Table 7 Simulation model, outcome variables 
Variable Assumed values Reference 
Sales Store specific  
OOS_S, OOS costs  OOS from 8 to 10% and happens for 
different reasons. About half of that is 
caused by misplacement, theft, transaction 
errors that is 4% of sales. However, about 
60% of customers pick another 
replacement item in the store and only 
40% is the lost sale.   
Gruen & Cursten, 
2008 
 
Various scenarios in the Monte Carlo simulation 
This section reports the results of the Monte Carlo simulation for different 
applications, including automatic PI, real-time visibility, and product locating tools.  The 
simulation runs across 200 stores for each option while the stochastic parameters are 
changed for each application.  Stochastic parameters such as theft, misplacement, 
transaction errors, and number of incoming customers change from store to store.  Theft 
follows a uniform distribution that changes from .01 to .03.  Misplacement also has a 
uniform distribution and changes from .01 to .02.  Transaction errors follow a uniform 
distribution as well, within a range of 0 to .01.  In addition, the daily number of 
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customers changes across the stores and follows a normal distribution with an average of 
30 and standard deviation equal to 9.  
No RFID in stores 
This scenario looks at average number of items sold and average OOS if there is no 
RFID in the system.  Manual checking is done once a month.  As shown in Table 8, the 
average number of items sold is 2910. Numbers listed for No RFID are useful later when 
the performance of RFID applications is compared with the No RFID case. 
Table 8 Monte Carlo: No RFID 
Average # sold (μ)  2910 
stddev (σ)  478 
Average OOS  3.4% 
 
Automatic PI 
Handheld readers facilitate quicker and more frequent manual checks.  This reduces 
inventory inaccuracy and subsequently OOS caused by theft/misplacement/transaction 
errors.  As shown in Table 9, OOS is zero when there are daily manual checks.  The 
average number of items sold increases from 2,910 in No RFID case to 3,026.  Daily 
manual checks and enhanced visibility bring the impact of transaction errors and 
misplacement/theft to zero. 
Table 9 Monte Carlo: Automatic PI 
Average # sold (μ)  3026 
stddev (σ)  571 




Real time visibility 
This initiative provides real-time shelf visibility on the store floor as well as the 
backstore and further improves inventory accuracy and shelf replenishment (Doerr and 
Gates, 2003).  The visibility of items on shelves leads to real-time detection of 
misplacement and theft and thus adjustment of the inventory level. The result of this 
application is similar to that with the automatic PI (Table 9). 
Lighter and lower markdown prices 
Enhanced information visibility on shelves and in backstores provided by automatic 
PI or smart shelves leads to fewer and lighter markdown prices.  In fact, on-time and fast 
shelf replenishment increases the number of items sold at full price and decreases the 
number of markdowns.  A case study by Kurt Salmon Associates shows that revenue 
increases up to 5% (Kay, 2008).  An additional stochastic parameter is considered, rate of 
increase in revenue with lighter/fewer markdowns, to see the effect of enhanced visibility 
on the markdown process.  This parameter follows a uniform distribution and changes 
from .03 to .05 across 200 stores.  As shown in Table 10, the number of items sold is not 
changed compared to the previous cases. However, because the average price of the 
product in stores increases by 3% to 5% with a uniform distribution, the revenue 






Table 10 Monte Carlo simulation; lighter and fewer markdowns 
Average # sold (μ)  3026
stddev (σ)   571
Average OOS   0.000 






Demand forecasting errors are also a source of OOS in the store.  The actual demand 
is not captured in the store because a shopper may not buy or may shift her buying 
pattern due to an OOS.  This may cause differences between the demand history and the 
sales history, and the store cannot capture the true demand (Gruen and Corsten, 2008).  If 
OOS is reduced through enhanced visibility, then the demand forecasting error is reduced 
as well.  For example, if there is 10% OOS, the true demand is 33, that is, 10% more than 
the effective demand (an average of 30).  The store inventory and shelf parameters were 
set up with an average demand of 30.  In such a situation, even with perfect visibility, 
there should be some out of stock due to demand forecasting errors.  Table 11 shows the 
improvement in sales given the changes in sales number.  Here the amount of increase in 
sales given the visibility in the store is measured. 
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Table 11 Improving forecasting errors 
Average # sold (μ)  3037 
Average increase rate   .3%  
 
Product locating tools 
 
Product locating such as smart carts and smart dressing rooms help customers find 
their desired items easier and faster.  They also free up staff time that can be spent 
improving customer service and increasing customer satisfaction.  A case study by Kurt 
Salmon Associates shows an increase of 3% in the number of customers who were able 
to find and buy their desired items (Kay, 2008).  Here, a uniform distribution that changes 
within a range of 1.5% to 3.5% across 200 stores is used.  Results listed in Table 12 show 
that the average number of items sold increases to 2986 from 2910 in the No RFID case. 
Table 12 Monte Carlo simulation: product locating tools 
  
Average # sold (μ)  2,986 
stddev (σ)  579 
Average OOS  0 
Average improvement   2.5% 
 
Comparing various applications 
 
Table 13 lists the number of items sold under various options. Automatic PI and 
real time visibility provide the highest number of items sold. They include the decreases 
in areas of theft, misplacement, transaction errors, and forecasting errors. The product 
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locating option helps customers find their desired product and increases the number of 
items sold by 76. 




Increase over no 




variation (σ/ μ) 
No RFID  2910 0 478 16% 
Automatic PI (OOS, 
forecasting errors) 3037 127 
571 18% 
real time visibility  
3037 127 
571 18% 




In the next chapter, the outcome variables of the simulation model are used as the 
input parameters for a real options analysis (Table 13). The increased number of items 
sold determines the expected payoff (S) out of each scenario in the Black-Scholes model, 





ITEM-LEVEL RFID IN RETAIL: REAL OPTIONS INVESTMENT 
ANALYSIS 
 
 There has been extensive research on the applications of real options theory in the 
cost-benefit analysis of IT investments (Dai et al., 2007; Clemons and Gu, 2003; 
Sambamurthy et al., 2003; Benaroch, 2002; Renkema, 2000; Kumar, 1999; Kambil et al., 
1993; Dos Santos, 1991). Item-level RFID is a fast-emerging technology for retailers and, 
similar to other IT investments, has a strategic impact on retail operations.  It is 
considered the next generation of auto-identification in the retail industry. While retailers 
are exploring the benefits of this technology in retail operations management through 
pilot and case studies, their biggest challenge is justifying the significant investment. 
Traditional approaches such as NPV and DCF have been used so far to investigate the 
costs and benefits of implementing RFID (Bottani and Rizzi, 2008; Sarac et al., 2008; 
Doerr et al., 2006). However, because of the uncertainties and risks involved, real options 
method seems a more appropriate technique for analyzing this investment (Wu et al., 
2009; Liao and Lu, 2009; Goswamiet al., 2008; Patli, 2004). Given the high level of 
uncertainty in such an investment, Wu et al. (2009) and Patli (2004) demonstrate that a 
traditional technique can result in a negative NPV. Liao and Lu (2009) use real options to 
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analyze the value of RFID across the supply chain. Goswami et al. (2008) develop a 
conceptual model with a real options perspective that allows managers to identify various 
applications of RFID at different stages and help them justify an investment plan. 
 The focus in this research is on the timing of investment in item-level RFID.  
Using real options, this study intends to answer the question of when is the best time to 
adopt item-level RFID. The following sections describe the available options and 
demonstrate how those options can be assigned a value.   
Recognizing Options for RFID Investment 
 
The first step in analyzing the investment timing problem is to identify the 
available options. In order to identify available applications and possible areas of 
investment, it is necessary to find out where and how item-level RFID can be integrated 
into the retail operations management. The results of the Delphi study are used to 
recognize the possible applications of this technology along with available options. Table 
14shows the areas in which item-level RFID can impact the operations. One option is 
providing automatic PI in stores. Automatic PI is obtained if there are RFID visibilities in 
the backstore and frequent manual checks using handheld readers. More frequent manual 
checks decrease OOS events by reducing the inventory inaccuracies caused by 
misplacement, theft, and transaction errors. In addition, forecasting demand errors which 
result in OOS decrease. The results of the simulation show that real time visibility is 
associated with a high cost while its in-store benefits do not exceed those provided by 
automatic PI. Implementing product locating tools such as smart carts or smart dressing 
rooms is another option that helps more customers find the products they desire.  
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Table 14 Potential investments 
Application How Benefits 
Automatic PI  
Using handheld reader for frequent 
cycle counting 
Reducing OOS caused by 
misplacement/theft/transaction
error/forecasting error/lighter 
or fewer markdown 
Real time visibility Using smart shelves  
Reducing OOS caused by 
misplacement/theft/transaction
error/forecasting error/lighter 
or fewer markdown 
Product locating  
Using customer shopping assistants 
such as smart carts and smart dressing 
room  
Increasing the number of 




Valuing the Options: Black-Scholes Model 
In order to make an investment decision, each available option must be assigned a 
value.  A timing option exists when an investor has to choose from a set of mutually 
exclusive times such as ‘invest now’ or ‘invest later.’ In this case a positive NPV is not 
sufficient for project acceptance and instead of taking every project with a positive NPV, 
investors must take the NPV-maximizing alternative (Trigeorgis, 1995). 
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One of the most widely used models for valuing options is the Black-Scholes 
model (Black and Scholes, 1973).  It was originally invented in a finance context to 
determine the future price of stock options but has also been used in investment analyses 
in other areas such as energy, real estate, and pharmaceutical investments (Trigeorgis, 
1995; Copeland and Antikarov, 2001). The original Black-Scholes model was used for 
no-dividend European options that are exercised only at the maturity time (T). The option 
to wait is a simple independent call option that can be exercised at any time before 
maturity (American options). This option is different from a growth option, whose value 
comes from future investment opportunities that the investments open up. 
Black’s approximation is a variation of the Black-Scholes model that deals with 
American options (Hull, 2006).  In this method, the prices of European options that 
mature at times t(any time before T) are calculated and the price of the American option 
is set to the greater of those prices (Benaroch and Kauffman, 1999). 
The RFID investing time option is a wait option and the question to explore is the 
best time to exercise the option, i.e., the best time to invest in RFID.  
Following is the Black-Scholes formula: 









 = [ ln(S/X) + (r + σ
2
/2) T ] / σ T
1/2 
 




C = price of the call option 
S = price of the underlying stock 
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X = option exercise price 
r = risk-free interest rate 
T = current time until expiration 
N(.) = area under the normal curve 
 
There are two competing factors in the Black-Scholes formula: X, the cost of 
making the investment, and S, the present value of investment payoffs. The cost of RFID 
(X) goes down during the deferral period, as the technology becomes more mature, while 
the expected payoffs (S) might also go down because of the revenue loss during the 
deferral time. The value of the option at time t <= T can go higher or lower depending on 
the values of these two competing factors.  
 Generally, a fee is associated with obtaining a stock option or real option if there 
is a risk of losing the option. In infrastructure growth options, for example, the initial 
investment opens up other opportunities; thus the initial sunk (already incurred) cost is 
considered as the cost of obtaining other options. In an investment timing option, 
sometimes this cost is zero if the investors do not need to obtain the option and there is no 
risk of losing the option either.  In the case of item-level RFID, there is no risk of losing 
the option to invest and the retailers can implement the technology as soon as they decide 
to do so; thus the cost of obtaining the item-level RFID investment timing option is zero. 
Real options parameters 
Table 15 shows the definitions of real options’ parameters in an IT context.  
When analyzing an option, the current value of the option determined by the Black-
Scholes model should be known. S is the present value of expected risky payoffs of RFID 
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over the horizon if it is implemented now. The exercise price (X) is the cost associated 
with implementing this technology in a particular store. The normality assumption of the 
S distribution and the present value of revenue distribution in a retail setting also need 
more investigation. The volatility, σ, is the standard deviation of expected payoffs from 
the RFID investment.  
 
Table 15 Options pricing model vs. RFID investment options 
Parameters Option Pricing RFID Technology 
S 
Current underlying asset 
price 
The increase  in sale (from the simulation) – 
loss revenue during deferral time (from the 
simulation) – operational cost (tag costs)  
X Exercise price Anticipated development cost (initial cost + 
maintenance cost) 
T Time to expiration Maximum deferral/wait period in years 
r Risk-free interest rate The same 
σ Std. dev. of returns Volatility of RFID expected revenue 
 
 Estimating the payoffs and variability of expected payoffs can be difficult because 
there are no past data on the performance of such a new technology. Historical data are 
usually used to estimate the payoff and variability of expected payoffs in financial 
options pricing. Some techniques, for example, use the prices of stocks during a period of 
one month or one year to calculate the variability of expected payoffs (Hull, 2006).  This 
study uses the simulation results to estimate the expected payoffs and volatility (σ) of the 
expected payoffs, which are the most difficult parameters to estimate (Benaroch and 
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Kauffman, 1999). The risk-free interest rate is considered to be equal to7% (Benaroch 
and Kauffman, 1999). 
Given all the parameters in the real options model, the value of the RFID 
postponing option at different periods of times before its maturity can be determined 
using the Black-Scholes formula. The option value is calculated for each year over a 5-
year horizon. The year that the option takes the highest value is suggested as the best time 
to exercise the option and invest in item-level RFID (Benaroch and Kauffman, 1999).  
Costs 
 The cost of implementation has two categories: fixed and variable costs. A one-
time or fixed cost is associated with infrastructure expenses such as reader systems, 
antennas, and software integration; and recurring costs include the cost of tags, 
maintenance, and support (Table 16). The fixed cost is the exercise price (X) in the black-
scholes model and varies from one option to another based on the details of 
implementation. 
 The variable cost is the tag cost that is a function of the number of items in stores 
and  currently sells for between 10 and 15 cents for an item; therefore, the annual variable 
cost is the number of items sold annually times the tag cost ,e.g., $0.10. The variable cost 
is considered the operational cost that is used in the black-scholes model (S= expected 
revenue - operational cost). The fixed costs of different elements are listed in Table 16 
(Bottani and Rizzi, 2008; Doerr et al., 2006). 
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Table 16 Cost of RFID equipments 
RFID tag 10 cents 
RFID reader $2000 
RFID gate $2500 
RFID handheld reader $2500 
 
Valuing the Automatic PI Option 
 In order to value the option, its benefits and costs must be determined.  The 
benefits can be divided into two types: incremental unit sales and incremental revenue. 
Incremental unit sales benefits such as reducing OOS through managing misplacement, 
theft, transaction errors, and forecasting demand results in selling more items. Therefore, 
the benefits are limited to the extra items sold. On the other hand, incremental revenue 
benefits such as having lighter and fewer markdowns increases the gross margin for 
every single item that is sold, so its impact is much higher than the increase in number of 
sales.  The ROI analysis looks at the benefits of automatic PI including reduced OOS, 
reduced transaction errors, lower and fewer markdowns individually and combined to see 
how the results change. 
 Bottani and Rizzi (2008) analyzed the cost and benefit of RFID at pallet and case 
levels in retailers’ supply chain. They implemented RFID at the pallet level and the case 
level in the backstore changing the visibility at the receiving gates and entrance doors 
from the backstore to the sales floor. One can use their cost figures to come up with a 
proportional cost adapted to a different size of store. If the initial cost for a store with a 
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capacity of 400,000 units is $160,000, then for a store with a capacity of 4700 (our 
problem size), the cost will be around $1880 (Kearney et al., 2004). This ROI analysis is 
for a case in which there are 20 products in the same category as the item investigated in 
the simulation model. In addition, two different types of items are considered here: one in 
an apparel store and a cheaper item in a grocery store. 
Table 17 shows the option value for incremental unit benefits of automatic PI in 
an apparel store. Assume that the product price is $25 and the gross margin is $2. We 
also assume that the RFID tag prices go down by 12% each year. As the tag price goes 
down, the variable cost decreases. The option value at year 3 is the highest value over the 
5 years so year 3, when the tag price is .077, is the best time to invest in this initiative.  
The option value that is the return on a given investment for a given year includes all the 
revenue lost during the waiting time, so in spite of the revenue lost during the first 3 
years, the apparel store managers can realize the most value by implementing this 
technology at year 3 versus investing in other years (Figure 18). 
Table 17 Automatic PI, incremental units benefits, apparel items 
Recommended deferral time 
(years) 
1 2 3 4 5 
Tag price ($) 209 4058 5245 3492 0 





Figure 18 Automatic PI, incremental units benefits, apparel items 
 The best time to invest is a function of the tag price but also depends on the 
product price. For example, for a grocery item that costs $10 with a gross margin of $1, 
the highest option value occurs at year 4 when the tag price is around 3 cents (Figure 19, 
Table 18). In fact, the lower the gross margin of the product, the higher the return from a 
cheaper tag price. 
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Figure 19 Automatic PI, incremental units benefits, grocery items 
Taking into account the incremental revenue benefits, i.e., the lighter and fewer 
markdowns, there will be a jump in the expected revenue as shown in Table 19. 
Therefore, the expected revenue is significantly higher than the initial and variable costs 
and the highest profit is obtained if the option is exercised at year one when the tag price 
is equal to 10 cents (Figure 20). 
Table 19 Option values for lighter and fewer markdowns along with other 




1 2 3 4 5 
Tag cost ($) 0.1 0.088 0.077 0.068 0.059 
Option value 
($) 










































Figure 20 Option values for lighter and fewer markdown along with other 
automatic PI benefits in apparel 
 
Valuing Real Time Option 
 The simulation showed that the benefits for real time visibility can be obtained 
through automatic PI in which handheld readers can be used as frequently as needed to 
avoid the inventory inaccuracies caused by misplacement, theft, and transaction errors. 
However, smart shelves, which provide real time visibility, are very expensive—up to 10 
times as expensive as the initial cost for automatic PI tools. As shown in Table 20, if all 
benefits except for markdowns are taken into account then the option values are either 











































1 2 3 4 5 
Tag price ($) 
Negative 
S 







($) 0.1 0.088 0.077 0.068 0.059 
 
However, if lower and fewer are counted markdowns, as shown in Table 21, investing in 
the first year with a tag price of 10 cents is still the best choice. Given the option value 
for automatic PI (Table 19) and real time visibility (Table 21), one would go with the 
higher return, which happens through the implementation of the automatic PI option. 
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Figure 22 Product locating tool option values 
 
Combined Option  
 The benefits listed in Table 22 are only those gained through the individual 
product locating option. If the product locating option is combined with the automatic PI 
in an apparel store (without markdown), the two options can share some of the initial 
infrastructure cost and their combined benefits (Table 23, Figure 23) exceed the sum of 
the benefits (Table 17,Table 22). 
Table 23 Product locating + automatic PI (no markdown) for an apparel item 
Recommended deferral time 
(years) 
1 2 3 4 5 








































Figure 23 Product locating + automatic PI (no markdown) for an apparel item 
The same is true in grocery stores as shown in Table 24. The maximum profit is gained at 
year 4 when stores implement both options and the tag price is .068 (Figure 24). 
Table 24 Product locating + automatic PI (no markdown) for a grocery item 
Recommended deferral time 
(years) 
1 2 3 4 5 




0.0015 442 185 


































Figure 24 Product locating + automatic PI (no markdown) for a grocery item 
If the lighter and fewer markdowns benefit for a grocery item is included in the 
combined option, the maximum value happens in the first year when the tag price is 10 
cents (Table 25, Figure 25). 
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Figure 25 Markdown benefit included in the combined option for grocery 
The lowest price for a product at which implementing these options has a positive return 
is a tag price around 7 cents and a minimum product price of $1.80 (Table 26).  
 
 
Table 26 Lowest product price in combined option 
Recommended deferral time 
(years) 
1 2 3 4 5 
Option value ($) Negative 
S 
Negative 
S  0.00 371 188 





































A sensitivity analysis was performed to see how changes in the parameters might 
change the results. This section looks into the Automatic PI option but the other options 
show similar patterns. One parameter at a time, e.g., initial cost, was changed and the 
effect on the results was noted.  The tag price was set to.07 for a $25 apparel item with a 
gross margin of $2. 
Initial investment 
 The initial cost was changed to 50% higher and 50% lower to see whether the 
best-investment timing changes (Table 27). The highest option value in both cases (50% 
higher or 50% lower) stays the same and happens at year one. The value of the option 
changes because the initial cost changes but the optimal solution, which is to invest in 
year one, does not change. In fact, the fixed costs have only a marginal impact on the 
option values, as is also confirmed by the Grocery Manufacturing of America study 
(Kearney, 2004). 
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Volatility of expected payoff  
Table 28  shows how option values change if the volatility of the expected payoff 
goes up to 40% or falls to 10%. The results are insensitive to these changes, and the best 
timing option stays the same at the 7- cent tag price. 
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The results of the sensitivity analysis for the discount rate for calculating the 
expected payoff are listed in Table 29. Although the value of the option rises with lower 







Table 29 Discount rate sensitivity analysis 
  Recommended 
deferral time 
1 2 3 4 5 
Discount rate = 
12% 





Discount rate = 
10% 





Discount rate = 
7% 






Analysis of the Results 
 The model developed in this study is the integration of system dynamics 
simulation and real options model. Generating real options parameters through a 
simulation technique such as system dynamics creates an ROI model that can be applied 
to different IT investment problems such as growth options or investment timing options.  
In this study, the real option analysis looked into the investment timing option for the 
item-level RFID in the retail sector. Managers have timing flexibility for investing in this 
technology and can postpone their decision.  With the postponement or wait option in 
hand, retailers should not only look for a positive NPV but also find out when the NPV is 
maximized. Some parameters of the model such as the expected payoffs and volatility of 
the expected payoff come from the simulation model. The robust simulation model 
allows us to estimate the item-level RFID benefits in terms of increased sales numbers for 
any given store at any size when the parameters are set. Consequently, the real options 
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model calculates the options return values for given parameters. For example, tag price is 
one of the parameters in the ROI return. In a realistic model, the tag prices should go 
down over time with a certain rate (e.g., 12%). Tag prices, being the major part of the 
total cost in the model, dominate the results of the ROI model. Another parameter of the 
ROI model is the price of an item. The average product prices and consequently the gross 
margins are different in apparel stores versus grocery stores. Therefore, in the case of 
cheaper products, the optimal tag price is proportionally lower. Indeed, tag price and the 
average product price (which depends on the type of retailers) are the major parameters 
that influence the results significantly. 
In addition, the sensitivity analysis of the results shows that parameters such as 
the discount rates, the volatility of the expected payoff (estimated in the simulation 
model), and the initial investment cost have only a marginal impact on the outcomes. 
However, the limitation of our ROI analysis was estimating the initial cost of the 
infrastructure by using proportional figures from other case studies in the literature that 
had done similar work. The sensitivity analysis looked into the variation of the result if 
the initial cost is changed. The results show that although the option value changes 
according to the changes in the initial cost, the investment timing is not changed. 
The ROI analysis also considered combined options. In analyzing combined 
options one should consider the combination of two or more options as a new option by 
itself and proceed to calculate its value. In the case of combined options, some of the 
initial costs and variable costs are shared and the total benefits outweigh the initial as 
well as the variable costs (tag costs). Thus the tag price and the type of retailer are not 
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that critical in the optimal timing for investment, if all benefits are considered 
simultaneously. 
The practical implication of the ROI model is the major achievement of this 
study. Most retailers are at the planning stage of item-level RFID investment and are 
struggling with the ROI analysis. The ROI analysis developed in this study can guide the 
mangers by providing important insights for such an investment. Not only do managers 
learn about the best investment timing for their specific setting but they also can observe 
what factors are driving the results of the ROI. For example, the result of a particular case 
may be recommending a store to wait a couple of years in order to invest in RFID. Given 
that all the revenue lost during the waiting time is taken into account, managers know 
they will be better off if they take advantage of their waiting flexibility. In addition, they 
learn factors such as the tag price dominates the analysis and can monitor the market 
during the waiting time in order to receive more information on uncertainties exist in the 




SUMMARY AND CONCLUSIONS 
 
 
Contributions to Theory and Practice 
 
 System dynamics and real options techniques have been used separately in the 
economics of information technology. The Management Information Systems discipline 
is becoming a mature field, within which many known quantitative research techniques 
have been used. Combining these techniques to overcome their weaknesses and to 
develop new solutions for current problems in IT investment leads to more robust and 
innovative methods (Fichman, 2004; Ives et al., 1980; Hevner et al., 2004). Real Options 
is known as an ROI technique that captures managerial flexibilities in uncertain 
conditions. System dynamics, on the other hand, maps complex processes in the 
organizations to analyze how IT can change organizational processes, and its applications 
have been studied in many areas. The unique contribution of this dissertation is to 
combine them as two major techniques in order to present a robust and innovative model 
for analyzing return on investments in item-level RFID. Estimating real options 
parameters such as the variability of ROI is usually difficult. To address these difficulties 
in estimating the real options model’s parameters, the proposed system dynamics sub-
model simulates retailers’ shop floor operations.
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 The hybrid model addresses a problem that the retail industry is facing. Item-level 
RFID technology in retail management is in its infancy and will be the focus of 
investments for the next few years. This technology needs a rigorous ROI model to help 
managers in the process of making their investment decisions. Studies have investigated 
RFID benefits in different areas of retail operations such as supply chain management 
(Atali et al., 2005). Lee and Ozer (2007) mention that ROI models are missing in 
evaluating RFID benefits. This study develops a comprehensive ROI model to capture 
benefits in retailers’ operations management from customer service and pricing to the 
supply chain.  
 Real options modeling allows a cost benefit analysis to take into account 
managerial flexibilities when there is uncertainty in the investment. On the other hand, 
system dynamics can build a predictive model, in which one can simulate different real-
life and hypothetical scenarios in order to provide measurements that can be used in the 
real options model. The proposed Return on Investment model is an innovative technique 
that takes advantage of long-established quantitative techniques and is validated in 
practice through test cases. The ROI model is applied to RFID, one of the most recent 
areas of IT investment. Validating the ROI model in the RFID domain increases its 
validity as well as its implications for practice. 
 The proposed hybrid model uses a robust methodology as well by combing 
qualitative and quantitative techniques in various steps. Results from the Delphi study, a 
qualitative study, are used to develop the conceptual model of the operations that is later 
used as the basis for the quantitative step, which uses the simulation model as well as the 





 There are some limitations in the methodology part of this research including the 
Delphi study and the simulation. Similar to other qualitative studies, the expert panel was 
limited to 10 people. Collecting information from more people will add to the diversity of 
various cases and consequently allow the testing of a wider range of scenarios in the 
simulation model. 
 The results of this study are limited to the various scenarios and assumptions 
made in the simulation model. Using simulation is valid as long as real data are not 
available. Conducting more case studies and using results from real implementations will 
significantly improve the credibility of these results. 
 On the practical side, this study looked at the operations that can be managed on a 
retail floor. Some of the item-level RFID benefits such as those in designing the 
promotions are achieved across stores and at a higher level of management than 
operations. However, those types of benefits have to be considered in order to determine 
the total benefits of investment options for retail stores 
Future Directions 
 The system dynamics simulation is a macro level simulation that looks into the 
operations at an aggregate level. An extension of this research is to use some micro level 
simulations, such as an agent-based simulation, to track products on an individual basis 
and study the behavior of the system in more detail. 
 This study looks into the impact of RFID on current retail operations. A major 
area of future research is to explore areas of retail operations in which RFID can 
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significantly change the way operations are performed. In other words, how can item-
level RFID and the information collected from it be used in reengineering store processes 
in order to make operations more efficient and effective? 
 As mentioned before, this conceptual model is based on the opinions of experts in 
the US retail sector. One expansion is to conduct a comparison study in which the 
investment decisions in the US are compared with those in other countries pioneering in 
RFID technology in retail, such as Germany, to identify the differences and areas of 
improvement in both places. 
Conclusion 
The proposed hybrid model is a unique combined technique that is used for the first 
time in the economics of IT. This approach tapped into the different domains of finance, 
marketing, and IT and used various methodologies—the Delphi method, simulation, and 
real options analysis—in order to develop a robust, vigorous, and innovative model. 
Applying this model to a real investment problem in the retail sector developed a 
framework to help retail managers learn what options are available and how they can 
analyze the value of the options. Interesting results show that the benefits of RFID go 
beyond the supply chain operations.  While the supply chain benefits are direct and more 
imminent, other management operations such as marketing and merchandising are 
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Delphi Study Questionnaire 
 
 
Project Title: Integrating Retail Operations with Item Level RFID: A Delphi Study  
      
This questionnaire intends to identify the units and processes in retail operations 
that are affected by item-level RFID. We look at 4 different processes in retail operations 
management:  Pricing management, Merchandise management, Store and service factors, 
and Supply chain management. Of course, customers have to be willing to use this 
technology in order for us to observe the impact of item-level RFID in retail operations. 
Assuming that the technology will be accepted by customers, we would like to capture 
any changes item-level RFID make in retail operations in stores. 
Each section includes some background information followed by open-ended 
questions for the first round. The purpose of open-ended questions is to evoke the 
experts’ opinions on causal relationships between units and processes in retail operations 
affected by RFID. In the consecutive rounds, some if-then statements based on the 
experts’ answers to the previous round are presented to the experts. These statements 
express the causal relationships among units and processes influenced by RFID. In each 
consecutive round, the experts are asked if there are any units or any relationships 
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missing in the presented statements. We keep updating the causal relationships 
until there is no further change. The current version of second round questions is based 
on what we have found in the literature. 
1. Pricing management 
1.1 Price determination; First round 
Background.  Enhanced information visibility provided by item-level RFID and 
personal shopping assistance, such as smart carts, allows retailers to monitor customers as 
they enter stores. For example, retailers can come up with a better set of promotions and 
complementary deals and bonuses if they know customers’ shopping lists. The shopping 
basket was provided in barcode systems at the point of sale. However, RFID can provide 
a list of items that customers intended to buy, even if they did not. This list might be 
different from POS list for different reasons such as unavailability of items. 
Q. How can information visibility provided by RFID help managers improve price 
determination processes? Please specifically mention the units and processes that are 
influenced. 
1.2 Price implementation; First round  
Background. Dynamic price signs and tags are the new generation of electronic 
label pricing (ELP) that allow retailers to update the prices from a computer station. With 
the new generation of ELPs through item-level RFID tags, retailers do not need to 
manually set initial prices or markdown prices for each and every item in stores. All they 
need is to update the items prices automatically by updating the related databases.  
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Q. How does this new ELP generation, do you think, impact pricing 
implementation in retail stores? Please specifically mention units and processes that are 
influenced by ELP. 
2. Merchandise management 
 
2.1 Merchandise variety and assortment management; First round 
Background. Enhanced information visibility provided by RFID helps managers 
determine what products are complementary to others. Product locating tools, such as 
smart carts, provided by RFID allow retailers to monitor customers’ behavior as they 
enter a store and look through different products. This monitoring gives managers better 
ideas on selecting the variety and assortment of the products. A better variety/assortment 
means customers are more likely to find the products they are looking for. 
Q. How does RFID information visibility improvements in variety/assortment 
management impact retail operation management? Please specifically mention the units 
and processes that are influenced by RFID enhanced information visibility. 
 
2.2 Loss Prevention; First round 
Background. One way to achieve better product availability is to reduce item 
shrinkage caused by shop-lifting as well as misplacing items on the shelves. Item-level 
RFID tags allow retailers to track assets and automatically detect product shop-lifting and 
misplacements through real time RFID information. 
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Q. How will using RFID as electronic article survailance (EAS) replacement 
improve the operations involved in retail stores? Please specifically mention units and 
processes that are influenced by RFID in lost prevention. 
 
3. Service and store factors 
 
3.1 Automatic check-out; First round 
Background. Faster checkouts provided by automatic check-out via item-level 
RFID allows customers spending less time in shopping and makes consumers feel more 
efficient in their shopping.  
Q. How will automatic check-out provided by item-level RFID improve store and service 
opeations in retail stores? Please specifically mention the units and processes that are 
influenced by utilizing this tool. 
 
3.2 Product Location; First round 
Background. An application of RFID at item-level is helping customers to locate 
the products they need. Smart carts, as a product locating tool for example, enable 
customers to locate products more easily and obtain information on any individual 
product faster. 
Q. How will product locating tools provided by item-level RFID improve store 
and service opeations in retail stores? Please specifically mention the units and processes 
that are influenced by utilizing these tools. 
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4. Supply chain management 
 
4.1 Inventory accuracy; First round 
Background. Real time information visibility of items in the backstore as well as 
items on the shelves leads to having an accurate count of available items in stores. This is 
considered a significant improvement in inventory accuracy in the supply chain. 
 
Q. How will improvments in inventory accuracy provided by item-level RFID 
impact units and opeations in the supply chain? Please specifically mention the units and 
processes that are influenced by utilizing this technology. 
 
4.2 Shelf-replenishment; First round 
Background. Shelf stock replenishment takes advantage of item-level RFID and 
reduces lost sales by providing more product availability. Information visibility provided 
by item-level RFID allows shelf replenishment as frequently as needed to meet 
customers’ needs. 
Q. How will improvments in shelf replenishment provided by item-level RFID 
improve  opeations in the supply chain? Please specifically mention the units and 







(01) "# of orders"= INTEG ( 
  IF THEN ELSE( Recieve order=0, 0 , 1 ), 
   0)   
(02) "# of replenishments"= INTEG ( 
  IF THEN ELSE( "replenish-level needed from inventory"=0 , 0 , 1 ), 
   0)  
(03) accumulated change rate by shopping exprience quality= INTEG ( 
  accumulated change rate by shopping exprience quality*("rate of # of 
customer change by product locating (smart carts)" 
 +Automatic checkout impact on number of customers+"rate of # of customer 
change by customer service quality" 
 ), 
   Average daily customers*("rate of # of customer change by 
product locating (smart carts)" 
 +Automatic checkout impact on number of customers+"rate of # of customer 
change by customer service quality" 
 ))   
(04) accumulated OOS in inventory= INTEG ( 
  inventory OOS, 
   0)   
(05) accumulated OOS on shelves= INTEG ( 
  Shelf OOS, 
  0)(06) Automatic checkout impact on number of customers= 
  0 
 Units: [-0.05,0.05,0.01]  
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(07) "available Shelf-replenishment items"= 
  IF THEN ELSE("replenish-level needed from inventory",  IF THEN 
ELSE( Real items in inventory 
 >"replenish-level needed from inventory" , "replenish-level needed from 
inventory" 
 , Real items in inventory),0) 
(08) "Average # of customers"= 
  (accumulated change rate by shopping exprience quality)+Average daily 
customers 
(09) Average daily customers= 
  RANDOM NORMAL(12, 48 , 30 , 9 ,30) 
 Units: [?,500,1] 
 RANDOM NORMAL(1, 30 , 10 , 6.3 ,10) --RANDOM NORMAL(1, 19 , 10 ,  
   3 ,10) 
(10) Average inventory on hand= INTEG ( 
  Real items in inventory/100, 
   0)  
(11) Avg on shelf= INTEG ( 
  Real items on shelves/100, 
   0) 
  
  
(12) Customers purchased= 
  "Average # of customers"-Shelf OOS  
(13) FINAL TIME  = 100 
 Units: Month 
 The final time for the simulation. 
(14) Frequency of manual check= 
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  100 
 Units: week [0,?,1] 
(15) Incoming customers= 
  "Average # of customers" 
(16) Incoming items= 
  IF THEN ELSE( "Manual shelf-check"=0 , shelf misplacement+"available 
Shelf-replenishment items" 
  , "available Shelf-replenishment items") 
(17) Incoming items 0= 
  IF THEN ELSE( Inventory Manual check=0, total inventory 
misplacement+Recieve order 
 ,Recieve order) 
(18) Increased revenue by lighter markdowns= 
Revenue change rate by lighter*(RFID visibility on shelves+RFIDvisiblity 
on inventory)/2  
 
(19) Increased revenue by store discounts= 
  rate of store promotions change by revenue* (RFID visibility on 
shelves+RFIDvisiblity on inventory )/2 
  
  
(20) INITIAL TIME  = 0 
 Units: Month 
 The initial time for the simulation.  
(21) Inventory Manual check= INTEG ( 
  IF THEN ELSE(Inventory Manual check=0, Rate of inventory manual 
check, -1 
  ), 
   5) 
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 Units: [0,50,1] 
(22) Inventory misplacement rate= 
  0 
(23) inventory OOS= 
  IF THEN ELSE("available Shelf-replenishment items">0, IF THEN 
ELSE( Real items in inventory 
 <> 0, IF THEN ELSE(Real items in inventory  
  < "Average # of customers",  "Average # of customers"-Real items in 
inventory 
 , 0), "Average # of customers") , 0 )  
(24) Inventory records= INTEG ( 
  IF THEN ELSE(inventory OOS=0,   
     IF THEN ELSE( Inventory Manual check=0,  
      -Inventory records+Real items in inventory+ 
Recieveorder+total inventory misplacement 
 -"available Shelf-replenishment items"- "items-in-inventory correction" 
  ,   
      Recieve order-leaving items 0 
   
       
     ) , 
    -Inventory records+Real items in inventory+ Recieve 
order-"available Shelf-replenishment items" 
 - "items-in-inventory correction" 
  ), 
   Order size+Reorder point)   
 IF THEN ELSE( Manual check=0 , (-Inventory records+Real items in  




   -Inventory records+600)) 
(25) "items-in-inventory correction"= 
  (Misplaced 0+Theft 0)*"available Shelf-replenishment items" 
 Units: items 
 (Misplaced 0+Theft 0)*"available Shelf-replenishment items"  
(26) "items-on-shelf correction"= 
  IF THEN ELSE( (Real items on shelves> 0)  , (Misplaced rate+Theft 
rate)*"Average # of customers" 
  , 0) 
 Units: items 
 IF THEN ELSE( (Real items on shelves> 0) , INTEGER((Misplaced  
   rate+Theft rate)*Real items on shelves ), 0) 
(27) leaving items= 
  Visibility+Customers purchased 
 Units: items 
  
(28) leaving items 0= 
  RFID visiblity on inventory*"items-in-inventory correction"+"available 
Shelf-replenishment items"  
(29) Manual check staff hour= 
  IF THEN ELSE("Manual shelf-check"=0, "staff-hour per manual check" * 
(1-RFID visibility on shelves 
 ), 0 )  
(30) "Manual shelf-check"= INTEG ( 
  IF THEN ELSE("Manual shelf-check"=0, Frequency of manual check, -
1), 
   5)  
(31) "Minimum shelf-level"= 
  50 
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 Units: items [0,500,1] 
 if items on the shelf < minimum then replenish the shelves; lead  
   time=1 so should check to see if shelves level is at least not  
   empty until the end of the next period. 
(32) Misplaced 0= 
  (1-RFID visiblity on inventory)*Inventory misplacement rate 
  IF THEN ELSE( (Real items in inventory> 0) , RANDOM UNIFORM(0,  
   0.03, 0.01)*Real items in inventory , 0) 
(33) Misplaced rate= 
  (1-RFID visibility on shelves)*Shelf misplacement rate 
  IF THEN ELSE( (Real items on shelves> 0) , RANDOM UNIFORM(0,  
   0.05, 0.01)*Real items on shelves , 0) 
(34) Not satisfied customers= 
  Shelf OOS 
(35) OOS percentage= 
  IF THEN ELSE( (Sales+accumulated OOS on shelves)=0 , 0 , 
accumulated OOS on shelves 
 /(Sales+accumulated OOS on shelves) )  
(36) Order size=180  
(37) Outgoing items= 
  "items-on-shelf correction"+Customers purchased   
(38) Outgoing items 0= 
  "available Shelf-replenishment items"+"items-in-inventory correction"  
(39) Place Order= 
  IF THEN ELSE(Inventory records-"available Shelf-replenishment 
items"<Reorder point 
 ,  
    Order size,  
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    0 ) 
  IF THEN ELSE(Inventory records-"available Shelf-replenishment  
   items"<Reorder point, Order size- (Inventory records-"available  
   Shelf-replenishment items"), 0 ) 
(40) "rate of # of customer change by customer service quality"= 
  0 
  
  
(41) "rate of # of customer change by product locating (smart carts)"=0 
(42) Rate of inventory manual check=30 
 (43) "rate of staff-hour for shelf-replenishment"=1 
(44) "rate of staff-hour per customer"=0 
 Units: [0,0.05,0.01] 
(45) rate of store promotions change by revenue= 0  
(46) ratio of loss to sales= 
  IF THEN ELSE( Sales=0 , 0 , (total shelf loss+total inventory loss)/Sales 
  )  
(47) Real items in inventory= INTEG ( 
  IF THEN ELSE( Incoming items 0=0 , IF THEN ELSE( Real items in 
inventory< 
 "available Shelf-replenishment items" 
  , -Real items in inventory 
   , IF THEN ELSE(Real items in inventory>Outgoing items 0, -Outgoing 
items 0 
  , -"available Shelf-replenishment items" )) 
   ,  IF THEN ELSE( 
  Real items in inventory<"available Shelf-replenishment items", -Real 
items in inventory 
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  +Order size, Incoming items 0-Outgoing items 0 
  )), 
   Order size+Reorder point) 
 Units: items 
 INTEGER (IF THEN ELSE( Incoming items 0=0 , IF THEN ELSE( Real  
   items in inventory<"available Shelf-replenishment items" , -Real  
   items in inventory , IF THEN ELSE(Real items in  
   inventory>Outgoing items 0, -Outgoing items 0 , -"available  
   Shelf-replenishment items" )) , IF THEN ELSE( Real items in  
   inventory<"available Shelf-replenishment items", -Real items in  
   inventory +Order size, Incoming items 0-Outgoing items 0 ))) 
 
(48) Real items on shelves= INTEG ( 
  Incoming items-Outgoing items, 
   Shelves capacity)   
(49) Recieve order= 
  Place Order 
 Units: items 
 DELAY FIXED( Place Order*300 , lead time , 0) 
(50) Reorder point= 
  48 
 Units: items [0,300,1] 
 now Load of one shelf but safety stock= shelves capacity *(2 -  
   (RFID visibility on shelves + RFID visiblity in inventory)/2) if  
   visibility perfect keep items only for the next period. if not  
   keep twice as much. So reduced safety stock is rfid visibility  




(51) "replenish-level needed from inventory"= 
  IF THEN ELSE("Manual shelf-check"=0, IF THEN ELSE( (Real items on 
shelves 
 -leaving items) <="Minimum shelf-level", Shelves capacity-Real items on shelves 
 +leaving items 
  , 0) , IF THEN ELSE 
  ( ("Shelf-record" -leaving items)<="Minimum shelf-level", Shelves 
capacity 
  -"Shelf-record"+leaving items, 0) ) 
 Units: items 
 IF THEN ELSE("Manual shelf-check"=0, IF THEN ELSE( Real items on  
   shelves<="Minimum shelf-level", Shelves capacity-Real items on  
   shelves , 0) , IF THEN ELSE ( ("Shelf-record" -leaving  
   items)<="Minimum shelf-level", Shelves capacity  
   -"Shelf-record"+leaving items, 0) ) 
 
(52) "replenishment staff-hour"= 
  IF THEN ELSE("replenish-level needed from inventory"=0, 0, "rate of 
staff-hour for shelf-replenishment" 
  )  
(53) Request= 
  Manual check staff hour+"replenishment staff-hour"+"Staff-hour needed 
for customers"  
(54) Request 0= 
  IF THEN ELSE("available Shelf-replenishment items"=0 , IF THEN 
ELSE(Inventory Manual check 
 =0, 10 , 0) , IF THEN ELSE(Inventory Manual check=0, 10 + "staff-hour rate for 
replenishment" 





(55) Revenue change rate by lighter=0  
(56) RFID visibility on shelves= 
  0 
 Units: [0,1,0.1] 
  
(57) RFID visiblity on inventory= 
  0 
 Units: [0,1,0.1] 
  
(58) Sales= INTEG ( 
  (Incoming customers-Not satisfied customers)*(Increased revenue by 
lighter markdowns 
 +Increased revenue by store discounts+1), 
   0) 
 Units: items 
(59) SAVEPER  =  
         TIME STEP 
 Units: Month [0,?] 
 The frequency with which output is stored. 
(60) shelf misplacement= INTEG ( 
  IF THEN ELSE( Frequency of manual check="Manual shelf-check", -
shelf misplacement 
  , IF THEN ELSE( (Real items on shelves> 0)  , Misplaced rate*"Average # of 
customers" 
  , 0)), 





(61) Shelf misplacement rate= 
  0 
(62) Shelf OOS= 
  IF THEN ELSE( Real items on shelves<"Average # of customers", IF 
THEN ELSE 
 ( Real items on shelves<0, "Average # of customers" , "Average # of customers" 
  - Real items on shelves), 0) 
 IF THEN ELSE( Real items on shelves<"Average # of customers", IF  
   THEN ELSE( Real items on shelves<0, "Average # of customers" ,  
   "Average # of customers" - Real items on shelves), 0) 
(63) "Shelf-record"= INTEG ( 
  IF THEN ELSE ( "replenish-level needed from inventory"=0, IF THEN 
ELSE("Manual shelf-check" 
 =0, IF THEN ELSE("items-on-shelf correction" 
  =Visibility, -"Shelf-record"+Real items on shelves +shelf misplacement-
leaving items 
 , IF THEN ELSE (Visibility=0,-"Shelf-record"+Real items on shelves+shelf 
misplacement 
 -"items-on-shelf correction" 
   -leaving items,-"Shelf-record"+Real items on shelves +shelf 
misplacement 
 -"items-on-shelf correction"-leaving items 
  +Visibility )),"available Shelf-replenishment items"-leaving items), IF 
THEN ELSE 
 ("Manual shelf-check"=0, -"Shelf-record" 
  +Real items on shelves+shelf misplacement-"items-on-shelf correction" 




  -leaving items 
  )),Shelves capacity) 
  IF THEN ELSE ( "replenish-level"=0, IF THEN ELSE("Manual  
   shelf-check"=0, IF THEN ELSE("items-on-shelf  
   correction"=Visibility, -"Shelf-record"+Real items on shelves  
   -leaving items, IF THEN ELSE (Visibility=0,-"Shelf-record"+Real  
   items on shelves -leaving items-"items-on-shelf  
   correction",-"Shelf-record"+Real items on shelves -leaving  
   items-"items-on-shelf correction"+Visibility )),  
   "replenish-level"-leaving items), IF THEN ELSE("Manual  
   shelf-check"=0, -"Shelf-record"+300-Real items on  
   shelves+Visibility,"replenish-level"-leaving items)) 
 
(64) Shelves capacity=150 
(65) "Staff-hour by inventory"= INTEG ( 
  Request 0,0)    
(66) "Staff-hour needed for customers"= 
  "rate of staff-hour per customer"*"Average # of customers" 
(67) "staff-hour per manual check"= 
  2 
 Units: [0,10,1] 
  
(68) "staff-hour rate for replenishment"= 
  2 
 Units: [0,20,1] 
  
(69) "Staff-hour"= INTEG ( Request,0)  
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(70) Theft 0=0 
 IF THEN ELSE( (Real items in inventory> 0) , RANDOM UNIFORM(0,  
   0.03, 0.01)*Real items in inventory , 0) 
 
(71) Theft rate= 
  0 
 Units: items [0,0.1,0.01] 
 IF THEN ELSE( (Real items on shelves> 0) , RANDOM UNIFORM(0,  
   0.05, 0.01)*Real items on shelves , 0) 
(72) TIME STEP  = 1 
(73) total inventory loss= INTEG ( 
  "items-in-inventory correction", 0)  
(74) total inventory misplacement= INTEG ( 
  IF THEN ELSE( Inventory Manual check=Rate of inventory manual 
check, -total inventory misplacement 
  , "available Shelf-replenishment items"*Misplaced 0),0)  
(75) total shelf loss= INTEG ( 
  "items-on-shelf correction",0)  
(76) Visibility= 
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Scope and Method of Study: One of the major obstacles in Information Technology (IT) 
adoption is its return on investment analysis. IT benefits in organizations are hard 
to measure and are usually realized over time. System dynamics approach has 
been used in IT literature to identify the impact of IT on business processes. 
Given benefits of any IT system in organizations, however, there is a high degree 
of uncertainty in achieving such benefits. Managerial flexibility in decision 
making process of implementing a new IT helps managers to overcome this 
uncertainty over time. Traditional cost benefit analysis such as NPV that is 
typically used to value any technology is unable to value managerial flexibilities 
while real options theory offers a model that can value a new investment as 
uncertainties about the system decreases over time. In this dissertation, we are 
proposing a new hybrid model for IT return on investment (ROI) that combines 
system dynamics and real options as two major techniques in economics of IT. 
This robust hybrid model takes advantages of both techniques while overcoming 
their weaknesses. We propose a systems dynamic solution to simulate the way an 
IT influences and improves an organization to be able to estimate the parameters 
used in the real options model. The hybrid model is used to find the best time for 
investing in item-level RFID in the retail sector. 
 
 
Findings and Conclusions:  The results of return on investment analysis on item-level 
investment show that the variable cost of investment that is the tag prices 
dominates the return on investment. Other factors such as product unit price and 
consequently type of retail stores are important as well. The system dynamics 
simulation provided some major parameters of the real options model such as the 
expected payoffs and volatility of the expected payoffs that were hard to find in 
the literature. 
 
