We study the complexity of randomized solution of initial value problems for systems of ordinary differential equations (ODE). The input data are assumed to be γ-smooth (γ = r + : the r-th derivatives satisfy a -Hölder condition). Recently, the following almost sharp estimate of the order of the n-th minimal error was given by Kacewicz (Almost optimal solution of initial-value problems by randomized and quantum algorithms, J. Complexity 22 (2006), 676-690):
Introduction
We consider the numerical solution of initial value problems for systems of ODE
with y 0 ∈ R d and f : [a, b]×R d → R d (precise assumptions on f will be given below). Randomized algorithms for such problems where first considered by Stengle [14, 15] . In [14] a general family of such algorithms was introduced, while [15] contains a convergence analysis for a specific member of that family (a method of maximal order 2). Quasi-Monte Carlo methods of similar nature were introduced and studied by Coulibaly and Lécot [2, 12] . In the framework of information-based complexity (IBC) the randomized solution of initial value problems for systems of ODE was first studied by Kacewicz in [9, 10, 11] . He seeks to find optimal algorithms for input data of an arbitrary, fixed degree of smoothness (and thus, methods of arbitrary high order have to be considered). For this purpose on each interval of a uniform partition of [a, b] an integral is treated by a suitable Monte Carlo method with variance reduction. Iterative refinement then leads to an order of convergence which matches the lower bound up to an arbitrary ε > 0 in the exponent (see [11] and relation (8) below). The precise order of the n-th minimal error, however, remained open.
In this paper we solve this problem. Moreover, we show that a simple direct approach, namely taking the uniform grid and for each interval just one random sample for a suitable integral leads to the optimal order. Our variance reduction is based on the Taylor method like that in [11] , however, a simpler control variate is used. The convergence analysis uses certain martingale inequalities, similar to [15] . In addition to the stochastic convergence rate we show that the proposed method is also optimal in the deterministic setting, meaning that the optimal order is obtained for each fixed realization of the involved random variables (with constants not depending on the realization).
We consider a somewhat larger family of function classes than done in [9, 10, 11] , including those with no or small (Hölder) smoothness in x (time) and just the Lipschitz condition in y (space). Our results imply that for such classes deterministic solution can be arbitrarily hard, up to intractable (no smoothness), while randomized algorithms still provide a convergence rate of n −1/2 .
The paper is organized as follows. In Section 2 we introduce the precise problem formulation, describe basics of the framework of IBC, and state the main result. Section 3 contains the algorithm, its analysis and, based on this, the proof of the main result. In section 4 we give some further comments and results, including an estimate of the error distribution and the comparison between deterministic and randomized setting.
Preliminaries
Let d ∈ N, where N = {1, 2, . . . } and N 0 = {0, 1, 2, . . . }, and let |·| denote the Euclidean norm on
We denote the total degree of smoothness by
consists of bounded functions just continuous in x and satisfying a Lipschitz condition with respect to y. The C r, d are also the classes considered in [11] (up to equivalence in the sense of being contained in scalar multiples of each other), except that in [11] > 0 and γ ≥ 1 were assumed. This latter restriction results from the reduction to autonomous systems and the Lipschitz condition imposed upon them. It turns out though that the cases C 0, d with 0 ≤ < 1 are particularly interesting for the comparison between deterministic and randomized setting, see the comments in section 4.
We work in the setting of IBC, as discussed in [16, 13] . For the precise notions used here we refer to [4, 5] . An abstract numerical problem is described by a tuple P = (F, G, S, K, Λ). The set F is the set of input data, in our case
where σ > 0 is any fixed number, G is a normed linear space and S : F → G an (in general nonlinear) operator, the solution operator, which maps the input ψ ∈ F to the exact solution S(ψ). In our case we put |g(x)|.
Then for (f, y 0 ) ∈ F we let S(f, y 0 ) = y be the solution of the initial value problem (1-2) . The choice of G means that we measure the error in the uniform norm. The set K is the scalar field R, and Λ is the class of admissible information functionals, that is, Λ is a set of mappings from F to K = R.
Here we put
and f i and y 0,i are the i-th components of f and y 0 , respectively. Hence the admissible information consists of values of the components of f and their derivatives (and, of course, the initial values). The precise notion of an abstract adaptive randomized algorithm is technically somewhat involved, so here we just sketch some basic features and refer to [4, 5] for details. A randomized algorithm for the solution of P is a family A = (A ω ) ω∈Ω , where (Ω, Σ, P) is the underlying probability space and each A ω is a mapping A ω : F → G. With ω -the parameter incorporating all randomness of the algorithm -being fixed, A ω : F → G is a deterministic abstract algorithm, that is, stands for a deterministic procedure depending on ω which uses values of information functionals on (f, y 0 ) in an adaptive way to produce an approximation A ω (f, y 0 ) to S(f, y 0 ) = y. The error of A is defined as
Another important quantity related to an algorithm A is the cardinality card(A, F ). Let card(A ω , f, y 0 ) be the number of information functionals called in the course of computation of A ω (f, y 0 ). Then we put
The quantity card(A, F ) will be our cost measure. Although this notion of cost neglects arithmetic operations, we shall see that the order optimal algorithm studied later has a number of arithmetic operations proportional to the cardinality. The crucial quantity of IBC, the n-th minimal error, is defined for n ∈ N 0 as e ran n (S, F ) = inf
That is, e ran n (S, F ) is the minimal possible error among all randomized algorithms that use (on the average) at most n information functionals. The deterministic setting can be viewed as a special case of the above by admitting only trivial one-point probability spaces Ω = {ω 0 } (meaning that there is no dependence on randomness). We use the notation e det n (S, F ) for the n-th minimal error in this setting. Now let us recall previous results on the complexity of the initial value problem (1-2), due to Kacewicz. For the deterministic setting the following holds: There are constants c 1 , c 2 > 0 such that for all n ∈ N
This is essentially shown in [6, 7, 8] , see also the comments on p. 827 of [9] and those after Proposition 3 of the present paper. For the randomized setting it is proved in [11] that there is a constant c 1 > 0 and for each ε > 0 a constant c 2 (ε) > 0 such that for all n ∈ N
In this paper we show that the lower bound of (8) is sharp. The main result is the following (3) (4) (5) (6) and let γ = r + . Then there are constants c 1 , c 2 > 0 such that for all n ∈ N the n-th minimal error of the initial value problem (1-2) satisfies
3 The algorithm and its analysis
. . , n − 1) be independent random variables on some probability space (Ω, Σ, P),
. . , n − 1 as follows. Let 0 ≤ k < n − 1 and suppose that y k is already defined (y 0 is the initial value). Let u k (x) (x ∈ [x k , x k+1 ]) be the solution of the local initial value problem
The smoothness of f implies that u k is (r + 1)-times continuously differentiable and for j = 2, . . . , r + 1 and
Let
be the Taylor polynomial of degree r + 1 of u k (x) in the point x k . By (10) and (12), the values u
k (x k ) needed for the coefficients of p k in (13) can be expressed by values of f and its partial derivatives up to order r at the point (x k , y k ). Now we put
Having determined the y k , the full approximate solutionȳ(x) on [a, b] is now defined as
While the choice (15) is clear, let us give some motivating explanations for (14) : In a first step we approximate
This is the (order optimal) approximation from [8] in the setting where arbitrary linear information is admissible. In the setting considered here only values of functions and derivatives are allowed. Thus, we approximate the last integral. This is done by a variance reduced Monte Carlo method with one sample. Namely, we use p k (t) as a control variate for f (t, p k (t)). Indeed, p k (t) is an approximation to u k (t) = f (t, u k (t)), which, in turn, is close to f (t, p k (t)) (the rates of approximation of these quantities are analysed below). Thus,
We insert (17) into (16) . Since p k (x k ) = y k , this leads to (14) . Now we estimate the error of this algorithm. Note that throughout the paper c, c 1 , c 2 , . . . stand for constants, depending only on the problem parameters d, r, , a, b, L, κ, σ, but neither on the quantitative algorithm parameters n, k, etc. nor on the particular input (f, y 0 ). Moreover, the same symbol may denote different constants, even in a sequence of relations.
Proposition 1.
There is a constant c > 0 such that for all (f, y 0 ) ∈ F and for all n ∈ N with n ≥ 2 the error of the algorithm described above satisfies
Proof. We first note the following smoothness properties of the u k : There are constants c 1 , c 2 > 0 such that for all (f, y 0 ) ∈ F , n, and k, the following hold:
Indeed, for j ≥ 1 relation (19) is an immediate consequence of (3), (10) , and (12) . This, in turn, together with (13) and (14) implies |y k | ≤ c, and hence (19) also for j = 0. To see (20), we observe that, using (10) and (12), each component of the function u 
and M depending only on r and d. Now (20) follows from (4) and (19). By the Taylor series with integral remainder term, we have
We denote
This is the deviation of the approximate solutionȳ k given by (15) from the solution (10-11) of the local problem on [x k , x k+1 ]. From (20) and (21) we obtain
Differentiating (21) we get for r ≥ 1
which gives, using (20) again,
This also holds for r = 0 (hence γ = ) since in this case p k (x) ≡ u k (x k ), and we can apply (20) directly. Using (5), (10), (22), (23), and (25) we get
(this explains why we use p k (x) as a control variate to f (x, p k (x))). Finally we observe that Gronwall's lemma yields
Let E k denote the conditional expectation with respect to the σ-algebra A k ⊆ Σ generated by {ξ 1 , . . . , ξ k } and let E 0 = E be just the expectation. Then we get from (14)
We denote the error in the point x k by e k = y(x k ) − y k and split it at step k + 1 as
with
and
Let us mention the meaning of the error terms in (29). We have
so g k is the change due to propagation of the error from x k to x k+1 along the trajectories given by the differential equations (1-2) and (10-11), while
is the local error. Moreover, by (28),
hence d k+1 is the conditional mean of the local error, and η k+1 its fluctuation around the mean. Next we estimate these error terms. From (22), (23), (27), and Lipschitz continuity (5) we get
Furthermore, (14) gives
Therefore (26) implies
From (29) and e 0 = 0 we get
This together with (34) gives for 1
We introduce the function
It follows from (38) that for
From Gronwall's lemma we conclude max 0≤k≤n−1
Using (22), (27), and (39) we get
Consequently,
By (33) the sequence of random variables
is a martingale, and by convexity of the norm | · |,
is a non-negative submartingale. From Doob's inequality ( [3] , Ch. VII, Th. 3.4) we obtain
Combining this with (41) yields
It remains to insert the estimates (35), (37), and (23) to obtain
which completes the proof of Proposition 1.
Proof of Theorem 1. The upper bound follows directly from Proposition 1 and the obvious fact that the algorithm needs not more than cn values of function f and its derivatives. Formally, this covers the case n ≥ c 0 for some c 0 > 0. For n < c 0 it suffices to use the trivial zero algorithm A ω (f, y 0 ) ≡ 0 since, as easily seen, for all (f, y 0 ) ∈ F the solution y = S(f, y 0 ) satisfies
Concerning the lower bound, it clearly suffices to consider the case d = 1. We shall reduce an integration problem to the solution of initial value problems. Let
Moreover, let K 0 = R and
wheref is just f , considered as a function of two variables x, z, with no dependence on z, and let Ψ : B([a, b], R) → R be given by
Obviously,
This shows that the integration problem P 0 = (F 0 , G 0 , S 0 , K 0 , Λ 0 ) reduces to P (see [5] for the formal definition and additional details like the requirements on R, which are easily seen to be satisfied here). Consequently, for all n e ran n (S 0 , F 0 ) ≤ Ψ e ran n (S, F ) = e ran n (S, F ), since Ψ = 1. On the other hand, it is well-known that there are constants c 1 , c 2 > 0 such that for all n
(see [13] , 2.2.9, Prop. 2).
Remark. Note that not only the number of information calls, but also the number of arithmetic operations of the algorithm presented above is bounded by cn.
Comments
Besides determining the average (mean square) error we may also estimate the distribution of the error, and in particular, the probability that the optimal rate is achieved. Due to uniform boundedness of the involved random variables we are able to show an exponential decay of the probability of the exceptional set:
Proposition 2. There are constants c 1 , c 2 > 0 such that for all (f, y 0 ) ∈ F , n ∈ N with n ≥ 2, and for all τ ≥ c 1 , the error of the algorithm from section 3 satisfies
Proof. Put
Then for all θ > 0
For d = 1 this is the Hoeffding-Azuma maximal inequality (see, e.g., [1] , Remark 1 and Lemma 2, which imply (49)). The case d > 1 follows by considering the coordinates separately. Now (47) is a consequence of (37), (48), and (49).
Let us mention that the proposed method is also of optimal order in the deterministic setting, in the following sense: Fix any values (realizations) of ξ k ∈ [x k−1 , x k ] (k = 1, . . . , n − 1). This way the algorithm becomes deterministic. Then we have Proposition 3. There is a constant c > 0 such that for all (f, y 0 ) ∈ F , n ∈ N with n ≥ 2, and for all (deterministic) numbers
Proof. This follows readily from(37) and (40).
Note that this way we recover the upper bound in Kacewicz's result (7) for the deterministic setting. Formally, this also fills in the cases r = 0, 0 ≤ < 1 not considered in [6, 7, 8] . (However, this could also be obtained by a standard analysis of the Euler method.) Concerning the lower bound, the argument used in the proof of Theorem 1 works also for the deterministic setting and the respective deterministic integration results can be found in [13] , Prop. 1.3.9. Let us also mention that Kacewicz's lower bounds in [6, 7] and [10] are stronger in the sense that they hold for the smaller class of autonomous problems, which requires different proof techniques.
There is another aspect of Proposition 3: For γ > 0, the deviation from the true solution is controlled deterministically, so it suffices to assume the smoothness just in a suitable neighbourhood of the trajectories of the solutions rather than on all of [a, b] × R d . (For γ = 0 one has to resort to Proposition 2.) Comparing the rate of the deterministic (7) with that of the randomized setting (9), we see that there is always a speedup of order n −1/2 . Now consider the case r = 0 and > 0 small. Then the deterministic rate is n − , the randomized rate is n − −1/2 , so the relative speedup ( + 1/2)/ can be arbitrarily large for functions of low smoothness -we thus have a similar effect as for (high dimensional) integration. In the limiting case r = = 0 there are no deterministic algorithms with a rate convergent to zero, since e det n (S, F ) ≥ c > 0 for all n, while there are randomized algorithms of convergence order n −1/2 .
With the approach presented above, other algorithms can be analyzed, as well. For example, instead of the control variate p k we could have taken the
