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Asymptotic Expansion of the Distribution 
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Iowa State University and Osaka University 
Communicated by C. R. Rao 
This paper deals with the classification statistic Z due to John [4], which is 
a competitor to the Anderson statistic W in discriminant analysis with two 
multivariate normal populations. An asymptotic expansion of the distribution 
of Z as well as the associated probability of misclassification with respect to the 
three numbers of degrees of freedom is given. Some coefficients in the expansion 
for the latter are computed numerically and compared with those for IV, which 
were given before by Okamoto. 
1. INTRODUCTION 
Consider the situation where the vector observation x is known to have 
come from one of the two p-variate normal populations III : N&r , 2) and 
IIs : N(pa , 2). The covariance matrix ,Z is positive definite. The samples 
x11 ,.-., XlN, and xsr ,..., xzN, drawn, respectively, from II, and I7.a are independent 
of each other. The parameters p1 , pa and 2 are unspecified. The sample means 
are denoted by 4 = N%:r CzI z3 x.. for i = 1, 2, and S is an unbiased estimator of 
2Y such that nS has a Wishart distribution with n degrees of freedom and 
covariance matrix L: We write n instead of merely Nr + Ns - 2 to allow for 
the possibility that we have samples from some more multivariate normal 
populations having the same covariance matrix Z: Then 
Nl 
‘= N,+l 
N2 (x - %I;)’ s-yx - Xl) - Ns + 1 (x - GQ’ s-1(x - 5J (1.1) 
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is a criterion proposed by KudB [6] and John [4, 51 as a competitor to the 
statistic W due to Anderson [1] to classify the observation x into its correct 
population. In the case when E is known, Kudo showed an optimal property of 
the classification procedure 
to assign x to the population n, if Z < 0 
and to the population l7s if Z > 0, 
(1.2) 
using Z with ,?? in place of S in the expression (1.1). Das Gupta [3] proved that 
the procedure (1.2) is admissible and minimax in the case with known 2 and 
also that it is admissible and minimax in the class of invariant procedures in the 
case with unknown LY. Note that the maximum likelihood procedure is given by 
(1.2) whether ,X is known or unknown. 
The exact distribution of Z for small samples appears to be extremely 
complicated for practical use. The purpose of this paper is therefore to derive 
an asymptotic expansion of the distribution of Z together with two kinds of 
probabilities of misclassification with respect to NT’, N$, and n-l by using 
a similar method as in Okamoto [8] which deals with the W statistic. First few 
coefficients in the expansion of probabilities of misclassification have been 
computed numerically. Table I, combined with Table 1 in Okamoto [8], will 
give some idea about performance of the procedure (1.2) in comparison with that 
of the procedure based on W. 
2. BASIC PROPERTIES OF THE Z STATISTIC AND SOME LEMMAS 
We shall state some basic properties of the Z statistic without proof. 
LEMMA 2.1. If NI = N, = N, then Z is linearly related to the Anderson 
statistic W, i.e., 
where 
Z = -(2N/(N + 1))W, (2.1) 
w = [x - &vl + zJ]‘S-1(x, - &J. 
LEMMA 2.2. The asymptotic distribution of the Z statistic as NI , N, , n + (;o 
is normal with variance 4D2 and mean -D2 or D2 according as the observation x 
comes from l7I or l& , 02 being the Mahalanobis distance between I71 and I& , i.e., 
D2 = (~1 - PJWCL~ - ILJ. (2.2) 
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LEMMA 2.3. If Nl + N2, an alternative expression of Z is 
b{[x - sl + a(x2 - LF~)]‘S-~[X - xl + a(z2 - q)] - a(~ + l)Ql, (2.3) 
where 
b = (4 - NJ/@4 + l)(N, + I), 
01 = N&h + 1)/W, - NJ, (2.4) 
Q = (x; - ~~)‘s-l(& - z2). 
Now we give some lemmas for use in proving the main theorem. The proof is 
omitted except for Lemma 2.6. 
LEMMA 2.4. If  a random p x 1 vector x has a normal distribution N(~L, Z), 
then for any p x p symmetric matrix A and p x 1 vector a it holds that 
E{exp[e(x - a)’ A(x - a)]} 
= exp 
where 
v  = (VI ,..., vB)’ = P’C(p - a), 
C is a p x p matrix such that CT%’ = I, 
P is a p x p orthogonal matrix such that P’C’-lAC-lP = D* 
= [di &] is a diagonal matrix, aii denoting Kronecker’s delta. 
Let Z = [Q] be a p x p nonsingular symmetric matrix and ars = as,. = 
60 + ww%s for r < s a differential operator. For any function of Z we 
denote by ( ITS, ( htu , etc., the results obtained by applying a,, , a,& , etc., 
to the function and also denote by the symbol I,, the value at .Z = I. 
LEMMA 2.5. Lemma 4 in Okamoto [8] remains true when al1 and the subscript 1 
of the 6’s are replaced by oii and i, respectively. 
LEMMA 2.6. If  c is a constant not equal to one and .JF1 = [u$] is the inverse 
of the matrix .Z* = I - c.?-l, then 
a. (cr!$,, IO = c(1 - c)-” (uii)TS IO ,
. b. (uii) * rs,tu lo = 4 - C)F3 (4,&tu lo 9 
c* b3TS,rS,tu lo = 4 - c)-” wrs TS tu lo Y 
c’. (~~),s*,t.tr lo = 4 - cl-” wrsSt ,, lo 9 
d. (&) * r8 ,rs, tu.tu lo = 41 - w c~iiil.,,,t,.t, lo ’ 
and (cF)~~ I,, , etc., in the right sides are given by Lemma 2.5. 
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Proof. The inverse of the matrix Z* = (Z - cl)El is 
2*-l = 2(C - cl)-1 = ‘z[(l - c)I + (Z -I)]-’ 
= (1 - c)-l.z[I + (1 - c)-‘(zl - I)]-‘, 
which can be expanded around .Z = I as 
2*-l = (1 - q-1 I + f  (-l)k c(l - c)-‘k+l) (Z - I)“. 
k=l 
On the other hand, the expansion of Z-r around .Z = I is given by 
Pl=I+ 2 (-l)“(Z-I)k. 
k=l 
Thus, denoting by ak any partial derivative of the k-th order with respect to the 
elements of the matrix 2, we have 
@Z”-1 j. = c(1 - c)-‘k+WWl 1s , k = 1,2 ,..., 
which implies all the formulas in the statement of the Lemma. 
LEMMA 2.7. If  D* = [dj S,] is the diagonal matrix consisting of the e&m 
values of .P, then 
a. f VJ,, lo = (Tr V,.s lo = -% , 
i=l 
3. THE MAIN THEOREM 
THEOREM. I f  D > 0, then an asymptotic expansion of F,(y), the cdf of the 
standardized variate (20)-l@ + 02) when x comes from l& , is given by 
11 + W; D> + Q(4 W%Y) + 4 > (3.1) 
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where d = djdy, Q(y) is the cdf of N(0, l), and 
L(d; D) = i L,(d; D), 
i=l 
(3.2) 
Q(d; D) = +[L(d; D)]” + 2 Qdd; D); 
i<i=l 
(3.3) 
L,(d; D) = (2N,D2)-l(d4 + Dd3 + pd2), 
L,(d; D) = (2N,D2)-l[d(d - D)(d + 0)” +pd2], 
L,(d; D) = (4n)-l[d2(2d + D)2 + 2(p + 1) d(3d + D)]; 
(3.4) 
QZ,,(d; D) = (4N12D4)-l[2d3(d - D)(d + D)2 + pd2(d2 - 2D2)], 
Q22(d; D) = (4N,2D4)-l[2d(d - D)2(d + D)3 + pd2(d2 - 2D2)], 
Q12(d; D) = (2NIN2D4)-l[2d3(d - D)(d + 0)” + pd2(d2 - D”)], 
Q&d; D) = (2NInD2)-l[d4(2d + D)(4d + 30) + 2(5p + 7) d4 (3.5) 
+ 2(3p 4 4) Dd3 + 3~0~ + 1) d21, 
Q&d; D) = (2N2nD2)-l[d2(d + D)(2d + D)(4d2 - Dd - D2) 
+ 2(5~ + 7) d4 + 2(3~ + 4) Dd3 
+ ~P(P + 1) d2 - (P + 1) D2d(3d + WI, 
Q&d; D) = (12n2)-l[2d3(2d + D)2(7d + 20) + 3(29p + 55) d4 
+ 12(5p + 9) Dd3 + 3(3p + 5) D2d2 
+ 6(6p2 + 13~ + 9) d2 + 6(p + 1j2 Ddl, 
and where O3 denotes the term of the third order with respect to (N;l, N$, n-l). 
It is noted that the expressions for L, and Qaa are identical with the corre- 
sponding expressions in Okamoto [8] only if the sign of d is changed, as is 
expected from the fact that Z = -2W when both Nl and N, tend to infinity. 
Similarly as Corollary 2 in [8] we also obtain the following 
COROLLARY. The two kinds of error probabilities for the classzjication procedure 
(1.2) is given by 
b b,, bl, b,, b23 I b, I o __-~ 
+ $ ’ p ’ NlN2 ’ N,n ’ N,n n2 3 ’ 
(3.6) 
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where 
a, = (2D”)-‘[-do4 + (p - 4) d,2], a2 = w-1[3d04 + (p + 8) do2], 
a3 = gp - 1) d,2; 
(3.7) 
b,, = (8D4)-1[&8 - 20’ - 16) d,6 + (9 - 14)(p - 16) d,4 - 48(p - 6) dz], 
b22 = @D”>-‘[9do” + WP + 76) d,,6 + (p” + 58~ + 576) do4 + 96(p + 4) d;], 
h2 = (4D4>-‘[-3do” + 2(P - 30) d,6 + (p” + 22~ - 288) d,4 + 48(p - 6) do2], 
b,, = (4D2)-l( P - IN-do6 + (p - 8) d,4 + 2(p - 4) d:], (3.8) 
b23 = (402)-‘(P - 1)[34,6 + (P + 28) d,4 + 2(p + 20) dz], 
b,, = -!dP - l)[(p + 1) 4,4 + 4pd,2] 
and where doi are dejined by 
d,i = (di/dyi)@( y)l+-o,z (i = 2,4, 6, 8). 
In the Corollary not only the expressions for us and b,, are identical with those 
in [8] but also the sums a, + a2 , b ii + b,, + b,, and b,, + b,, are easily verified 
to be identical with the corresponding ones in [8]. This is a necessary consequence 
of Lemma 2.1, since the three sums are the terms of order N-l, W2 and (%)-I, 
respectively, when Nr = N, = N. Table I gives values of the ai and bij for the 
same selected values ofp and D: p = 1, 2, 3, 5,7, 10,20, 50; D = 1,2, 3, 4, 6, 8, 
as in [8]. 
Adding the two equations in (3.6), we find that 
Pr{Z > 0 I 171) + Pr{Z < 0 1 f12} 
= 2@(--30) + (a, + a,)(N,-’ + i&l) + 2ag-’ 
+ (bl, + b,, + b,,)(K2 + K2) - b,,V’G1 - %1)2 
+ (b,, + b,,) n-l(N,-l + K1) + 2b,,n-” + 0, . 
Therefore, the above-mentioned property of the coefficients a’s and b’s imply 
that the two classification procedures based on the statistics 2 and W, respectively, 
are equally good in terms of the overall error probability as far as the linear 
terms are concerned, but that the procedure based on 2 is better than the other 
when the quadratic terms are taken into consideration, because b,, takes on 
greater values for 2 than it does for W, as is seen from Table I together with 
Table I in [8]. 
The minimax property of the Z procedure shown by Das Gupta [3] manifests 
itself in that the values of the linear coefficients a, and a2 are in general closer to 
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each other in Table I than in the corresponding table in [8]. In fact it is easily 
seen from Eqs. (3.7) that this is the case if and only if p > ($0)” + I. A similar 
situation arises with the pair of the coefficients b,, and 6,, and also with the pair 
of b,, and b,, . 
4. PROOF OF THE MAIN THEOREM 
If Ni = Na = N, the 2 statistic is a constant multiple of the IV statistic by 
Lemma 2.1 so that an asymptotic expansion of the distribution of 2 can be 
derived from that of W given in Okamoto [8] and it happens to be identical with 
the result obtained by substituting Nr = N, = N into the expansion (3.1). 
Suppose Ni # Na . The calculation goes along a similar line as with [8] by 
using Cramer’s method [2, p. 2251, but is more complicated because the statistic 
concerned is quadratic in x instead of linear and also it involves ‘Ni and Na 
explicitly. Consider first the characteristic function 
#(t) = E[exp(-&BD-l(Z + 02)) 1 fir] = E[exp A(%, , S2, S)] (4.1) 
of &Pl(Z + D”), where 8 = --it and exp A& ,z2 , S) stands for the conditional 
characteristic function when X: i , %a and S are given. Due to invariance of Z 
under any nonsingular linear transformation x + Ax + b, suppose, without 
losing generality, that 
(CL1 9 P2 9 4 = (0, PO 30 (4.2) 
where p,, is p x 1 vector (D, O,..., 0)‘. Under the assumption that Nr f Na it 
follows from Lemmas 2.3 and 2.4 that 
A(% , xz , S) = - ; Dt? + ; D-l&(ol + 1)Q 
(4.3) 
- ; $ [v? - 1 + ;:,,,, + log(l + D-lebd,)], 
j=l 3 
where b, 01, and Q are given by Eq. (2.4) and 
v = P’[-(a + 1) Sr + &a], 
P is ap x p orthogonal matrix such that P’S-lP = D* = [c&S,] (4.4) 
is diagonal 
Let 0 be the differential operator defined by Eq. (3.17) in [8], then the argument 
there leads to 
(4.5) 
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where A(pr , pa , 2) is written as the right side of (4.3) with 
Q = (~1 - ~2)' WP~ - PA, 
v = p’[-(a + I)/% + wzl, (4.6) 
P is a p x p orthogonal matrix such tht P’Z-lP = D* = [d$ij] 
is diagonal, 
instead of (2.4) and (4.4). 
Before starting to evaluate the principal term, three linear and six quadratic 
terms in the expansion of (4.Q it should be noted that the principal term 
consists not only of constant term but also of terms of order IV;’ and (N,N,)-l 
for i, j = 1, 2, since the function A involves Nr and iV, explicitly, and similarly 
that the linear terms involve also second order terms. 
First, by evaluating the function A at the point (4.2) we have 
A, = A(0, p,, , I) = ; [-De + DBbc+ + 1) - azD2 
+ 
GD2 
1 + D-leb 
- p log( 1 + D-leb)] , 
which can be expanded as 
A,=$+$+$+$+$+&+o~ 
1 2 12 
with 
Gl = (2D)-l(e3 + pe), 
G, = -(2D)-l[6(e + 0)” + pe], 
G,, = (402)-y2eye - D) + pe(e - 20)], 
Gz2 = (402)-1[2e(e + 0)s + pe(e + 20)], 
G,, = -(2D2)-l[283(e + D) +pe2]. 
The principal term is therefore given by 
(4.7) 
(4.8) 
(4.9) 
do = 11 + 3 + 2 + & (i G2 + G,,) + $ (!j G22 + G,,) 
+ & (GG + G,,) + 031 ee”‘2. 
(4.10) 
12 
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Next, by using Eqs. (5.3) and (5.5) in [8] the term of order N;r is written as 
with 
A, = (2Dyp + pqe - D)], 
A,, = (203)-l@ - D)[264 + pe(e - D)], 
A,, = -(2D3)-1[284(8 + D) + pq. 
Similarly, the term of order IV;’ is given by 
(4.12) 
Nil (A, + 2 + 2 + 02) eAo (4.13) 
with 
A, = w2)-v + D)pv + D) + pa 
A,, = cm)-vev + D) +pq, 
A,, = --(2q-ye + 0)2[2eye + D) + pe]. 
(4.14) 
Calculation of the last linear term of order n-l is based on the expression 
A(~, po, Z) = &[-De - 2~2 + Deh(~ + 1) 011 
+ cx2D201,1 - i log(l + D-W$)], 
j=l 
(4.15) 
which is obtained from (4.3) by using the fact that v = aP’pO and P’iFP = D* 
and therefore that 
Q = po’.Z-lpo = D2d1, 
glv: = V’V = Cd2~;po zzz $D2, (4.16) 
= ~‘(1 + D-‘BbD*)-lv = o~~~~‘P(I + D-VbD*)-l P’pO 
= +,,‘(I + D-lBbZ-l)-l pO = a2D2u1,1, 
where ~2 denotes (I, 1) element of the inverse matrix Z*-l defined in Lemma 2.6 
with 
c = -D-lob. (4.17) 
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Using Lemmas 2.5-2.7, we can now show that 
wrs lo = - ; [Dew, + 1) + a2D2c(1 - c)-2] sirs - 2(D; eb) s,, ) 
Consequently, the term of order n-l is given by 
n-l 
( 
A, + $? + 2 + 0, eAo 
1 2 1 
(4.18) 
with 
A, = t[e2(20 + 012 + 2(p + 1) we + qi, 
A, = (2wpy2e + 0)(3e2 + 1) + (P + 1) we2 +P)], 
A,, = --(20)-yey2e + q(3e2 + 408 + 02 + 1) 
(4.19) 
+(p+1)e(6e2+6De+D2+p)l. 
As for the quadratic terms, we shall state only the results of calculation, 
leaving details to Memon [7]. First, the terms of order N;2 for i = 1, 2, 3, 
where N3 = n, is given by 
N;“(+Ai” + Bii + 0,) eAo , (4.20) 
where Ai are defined in (4.12), (4.14) and (4.19), while 
B,, = (4D4)-l eye - D)[2e” + p(e - D)], 
B,, = (404)-l eye + 0)2[2e(e + D) + pi, 
(4.21) 
and B,, is identical with the result obtained by substituting d = 0 into the 
expression (3.5) of Q3a(d; 0). Next the term of order (N,N,)-1 (i < j) is 
with 
(NiNj)-‘(AiAj + Bij + 0,) eAo (4.22) 
B12 = (2D4)-l e4[2e(e + D) + p], 
B,, = D-2[486(26’ + D) + 2(5p + 7) 84 - D2e2 +p(p + 1) 8(36’ - D)], 
B, = D+[283(8 + D)(20 + D)2 + 2(5p + 7) e4 + 4(3p + 4) De3 
(4.23) 
+ (3~ + 4) 0282 + P(P + 1) 438 + a. 
683/I/3-4 
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Combining Eqs. (4.10), (4.1 I), (4.13), (4.18), (4.20) and (4.22), we have 
9(t) = [ 1 + 9 + % + $ (; G12 + G,,) + R! (; Gz2 i- Cl,) 
+ N&- (W, + G,) + [+ (A, + g + 3) 
1 2 
A A A 
+4-(A,+*+$y +;(A3+*+*)] 
x 1++-+ 
( 1 $) + + (; A,2 + B,,) + h (;A2 + B22) 
+ $ (A24 + B,,) + 41 ee2’2, 
which is rearranged as 
(4.24) 
where 
Li = N,-‘(G, + A,), L, = n-IA, , 
Qii = iVT2(Gii + Aii + Bii), Qs = ne2B33 , 
Q12 = PW2)-‘(G,, + A12 + A,, + 42h 
Qi3 = (Nin)FY& + Bid for i=l,2. 
(4.25) 
Substitution of Eqs. (4.9), (4.12), (4.14), (4.19), (4.21) and (4.23) into (4.25) 
yields the expressions (3.4) and (3.5) with 0 instead of d, which completes the 
proof. 
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