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Re´sume´
Dans cette the`se on e´tudie l’ergodicite´ et les grandes de´viations pour l’e´quation des
ondes non line´aire avec bruit blanc lisse en 3D. Sous certaines hypothe`ses standards sur
la nonline´arite´, on prouve que le processus de Markov associe´ au flot de cette e´quation
posse`de une unique mesure stationnaire qui attire toute autre solution avec une vitesse
exponentielle. Ce re´sultat implique, en particulier, la loi forte des grands nombres ainsi
que le the´ore`me de la limite centrale pour les trajectoires. On s’inte´resse ensuite au
comportement asymptotique de la famille de mesures stationnaires correspondantes au
bruit dont l’amplitude tend vers ze´ro et on prouve que cette famille obe´it au principe de
grandes de´viations. Lorsque l’e´quation limite (i.e., sans bruit) posse`de un nombre fini de
solutions stationnaires, parmi lesquelles une seule solution uˆ asymptotiquement stable, ce
re´sultat implique que la famille de ces mesures converge faiblement vers la masse de Dirac
concentre´e en uˆ. Finalement, on e´tudie le proble`me du comportement asymptotique en
temps grands pour la famille de mesures d’occupation associe´es a` l’e´quation des ondes
non line´aire et on e´tablit le re´sultat de grandes de´viations locales pour cette famille.
On prouve aussi que la bonne fonction de taux correspondante n’est pas triviale, ce qui
implique qu’une forte concentration vers la mesure stationnaire est impossible.
Abstract
This thesis is devoted to the study of ergodicity and large deviations for the stochastic
nonlinear wave (NLW) equation with smooth white noise in 3D. Under some standard
growth and dissipativity assumptions on the nonlinearity, we show that the Markov
process associated with the flow of NLW equation has a unique stationary measure that
attracts the law of any solution with exponential rate. This result implies, in particular,
the strong law of large numbers as well as the central limit theorem for the trajectories.
We next consider the problem of small noise asymptotics for the family of stationary
measures and prove that this family obeys the large deviations principle. When the
limiting equation (i.e., without noise) possesses finitely many stationary solutions, among
which only one asymptotically stable solution uˆ, this result implies that the family of
these measures weakly converges to the Dirac measure concentrated at uˆ. Finally, we
study the problem of large time asymptotics for the family of occupation measures
corresponding to the NLW equation and show that it satisfies the local large deviations
principle. We also show that a high concentration towards the stationary measure is
impossible by proving that the corresponding rate function does not have the trivial
form.
Remerciements
Je tiens a` remercier, en premier lieu, mon directeur de the`se, Armen Shirikyan. Ses
connaissances profondes et diverses en mathe´matiques, son exigence, l’intuition forte, la
bonne humeur et les qualite´s personnelles ont laisse´ leur trace sur ma the`se.
Je remercie tous les membres du jury pour avoir accepte´ d’e´valuer cette the`se. Merci a`
Sandra Cerrai et Lorenzo Zambotti pour l’avoir rapporte´.
Je remercie chaleureusement tous les membres du laboratoire AGM ou` j’ai passe´ ma
the`se. Merci au directeur du labo Emmanuel, au directeur du de´partement Eva, aux
secre´taires Caroline et Linda, et a` la responsable informatique Ame´lie.
Merci a` tous les the´sards du labo : Julien, Mouhamadou, Pierre, Thibault, ... Merci
a` Bruno (de´ja` docteur) et a` Pierre-Damien avec qui j’ai passe´ plus de temps car on
e´tait dans le meˆme bureau ;) Je remercie e´galement les anciens the´sards et donc les
docteurs Anne-Sophie, Hong Cam, Julien S., Lysianne, Nicolas. Merci a` Andrey pour
nos discussions sur des sujets tre`s divers, y compris la litte´rature, la politique, le sport,
des choses administratives et un peu la mathe´matique ;) Merci a` mon compatriote et un
grand fre`re de the`se Hayk Nersisyan pour ses encouragements.
Je veux remercier e´galement le maˆıtre de confe´rence Thierry Daude´. Graˆce a` lui, j’ai
de´couvert les meilleurs vins de Bordeaux (et la ville elle-meˆme), le The´aˆtre de la Tempeˆte,
le groupe e´thio-jazz Akale´ Wube´, certaines subtilite´s grammaticales et plein d’autres
choses.
Merci a` l’ex-directeur du labo, Vladimir Georgescu, une personnalite´ dont la pre´sence
seule suffit pour assurer une ambiance positive dans la salle. La proposition suivante
n’est pas loin de la ve´rite´. Vladimir, il connait tout. Je n’ai jamais rencontre´ quelqu’un
avec de si grandes connaissances en mathe´matiques, on dirait un wikipe´dia de math ;)
Merci a` Vahagn Nersesyan, avec qui, entre autres, j’ai eu la chance d’e´crire un article.
Je le remercie e´galement pour son soutien.
Je remercie mes amis arme´niens Alexandr Mkrtchyan, Davit Avetisyan, Gor Poghosyan
qui ont e´te´ avec moi malgre´ la distance.
Je remercie finalement ma famille. Merci a` mon fre`re Vahagn et a` ma me`re Nune pour
tout ce qu’ils ont fait pour moi.
Table des matie`res
1 Introduction 1
1.1 Les proble`mes dans le cadre abstrait . . . . . . . . . . . . . . . . . . . . . 1
1.2 Re´sultats ante´rieurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Le mode`le de´terministe en conside´ration . . . . . . . . . . . . . . . . . . . 5
1.4 Mesures et couplage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5 Convergence faible des mesures . . . . . . . . . . . . . . . . . . . . . . . . 8
1.6 Processus de Markov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.7 Extension d’un processus de Markov . . . . . . . . . . . . . . . . . . . . . 9
1.8 Mesures stationnaires et me´lange . . . . . . . . . . . . . . . . . . . . . . . 9
1.9 Principe de grandes de´viations . . . . . . . . . . . . . . . . . . . . . . . . 10
1.10 Le mode`le complet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Pre´sentation des travaux de the`se 13
2.1 Me´lange exponentiel pour l’e´quation des ondes . . . . . . . . . . . . . . . 13
2.1.1 L’e´nonce´ du proble`me et le re´sultat principal . . . . . . . . . . . . 13
2.1.2 L’ide´e de la preuve . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Grandes de´viations pour les mesures stationnaires . . . . . . . . . . . . . 15
2.2.1 Le proble`me conside´re´ et les hypothe`ses . . . . . . . . . . . . . . . 15
2.2.2 Le re´sultat principal . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.3 Esquisse de la preuve . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Grandes de´viations pour les mesures d’occupation . . . . . . . . . . . . . 18
2.3.1 Le proble`me e´tudie´ et le re´sultat principal . . . . . . . . . . . . . . 18
2.3.2 Certains ingre´dients de la preuve . . . . . . . . . . . . . . . . . . . 19
3 Me´lange 21
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Exponential mixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.1 Existence and uniqueness of solutions . . . . . . . . . . . . . . . . 25
3.2.2 Main result and scheme of its proof . . . . . . . . . . . . . . . . . . 26
3.2.3 Law of large numbers and central limit theorem . . . . . . . . . . . 28
3.3 Large time estimates of solutions . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.1 Proof of inequality (3.10) . . . . . . . . . . . . . . . . . . . . . . . 29
3.3.2 Exponential moment of the flow . . . . . . . . . . . . . . . . . . . 30
3.3.3 Exponential supermartingale-type inequality . . . . . . . . . . . . 31
3.3.4 Existence of stationary measure . . . . . . . . . . . . . . . . . . . . 32
viii TABLE DES MATIE`RES
3.4 Stability of solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.1 The Foias¸-Prodi estimate . . . . . . . . . . . . . . . . . . . . . . . 34
3.4.2 Controlling the growth of intermediate process . . . . . . . . . . . 35
3.4.3 Hitting a non-degenerate ball . . . . . . . . . . . . . . . . . . . . . 38
3.5 Proof of Theorem 3.2.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5.1 Recurrence: verification of (3.20)-(3.21) . . . . . . . . . . . . . . . 41
3.5.2 Exponential squeezing: verification of (3.22)-(3.25) . . . . . . . . . 43
3.5.3 Relaxed non-degeneracy condition . . . . . . . . . . . . . . . . . . 46
3.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.6.1 Proof of (3.16) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.6.2 Proof of lemma 3.4.5 . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4 Grandes de´viations 49
4.0 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.1 Main result and scheme of its proof . . . . . . . . . . . . . . . . . . . . . . 53
4.1.1 Large deviations: equivalent formulations . . . . . . . . . . . . . . 53
4.1.2 Main result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1.3 Scheme of the proof . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Proof of Theorem 4.1.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.1 Construction of the rate function . . . . . . . . . . . . . . . . . . . 57
4.2.2 Markov chain on the boundary . . . . . . . . . . . . . . . . . . . . 58
4.3 Generalized stationarity and auxiliary measure . . . . . . . . . . . . . . . 62
4.3.1 Generalized stationary measure . . . . . . . . . . . . . . . . . . . . 63
4.3.2 Khasminskii type relation . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.3 Auxiliary finitely additive measure . . . . . . . . . . . . . . . . . . 64
4.4 Proof of Proposition 4.1.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.1 Upper bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.2 Lower bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.4.3 Proof of Lemma 4.4.1 . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5 A priori upper bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.5.1 Scheme of the proof of Proposition 4.0.2 . . . . . . . . . . . . . . . 70
4.5.2 Proof of inclusion (4.86) . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5.3 Proof of inequality (4.88) . . . . . . . . . . . . . . . . . . . . . . . 75
4.5.4 Derivation of (4.93) . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.5.5 Proof of inequality (4.87) . . . . . . . . . . . . . . . . . . . . . . . 76
4.5.6 Lower bound with function VA in the case of a unique equilibrium 77
4.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.6.1 Global attractor of the limiting equation . . . . . . . . . . . . . . . 78
4.6.2 Large deviations for solutions of the Cauchy problem . . . . . . . . 79
4.6.3 Lemma on large deviations . . . . . . . . . . . . . . . . . . . . . . 80
4.6.4 Proof of some assertions . . . . . . . . . . . . . . . . . . . . . . . . 81
4.6.5 Proof of inequality (4.82) . . . . . . . . . . . . . . . . . . . . . . . 81
4.6.6 Some a priori estimates . . . . . . . . . . . . . . . . . . . . . . . . 83
4.6.7 Proof of Lemma 4.1.5 . . . . . . . . . . . . . . . . . . . . . . . . . 85
5 Grandes de´viations locales 87
5.0 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
TABLE DES MATIE`RES ix
5.1 Level-2 LDP for the NLW equation . . . . . . . . . . . . . . . . . . . . . . 90
5.1.1 Stochastic NLW equation and its mixing properties . . . . . . . . . 90
5.1.2 The statement of the result . . . . . . . . . . . . . . . . . . . . . . 92
5.1.3 Reduction to a multiplicative ergodic theorem . . . . . . . . . . . . 93
5.2 Proof of the Main Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.3 Checking conditions of Theorem 5.7.4 . . . . . . . . . . . . . . . . . . . . 99
5.3.1 Growth condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.3.2 Uniform irreducibility . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3.3 Existence of an eigenvector . . . . . . . . . . . . . . . . . . . . . . 104
5.4 Uniform Feller property . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4.1 Construction of coupling processes . . . . . . . . . . . . . . . . . . 105
5.4.2 The result and its proof . . . . . . . . . . . . . . . . . . . . . . . . 106
5.5 Estimates for regular solutions . . . . . . . . . . . . . . . . . . . . . . . . 110
5.5.1 Exponential tightness . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.5.2 Higher moments of regular solutions . . . . . . . . . . . . . . . . . 114
5.6 Proof of Theorem 5.1.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.7.1 Local version of Kifer’s theorem . . . . . . . . . . . . . . . . . . . 118
5.7.2 Large-time asymptotics for generalised Markov semigroups . . . . 121
5.7.3 Proofs of some auxiliary assertions . . . . . . . . . . . . . . . . . . 124
x TABLE DES MATIE`RES
Chapitre 1
Introduction
Cette the`se est consacre´e a` l’e´tude des proprie´te´s ergodiques et des grandes de´viations
pour l’e´quation des ondes non line´aire avec bruit blanc. On commence ce chapitre par une
description dans un cadre abstrait des proble`mes qu’on a e´tudie´s. On pre´sentera ensuite
les re´sultats ante´rieurs sur ces proble`mes et on de´crira le mode`le pre´cis conside´re´.
1.1 Les proble`mes dans le cadre abstrait
Ergodicite´. Conside´rons une e´quation d’e´volution abstraite
u˙(t) + b(u(t)) = ϑ(t) (1.1)
dont le flot u(t) appartient a` un espace X. Ici b est un ope´rateur non line´aire et ϑ = ϑω est
une force ale´atoire, c’est-a`-dire une fonction qui de´pend d’une variable ale´atoire ω. Soit
v une condition initiale du flot u(t) qui peut eˆtre elle-meˆme ale´atoire et soit µ(t) la loi de
solution u(t). Le proble`me d’ergodicite´ consiste en les trois questions suivantes. Existence
de mesure stationnaire : Est-ce qu’il existe une solution u(t) dont la loi µ = µ(t) est
inde´pendante de t ? Unicite´ : Si une telle solution existe, est-elle unique, i.e., si u′(t) est
une autre solution dont la loi µ′ = µ′(t) est stationnaire, alors a-t-on µ = µ′ ? Me´lange :
Si la mesure stationnaire µ est unique, est-elle me´langeante, i.e., attirant la loi de toute
solution de l’e´quation (1.1) ?
Ainsi, lorsque µ est une mesure me´langeante pour (1.1), on a
Eψ(u(t))→
∫
X
ψ(v)µ(dv) lorsque t→∞
pour une large classe de fonctions ψ : X → R ho¨lde´riennes, ou` Eϕ de´signe l’espe´rance de
ϕ. Une autre question importante est la vitesse de cette convergence. On peut montrer
en particulier, que si cette convergence est “suffisamment rapide” alors on a la loi forte
des grands nombres : pour tout v ∈ X et δ > 0 on a la convergence
lim
t→∞ t
− 1
2
+δ
(
t−1
∫ t
0
ψ(u(s)) ds−
∫
X
ψ(v)µ(dv)
)
= 0
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avec Pv-probabilite´ 1. On a e´galement le the´ore`me de la limite centrale : si ψ est une
fonction ho¨lde´rienne non identiquement nulle telle que (ψ, µ) = 0, alors pour tout v ∈ X,
on a
Dv
(
1√
t
∫ t
0
ψ(u(s)) ds
)
→ N (0, σψ) lorsque t→∞,
ou` Dv de´signe la distribution d’une variable sous la loi Pv et σψ > 0 est une constante
qui ne de´pend que de ψ.
Grandes de´viations pour les mesures stationnaires. Soit µε une unique mesure station-
naire de l’e´quation
u˙(t) + b(u(t)) =
√
ε ϑ(t), (1.2)
ou` ϑ est un bruit blanc. La question est de savoir si on peut de´crire le comportement
asymptotique de la famille (µε) lorsque ε tend vers ze´ro. Plus pre´cise´ment, on s’inte´resse
a` l’existence d’une fonction V : X → [0,∞] qui de´crit cette asymptotique dans le sens
suivant. Pour tout ensemble bore´lien Γ de X, on a
− inf
u∈Γ˙
V(u) ≤ lim inf
ε→0
ε lnµε(Γ) ≤ lim sup
ε→0
ε lnµε(Γ) ≤ − inf
u∈Γ¯
V(u), (1.3)
ou` on de´signe par Γ˙ et Γ¯ son inte´rieur et sa fermeture, respectivement.
Lorsque la fonction V(u) est a` niveau compact, c’est-a`-dire l’ensemble {V ≤ M} est
compact dans X pour tout M ≥ 0, on dit que la famille (µε) satisfait le principe de
grandes de´viations avec bonne fonction de taux V. Remarquons que si (µε) satisfait
le principe de grandes de´viations avec la fonction V dont le noyau est fini, ker(V) =
{uˆ1, . . . , uˆ`}, alors chaque limite faible µ∗ de la famille (µε) est de forme
µ∗ =
∑`
i=1
ciδuˆi , 0 ≤ ci ≤ 1.
On verra dans la suite que c’est le cas lorsque l’e´quation b(u) = 0 a un nombre fini
de solutions. Plus pre´cise´ment, on a ker(V) ⊂ ker(b) et V(uˆi) = 0 implique que uˆi est
asymptotiquement stable pour l’e´quation limite
u˙(t) + b(u(t)) = 0, (1.4)
a` savoir, toute solution u(t) de (1.4) issue d’un petit voisinage de uˆi tend vers uˆi lorsque
t → ∞. Il est important de noter que l’inverse n’est pas vrai et la situation suivante
est possible : la famille µε converge faiblement vers la masse de Dirac concentre´e en
uˆ ∈ {uˆ1, . . . , uˆ`}, alors que uˆ n’est pas le seul e´quilibre qui est stable asymptotiquement.
Voici un exemple : on conside`re (1.2) dans R avec b(u) = u(u − 1)(u − 3). Alors µε
converge faiblement vers la masse de Dirac concentre´e en u = 3 alors que u = 0 est un
e´quilibre asymptotiquement stable pour l’e´quation limite (1.4). La formule explicite de
la bonne fonction de taux correspondante donne´e plus bas (voir (1.7)) permet de ve´rifier
cet exemple.
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Grandes de´viations pour les mesures d’occupation. Soit u(t) une solution de l’e´quation
(1.1) et soit ζ(t) la mesure d’occupation associe´e, c’est a` dire,
ζ(t) =
1
t
∫ t
0
δu(τ) dτ, t > 0, (1.5)
ou` δv de´signe la masse de Dirac en v. Le proble`me consiste a` de´crire le comportement
asymptotique de la famille (ζ(t)) lorsque t→∞. On veut savoir s’il existe une fonction
I de´finie sur l’ensemble P(X) des mesures de probabilite´ sur X et a` valeurs dans [0,∞]
telle qu’on a
− inf
λ∈Γ˙
I(λ) ≤ lim inf
t→∞
1
t
lnP(ζ(t) ∈ Γ) ≤ lim sup
t→∞
1
t
lnP(ζ(t) ∈ Γ) ≤ − inf
λ∈Γ¯
I(λ) (1.6)
pour tout ensemble bore´lien Γ de P(X).
1.2 Re´sultats ante´rieurs
Re´sultats ante´rieurs sur l’ergodicite´. Dans le cadre des EDP stochastiques, le proble`me
d’existence d’une mesure stationnaire a e´te´ e´tudie´ par Vishik–Fursikov–Komech [74]
pour le syste`me de Navier-Stokes, et a e´te´ ensuite de´veloppe´ pour d’autres proble`mes
(voir les re´fe´rences dans [17]). Dans le cas d’EDP stochastique dissipatives, l’argument
de Bogolyubov-Krylov permet de construire une telle mesure si on arrive a` montrer
qu’il existe un point initial v ∈ X tel que la moyenne de solution u(t) issue de v est
borne´e uniforme´ment en temps dans un espace plus re´gulier que l’espace de phase X.
L’unicite´ et le me´lange sont des questions beaucoup plus de´licates car une description
plus comple`te est ne´cessaire sur le comportement asymptotique des solutions en temps
grands. Les premiers re´sultats dans cette direction ont e´te´ e´tablis dans les papiers [30,
50, 28, 5] consacre´s a` l’e´tude du syste`me de Navier–Stokes et d’autres EDP provenant
de la physique mathe´matique (voir aussi [63, 35] pour les e´quations paraboliques en 1D).
Ces re´sultats ont e´te´ ensuite e´tendus aux e´quations avec un bruit multiplicatif et tre`s
de´ge´ne´re´ [64, 38]. Voir le livre [53] et l’article [20] pour un compte rendu de´taille´ des
re´sultats obtenus dans cette direction.
Dans le cadre des e´quations dispersives il y a moins de re´sultats connus. Un des pre-
miers re´sultats sur l’ergodicite´ des EDP dispersives a e´te´ e´tabli dans l’article de E,
Khanin, Mazel et Sinai [27], ou` les auteurs prouvent l’existence et l’unicite´ de mesure
stationnaire pour l’e´quation de Burgers non visqueuse perturbe´e par un bruit blanc
pe´riodique dans l’espace. L’ergodicite´ de l’e´quation des ondes a e´te´ e´tudie´ par Barbu et
Da Prato [3]. Ici, les auteurs prouvent l’existence d’une mesure stationnaire pour une
nonline´arite´ qui est une fonction non de´croissante et satisfaisant aux conditions de dis-
sipativite´ standards. Ils e´tablissent aussi un re´sultat d’unicite´ mais sous une hypothe`se
assez restrictive sur la nonline´arite´. Dans l’article par Debussche et Odasso [21], les
auteurs e´tablissent la convergence vers l’e´quilibre pour l’e´quation de Schro¨dinger non
line´aire 1D avec une dissipation d’ordre ze´ro. Dans [24], Dirr et Souganidis e´tudient
les e´quations de Hamilton-Jacobi perturbe´es par un bruit additif. Ils prouvent, en par-
ticulier, que sous les hypothe`ses approprie´es sur l’hamiltonien, l’e´quation stochastique
posse`de a` une constante pre`s une unique solution qui est pe´riodique en espace et attirant
toute autre solution, si l’e´quation sans bruit elle-meˆme posse`de une telle solution. Dans
l’article relativement re´cent par Debussche et Vovelle [22], l’existence et l’unicite´ d’une
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mesure stationnaire est e´tudie´e pour les lois de conservations scalaires du premier ordre
avec un bruit additif. C’est une ge´ne´ralisation des re´sultats obtenus dans [27] au cas
d’une dimension quelconque.
Re´sultats ante´rieurs sur grandes de´viations pour les mesures stationnaires. A` notre
connaissance, dans le cadre des EDP, il n’y a que deux re´sultats ante´rieurs sur ce
proble`me. Ce sont les articles de Sowers [71] et Cerrai-Ro¨ckner [10] ou` le principe de
grandes de´viations est e´tabli pour les mesures stationnaires de l’e´quation de re´action-
diffusion. Dans le premier, la force est une perturbation non gaussienne, alors que le
deuxie`me traite le cas d’un bruit multiplicatif. Dans les deux articles, l’origine est le seul
e´quilibre de l’e´quation limite, et le bruit est suffisamment irre´gulier en espace. On de´crira
avec plus de de´tails plus loin les re´sultats de grandes de´viations du type Freidlin-Wentzell
dans le cadre des EDO.
Tous les autres re´sultats sur les grandes de´viations pour des EDP avec un bruit dont l’am-
plitude tend vers ze´ro concernent principalement les solutions du proble`me de Cauchy.
C’est la direction la plus de´veloppe´e. Les EDP stochastiques e´tudie´es dans ce contexte in-
cluent l’e´quation de re´action-diffusion [70, 9], le syste`me de Navier-Stokes en 2D, [12, 72],
l’e´quation de Schro¨dinger non line´aire [33], l’e´quation de Allen-Cahn [39], les e´quations
quasi-ge´ostrophiques [57], les e´quations avec un drift monotone ge´ne´ral [56], et lois de
conservations [58]. Voir aussi les articles [46, 14, 8, 16] pour des re´sultats dans un cadre
plus abstrait qui couvre une large classe d’EDP stochastiques, y compris les mode`les
hydrodynamiques en 2D. Une autre direction bien de´veloppe´e est l’e´tude du proble`me
de sortie pour les trajectoires. Voir les articles [65, 13, 34, 31, 11, 7].
Re´sultats ante´rieurs sur grandes de´viations pour les mesures d’occupation. Dans ce cas
aussi, il y a tre`s peu de travaux. Les deux premiers re´sultats dans cette direction ont e´te´
obtenus par Gourcy [37, 36], ou` l’auteur prouve le principe de grandes de´viations pour
les mesures d’occupation des e´quations de Burgers et de Navier-Stokes sous l’hypothe`se
que la force est un bruit blanc qui est suffisamment irre´gulier en espace. Il y a eu un
progre`s re´cent graˆce aux travaux de Jaksˇic´, Nersesyan, Pillet et Shirikyan [42, 44] ou`
les auteurs ont e´tabli les grandes de´viations pour les e´quations avec forte dissipation du
type Navier-Stokes et Ginzburg-Landau, avec une force discre`te borne´e ou non borne´e
sans imposer une hypothe`se de faible re´gularite´.
Grandes de´viations pour les mesures stationnaires dans le cadre des EDO. Conside´rons
l’e´quation (1.2) dans le cas de la dimension finie, c’est a` dire lorsque u(t) ∈ Rn. Si la
fonction b(u) a un potentiel, i.e., si elle est de la forme b(u) = ∇a(u), alors la mesure
stationnaire µε existe si et seulement si∫
Rn
e−2a(u) du <∞
et sa densite´ est donne´e par
mε(u) = (
∫
Rn
e−2a(v)/ε dv)−1e−2a(u)/ε.
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Graˆce au principe de Laplace, on voit que la famille (µε) satisfait le principe de grandes
de´viations avec la bonne fonction de taux V : Rn → [0,∞) donne´e par
V(u) = 2(a(u)− inf
Rn
a). (1.7)
Lorsque la fonction b n’a pas de potentiel, la description du comportement asymptotique
de la famille (µε) n’est plus triviale. Dans le cas ou` b admet un seul point stationnaire,
on peut utiliser les techniques de´veloppe´es par Sowers [71] et Cerrai-Ro¨ckner [10] pour
de´crire ces asymptotiques. Supposons que uˆ ∈ Rn est l’unique solution de b(u) = 0. Alors
la famille (µε) satisfait le principe de grandes de´viations avec une bonne fonction de taux
V : Rn → [0,∞], ou` V(u) repre´sente l’e´nergie minimale ne´cessaire pour atteindre le point
u a` partir de uˆ en un temps fini. Remarquons que dans ce cas µε converge faiblement
vers la masse de Dirac concentre´e en uˆ. Si b a plusieurs (mais en nombre fini) points
stationnaires, on utilise la the´orie de´veloppe´e par Freidlin et Wentzell pour re´soudre ce
proble`me. Sans entrer dans les de´tails, on va de´crire ici la bonne fonction de taux V
correspondante. Soient uˆ1, . . . , uˆ` les solutions de b(u) = 0. E´tant donne´s ` ∈ N et i ≤ `,
on notera G`(i) l’ensemble de graphes compose´s de fle`ches
(m1 → m2 → · · · → m`−1 → m`)
tel que
{m1, . . . ,m`} = {1, . . . , `} et m` = i.
On introduit
W`(uˆi) = min
g∈G`(i)
∑
(m→n)∈g
V (uˆm, uˆn), (1.8)
ou` V (u1, u2) est l’e´nergie minimale ne´cessaire pour atteindre u2 a` partir de u1 en un
temps fini. La fonction V : Rn → [0,∞] est de´finie par
V(u) = min
i≤`
[W`(uˆi) + V (uˆi, u)]−min
i≤`
W`(uˆi). (1.9)
En de´veloppant l’approche introduite par Freidlin et Wentzell, on montrera que ce
re´sultat reste vrai dans le cadre des EDP.
1.3 Le mode`le de´terministe en conside´ration
On commence cette section par la description du mode`le de´terministe (i.e., sans bruit)
qu’on e´tudie et on pre´sente quelques proprie´te´s importantes des solutions. Le mode`le
sans perturbation est donne´ par l’e´quation des ondes amortie
∂2t u+ γ∂tu−∆u+ f(u) = h(x) (1.10)
dans un domaine borne´ D ⊂ R3, ou` γ > 0 est le parame`tre d’amortissement, h(x) est
une fonction dans H10 (D), et f(u) est la nonline´arite´. Ici et dans le chapitre suivant, on
ne va pas imposer d’hypothe`ses ge´ne´rales sur f . Nous nous limitons a` conside´rer le cas
de fonctions
f(u) = |u|ρu− λu, (1.11)
ou` ρ ∈ (0, 2) et λ ∈ R, qui mode´lise l’e´quation de Klein-Gordon et pour laquelle ces
hypothe`ses sont satisfaites. On va noter F la primitive de f . On e´crira u(t) pour le
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flot de l’e´quation (1.10) a` l’instant t, a` savoir, u(t) = [u(t), u˙(t)]. Le point initial u(0)
appartient a` l’espace de phase H = H10 (D)× L2(D) qui est muni de la norme
|u|2H = ‖∇u1‖2 + ‖u2 + αu1‖2 pour u = [u1, u2] ∈ H,
ou` α = α(γ) > 0 est un petit parame`tre et ‖ · ‖ de´signe la norme dans L2(D).
Estimations a` priori. On introduit la fonctionnelle d’e´nergie de l’e´quation (1.10) donne´e
par
E(u) = |u|2H + 2
∫
D
F (u1) dx pour u = [u1, u2] ∈ H. (1.12)
La proposition suivante permet de montrer, en particulier, que le proble`me de Cauchy
pour l’e´quation (1.10) est bien pose´ dans H. La preuve est standard.
Proposition 1.3.1. Sous les hypothe`ses ci-dessus, pour tout u0 ∈ H, le flot u(t) de
l’e´quation (1.10) issu de u0 ve´rifie
E(u(t)) ≤ E(u0)e−αt + C(γ, ‖h‖) pour tout t ≥ 0. (1.13)
Un autre re´sultat important concerne la re´gularite´ des solutions. Il est bien connu que
l’ope´rateur re´solvant de l’e´quation (1.10) n’a pas d’effet re´gularisant. Ne´anmoins, il y a
un effet re´gularisant asymptotique qui est central dans l’e´tude. Pour e´noncer le re´sultat,
on introduit un espace Hs plus re´gulier que l’espace des phases H, Hs = [Hs+1(D) ∩
H10 (D)] ×Hs(D), ou` Hs est l’espace de Sobolev d’ordre s, muni de la norme naturelle
‖ · ‖s. Ici s est une constante fixe´e dans l’intervalle (0, 1− ρ/2).
Proposition 1.3.2. Sous les hypothe`ses ci-dessus, pour tout u0 ∈ H, le flot u(t) de
(1.10) avec le point initial u0 peut eˆtre de´compose´ en la somme u(t) = v(t) + z(t), tel
qu’on ait
|v(t)|2H ≤ |u0|2He−αt, |z(t)|2Hs ≤ C(|u0|H, ‖h‖). (1.14)
Esquisse de la preuve. Soit u0 ∈ H. On conside`re le flot v(t) de l’e´quation line´aire
∂2t v + γ∂tv −∆v = 0 (1.15)
issu du point u0. En multipliant cette e´quation par v˙ + αv et en inte´grant sur D, on
obtient
∂t|v(t)|2H ≤ −α|v(t)|2H pour t ≥ 0,
d’ou` la premie`re ine´galite´ dans (1.14). On pose z(t) = u(t) − v(t). D’apre`s (1.10) et
(1.14), cette fonction correspond au flot de l’e´quation
∂2t z + γ∂tz −∆z + f(u) = h(x) (1.16)
issu de l’origine. En de´rivant une fois cette e´quation par rapport a` t, et en utilisant
quelques transformations standards ainsi que les injections de Sobolev et l’ine´galite´
(1.13), on peut voir que la fonction a(t) = z˙(t) satisfait l’ine´galite´ |[a(t), a˙(t)]|Hs−1 ≤
C(|u0|H, ‖h‖). Pour finir la preuve, il suffit de remarquer que graˆce a` (1.16), on a
∆z = a˙+ γa+ f(u)− h et donc ‖z(t)‖s+1 ≤ C ′(|u0|H, ‖h‖).
Estimations du type Foias¸-Prodi. Le re´sultat suivant montre que le comportement des
solutions en temps grand est de´termine´ par les basses fre´quences. On conside`re les flots
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u(t) et v(t) des e´quations
∂2t u+ γ∂tu−∆u+ f(u) = h(x) + ϕ(t, x), (1.17)
∂2t v + γ∂tv −∆v + f(v) + PN [f(u)− f(v)] = h(x) + ϕ(t, x), (1.18)
sur un intervalle [0, T ] quelconque, ou` ϕ est soit une fonction dans l’espace L2(0, T ;L2(D)),
soit une fonction dont la primitive est dans C(0, T ;H10 (D)). Ici PN de´signe la projec-
tion orthogonale de L2(D) sur l’espace engendre´ par les N premie`res fonctions propres
e1(x), . . . , eN (x) de l’ope´rateur de Laplace. Supposons qu’il existe des constantes posi-
tives l et K telles que l’ine´galite´∫ t
0
|z(s)|2H ds ≤ l +Kt pour tout t ∈ [0, T ] (1.19)
soit vraie pour z = u et z = v.
Proposition 1.3.3. Sous les hypothe`ses ci-dessus, pour tout ε > 0 il existe un entier
N∗ qui ne de´pend que de ε et K tel que pour tout N ≥ N∗, on a
|v(t)− u(t)|2H ≤ e−αt+εl|v(0)− u(0)|2H pour tout t ∈ [0, T ]. (1.20)
Pour la preuve voir Chapitre 3.
1.4 Mesures et couplage
Soit X un espace polonais, i.e. un espace me´trique se´parable complet, et soit B(X) la
tribu des sous-ensembles bore´liens de X. On notera P(X) l’ensemble des mesures de
probabilite´ sur X. E´tant donne´es deux mesures µ, µ′ ∈ P(X), on de´finit la distance
variationnelle entre µ et µ′ donne´e par la formule
|µ− µ′|var = sup
Γ∈B(X)
|µ(Γ)− µ′(Γ)|.
Il est facile de voir que (P(X), |·|var) est un espace me´trique complet. Soit Cb(X) l’espace
des fonctions continues borne´es sur X et soit ψ ∈ Cb(X). On introduit
(ψ, µ) =
∫
X
ψ(u)µ(du).
On peut montrer qu’on a l’e´galite´
|µ− µ′|var = 1
2
sup
|ψ|∞≤1
|(ψ, µ)− (ψ, µ′)|,
ou` | · |∞ est la norme naturelle de Cb(X).
De´finition 1.4.1. Soient µ1, µ2 ∈ P(X). Une paire (ζ1, ζ2) de variables ale´atoires
de´finies sur le meˆme espace probabilise´ est appele´e un couplage pour (µ1, µ2) si
Dζi = µi pour i = 1, 2,
ou` Dζ de´signe la loi d’une variable ζ.
8 CHAPITRE 1. INTRODUCTION
Remarquons que graˆce a` l’ine´galite´
µ1(Γ)− µ2(Γ) = P(ζ1 ∈ Γ)− P(ζ2 ∈ Γ) = E(1ζ1 6=ζ2 [1Γ(ζ1)− 1Γ(ζ2)]) ≤ P(ζ1 6= ζ2)
on a toujours
|µ1 − µ2|var ≤ P(ζ1 6= ζ2).
De´finition 1.4.2. Un couplage (ζ1, ζ2) de (µ1, µ2) est dit maximal, si
|µ1 − µ2|var = P(ζ1 6= ζ2)
et si les variables ale´atoires ζ1 et ζ2 conditionne´es sur l’e´ve´nement N = {ζ1 6= ζ2} sont
inde´pendantes, c’est-a`-dire
P(ζ1 ∈ Γ1, ζ2 ∈ Γ2 | N ) = P(ζ1 ∈ Γ1 | N )P(ζ2 ∈ Γ2 | N )
pour tout Γ1,Γ2 ∈ B(X).
Le the´ore`me suivant est fondamental. Voir [53] pour la preuve.
The´ore`me 1.4.3. Tout couple (µ1, µ2) de mesures de probabilite´ sur un espace polonais
admet un couplage maximal (ζ1, ζ2).
1.5 Convergence faible des mesures
De´finition 1.5.1. On dit qu’une suite de mesures (µn) ⊂ P(X) converge faiblement
vers µ ∈ P(X) si
(ψ, µn)→ (ψ, µ) lorsque n→∞
pour tout ψ ∈ Cb(X).
La topologie de la convergence faible est me´trisable. Elle est engendre´e par la me´trique
|µ− µ′|∗L = sup
|ψ|L≤1
|(ψ, µ)− (ψ, µ′)|
ou` on pose
|ψ|L = |ψ|∞ + sup
u6=v
|ψ(u)− ψ(v)|
dX(u, v)
.
De toute e´vidence, cette topologie est plus faible que celle engendre´e par la convergence
en variation. On peut montrer que (P(X), | · |∗L) est un espace polonais (voir [53]).
1.6 Processus de Markov
Soit X un espace polonais. Un espace probabilise´ filtre´ est un espace mesurable (Ω,F)
avec une famille (Ft)t∈T+ ⊂ F croissante de σ-alge`bres.
De´finition 1.6.1. Un processus de Markov dans X est une collection d’objets suivants.
• un espace mesurable (Ω,F) avec une filtration (Ft)t≥0 ;
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• une famille de mesures de probabilite´ (Pv)v∈X sur (Ω,F) telle que l’application
v 7→ Pv(A) est universellement mesurable 1 pour tout A ∈ F ;
• un processus (u(t))t∈T+ a` valeur dans X adapte´ a` la filtration Ft (i.e., u(t) est
Ft-mesurable pour tout t ≥ 0) et qui ve´rifie
Pv{u(0) = v} = 1,
Pv{u(t+ s) ∈ Γ | Fs} = Pt(u(s),Γ) Pv-presque partout
pour tout v ∈ X, Γ ∈ B(X) et s, t ≥ 0. Ici Pt de´signe la probabilite´ de transition
donne´e par Pt(v,Γ) = Pv{u(t) ∈ Γ}.
E´tant donne´ un processus de Markov, on peut lui associer deux familles (Pt) et (P
∗
t )
d’ope´rateurs (appele´s semigroupes de Markov) agissant, respectivement, sur l’espace
b(X) des fonctions mesurables borne´es et l’espace P(X) des mesures de probabilite´. On
les de´finit par
Ptψ(u) =
∫
H
ψ(z)Pt(u, dz) pour tout ψ ∈ b(X),
P∗tλ(Γ) =
∫
H
Pt(u,Γ)λ(du) pour tout λ ∈ P(X).
On a P0 = Id, Pt+s = Pt ◦Ps, ainsi que
(Ptψ, λ) = (ψ,P
∗
tλ) pour tout ψ ∈ b(X) et λ ∈ P(X).
1.7 Extension d’un processus de Markov
Soit (u(t),Pv) un processus de Markov dans X. On conside`re le produit direct X¯ = X×X
et les ope´rateurs Π et Π′ de projections naturelles de X¯ sur X, i.e.,
Π(u¯) = u, Π′u¯ = u′ pour u¯ = (u, u′) ∈ X.
Soit (u¯(t),Pv¯) un processus de Markov dans X¯.
De´finition 1.7.1. On dira que (u¯(t),Pv¯) est une extension de (u(t),Pv) si
Π∗P¯t(u¯, ·) = Pt(u, ·), Π′∗P¯t(u¯, ·) = Pt(u′, ·),
ou` P¯t(u¯, ·) est la probabilite´ de transition du processus (u¯(t),Pv¯) et on de´signe par ψ∗λ
l’image de λ sous ψ, i.e., ψ∗λ(·) = λ(ψ−1(·)).
1.8 Mesures stationnaires et me´lange
De´finition 1.8.1. Soit (u(t),Pv) un processus de Markov dans un espace X. Une mesure
µ ∈ P(X) est dite stationnaire pour (u(t),Pv) si P∗tµ = µ pour tout t ≥ 0. Une mesure
1Une fonction g : Ω→ R est dite universellement mesurable, si pour tout a ∈ R, l’ensemble {g ≤ a}
appartient a` la comple´tion de F par rapport a` toute mesure de probabilite´ sur (Ω,F).
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stationnaire µ est dite me´langeante si P∗tλ converge faiblement vers µ pour tout λ ∈
P(X), i.e.,
(Ptψ, λ)→ (ψ, µ) lorsque t→∞
pour tout ψ ∈ Cb(X).
1.9 Principe de grandes de´viations
Soit Z un espace polonais. Une fonction I de´finie sur Z et a` valeurs dans [0,∞] dont les
ensembles de niveaux sont compacts, c’est-a`-dire, {I ≤ M} est compact dans Z pour
tout M ≥ 0, est appele´e une bonne fonction de taux. Soit (mε)ε>0 une famille de mesures
de probabilite´ sur Z.
De´finition 1.9.1. On dit que la famille (mε)ε>0 satisfait le principe de grandes de´viations
dans Z avec une bonne fonction de taux I : Z → [0,∞] si on a
− inf
z∈Γ˙
I(z) ≤ lim inf
ε→0
ε lnmε(Γ˙) ≤ lim sup
ε→0
ε lnmε(Γ¯) ≤ − inf
z∈Γ¯
I(z)
pour tout ensemble mesurable Γ ⊂ Z, ou` Γ˙ et Γ¯ de´signent son inte´rieur et sa fermeture,
respectivement.
1.10 Le mode`le complet
On conside`re l’e´quation des ondes non line´aire amortie
∂2t u+ γ∂tu−∆u+ f(u) = h(x) + ϑ(t, x) (1.21)
dans un domaine borne´ D ⊂ R3. Les hypothe`ses sur h et f sont les meˆmes que dans
la Section 1.3. En ce qui concerne la force ϑ, on suppose que c’est un bruit blanc de la
forme
ϑ(t, x) =
∞∑
j=1
bj β˙j(t)ej(x). (1.22)
Ici, {βj(t)} est une suite de mouvements browniens standards inde´pendants, {ej} est
une base orthonorme´e de L2(D) forme´e de fonctions de l’ope´rateur de Laplace. Les
coefficients bj > 0 sont des nombres ve´rifiant
B1 =
∞∑
j=1
λjb
2
j <∞, (1.23)
ou` λj est la valeur propre associe´e a` la fonction ej(x). On commence par la de´finition
de solution de l’e´quation (1.21). On introduit
ζˆ(t) =
∞∑
j=1
βj(t)[0, bjej ] ∈ C(R+;H).
De´finition 1.10.1. Soit u0 une variable ale´atoire a` valeurs dans H de´finie sur un espace
probabilise´ (Ω,F ,P) et qui est inde´pendante de ζˆ(t). Un processus ale´atoire u(t) =
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[u(t), u˙(t)] de´fini sur (Ω,F ,P) est appele´ la solution (ou le flot) de l’e´quation (1.21) si
les conditions suivantes sont satisfaites.
• Presque toute trajectoire u(t) appartient a` l’espace C(R+;H), et le processus u(t)
est adapte´ a` la filtration Ft engendre´e par u0 et ζˆ(t).
• L’e´quation (1.21) est satisfaite dans le sens ou`, avec probabilite´ 1, on a
u(t) = u0 +
∫ t
0
g(s) ds+ ζˆ(t), t ≥ 0, (1.24)
ou` on pose
g(t) = [u˙,−γu˙+ ∆u− f(u) + h(x)],
et la relation (1.24) est valable dans L2(D)×H−1(D).
The´ore`me 1.10.2. Sous les hypothe`ses ci-dessus, soit u0 une variable ale´atoire a` valeurs
dans H qui est inde´pendante de ζˆ et qui ve´rifie EE(u0) < ∞. Alors l’e´quation (1.21)
posse`de une solution dans le sens de la De´finition 3.2.1. De plus, cette solution est
unique, a` savoir, si u˜(t) est une autre solution avec la condition initiale u0, alors, avec
P-probabilite´ 1, on a u(t) = u˜(t) pour tout t ≥ 0. Par ailleurs, on a l’estimation a` priori
suivante
EE(u(t)) ≤ EE(u0)e−αt + C(γ,B1, ‖h‖). (1.25)
Pour la preuve voir Chapitre 3.
Soit St(v, ·) le flot a` l’instant t de l’e´quation (1.21) issu de v ∈ H. On peut montrer
que St(v, ·) de´finit un processus de Markov (on le notera (u(t),Pv)) dans H (voir, par
exemple [17, 53]).
Dans le chapitre suivant, on pre´sente les trois principaux re´sultats qu’on a obtenus sur
ce mode`le. Le premier re´sultat concerne l’existence, l’unicite´ et le me´lange de mesure
stationnaire pour le processus (u(t),Pv). Le deuxie`me porte sur le principe de grandes
de´viations pour les mesures stationnaires (µε) associe´es a` l’e´quation (1.21) ou` ϑ doit
eˆtre remplace´ par
√
ε ϑ. Le dernier re´sultat concerne le principe de grandes de´viations
locales pour les mesures d’occupation associe´es a` (1.21).
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Chapitre 2
Pre´sentation des travaux de the`se
2.1 Me´lange exponentiel pour l’e´quation des ondes
Dans cette partie nous pre´sentons le re´sultat principal de l’article [59] consacre´ a` l’e´tude
de l’ergodicite´ de l’e´quation des ondes non line´aire stochastique. Pour toute terminologie
et notation utilise´es ici, on renvoit au chapitre pre´ce´dent.
2.1.1 L’e´nonce´ du proble`me et le re´sultat principal
On conside`re l’e´quation des ondes
∂2t u+ γ∂tu−∆u+ f(u) = h(x) + ϑ(t, x) (2.1)
dans un domaine borne´ D ⊂ R3. Ici les hypothe`ses sur la fonction h(x), la nonline´arite´
f(u) et la force ϑ(t, x) sont les meˆmes que dans les Section 1.3 et 1.10. On s’inte´resse
a` l’existence, l’unicite´ et le me´lange de mesures stationnaires du processus de Markov
(u(t),Pv) associe´.
The´ore`me 2.1.1. Sous les hypothe`ses ci-dessus, il existe un entier N ≥ 1, tel que
si les N premiers coefficients bj dans (1.22) ne sont pas ze´ro, alors le processus de
Markov associe´ au flot u(t) = [u(t), u˙(t)] de l’e´quation (1.21) posse`de une unique mesure
stationnaire µ ∈ P(H). De plus, cette mesure est me´langeante et il existe des constantes
positives C et κ telles que pour tout λ ∈ P(H), on a
|P∗tλ− µ|∗L ≤ Ce−κt
∫
H
exp(κ|u|4H)λ(du). (2.2)
2.1.2 L’ide´e de la preuve
La preuve est base´e sur la construction du couplage qui satisfait les hypothe`ses du
The´ore`me 3.1.7 dans [53], fournissant un crite`re ge´ne´ral pour le me´lange exponentiel.
Nous nous limitons ici a` de´crire cette construction, car c’est l’ide´e principale derrie`re la
preuve. La proce´dure est la suivante. Soit u¯ = (u, u′) un point de l’espace H×H et soient
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u(t) et u′(t) les flots de l’e´quation (2.1) issus de u et u′, respectivement. On conside`re un
processus interme´diaire v(t) = [v(t), v˙(t)], qui est la solution de l’e´quation
∂2t v + γ∂tv −∆v + f(v) + PN [f(u)− f(v)] = h(x) + ϑ(t, x)
issue de u′. Ici N ≥ 1 est un entier qui est fixe´ dans la suite et PN est la projection ortho-
gonale de L2(D) sur l’espace N -dimensionnel engendre´ par les fonctions e1, e2, . . . , eN .
On note λ(u, u′) et λ′(u, u′) les lois des processus {v}T et {u′}T , respectivement, ou` {z}T
est la restriction de {z(t); t ≥ 0} sur [0, T ]. Ainsi, λ et λ′ sont des mesures de probabi-
lite´ sur C(0, T ;H). Soit (V(u, u′),V ′(u, u′)) un couplage maximal pour (λ(u, u′), λ′(u, u′)).
Pour tout s ∈ [0, T ], on e´crit Vs et V ′s pour les restrictions de V et V ′ a` l’instant s. On
conside`re les flots v˜(t) = [v˜, ∂tv˜] et u˜
′(t) = [u˜′, ∂tu˜′] correspondants. Alors, on a
∂2t v˜ + γ∂tv˜ −∆v˜ + f(v˜)− PNf(v˜) = h(x) + ψ(t), [v˜(0), ∂tv˜(0)] = u′,
ou` ψ satisfait
D{
∫ t
0
ψ(s) ds}T = D{ζ(t)−
∫ t
0
PNf(u) ds}T . (2.3)
On introduit un autre processus u˜(t), qui re´sout
∂2t u˜+ γ∂tu˜−∆u˜+ f(u˜)− PNf(u˜) = h(x) + ψ(t), u˜(0) = u.
Remarquons maintenant que u(t) satisfait la meˆme e´quation, avec ψ remplace´ par ϑ(t)−
PNf(u). Graˆce a` (2.3), on a
D{u˜}T = D{u}T . (2.4)
On introduit
Rt(u, u′) = u˜(t), R′t(u, u′) = u˜′(t) pour t ∈ [0, T ]. (2.5)
Il est clair que Rt = (Rt,R′t) est une extension de St(u) sur l’intervalle [0, T ]. Soit
St = (St(u), S
′
t(u)) l’extension de St(u) construit par ite´ration de Rt sur la demi-droite
t ≥ 0. Rappelons que St(u) de´signe le flot a` l’instant t de l’e´quation (2.1) issu de u. Avec
un le´ger abus de notation, on continuera d’e´crire u˜(t) et u˜′(t) pour les extensions de ces
deux processus, et on e´crira v˜(t) = Vs(SkT (u)) pour t = s+ kT, 0 ≤ s < T .
Pour tout processus continu u(t) a` valeurs dans H, on introduit une fonctionnelle
Fu(t) = |E(u(t))|+ α
∫ t
0
|E(u(s))| ds, (2.6)
et le temps d’arreˆt
τu = inf{t ≥ 0 : Fu(t) ≥ Fu(0) + (L+M)t+ r}, (2.7)
ou` L,M et r sont des constantes positives choisies apre`s. On introduit aussi
% = inf{t = s+ kT : Vs(SkT (u¯)) 6= V ′s(SkT (u¯))} ≡ inf{t ≥ 0 : v˜(t) 6= u˜′(t)},
τ = τ u˜ ∧ τ u˜′ , σ = % ∧ τ.
Supposons qu’on peut e´tablir le re´sultat suivant.
The´ore`me 2.1.2. Sous les hypothe`ses du The´ore`me 2.1.1, il existe des constantes po-
sitives α, δ,κ, d et C telles que les proprie´te´s suivantes sont satisfaites.
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(Re´currence) : Pour tout u¯ = (u, u′) ∈H, on a
Eu exp(κE(u(t)) ≤ Eu exp(κE(u(0))e−αt + C(γ,B, ‖h‖),
Eu exp(κτd) ≤ C(1 + |u|4H),
ou` τd de´signe le premier instant d’entre´e dans la boule BH(d).
(Serrage exponentiel) : Pour tout u¯ = (u, u′) ∈ BH(d), on a
|St(u¯)− S′t(u¯)|2H ≤ Ce−αt|u− u′|2H pour 0 ≤ t ≤ σ,
Pu¯{σ =∞} ≥ δ, Eu¯[1{σ<∞} exp(δσ)] ≤ C, Eu¯[1{σ<∞}|u¯(σ)|8H] ≤ C.
D’apre`s le The´ore`me 3.1.7 de [53], ce re´sultat implique le The´ore`me 2.1.1. La preuve de
re´currence repose sur la technique de fonction de Lyapunov, alors que la de´monstration
du serrage exponentiel est base´e sur l’estimation du type Foias¸-Prodi pour l’e´quation
(2.1), le the´ore`me de Girsanov et un argument de temps d’arreˆt. Mentionnons que l’ide´e
de conside´rer un processus interme´diaire lorsqu’on applique le the´ore`me de Girsanov a
e´te´ introduite par Odasso [64].
2.2 Grandes de´viations pour les mesures stationnaires
Ici on pre´sente le re´sultat principal de l’article [60] consacre´ a` l’e´tude de grandes de´viations
pour les mesures stationnaires de l’e´quation des ondes non line´aire avec bruit blanc.
2.2.1 Le proble`me conside´re´ et les hypothe`ses
On e´tudie l’e´quation des ondes
∂2t u+ γ∂tu−∆u+ f(u) = h(x) +
√
ε ϑ(t, x) (2.8)
dans un domaine D borne´ de R3. On s’inte´resse au comportement asymptotique de la
famille (µε) de mesures stationnaires du processus de Markov associe´, lorsque ε tend
vers ze´ro.
Les hypothe`ses sur la nonline´arite´ f et la force ϑ sont les meˆmes que dans la section
pre´ce´dente. Il y a une hypothe`se supple´mentaire sur la fonction h(x) : on suppose que
l’e´quation (2.8) sans perturbation
∂2t u+ γ∂tu−∆u+ f(u) = h(x) (2.9)
posse`de un nombre fini de solutions stationnaires. Cette condition est ge´ne´rique par
rapport a` h dans la classe H10 (D).
2.2.2 Le re´sultat principal
Soit E = {uˆ1, . . . , uˆ`} ⊂ H l’ensemble des flots stationnaires u = [u, 0] de l’e´quation
(2.9). Rappelons que le point d’e´quilibre uˆ est dit stable au sens de Lyapunov si pour
tout η > 0 il existe δ > 0 tel que chaque flot de (2.9) issue du δ-voisinage de uˆ reste
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dans le η-voisinage de uˆ pour tout temps. On e´crira Es ⊂ {uˆ1, . . . , uˆ`} pour l’ensemble
des e´quilibres stables au sens de Lyapunov.
The´ore`me 2.2.1. Sous les hypothe`ses ci-dessus, il existe une fonction V : H → [0,∞]
dont les ensembles de niveau sont compacts et telle que
− inf
u∈Γ˙
V(u) ≤ lim inf
ε→0
ε lnµε(Γ) ≤ lim sup
ε→0
ε lnµε(Γ) ≤ − inf
u∈Γ¯
V(u), (2.10)
ou` Γ est un ensemble bore´lien de H quelconque, et on note Γ˙ et Γ¯ son inte´rieur et sa
fermeture, respectivement. Autrement dit, la famille (µε) satisfait le principe de grandes
de´viations avec une bonne fonction de taux V. De plus, la fonction V ne peut s’annuler
que sur l’ensemble Es ⊂ {uˆ1, . . . , uˆ`}. En particulier, la famille (µε) est exponentiellement
tendue et chaque limite faible de cette famille est concentre´e sur Es.
2.2.3 Esquisse de la preuve
Construction de la fonction V. La fonction V est donne´e par (1.8)-(1.9), ou` V (u1, u2)
est l’e´nergie minimale ne´cessaire pour atteindre le voisinage arbitrairement petit de u2
a` partir de u1 en temps fini.
Chaˆıne de Markov sur le bord. Ce qui suit est une modification d’une construction
introduite dans [32] (voir Chapitre 6) qui est elle-meˆme une variation d’un argument
utilise´ dans [47]. On se donne un point u ∈ H\{uˆ1, . . . , uˆ`} et on e´crit uˆ`+1 = u. Soit
ρ∗ un nombre positif quelconque. Pour tous 0 < ρ′1 < ρ′0 < ρ1 < ρ0 < ρ∗ on introduit
les objets suivants. Pour i ≤ `, on note gi et g˜i le ρ1- et ρ0-voisinages ouverts de uˆi,
respectivement. De meˆme, on note g`+1 et g˜`+1, respectivement, le ρ
′
1- et ρ
′
0-voisinages
de uˆ`+1. Ensuite, on note g et g˜ l’union sur i ≤ ` + 1 de gi et g˜i, respectivement. Pour
tout ε > 0 et v ∈ H soit Sε(t; v) le flot a` l’instant t de (2.8) issu de v. Soit σε0 l’instant
de la premie`re sortie de g˜ du processus Sε(t; ·), et soit τ ε1 le premier instant apre`s σε0
quand Sε(t; ·) touche le bord de g. De meˆme, pour n ≥ 1 on note σεn le premier instant
apre`s τ εn de sortie de g˜ et τ
ε
n+1 le premier instant apre`s σn lorsque S
ε(t; ·) touche ∂g. On
conside`re une chaˆıne de Markov sur le bord ∂g de´finie par Zεn(·) = Sε(τ εn, ·). On notera
P˜ ε(v,Γ) la probabilite´ de transition de chaˆıne (Zεn), c’est-a`-dire
P˜ ε(v,Γ) = P(Sε(τ ε1 ; v) ∈ Γ) pour tout v ∈ ∂g et Γ ⊂ ∂g.
Soit b(∂g) l’ensemble des fonctions bore´liennes borne´es ψ : ∂g → R muni de la topologie
de convergence uniforme et soit λ une fonctionnelle continue sur b(∂g) telle que λ(ψ) ≥ 0
pour ψ ≥ 0 et λ(1) = 1. On dira que λ = λε est une mesure finiment additive stationnaire
de P˜ ε(v,Γ) si
λ(pψ) = λ(ψ) pour tout ψ ∈ b(∂g) (2.11)
ou` p = pε : b(∂g)→ b(∂g) est de´fini par
pψ(v) =
∫
∂g
ψ(z)P˜ ε1 (v,dz) ≡ Eψ(Sε(τ ε1 ; v)). (2.12)
On montrera qu’une telle mesure existe. La preuve du the´ore`me s’ope`re en quatre e´tapes
dont la premie`re est le re´sultat suivant.
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Proposition 2.2.2. Pour tout β > 0 et ρ∗ > 0 il existe 0 < ρ′1 < ρ′0 < ρ1 < ρ0 < ρ∗
tels que pour tout ε > 0 suffisamment petit, on a
exp(−(V(uˆj) + β)/ε) ≤ λε(1gj ) ≤ exp(−(V(uˆj)− β)/ε), (2.13)
ou` les ine´galite´s sont vraies pour tout v ∈ ∂gi et tout i, j ≤ `+ 1, i 6= j.
Pour tout ε > 0, on introduit une fonctionnelle continue µ˜ = µ˜ε sur b(H) par
µ˜(ψ) = λ(Lψ), (2.14)
ou` λ = λε est donne´ par (2.11)-(2.12), et L = Lε : b(H)→ b(H) est de´fini par
Lψ(v) = E
∫ τε1
0
ψ(Sε(t; v)) dt. (2.15)
On notera µˆ = µˆε la normalisation de µ˜, a` savoir µˆ(ψ) = µ˜(ψ)/µ˜(1). Finalement, on
introduit µˆ(Γ) = µˆ(1Γ) pour tout ensemble bore´lien de H. La deuxie`me e´tape consiste
a` montrer qu’on a
µ(Γ˙) ≤ µˆ(Γ˙) ≤ µˆ(Γ¯) ≤ µ(Γ¯) (2.16)
pour tout Γ, ou` µ = µε. En trosie`me e´tape, on utilise (2.16) avec la proposition 2.2.2
pour de´montrer le re´sultat suivant.
Proposition 2.2.3. Pour tout β > 0 et ρ∗ > 0 il existe 0 < ρ′1 < ρ′0 < ρ1 < ρ0 < ρ∗
tels que pour tout j ≤ `+ 1 et ε << 1, on a
µε(gj) ≤ exp(−(V(uˆj)− β)/ε) (2.17)
µε(g¯j) ≥ exp(−(V(uˆj) + β)/ε). (2.18)
La dernie`re e´tape consiste a` montrer que la famille (µε) est exponentiellement tendue.
Cette proprie´te´ conjugue´e avec la proposition 2.2.3 implique le the´ore`me 2.2.1.
Sans entrer dans les aspects techniques, de´montrons ici l’existence d’une mesure fini-
ment additive stationnaire (i.e., ge´ne´ralise´e) λ et prouvons l’ine´galite´ (2.16). Soit b∗(∂g)
l’espace dual de b(∂g). Conside´rons l’espace
F = {λ ∈ b∗(∂g) : λ(1) = 1 et λ(ψ) ≥ 0 pour ψ ≥ 0}
muni de topologie faible*. Notons que si λ ∈ F, alors |λ|b∗(∂g) = 1. Graˆce au the´ore`me
de Banach-Alaoglu, F est relativement compact. Par ailleurs, il est clair que F est aussi
ferme´ et convexe. On conside`re le dual de p, i.e., l’application p∗ : b∗(∂g) → b∗(∂g)
de´finie par
p∗λ(ψ) = λ(pψ).
Comme p1 ≡ 1 et pψ ≥ 0 pour ψ ≥ 0, p∗ envoie F sur lui meˆme. Il est facile de voir que
p∗ est continue. Par le the´ore`me de Leray-Schauder, p∗ admet un point fixe λ ∈ F, ce
qui signifie que λ est une mesure finiment additive stationnaire de p.
Prouvons maintenant l’ine´galite´ (2.16). En utilisant l’argument de Khasminskii, il n’est
pas difficile de voir qu’on a
µˆ(Ptψ) = µˆ(ψ) pour tout ψ ∈ b(H) et t ≥ 0, (2.19)
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ou` Pt = P
ε
t est la fonction de transition de S
ε(t, ·). Soit b0(H) l’espace des fonctions
mesurables borne´es, muni de la topologie de convergence uniforme sur les ensembles
borne´s de H pour les suites uniforme´ment borne´es dans H. On peut montrer que µˆ est
continue de b0(H) sur R. D’apre`s l’ine´galite´ (2.2), Ptψ converge vers (ψ, µ) dans b0(H)
pour tout ψ dans l’espace Lb(H) de fonctions Lipshitziennes borne´es sur H. Avec (2.19),
cette proprie´te´ implique
µˆ(ψ) = µˆ(Ptψ)→ µˆ((ψ, µ)) = (ψ, µ) pour tout ψ ∈ Lb(H). (2.20)
Remarquons que l’ine´galite´ (2.16) sera e´tablie, si on arrive a` montrer
µˆ(F ) ≤ µ(F )
pour tout F ⊂ H ferme´. Supposons que cette ine´galite´ n’est pas vraie, et soient F ⊂ H
ferme´ et η > 0 tels que
µˆ(F ) ≥ µ(F ) + η. (2.21)
Soit 1F ≤ ψn ≤ 1 une suite de fonctions dans Lb(H) qui converge ponctuellement vers
1F lorsque n→∞. On peut prendre, par exemple,
ψn(u) =
dH(u, F c1/n)
dH(u, F c1/n) + dH(u, F )
,
ou` Fr de´signe le r-voisinage ouvert de F . Graˆce a` (2.20), l’ine´galite´ (2.21) et la monotonie
de µˆ, on a
(ψn, µ) = µˆ(ψn) ≥ µˆ(1F ) = µˆ(F ) ≥ µ(F ) + η.
Pourtant, ce n’est pas possible, car (ψn, µ) converge vers µ(F ) par le the´ore`me de conver-
gence domine´e. L’ine´galite´ (2.16) est e´tablie.
2.3 Grandes de´viations pour les mesures d’occupation
Ici on pre´sente le re´sultat principal de l’article [61] consacre´ a` l’e´tude de grandes de´viations
pour les mesures d’occupation de l’e´quation des ondes non line´aire avec bruit blanc.
2.3.1 Le proble`me e´tudie´ et le re´sultat principal
On conside`re l’e´quation des ondes (1.21)
∂2t u+ γ∂tu−∆u+ f(u) = h(x) + ϑ(t, x) (2.22)
dans un domaine borne´ de R3. Les hypothe`ses sur la fonction h(x), la nonline´arite´
f(u) et la force ϑ(t, x) sont les meˆmes que dans les Section 1.3 et 1.10. On s’inte´resse
au comportement asymptotique dans la limite t → ∞ de la famille (ζ(t)) de mesures
d’occupation de´finie par
ζ(t) =
1
t
∫ t
0
δu(τ ;v) dτ, t > 0
sur l’espace probabilise´ (Ω,F ,P), ou` u(τ ; v) est la solution a` l’instant τ de l’e´quation
(2.22) issue de point v ∈ H. Rappelons qu’on note Hs l’espace [Hs+1(D) ∩ H10 (D)] ×
Hs(D) avec s ∈ (0, 1− ρ/2) fixe´.
2.3. GRANDES DE´VIATIONS POUR LES MESURES D’OCCUPATION 19
The´ore`me 2.3.1. Sous les hypothe`ses ci-dessus, pour toute fonction ψ ∈ Cb(H) non
constante, il existe ε = ε(ψ) > 0 et une fonction convexe Iψ : R→ R+ tels que pour tout
v ∈ Hs et tout ouvert O de l’intervalle ((ψ, µ)− ε, (ψ, µ) + ε)), on a
lim
t→∞
1
t
lnP
{
1
t
∫ t
0
ψ(u(τ ; v)) dτ ∈ O
}
= − inf
α∈O
Iψ(α), (2.23)
ou` µ est la mesure stationnaire de (u(t),Pv). De plus, cette limite est uniforme par
rapport a` v sur les ensembles borne´s de Hs.
On montrera, en fait, un re´sultat plus ge´ne´ral du type niveau-2 et en de´duira ce the´ore`me.
2.3.2 Certains ingre´dients de la preuve
On commence par introduire quelques notations. Pour toute fonction V ∈ Cb(H) on
introduit le semigroupe (PVt )t≥0 de Fynman-Kac agissant sur Cb(H) par la formule
PVt ψ(v) = Ev
[
ψ(u(t)) exp(
∫ t
0
V (u(τ)) dτ)
]
.
SoitM+(H) l’ensemble des mesures bore´liennes positives sur H muni de la topologie de
convergence faible. On conside`re le dual du semigroupe (PVt )t≥0, a` savoir, le semigroupe
(PV ∗t )t≥0 agissant sur M+(H) par la formule
(ψ,PV ∗t µ) = (P
V
t ψ, µ) pour µ ∈M+(H) et ψ ∈ Cb(H).
On dira que µV ∈ P(H) est un vecteur propre du semigroupe (PV ∗t ) s’il existe λ ∈ R tel
que PV ∗t µV = λtµV pour tout t ≥ 0. De meˆme, on dira que hV ∈ C(Hs) est un vecteur
propre de (PVt ) s’il existe λ ∈ R tel que PVt hV = λthV dans Hs pour tout t ≥ 0. On
introduit la fonction de poids w : Hs → [1,∞) donne´e par
w(v) = 1 + |v|2Hs + E4(v)
et on de´signe Cw(Hs) l’espace des fonctions continues ψ : Hs → R telles que
|ψ|Cw = sup
v∈Hs
|ψ(v)|
w(v)
<∞.
Finalement, on note Pw(H) l’espace de mesures de probabilite´ λ surH telles que (w, λ) <
∞, muni de topologie de convergence faible. On peut montrer que le the´ore`me 2.3.1 est
une conse´quence du re´sultat suivant.
Proposition 2.3.2. Sous les hypothe`ses ci-dessus, il existe une constante δ > 0 telle
que les proprie´te´s suivantes sont satisfaites pour toute fonction V lipschitzienne borne´e
sur H dont l’oscillation Osc(V ) = (supV − inf V ) ne de´passe pas δ. Le semigrope (PV ∗t )
posse`de un unique vecteur propre µV ∈ Pw(H) correspondant a` une valeur propre λV
positive. De plus, µV satisfait∫
H
[|v|mHs + exp(κE(v))]µV (dv) <∞ (2.24)
pour tout entier m ≥ 1, ou` κ = (2α)−1∑ b2j . En outre, le semigroupe PVt admet un
unique vecteur propre hV ∈ Cw(Hs), hV ≥ 0, correspondant a` la valeur propre λV
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normalise´ par la condition (hV , µV ) = 1. Finalement, on a les convergences
λ−tV P
V
t ψ → (ψ, µV )hV dans Cb(HsR) ∩ L1(H, µV ),
λ−tV P
V ∗
t ν → (hV , ν)µV dans M+(H)
lorsque t → ∞, pour tout ψ ∈ Cw(Hs), ν ∈ Pw(H) et R > 0, ou` HsR est la boule de
rayon R dans Hs.
Sans entrer dans les de´tails, on fait l’esquisse de la preuve de la premie`re partie de cette
proposition. Montrons en particulier, le re´sultat suivant.
Proposition 2.3.3. Pour tout t > 0, V ∈ Cb(H) et m ≥ 1, l’ope´rateur PV ∗t admet un
vecteur propre µV avec une valeur propre positive. De plus, on a (2.24).
On introduit
w˜m(v) = 1 + |v|2mHs + E4m(v) + exp(κE(v))
et on admet l’ine´galite´ suivante
Evw˜m(u(t)) ≤ 2e−αmtw˜m(v) + Cm, (2.25)
qui est vraie pour tout v ∈ Hs, m ≥ 1, et t ≥ 0. Soient t > 0 et V ∈ Cb(H) fixe´s. Pour
tout A > 0 et m ≥ 1, on introduit l’ensemble convexe
DA,m = {σ ∈ P(H) : (w˜m, σ) ≤ A},
et on conside`re l’application continue de DA,m sur P(H) donne´e par
G(σ) = PV ∗t σ/P
V ∗
t σ(H).
Graˆce a` l’ine´galite´ (2.25), on a
(w˜m, G(σ)) ≤ exp (tOsc(V )) (w˜m,P∗tσ)
≤ 2 exp (t(Osc(V )− αm)) (w˜m, σ) + Cm exp (tOsc(V )) . (2.26)
Soit m assez grand tel que l’on ait
Osc(V ) ≤ αm/2 et exp(−αmt/2) ≤ 1/4,
et soit A = 2Cme
αmt. Alors, compte tenu de l’ine´galite´ (2.26), on a (w˜m, G(σ)) ≤ A pour
tout σ ∈ DA,m, i.e., G(DA,m) ⊂ DA,m. En plus, il n’est pas difficile de voir que l’ensemble
DA,m est compact dans P(H) (on peut utiliser le crite`re de compacite´ de Prokhorov
pour montrer qu’il est relativement compact et le lemme de Fatou pour montrer qu’il
est ferme´). Par le the´ore`me de Leray-Schauder, G a un point fixe µV ∈ DA,m. Pour finir
la preuve, il suffit de remarquer que d’apre`s les constructions de DA,m et G, la mesure
µV est un vecteur propre de l’ope´rateur P
V ∗
t avec valeur propre positive P
V ∗
t µ(H) et
elle ve´rifie (2.24). On peut montrer que, en fait, une telle mesure µV est unique, et elle
ne de´pend pas de t et m.
Chapitre 3
Me´lange
Exponential mixing for the white - forced damped nonlinear
wave equation
Abstract. The paper is devoted to studying the stochastic nonlinear wave (NLW)
equation
∂2t u+ γ∂tu−∆u+ f(u) = h(x) + η(t, x)
in a bounded domain D ⊂ R3. The equation is supplemented with the Dirichlet bound-
ary condition. Here f is a nonlinear term, h(x) is a function in H10 (D) and η(t, x) is
a non-degenerate white noise. We show that the Markov process associated with the
flow ξu(t) = [u(t), u˙(t)] has a unique stationary measure µ, and the law of any solution
converges to µ with exponential rate in the dual-Lipschitz norm.
3.1 Introduction
We consider the stochastic NLW equation
∂2t u+ γ∂tu−∆u+ f(u) = h(x) + η(t, x), [u(0), u˙(0)] = [u0, u1] (3.1)
in a bounded domain D ⊂ R3 with a smooth boundary. The equation is supplemented
with the Dirichlet boundary condition. The nonlinear term f satisfies the dissipativity
and growth conditions that are given in the next section (see (3.4)-(3.6)). Here we only
mention that they hold for functions f(u) = sinu and f(u) = |u|ρu − λu, where λ and
ρ ∈ (0, 2) are some constants. These functions correspond to the damped sine-Gordon
and Klein-Gordon equations, respectively. The force η(t) is a white noise of the form
η(t, x) =
∞∑
j=1
bj β˙j(t)ej(x). (3.2)
Here {βj(t)} is a sequence of independent standard Brownian motions, {ej} is an or-
thonormal basis in L2(D) composed of the eigenfunctions of the Dirichlet Laplacian,
22 CHAPITRE 3. ME´LANGE
and {bj} is a sequence of positive numbers that goes to zero sufficiently fast (see (3.7)).
The initial point [u0, u1] belongs to the phase space H = H10 (D)×L2(D). Finally, h(x)
is a function in H10 (D). The following theorem is the main result of this paper.
Main Theorem. Under the above hypotheses, the Markov process associated with the
flow y(t) = [u(t), u˙(t)] of equation (3.1) possesses a unique stationary measure µ ∈ P(H).
Moreover, there are positive constants C and κ such that
|Eψ(y(t))−
∫
H
ψ(z)µ(dz)| ≤ Ce−κt exp(κ|y|4H), t ≥ 0, (3.3)
for any 1-Lipschitz function ψ : H → R, and any initial point y ∈ H.
Thus, the limit of the average of ψ(y(t)) is a quantity that does not depend on the initial
point.
Before outlining the main ideas of the proof of this result, let us discuss some of the
earlier works concerning the ergodicity of the stochastic nonlinear PDE’s and the main
difficulties that occur in our case. In the context of stochastic PDE’s, the initial value
problem and existence of a stationary measure was studied by Vishik–Fursikov–Komech
[74] for the stochastic Navier–Stokes system and later developed for many other prob-
lems (see the references in [17]). The uniqueness of stationary measure and its ergodicity
are much more delicate questions. First results in this direction were obtained in the
papers [30, 50, 28, 5] devoted to the Navier–Stokes system and other PDE’s arising in
mathematical physics (see also [63, 35] and Part III in [18] for some 1D parabolic equa-
tions). They were later extended to equations with multiplicative and very degenerate
noises [64, 38]. We refer the reader to the recent book [53] and the review paper [20] for
a detailed account of the main results obtained so far.
We now discuss in more details the case of dispersive equations, for which fewer results
are known. One of the first results on the ergodicity of dispersive PDE’s was stablished
in the paper of E, Khanin, Mazel and Sinai [27], where the authors prove the existence
and uniqueness of stationary measure for the one dimensional inviscid Burgers equation
perturbed by a space-periodic white noise. The qualitative study of stationary solutions
is also carried out, and the analysis relies on the Lax-Oleinik variational principle. The
ergodicity of a white-forced NLW equation was studied by Barbu and Da Prato [3],
where the authors prove the existence of stationary distribution for a nonlinearity which
is a non-decreasing function satisfying the growth restriction |f ′′(u)| ≤ C(|u| + 1), and
some standard dissipativity conditions. Uniqueness is established under the additional
hypotheses, that f satisfies (3.4) with ρ < 2, and sup{|f ′(u)| · |u|−ρ, u ∈ R} is sufficiently
small. In the paper by Debussche and Odasso [21], the authors establish the convergence
to the equilibrium with polynomial speed at any order (polynomial mixing) for weakly
damped nonlinear Schro¨dinger equation. The proof of this result relies on the coupling
argument. The main difficulty in establishing the exponential rate of convergence is due
to the complicated Lyapunov structure and the fact that the Foas¸-Prodi estimates hold
in average and not path-wise. In [24], Dirr and Souganidis study the Hamilton-Jacobi
equations perturbed by additive noise. They show, in particular, that under suitable
assumptions on the Hamiltonian, the stochastic equation has a unique up to constants
space-periodic global attracting solution, provided the unperturbed equation possesses
such solution. In the recent paper by Debussche and Vovelle [22] the existence and
uniqueness of stationary measure is studied for scalar periodic first-order conservation
laws with additive noise in any space dimension. It generalizes to higher dimensions
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the results established in [27] (see also [41]). In another recent paper [2] by Bakhtin,
Cator and Khanin, the authors study the ergodicity of the Burgers equation perturbed
by a space-time stationary random force. It is proved, in particular, that the equation
possesses space-time stationary global solutions, and that they attract all other solutions.
The proof uses the Aubry-Mather theory for action-minimizing trajectories, and weak
KAM theory for the Hamilton-Jacobi equations.
In the present paper we extend the results established in [3], proving that the hypotheses
f ′ ≥ 0 and sup{|f ′(u)| · |u|−ρ, u ∈ R} is small are not needed, and that the convergence
to the equilibrium has exponential rate. We also show that the conclusion of the Main
Theorem remains true for a force that is non-degenerate only in the low Fourier modes
(see Theorem 3.5.3). The proof mainly relies on the coupling argument.
Of course, one of the main difficulties when dealing with dispersive PDE’s comes from
the lack of the regularizing property, and with it, of some well-known compactness
arguments. As a consequence, this changes the approach when showing the stability
of solutions. In particular, this is the case, when establishing the Foias¸-Prodi estimate
for NLW (Proposition 3.4.1). Moreover, this estimate (which shows that the large time
behavior of solutions is determined by finitely many modes and enables one to use the
Girsanov theorem) differs from the classical one, since the growth of the intermediate
process should be controlled (see inequality (3.49)). Due to the last fact, the coupling
constructed through the projections of solutions (cf. [69, 64]) does not ensure exponential
rate of convergence. We therefore introduce a new type of coupling constructed via the
intermediate process (see (3.12)-(3.17)). The same difficulty occurs when showing the
recurrence of solutions, i.e. that the trajectory of the solution enters arbitrarily small ball
with positive probability in a finite time (Proposition 3.4.4). The standard argument
to show this property is the use of the portmanteau theorem. However, due to the
lack of the smoothing effect, the portmanteau technique is not applicable, and another
approach is proposed.
Without going into details, we give an informal description of our approach. The proof
of the existence of stationary measure is rather standard and relies on the Bogolyubov-
Krylov argument, which ensures the existence, provided the process y(t) = [u(t), u˙(t)]
has a uniformly bounded moment in some H-compact space. To obtain such a bound,
we follow a well-known argument coming from the theory of attractors (e.g., see [1, 40]).
Namely, we split the function u to the sum u = v + z, where, roughly speaking, v takes
the Brownian of equation, and z-nonlinearity. We then show that the corresponding
flows have uniformly bounded moments in Hs = H1+s(D)×Hs(D) for s > 0 sufficiently
small (Proposition 3.3.4). The bound for |[v(t), v˙(t)]|Hs follows from the Itoˆ formula,
while that of |[z(t), z˙(t)]|Hs is based on the argument similar to the one used in [76]. The
proof of exponential mixing relies on Theorem 3.1.7 in [53], which gives a general criterion
that ensures the convergence to the equilibrium with exponential rate. Construction of
a coupling that satisfies the hypotheses of the mentioned theorem is based on four key
ingredients: the Foias¸-Prodi estimate for NLW, the Girsanov theorem, the recurrence
property of solutions, and the stopping time technique.
Finally, we make some comments on the hypotheses imposed on the nonlinear term f
and the coefficients bj entering the definition of the force η. Inequalities (3.5)-(3.6) are
standard in the study of NLW equation, they ensure that the Cauchy problem is well-
posed (e.g., see [15] and [55] for deterministic cases). The hypothesis ρ < 2 is needed
to prove the stability of solutions. The fact that the coefficients bj are not zero ensures
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that η is non-degenerate in all Fourier modes, which is used to establish the recurrence
of solutions and exponential squeezing. As was mentioned above, we show that this
condition could be relaxed.
The paper is organized as follows. In Section 3.2 we announce the main result and
outline the scheme of its proof. Next, the large time behavior and stability of solutions
are studied in Sections 3.3 and 3.4, respectively. Finally, the complete proof of the main
result is presented in Section 3.5.
Notation
For an open set D of a Euclidean space and separable Banach spaces X and Y , we
introduce the following function spaces:
Lp = Lp(D) is the Lebesgue space of measurable functions whose pth power is integrable.
In the case p = 2 the corresponding norm is denoted by ‖ · ‖.
Hs = Hs(D) is the Sobolev space of order s with the usual norm ‖ · ‖s.
Hs0 = H
s
0(D) is the closure in H
s of infinitely smooth functions with compact support.
H1,p = H1,p(D) is the Sobolev space of order 1 with exponent p, that is, the space of
Lp functions whose first order derivatives remain in Lp.
L(X,Y ) stands for the space of linear continuous operators from X to Y endowed with
the natural norm.
Cb(X) is the space of continuous bounded functions ψ : X → R endowed with the norm
of uniform convergence:
|ψ|∞ = sup
x∈X
|ψ(x)|.
Lb(X) is the space of bounded Lipschitz functions, i.e. of functions ψ ∈ Cb(X) such that
|ψ|L := |ψ|∞ + sup
x 6=y
|ψ(x)− ψ(y)|
|x− y|X <∞.
BX(R) stands for the ball in X of radius R and centered at the origin.
B(X) is the Borel σ-algebra of subsets of X.
P(X) denotes the space of probability Borel measures on X. Two metrics are defined
on the space P(X): the metric of total variation
|µ1 − µ2|var = sup
Γ∈B(X)
|µ1(Γ)− µ2(Γ)|,
and the dual Lipschitz metric
|µ1 − µ2|∗L = sup
|ψ|L≤1
|(f, µ1)− (f, µ2)|,
where (ψ, µ) denotes the integral of ψ over X with respect to µ.
Finally, by C1, C2, . . ., we shall denote unessential positive constants.
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3.2 Exponential mixing
We start this section by a short discussion of the well-posedness of the Cauchy problem
for equation (3.1). We then state the main result and outline the scheme of its proof.
3.2.1 Existence and uniqueness of solutions
Before giving the definition of a solution of equation (3.1), let us make the precise
hypotheses on the nonlinearity and the coefficients entering the definition of η(t). We
suppose that the function f satisfies the growth restriction
|f ′′(u)| ≤ C(|u|ρ−1 + 1), u ∈ R, (3.4)
where C and ρ < 2 are positive constants, and the dissipativity conditions
F (u) ≥ −νu2 − C, u ∈ R, (3.5)
f(u)u− F (u) ≥ −νu2 − C, u ∈ R, (3.6)
where F is the primitive of f , ν ≤ (λ1∧γ)/8 is a positive constant, and λj stands for the
eigenvalue corresponding to ej . The coefficients bj are supposed to be positive numbers
satisfying
B =
∞∑
j=1
b2j <∞, B1 =
∞∑
j=1
λjb
2
j <∞. (3.7)
Let us introduce the functions
gj = [0, bjej ], ζˆ(t) =
∞∑
j=1
βj(t)gj .
Definition 3.2.1. Let y0 = [u0, u1] be a H-valued random variable defined on a
complete probability space (Ω,F ,P) that is independent of ζˆ(t). A random process
y(t) = [u(t), u˙(t)] defined on (Ω,F ,P) is called a solution (or a flow) of equation (3.1)
if the following two conditions hold:
• Almost every trajectory of y(t) belongs to the space C(R+;H), and the process
y(t) is adapted to the filtration Ft generated by y0 and ζˆ(t).
• Equation (3.1) is satisfied in the sense that, with probability 1,
y(t) = y0 +
∫ t
0
g(s) ds+ ζˆ(t), t ≥ 0, (3.8)
where we set
g(t) = [u˙,−γu˙+ ∆u− f(u) + h(x)],
and relation (3.8) holds in L2 ×H−1.
Let us endow the space H with the norm
|y|2H = ‖∇y1‖2 + ‖y2 + αy1‖2 for y = [y1, y2] ∈ H,
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where α > 0 is a small parameter. Introduce the energy functional
E(y) = |y|2H + 2
∫
D
F (y1) dx, y = [y1, y2] ∈ H, (3.9)
and let Eu(t) = E(y(t)). We have the following theorem.
Theorem 3.2.2. Under the above hypotheses, let y0 be an H−valued random variable
that is independent of ζˆ and satisfies EE(y0) < ∞. Then equation (3.1) possesses a
solution in the sense of Definition 3.2.1. Moreover, it is unique, in the sense that if
y˜(t) is another solution, then with P-probability 1 we have y(t) = y˜(t) for all t ≥ 0. In
addition, we have the a priori estimate
EEu(t) ≤ EEu(0)e−αt + C(γ,B, ‖h‖). (3.10)
We refer the reader to the book [17] for proofs of similar results. We confine ourselves
to the formal derivation of inequality (3.10) in the next section.
3.2.2 Main result and scheme of its proof
Let us denote by St(y, ·) the flow of equation (3.1) issued from the initial point y ∈ H. A
standard argument shows that St(y, ·) defines a Markov process in H (e.g., see [17, 53]).
We shall denote by (y(t),Py) the corresponding Markov family. In this case, the Markov
operators have the form
Ptψ(y) =
∫
H
ψ(z)Pt(y, dz) for any ψ ∈ Cb(H),
P∗tλ(Γ) =
∫
H
Pt(y,Γ)λ(dy) for any λ ∈ P(H),
where Pt(y,Γ) = Py(St(y, ·) ∈ Γ) is the transition function. The following theorem on
exponential mixing is the main result of this paper.
Theorem 3.2.3. Under the hypotheses of Theorem 3.2.2, the Markov process associated
with the flow of equation (3.1) has a unique stationary measure µ ∈ P(H). Moreover,
there exist positive constants C and κ such that for any λ ∈ P(H) we have
|P∗tλ− µ|∗L ≤ Ce−κt
∫
H
exp(κ|y|4H)λ(dy). (3.11)
Scheme of the proof. We shall construct an extension for the family (y(t),Py) that
satisfies the hypotheses of Theorem 3.1.7 in [53], providing a general criterion for expo-
nential mixing. To this end, let us fix an initial point y = (y, y′) in H = H × H, and
let ξu = [u, ∂tu] and ξu′ = [u
′, ∂tu′] be the flows of equation (3.1) that are issued from y
and y′, respectively. Consider an intermediate process v, which is the solution of
∂2t v + γ∂tv −∆v + f(v) + PN [f(u)− f(v)] = h(x) + η(t, x), ξv(0) = y′. (3.12)
Here N ≥ 1 is integer that will be chosen later, and PN stands for the orthogonal projec-
tion from L2(D) to its N -dimensional subspace spanned by the functions e1, e2, . . . , eN .
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Let us denote by λ(y, y′) and λ′(y, y′) the laws of the processes {ξv}T and {ξu′}T , respec-
tively, where {z}T stands for the restriction of {z(t); t ≥ 0} to [0, T ]. Thus, λ and λ′ are
probability measures on C(0, T ;H). Let (V(y, y′),V ′(y, y′)) be a maximal coupling for
(λ(y, y′), λ′(y, y′)). By Proposition 1.2.28 in [53], such a pair exists and can be chosen
to be a measurable function of its arguments. For any s ∈ [0, T ], we shall denote by Vs
and V ′s the restrictions of V and V ′ to the time s. Denote by [v˜, ∂tv˜] and [u˜′, ∂tu˜′] the
corresponding flows. Then we have
∂2t v˜ + γ∂tv˜ −∆v˜ + f(v˜)− PNf(v˜) = h(x) + ψ(t), ξv˜(0) = y′, (3.13)
where ψ satisfies
D{
∫ t
0
ψ(s) ds}T = D{ζ(t)−
∫ t
0
PNf(u) ds}T . (3.14)
Introduce an auxiliary process u˜, which is the solution of
∂2t u˜+ γ∂tu˜−∆u˜+ f(u˜)− PNf(u˜) = h(x) + ψ(t), ξu˜(0) = y. (3.15)
Let us note that u satisfies the same equation, where ψ should be replaced by η(t) −
PNf(u). In view of (3.14), we have (see the appendix for the proof)
D{ξu˜}T = D{ξu}T . (3.16)
Introduce
Rt(y, y′) = ξu˜(t), R′t(y, y′) = ξu˜′(t) for t ∈ [0, T ]. (3.17)
It is clear that Rt = (Rt,R′t) is an extension of St(y) on the interval [0, T ]. Let St =
(St(y), S
′
t(y)) be the extension of St(y) constructed by iteration of Rt = (Rt,R′t) on
the half-line t ≥ 0 (we do not recall here the procedure of construction, see the paper
[69] for the details). With a slight abuse of notation, we shall keep writing [u˜, ∂tu˜] and
[u˜′, ∂tu˜′] for the extensions of these two processes, and write ξv˜(t) = Vs(SkT (y)) for
t = s+ kT, 0 ≤ s < T . This will not lead to a confusion.
For any continuous process y(t) with range in H, we introduce the functional
Fy(t) = |E(y(t))|+ α
∫ t
0
|E(y(s))| ds, (3.18)
and the stopping time
τy = inf{t ≥ 0 : Fy(t) ≥ Fy(0) + (L+M)t+ r}, (3.19)
where L,M and r are some positive constants to be chosen later. In the case when y
is a process of the form y = [z, z˙], we shall write, Fz and τ z instead of F[z,z˙] and τ[z,z˙],
respectively. Introduce the stopping times:
% = inf{t = s+ kT : Vs(SkT (y)) 6= V ′s(SkT (y))} ≡ inf{t ≥ 0 : ξv˜(t) 6= ξu˜′(t)},
τ = τ u˜ ∧ τ u˜′ , σ = % ∧ τ.
Suppose that we are able to prove the following.
Theorem 3.2.4. Under the hypotheses of Theorem 3.2.3, there are positive constants
α, δ,κ, d and C such that the following properties hold.
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(Recurrence): For any y = (y, y′) ∈H, we have
Ey exp(κE(y(t)) ≤ Ey exp(κE(y(0))e−αt + C(γ,B, ‖h‖), (3.20)
Ey exp(κτd) ≤ C(1 + |y|4H), (3.21)
where τd stands for the first hitting time of the set BH(d).
(Exponential squeezing): For any y ∈ BH(d), we have
|St(y)− S′t(y)|2H ≤ Ce−αt|y − y′|2H for 0 ≤ t ≤ σ, (3.22)
Py{σ =∞} ≥ δ, (3.23)
Ey[1{σ<∞} exp(δσ)] ≤ C, (3.24)
Ey[1{σ<∞}|y(σ)|8H] ≤ C. (3.25)
In view of Theorem 3.1.7 in [53], this will imply Theorem 3.2.3. We establish Theorem
3.2.4 in Section 3.5. The proof of recurrence relies on the Lyapunov function technique,
while the proof of exponential squeezing is based on the Foias¸-Prodi type estimate for
equation (3.1), the Girsanov theorem and the stopping time argument.
3.2.3 Law of large numbers and central limit theorem
Theorem 3.2.3 implies the following result, which follows from inequality (3.11) and
some results established in Section 2 of [68].
Theorem 3.2.5. Under the hypotheses of Theorem 3.2.3, for any Lipschitz bounded
functional ψ : H → R and any solution y(t) = [u(t), u˙(t)] of equation (3.1) issued from
a non-random point y0 ∈ H, the following statements hold.
Strong law of large numbers. For any ε > 0 there is an almost surely finite random
constant l ≥ 1 such that
|t−1
∫ t
0
ψ(y(s)) ds− (ψ, µ)| ≤ C(y0, ψ)t− 12 +ε for t ≥ l. (3.26)
Central limit theorem. If (ψ, µ) = 0, there is a constant a ≥ 0 depending only on ψ,
such that for any ε > 0, we have
sup
z∈R
(θa(z) · |P{t− 12
∫ t
0
ψ(y(s)) ds ≤ z} − Φa(z)|) ≤ C(y0, ψ)t− 14 +ε, (3.27)
where we set
θa(z) ≡ 1, Φa(z) = 1
a
√
2pi
∫ z
−∞
e−
s2
2a2 ds for a > 0,
and
θ0(z) = 1 ∧ |z|, Φ0(z) = 1R+(z).
The proof of inequalities (3.26) and (3.27) follow, respectively, from Corollary 3.4 and
Theorem 2.8 in [68], combined with inequalities (3.3) and (3.20).
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3.3 Large time estimates of solutions
The goal of this section is to analyze the dynamics of solutions and to obtain some a
priori estimates for them.
3.3.1 Proof of inequality (3.10)
Let us apply the Itoˆ formula to the function G(y) = |y|2H. Recall that for the process of
the form (3.8), the Itoˆ formula gives
G(y(t)) = G(y(0)) +
∫ t
0
A(s) ds+
∞∑
j=1
∫ t
0
Bj(s)dβj(s), (3.28)
where we set
A(t) = (∂yG)(y(t); g(t)) +
1
2
∞∑
j=1
(∂2yG)(y(t); gj , gj), Bj(t) = (∂yG)(y(t); gj).
Here (∂yG)(y; v) and (∂2yG)(y; v, v) stand for the values of the first- and second-order
derivatives of G on the vector v. Since for G(y) = |y|2H we have
∂yG(y; y¯) = 2(y, y¯)H, ∂2yG(y; y¯, y¯) = 2|y¯|2H,
relation (3.28) takes the form
|y(t)|2H = |y(0)|2H + 2
∫ t
0
(y, g)H ds+ t ·
∞∑
j=1
|gj |2H + 2
∞∑
j=1
∫ t
0
(y, gj)H dβj(s). (3.29)
Let us note that
(y, g)H = (∇u,∇u˙) + (u˙+ αu,−γu˙+ ∆u− f(u) + h(x) + αu˙)
= −α‖∇u‖2 − (γ − α)‖u˙‖2 + (α2 − αγ)(u, u˙) + (u˙+ αu, h)
− (u˙+ αu, f(u)). (3.30)
By the Young and Poincare´ inequalities, we have
|(α2 − αγ)(u, u˙)| ≤ α
16
‖∇u‖2 + 4α(γ − α)
2
λ1
‖u˙‖2, (3.31)
|(αu, h)| ≤ α
16
‖∇u‖2 + 4α
λ1
‖h‖2, (3.32)
|(u˙, h)| ≤ γ − α
4
‖u˙‖2 + (γ − α)−1‖h‖2. (3.33)
Note also that, thanks to inequality (3.6), we have
− αf(u)u ≤ −αF (u) + ανu2 + αC ≤ −αF (u) + αλ1
8
u2 + αC, (3.34)
so that
− (αu, f(u)) ≤ −α
∫
D
F (u) +
α
8
‖∇u‖2 + αC ·Vol(D) (3.35)
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Now, by substituting (3.30) into (3.29), using inequalities (3.31)-(3.35), and noting that∫ t
0
(u˙, f(u)) ds =
∫ t
0
d
ds
F (u(s)) ds = F (u(t))− F (u(0)),
we obtain that for α > 0 sufficiently small
Eu(t) ≤ Eu(0) +
∫ t
0
(−αEu(s) +K) ds− α
2
∫ t
0
|y(s)|2H ds+M(t), (3.36)
where K > 0 depends only on γ,B and ‖h‖, and M(t) is the stochastic integral
M(t) = 2
∞∑
j=1
bj
∫ t
0
(u˙+ αu, ej) dβj(s). (3.37)
Taking the mean value in inequality (3.36) and using the Gronwall comparison principle,
we arrive at (3.10).
3.3.2 Exponential moment of the flow
In the following proposition we establish the uniform boundedness of exponential mo-
ment of |ξu(t)|H.
Proposition 3.3.1. Under the hypotheses of Theorem 3.2.2, there exists κ > 0 such
that if the random variable Eu(0) satisfies
E exp(κEu(0)) <∞,
then
E exp(κEu(t)) ≤ E exp(κEu(0))e−αt + C(γ,B, ‖h‖). (3.38)
Proof. We represent ξu(t) in the form (3.8), and apply the Itoˆ formula (3.28) to the
function
G(y) = exp(κE(y)).
Since
∂yG(y, y¯) = 2κG(y)((y, y¯)H + (f(y1), y¯1)),
∂2yG(y; y¯, y¯) = 2κG(y)(2κ ((y, y¯)H + (f(y1), y¯1)2 + |y¯|2H + (f ′(y1), y¯21),
we have
∂yG(y; g) = 2κG(y)((y, g)H + (f(u), u˙)),
∂2yG(y; gj , gj) = 2κG(y)(2κ(y, gj)2H + |gj |2H).
Hence, relation (3.28), after taking the mean value, takes the form
EG(y(t)) = EG(y(0)) + κ E
∫ t
0
G(y(s))M(s) ds,
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where
M(t) = 2((y, g)H + (f(u), u˙)) + 2κ
∞∑
j=1
(y, gj)
2
H +
∞∑
j=1
|gj |2H.
Now note that by developing the expression (y, g)H + (f(u), u˙), the term (f(u), u˙) will
disappear (see (3.30)). There remains another term containing f , namely the term
(−αu, f(u)), but this can be estimated using inequality (3.35). Let us choose κ > 0 so
small that κB ≤ α/2. It follows that G(y) satisfies
EG(y(t)) ≤ EG(y(0)) + κ E
∫ t
0
G(y(s))(−αE(y(s)) + C(γ,B, ‖h‖) ds.
It remains to use the inequality
κev(−αv + C1) ≤ −αev + C2 for all v ≥ −C,
and the Gronwall lemma, to conclude.
3.3.3 Exponential supermartingale-type inequality
The following result provides an estimate for the rate of growth of solutions.
Proposition 3.3.2. Under the hypotheses of Theorem 3.2.2, the following a priori es-
timate holds for solutions of equation (3.1)
P
{
sup
t≥0
(Eu(t) +
∫ t
0
(αEu(s)−K) ds) ≥ Eu(0) + r
}
≤ e−βr for any r > 0, (3.39)
where K is the constant from inequality (3.36), and β = α/8 · (sup b2j )−1.
Proof. Let us first note that
E
∞∑
j=1
b2j
∫ t
0
(u˙+ αu, ej)
2 ds ≤ (sup
j≥1
b2j )
∫ t
0
E‖u˙+ αu‖2 ds <∞, t ≥ 0.
It follows that the stochastic integral M(t) defined in (3.37) is a martingale, and its
quadratic variation 〈M〉(t) equals
〈M〉(t) = 4
∞∑
j=1
b2j
∫ t
0
(u˙+ αu, ej)
2 ds ≤ 4 sup
j
b2j
∫ t
0
‖u˙+ αu‖2 ds.
Combining this with inequality inequality (3.36), we obtain
Eu(t) +
∫ t
0
(αEu(s)−K) ds ≤ Eu(0) +
(
M(t)− 1
2
β〈M〉(t)
)
.
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We conclude that
P
{
sup
t≥0
(Eu(t) +
∫ t
0
(αEu(s)−K) ds) ≥ Eu(0) + r)
}
≤ P
{
sup
t≥0
(M(t)− 1
2
β〈M〉(t)) ≥ r
}
= P
{
sup
t≥0
exp(βM(t)− 1
2
〈βM〉(t)) ≥ eβr
}
≤ e−βr,
where we used the exponential supermartingale inequality.
We recall that for a process of the form y(t) = [u(t), u˙(t)], Fu ≡ Fy stands for the
functional defined by (3.18), and τu ≡ τy stands for the stopping time defined by (3.19).
Corollary 3.3.3. Suppose that the hypotheses of Theorem 3.2.2 are fulfilled. Then for
any solution u(t) of equation (3.1), we have
P
{
sup
t≥0
(Fu(t)− Lt) ≥ Fu(0) + r
}
≤ exp(4βC − βr) for any r > 0,
P{l ≤ τu <∞} ≤ exp(4βC − βr − βlM) for any l ≥ 0,
where L = K + 4αC, K and β are the constants from the previous proposition and C is
the constant from inequalities (3.5)-(3.6).
This result follows from Proposition 3.3.2 and the fact that, due to inequality (3.5), we
have
Eu(t) ≤ |Eu(t)| ≤ Eu(t) + 4C.
3.3.4 Existence of stationary measure
In this subsection we show that the process y(t) = [u(t), u˙(t)] has a bounded second
moment in the more regular spaceHs = Hs+1(D)×Hs(D), with s = s(ρ) > 0 sufficiently
small. By the Bogolyubov-Krylov argument, this immediately implies the existence of
stationary distribution for the corresponding Markov process.
Proposition 3.3.4. Under the hypotheses of Theorem 3.2.2, there is an increasing
function Q such that, for any s ∈ (0, 1 − ρ/2), and any solution of equation (3.1), we
have
E|y(t)|2Hs ≤ Q(|y(0)|H) + |y(0)|2Hse−αt.
Proof. Let us split u to the sum u = v + z, where v solves
∂2t v + γ∂tv −∆v = h(x) + η(t), ξv(0) = ξu(0). (3.40)
The standard argument shows that for any s ∈ [0, 1], we have
E|ξv(t)|2Hs ≤ C(γ, ‖h‖1) + |y(0)|2Hse−αt, (3.41)
so that it remains to bound the average of |ξz(t)|2Hs . In view of (3.1) and (3.40), z(t) is
the solution of
∂2t z + γ∂tz −∆z + f(u) = 0, ξz(0) = 0. (3.42)
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We now follow the argument used in [76]. Let us differentiate (3.42) in time, and set
θ = ∂tz. Then θ solves
∂2t θ + γ∂tθ −∆θ + f ′(u)∂tu = 0, [θ(0), θ˙(0)] = [0,−f(u(0))]. (3.43)
Let us fix s ∈ (0, 1−ρ/2), multiply this equation by (−∆)s−1(θ˙+αθ) and integrate over
D. We obtain
d
dt
E˜θ(t) + 3α
2
E˜θ(t) ≤ 2
∫
D
|f ′(u)u˙||(−∆)s−1(θ˙ + αθ)| dx =: L, (3.44)
where we set
E˜θ(t) = |ξθ|2Hs−1 + αγ|θ|2Hs−1 + 2α(θ, θ˙)Hs−1 .
By the Ho¨lder and Sobolev inequalities
L ≤ C1
∫
D
(|u|ρ + 1)|u˙||(−∆)s−1(θ˙ + αθ)| dx
≤ C1(|u|ρL6 + 1)|u˙|L2 |(−∆)s−1(θ˙ + αθ)|L6/(3−ρ)
≤ C2(|u|2L6 + 1)|u˙|L2 |(−∆)s−1(θ˙ + αθ)|H1−s
≤ C3(‖∇u‖2 + 1)‖u˙‖|θ˙ + αθ|Hs−1 ≤
α
2
E˜θ(t) + C4(‖∇u‖4 + 1)‖u˙‖2,
where we used the embedding H1−s ↪→ L6/(3−ρ). Substituting this estimate in (3.44)
and taking the mean value we obtain
d
dt
EE˜θ(t) ≤ −αEE˜θ(t) + C4E(‖∇u‖4 + 1)‖u˙‖2.
Applying the Gronwall lemma and using Proposition 3.3.1, we see that
EE˜θ(t) ≤ EE˜θ(0) + C5,
where the constant C5 depends only on α and |y(0)|H. Moreover, by (3.43) we have
E˜θ(0) = |f(u(0))|2Hs−1 ≤ |f(u(0))|2L2 ≤ C(1 + |y(0)|6H),
so that
EE˜θ(t) ≤ Q1(|y(0)|H). (3.45)
In view of (3.42)
|z|Hs+1 = |∆z|Hs−1 = |z¨ + γz˙ + f(u)|Hs−1 ≤ |z¨ + γz˙|Hs−1 + |f(u)|L2
≤ |θ˙ + γθ|Hs−1 + C(1 + ‖∇u‖3),
whence
|z(t)|2Hs+1 ≤ 2E˜θ(t) + C6(1 + |y(t)|6H).
Taking the mean value in this inequality and using (3.38) together with (3.45), we obtain
E|ξz(t)|2Hs ≤ Q2(|y(0)|H).
This completes the proof of Proposition 3.3.4.
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3.4 Stability of solutions
In this section we establish the stability and the recurrence property of solutions of
equation (3.1).
3.4.1 The Foias¸-Prodi estimate
Here we establish an estimate which will allow us to use the Girsanov theorem. Let us
consider the following two equations:
∂2t u+ γ∂tu−∆u+ f(u) = h(x) + ∂tg(t, x), (3.46)
∂2t v + γ∂tv −∆v + f(v) + PN [f(u)− f(v)] = h(x) + ∂tg(t, x), (3.47)
where g(t) is a function in C(R+;H10 (D)). We recall that PN stands for the orthogonal
projection from L2(D) to its subspace spanned by the functions e1, e2, . . . , eN .
Proposition 3.4.1. Suppose that for some non-negative constants K, l, s and T the
inequality ∫ t
s
‖∇z‖2 dτ ≤ l +K(t− s) for s ≤ t ≤ s+ T, (3.48)
holds for z = u and z = v, where u and v are solutions of (5.133) and (5.134), respec-
tively. Then, for any ε > 0 there is an integer N∗ ≥ 1 depending only on ε and K such
that for all N ≥ N∗ we have
|ξv(t)− ξu(t)|2H ≤ e−α(t−s)+εl|ξv(s)− ξu(s)|2H for s ≤ t ≤ s+ T. (3.49)
Proof. Let us set w = v − u. Then w(t) solves
∂2tw + γ∂tw −∆w + (I − PN )[f(v)− f(u)] = 0, (3.50)
and we need to show that the flow y(t) = ξw(t) satisfies
|y(t)|2H ≤ e−α(t−s)+εl|y(s)|2H for s ≤ t ≤ s+ T. (3.51)
The function y(t) satisfies
∂t|y|2H = 2[(∇w,∇w˙) + (−γw˙ + ∆w − (I − PN )[f(v)− f(u)] + αw˙, w˙ + αw)]
≤ 2[(∇w,∇w˙) + (−γw˙ + ∆w + αw˙, w˙ + αw)]
+ 2‖(I − PN )[f(v)− f(u)]‖(‖w˙‖+ α‖w‖)
≤ −3α
2
|y|2H + 4‖(I − PN )[f(v)− f(u)]‖|y|H. (3.52)
We first note that
‖(I − PN )[f(v)− f(u)]‖ ≤ |I − PN |L(H1,p→L2)|f(v)− f(u)|H1,p , (3.53)
and that
|f(v)− f(u)|H1,p ≤ C
3∑
j=1
|∂j [f(v)− f(u)]|Lp , (3.54)
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where p ∈ (6/5, 2) will be chosen later. Further,
|∂j [f(v)− f(u)]|Lp = |f ′(v)∂jv − f ′(u)∂ju|Lp
≤ |(f ′(v)− f ′(u))∂jv|Lp + |f ′(u)(∂jv − ∂ju)|Lp = J1 + J2. (3.55)
For J1 we have
J1 =
(∫
D
|(f ′(v)− f ′(u))∂jv|p dx
) 1
p
≤ C4
(∫
D
|w|p|∂jv|p(|v|p(ρ−1) + |u|p(ρ−1) + 1) dx
) 1
p
≤ C5|w|L6 |∇v|L2(|v|ρ−1L6 + |u|ρ−1L6 + 1) ≤ C6‖w‖1(‖v‖21 + ‖u‖21 + 1), (3.56)
where we used the Ho¨lder and Sobolev inequalities and chose p = 6(3 + ρ)−1. And
finally, for J2 we have
J2 =
(∫
|f ′(u)|p|∂jv − ∂ju|p dx
) 1
p
≤ C7
(∫
|∂jw|p(|u|pρ + 1) dx
) 1
p
≤ C8‖w‖1(‖v‖21 + ‖u‖21 + 1), (3.57)
where we once again used the Ho¨lder inequality. Combining inequalities (3.53)-(3.57)
together, we obtain
‖(I − PN )[f(v)− f(u)]‖ ≤ C ′1|I − PN |L(H1,p→L2)(‖v‖21 + ‖u‖21 + 1)|y|H. (3.58)
Substituting this inequality in (3.52), we see that
∂t|y|2H ≤ (−3α/2 + C|I − PN |L(H1,p→L2)(‖v‖21 + ‖u‖21 + 1))|y|2H. (3.59)
By the Sobolev embedding theorem, the space H1,p(D) is compactly embedded in L2(D)
for p > 6/5. This implies that the sequence |I − PN |L(H1,p→L2) goes to zero as N goes
to infinity. Combining this fact with the Gronwall lemma applied to (3.59) and using
(3.48), we arrive at (3.51).
3.4.2 Controlling the growth of intermediate process
The goal of this subsection is to show that inequality (3.48) (and therefore (3.49)) holds
with high probability, for g(t) = ζ(t).
For any H-valued continuous process y(t), let τy be the stopping time defined in (3.19),
where L is the constant constructed in Corollary 3.3.3, and M, r are some positive
constants. We recall that for the process of the form y = [z, z˙] we shall write τ z instead
of τ[z,z˙].
Proposition 3.4.2. Let u and v be solutions of (5.133) and (5.134) where g(t) = ζ(t),
that are issued from initial points y, y′ ∈ B1, respectively. Then
P{τv <∞} ≤ 3 exp(4βC − βr) + CM,r|y − y′|H, (3.60)
where β is the constant from Proposition 3.3.2.
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Proof. To prove this result, we follow the arguments presented in Section 3.3 of [53] and
Section 4 of [49]. First, note that since inequality (3.60) concerns only the law of v and
not the solution itself, we are free to choose the underlying probability space (Ω,F ,P).
We assume that it coincides with the canonical space of the Wiener process {ζˆ(t)}t≥0.
More precisely, Ω is the space of continuous functions ω : R+ → H endowed with the
metric of uniform convergence on bounded intervals, P is the law of ζˆ and F is the
completion of the Borel σ-algebra with respect to P.
Let us define vectors eˆj = [0, ej ] and their vector span
HN = span{eˆ1, eˆ2, . . . , eˆN},
which is an N -dimensional subspace of H. The space Ω = C(R+,H) can be represented
in the form
Ω = ΩN +˙Ω
⊥
N ,
where ΩN = C(R+,HN ) and Ω⊥N = C(R+,H⊥N ). We shall write ω = (ω(1), ω(2)) for
ω = ω(1)+˙ω(2).
Let u′ be a solution of equation (5.133) that has the same initial data as v. Introduce
the stopping time
τ˜ = τu ∧ τu′ ∧ τv, (3.61)
and a transformation Φ : Ω→ Ω given by
Φ(ω)(t) = ω(t)−
∫ t
0
a(s) ds, a(t) = 1t≤τ˜PN (0, [f(u)− f(v)]), (3.62)
where PN is the orthogonal projection from H to HN .
Lemma 3.4.3. For any initial points y and y′ in B1, we have
|P− Φ∗P|var ≤ CM,r|y − y′|H, (3.63)
where Φ∗P stands for the image of P under Φ.
Proof of lemma 3.4.3.
Step 1. Let us note that by the definition of τ˜ we have
Fu(t) ≤ Fu(0) + (L+M)t+ r, Fv(t) ≤ Fu′(0) + (L+M)t+ r, (3.64)
for all t ≤ τ˜ . We claim that there is an integer N = N(α,L,M) such that for all t ≤ τ˜
we have
|ξv(t)− ξu(t)|2H ≤ e−αt+θ|ξu(0)− ξu′(0)|2H, (3.65)
where θ = |Eu(0)| ∨ |Eu′(0)|+ r. Indeed, in view of inequality (3.5), for any y = [y1, y2]
in H, we have
|y(t)|2H ≤ |y(t)|2H + 2
∫
D
F (y1) dx| − 2
∫
D
F (y1) dx ≤ |E(y)|+ 2ν‖y1‖2 + 2C
≤ |E(y)|+ λ1
2
‖y1‖2 + 2C ≤ |E(y)|+ 1
2
|y|2H + 2C,
so that
|y|2H ≤ 2|E(y)|+ 4C. (3.66)
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Combining this inequality with (3.64), we see that for all t ≤ τ˜
α
∫ t
0
‖∇z(s)‖2 ds ≤ 2(|Eu(0)| ∨ |E ′u(0)|+ r) + 2(L+M + 2C)t,
for z = u and z = v. Using this inequality and applying Proposition 3.4.1 with ε = α/2
we arrive at (3.65).
Step 2. Let us note that the transformation Φ can be represented in the form
Φ(ω) = (Ψ(ω), ω(2)),
where Ψ : Ω→ ΩN is given by
Ψ(ω)(t) = ω(1)(t) +
∫ t
0
a(s;ω) ds.
It is straightforward to see that
|P− Φ∗P|var ≤
∫
Ω⊥N
|Ψ∗(PN , ω(2))− PN |varP⊥N (dω(2)), (3.67)
where PN and P⊥N are the images of P under the natural projections PN : Ω→ ΩN and
QN : Ω→ Ω⊥N , respectively. Define the processes
z(t) = ω(1)(t), z˜(t) = ω(1)(t) +
∫ t
0
a(s;ω) ds.
It follows that PN = Dz and Ψ∗(P, ω(2)) = Dz˜. By Theorem A.10.1 in [53], we have
|Dz −Dz˜|var ≤ 1
2
((
E exp
[
6 max
1≤j≤N
b−1j
∫ ∞
0
|a(t)|2 dt
]) 1
2
− 1
) 1
2
, (3.68)
provided the Novikov condition
E exp
(
C
∫ ∞
0
|a(t)|2 dt
)
<∞, for any C > 0,
holds. In view of inequalities (3.64) and (3.65) we have
E exp(C
∫ ∞
0
|a(t)|2 dt) = E exp(C
∫ τ˜
0
|a(t)|2 dt)
≤ E exp(C
∫ τ˜
0
‖f(v)− f(u)‖2 dt) ≤ E exp(C1
∫ τ˜
0
‖v − u‖21(1 + ‖u‖41 + ‖v‖41) dt)
≤ E exp(C2|ξu(0)− ξu′(0)|2H
∫ ∞
0
e−αt+θK(t) dt),
where
K(t) = (1 + |Eu(0)| ∨ |Eu′(0)|+ (L+M)t+ r)2.
So not only the Novikov condition holds, but also there is a positive constant CM,r =
C(α,L,M, r) such that the term on the right-hand side of inequality (5.143) does not
exceed CM,r|y − y′|H. Combining this with inequality (3.67), we arrive at (3.63).
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Now we are ready to establish (3.60). Introduce auxiliary H-continuous processes yu, yu′
and yv defined as follows: for t ≤ τ˜ they coincide with processes ξu, ξu′ and ξv, respec-
tively, while for t ≥ τ˜ they solve
∂ty = −λy,
where λ > 0 is a large parameter. By construction, with probability 1, we have
yv(t, ω) = yu
′
(t,Φ(ω)) for all t ≥ 0. (3.69)
Let us note that
P(τv <∞) = P(τv <∞, τu ∧ τu′ <∞) + P(τv <∞, τu ∧ τu′ =∞)
≤ P(τu <∞) + P(τu′ <∞) + P(τv <∞, τu ∧ τu′ =∞). (3.70)
Moreover, in view of (3.69)
P(τv <∞, τu ∧ τu′ =∞) ≤ P(τyv <∞) = Φ∗P(τyu′ <∞)
≤ P(τyu′ <∞) + |P− Φ∗P|var ≤ P(τu
′
<∞) + |P− Φ∗P|var, (3.71)
where we used the fact that for t ≥ τ˜ the norms of auxiliary processes decay exponen-
tially. Combining these two inequalities we obtain
P(τv <∞) ≤ P(τu <∞) + 2P(τu′ <∞) + |P− Φ∗(P)|var. (3.72)
It remains to use Corollary 3.3.3 and Lemma 3.4.3 to conclude.
3.4.3 Hitting a non-degenerate ball
Here we show that the trajectory of the process y(t) = [u(t), u˙(t)] issued from arbitrarily
large ball hits any non-degenerate ball centered at the origin, with positive probability,
at a finite non-random time. We denote by Bd the ball of radius d in H, centered at the
origin.
Proposition 3.4.4. For any R > 0 and d > 0 there is T∗ = T∗(R, d) > 0 such that for
all T ≥ T∗, we have
inf
y∈BR
PT (y,Bd) > 0, (3.73)
where Pt(y,Γ) = Py(St(y, ·) ∈ Γ) is the transition function of the Markov process corre-
sponding to (3.1).
Proof. Step 1. For any y ∈ BR let [uy(t), u˙y(t)] be the flow of equation
∂2t u
y + γ∂tu
y −∆uy + f(uy) = h(x) + ζ˙y(t), [uy(0), u˙y(0)] = y, (3.74)
where ζy(t) is given by
ζy(t) = −th+
∫ t
0
PNf(u
y(s)) ds. (3.75)
We claim that there is an integer N∗ depending only on R such that for all N ≥ N∗ we
have
|[uy(t), u˙y(t)]|2H ≤ R2e−αt, for all t ≥ 0 and y ∈ BR. (3.76)
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Indeed, let us first show that there is N∗(R) such that for all N ≥ N∗ we have
|[uy(t), u˙y(t)]|H ≤ R+ 1, for all t ≥ 0 and y ∈ BR. (3.77)
To this end, for any y ∈ BR, let ly be the time of the first exit of the flow [uy(t), u˙y(t)]
from the ball of radius R + 1. If there is no such time, we set ly = +∞. Inequality
(3.77) will be proved, if we show that for N ≥ N∗(R) we have ly = +∞. Let us note
that ly > 0 and for 0 ≤ t ≤ ly, we have |[uy(t), u˙y(t)]|H ≤ R+ 1. Moreover, the equation
(3.74) can be written in the form
∂2t u
y + γ∂tu
y −∆uy + (I − PN )[f(uy)− f(0)] = 0, [uy(0), u˙y(0)] = y,
where we supposed for the simplicity that f(0) = 0. Applying the Foias¸-Prodi estimate
established in Proposition 3.4.1 to the interval [0, ly], we see that there is N∗(R) such
that for all N ≥ N∗(R) we have
|[uy(t), u˙y(t)]|2H ≤ e−αt|y|2H ≤ e−αtR2,
where inequality holds for all t ∈ [0, ly]. In particular [uy(ly), u˙y(ly)] ∈ BR, which is
impossible in the case ly < ∞. Inequality (3.77) is thus established. Once again using
the Foias¸-Prodi estimate, but this time on the half-line t ≥ 0 and using (3.77), we derive
(3.76).
Step 2. In view of the previous step, we can find T∗(d,R) > 0 such that for all y ∈ BR,
we have
[uy(T ), u˙y(T )] ∈ Bd/2, for all T ≥ T∗. (3.78)
We claim that (3.73) holds with this time T∗. Indeed, if this is not true, then there is
T ≥ T∗ such that
inf
y∈BR
PT (y,Bd) = 0. (3.79)
Let us find ε(d, T,R) > 0 so small that we have
|ST (y, ω)− [uy(T ), u˙y(T )]|H ≤ d/2, for y ∈ BR, (3.80)
provided |ζ(ω)− ζy|C(0,T ;H10 ) ≤ ε. Combining this with (3.78), we see that
PT (y,Bd) ≥ P(|ζ − ζy|C(0,T ;H10 ) ≤ ε). (3.81)
We need the following lemma. It is established in the appendix.
Lemma 3.4.5. For any ρ < 2 there exists s = s(ρ) > 0 such that if
|f ′(u)| ≤ C(|u|ρ + 1), (3.82)
then
|f(u)− f(v)|L2 ≤ C1(|u|ρH1−s + |v|ρH1−s + 1)|u− v|H1−s , (3.83)
where C1 > 0 depends only on C > 0.
Let us suppose that we have (3.79), and let yj be a minimizing sequence. This sequence
is bounded in H1 × L2, so up to extracting a subsequence, we can suppose that it is
a Cauchy sequence in H1−s × H−s (s is the constant from the previous lemma). Let
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us show that so is the sequence ζj = ζ
yj in C(0, T ;H10 ). Indeed, in view of (3.75) and
Lemma 3.4.5 , we have
|ζj − ζk|C(0,T ;H10 ) = |
∫ t
0
PN (f(u
yj )− f(uyk)) dr|C(0,T ;H10 )
≤
∫ T
0
|PN (f(uyj )− f(uyk))|H10 dr
≤ C1CN
∫ T
0
(|uyj |ρ
H1−s + |uyk |ρH1−s + 1)|uyj − uyk |H1−s dr. (3.84)
Now let us notice that in view of (3.74), the difference w = uyj − uyk solves
∂2tw + γ∂tw −∆w + (I − PN )[f(uyk + w)− f(uyk)] = 0, [w(0), w˙(0)] = yj − yk.
Applying the operator (−∆)−s/2 to this equation and repeating the argument used
in derivation of Proposition 3.4.1, together with inequality (3.76), we see that for all
N ≥ N∗(R), we have
|[w(t), w˙(t)]|2H1−s×H−s ≤ e−αt|yj − yk|2H1−s×H−s .
Finally, combining this inequality with (3.84), we see that |ζj − ζk|C(0,T ;H10 ) → 0 as
j, k →∞. We shall denote by ζ˜ the corresponding limit.
Step 3. It follows from inequality (3.81) implies that
P(|ζ − ζj |C(0,T ;H10 ) ≤ ε)→ 0 as j →∞. (3.85)
Let us fix j0 ≥ 1 so large that for all j ≥ j0
|ζj − ζ˜|C(0,T ;H10 ) ≤ ε/2.
Then by the triangle inequality, for all j ≥ j0
P(|ζ − ζ˜|C(0,T ;H10 ) ≤ ε/2) = P(|ζ − ζj + ζj − ζ˜|C(0,T ;H10 ) ≤ ε/2)
≤ P(|ζ − ζj |C(0,T ;H10 ) ≤ |ζj − ζ˜|C(0,T ;H10 ) + ε/2)
≤ P(|ζ − ζj |C(0,T ;H10 ) ≤ ε).
Letting j go to ∞ and using inequality (3.85), we obtain
P(|ζ − ζ˜|C(0,T ;H10 ) ≤ ε/2) = 0,
which is impossible, since the support of ζ restricted to [0, T ] coincides with C(0, T ;H10 ).
The proof of Proposition 3.4.4 is complete.
3.5 Proof of Theorem 3.2.4
In this section we establish Theorem 3.2.4. As it was already mentioned, this will imply
Theorem 3.2.3. We then show that the non-degeneracy condition imposed on the force
can be relaxed to allow forces that are non-degenerate only in the low Fourier modes
(see Theorem 3.5.3).
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3.5.1 Recurrence: verification of (3.20)-(3.21)
In view of Proposition 3.3.1, it is sufficient to establish inequality (3.21). To this end,
we shall use the existence of a Lyapunov function, combined with an auxiliary result
established in [69].
Let St(y, ω) be a Markov process in a separable Banach space H and let Rt(y, ω) be its
extension on an interval [0, T ]. Consider a continuous functional G(y) ≥ 1 on H such
that
lim
|y|H→∞
G(y) =∞.
Suppose that there are positive constants d,R, t∗, C∗ and a < 1, such that
EyG(St∗) ≤ aG(y) for |y|H ≥ R, (3.86)
EyG(St) ≤ C∗ for |y|H ≤ R, t ≥ 0, (3.87)
inf
y,y′∈BR
Py{|RT (y, y′, ·)|H ∨ |R′T (y, y′, ·)|H ≤ d} > 0. (3.88)
We shall denote by τd the first hitting time of the set BH(d). The following proposition
is a weaker version of the result proved in [69] (see Proposition 3.3).
Proposition 3.5.1. Under the above hypotheses there are positive constants C and κ
such that the inequality
Ey exp(κτd) ≤ C(G(y) + G(y′)), for any y = (y, y′) ∈H, (3.89)
holds for the extension St constructed by iteration of Rt on the half-line t ≥ 0.
It follows from estimate (3.10) that inequalities (3.86) and (3.87) are satisfied for the
functional
G(y) = 1 + |E(y)|.
We now show that for any d > 0 we can find an integer k ≥ 1 and T∗ ≥ 1 sufficiently
large, such that we have (3.88) for any T ∈ {kT∗, (k + 1)T∗, . . .}. In what follows, we
shall drop the subscript and write |y| instead of |y|H. So let us fix any d > 0, and
consider the events
Gd = {|RT (y, y′)| ≤ d}, G′d = {|R′T (y, y′)| ≤ d},
Er = {FR(t) ≤ FR(0) + Lt+ r} ∩ {F ′R(t) ≤ F ′R(0) + Lt+ r},
where Fy(t) is defined in (3.18), and L is the constant from Corollary 3.3.3.
Step 1. First, let us note that by Proposition 3.4.4, there is T∗ = T∗(R, d) ≥ 1, such that
Py{|ST∗(y, ·)| ≤ d/2} ≥ cd for any y ∈ BR, (3.90)
where cd is a positive constant depending on d,R and T∗. We claim that this implies
Py{|SkT∗(y, ·)| ≤ d/2} ≥ cd for all k ≥ 1 and y ∈ BR. (3.91)
Indeed, let us fix any integer k ≥ 1 and introduce the stopping times
τ¯(y) = min{nT∗, n ≥ 1 : |SnT∗(y, ·)| > d/2}, σ¯ = τ¯ ∧ kT∗.
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Let us note that if τ¯ is finite, then we have
|Sτ¯−T∗(y, ·)| ≤ R and |Sτ¯ (y, ·)| > d/2, (3.92)
where inequalities hold for any y in BR. Moreover
Py{|SkT∗(y, ·)| > d/2} ≤ Py{τ¯ = σ¯}, (3.93)
where we used that for τ¯ > kT∗, we have |SkT∗(y, ·)|H ≤ d/2. In view of (3.92)
Py{τ¯ = σ¯} ≤ Py{|Sσ¯−T∗(y, ·)| ≤ R, |Sσ¯(y, ·)| > d/2} := p. (3.94)
Since σ¯ is a.s. finite, we can use the strong Markov property, and obtain
p = Ey[Ey(1|Sσ¯−T∗ (y,·)|≤R · 1|Sσ¯(y,·)|>d/2|Fσ¯−T∗)]
= Ey[1|v|≤R · Ev(1|ST∗ (v,·)|>d/2)]
= Ey[1|v|≤R · Pv(|ST∗(v, ·)| > d/2)] ≤ sup
v¯∈BR
Pv¯(|ST∗(v¯, ·)| > d/2),
where v = Sσ¯−T∗(y, ·), and Ft is the filtration generated by St. In view of (3.90), the
last term in this inequality does not exceed 1 − cd. Combining this with inequalities
(3.93) and (3.94), we arrive at (3.91).
Step 2. It follows from the previous step that for any T ∈ {T∗, 2T∗, . . .}
Py(Gd/2) ∧ Py(G′d/2) ≥ cd, for any y, y′ ∈ BR, (3.95)
where we used that Rt is an extension of St. Further, by Corollary 3.3.3 we have
Py(Er) ≥ 1− 2 exp(4βC − βr) := 1− o(r). (3.96)
Let us fix r = r(d,R, T∗) > 0 so large that
o(r) ≤ c2d/8. (3.97)
By the symmetry, we can assume that
Py(G′d/2N c) ≤ Py(Gd/2N c), (3.98)
where we set N = {V(y, y′) 6= V ′(y, y′)}. We claim that
Gd/2ErN c ⊂ GdG′d, (3.99)
for any T ∈ {kT∗, (k + 1)T∗, . . .} with k ≥ 1 sufficiently large. To prove this, let us fix
any ω in Gd/2ErN c, and note that it is sufficient to establish
|RT (y, y′, ω)−R′T (y, y′, ω)| ≤ d/2, for any y, y′ in BR. (3.100)
Since ω ∈ N c, we have that V = V ′, and therefore, in view of (3.13)-(3.17), Rt(y, y′) and
R′t(y, y′) are, respectively, the flows of equations
∂2t u˜+ γ∂tu˜−∆u˜+ f(u˜)− PNf(u˜) = h(x) + ψ(t), ξu˜(0) = y, (3.101)
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and
∂2t v˜ + γ∂tv˜ −∆v˜ + f(v˜)− PNf(v˜) = h(x) + ψ(t), ξu˜(0) = y′. (3.102)
It follows that their difference w = v˜ − u˜ solves
∂2tw + γ∂tw −∆w + (I − PN )[f(v˜)− f(u˜)] = 0, [w(0), w˙(0)] = y′ − y.
Using the Foias¸-Prodi estimate established in Proposition 3.4.1 (see (3.50)-(3.51)) to-
gether with the fact that ω ∈ Er, we can find an integer N ≥ 1 depending only on L
such that
|RT (y, y′, ω)−R′T (y, y′, ω)|2 ≤ C(r,R)e−αT |y − y′|2 ≤ 4R2C(r,R)e−αT .
Since r is fixed, we can find k ≥ 1 sufficiently large, such that the right-hand side of this
inequality is less than d2/4 for any T ∈ {kT∗, (k + 1)T∗, . . .}, so that we have (3.99).
Step 3. We now follow the argument presented in [69]. In view of (3.99)
Py(GdG′d) = Py(GdG′dN c) + Py(GdG′dN )
≥ Py(GdG′dErN c) + Py(Gd|N )Py(G′d|N )Py(N )
≥ Py(Gd/2ErN c) + Py(GdN )Py(G′dN ),
where we used the independence of V and V ′ conditioned on the event N . Combining
this inequality with (3.96), we obtain
Py(GdG′d) ≥ Py(Gd/2N c) + Py(GdN )Py(G′dN )− o(r).
We claim that the right-hand side of this inequality is no less than c2d/8. Indeed, if
Py(Gd/2N c) ≥ c2d/4, then the required result follows from inequality (3.97). If not, then
by inequalities (3.95) and (3.98), we have
c2d ≤ Py(Gd/2)Py(G′d/2) ≤ Py(Gd/2N )Py(G′d/2N ) + 3c2d/4,
so that
Py(GdN )Py(G′dN ) ≥ Py(Gd/2N )Py(G′d/2N ) ≥ c2d/4.
We have thus shown that for any y, y′ in BR
Py{|RT (y, y′, ·)| ∨ |R′T (y, y′, ·)| ≤ d} ≡ Py(GdG′d) ≥ c2d/8,
and therefore we have (3.88). The hypotheses of Proposition 3.5.1 are thus satisfied, so
that inequality (3.21) holds.
3.5.2 Exponential squeezing: verification of (3.22)-(3.25)
Let u, u′, v, u˜, u˜′, v˜ and %, τ, σ be the processes and stopping times constructed in Sub-
section 3.2.2. Consider the following events:
Q′k = {kT ≤ τ ≤ (k + 1)T, τ ≤ %}, Q′′k = {kT ≤ % ≤ (k + 1)T, % < τ}.
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Lemma 3.5.2. There exist positive constants d, r, L and M such that for any initial
point y ∈ BH(d) and any T ≥ 1 sufficiently large
Py(Q′k) ∨ Py(Q′′k) ≤ e−2(k+1) for all k ≥ 0.
Proof.
Step1. (Probability of Q′k). Let L be the constant from Corollary 3.3.3. Then using
second inequality of this corollary, we obtain
Py(Q′k) ≤ Py(kT ≤ τ <∞) ≤ 2 exp(4βC − βr − βkTM) ≤ e−2(k+2), (3.103)
for M ≥ 2β−1, r ≥ 5β−1 + 4C. From now on, the constants L,M and r will be fixed.
Step2. (Probability of Q′′k). Let us first note that by the Markov property we have
Py(Q′′k) = Py(Q′′k, σ ≥ kT ) = Ey(1Q′′k · 1σ≥kT ) = Ey[Ey(1Q′′k · 1σ≥kT |FkT )]
= Ey[1σ≥kT · Ey(1Q′′k |FkT )] ≤ Ey[1σ≥kT · Ey¯10≤%≤T ]
= Ey[1σ≥kT · Py¯(0 ≤ % ≤ T )], (3.104)
where y¯(·) = y(kT, ·), and F t stands for the filtration corresponding to the process St.
Moreover, it follows from the definition of maximal coupling, that for any y in H, we
have
Py(0 ≤ % ≤ T ) = |Py{ξv}T − Py{ξu′}T |var.
Combining this with inequality (3.104), we obtain
Py(Q′′k) ≤ Ey(1σ≥kT · |Py¯{ξv}T − Py¯{ξu′}T |var) (3.105)
Further, let us note that
|Py¯{ξv}T − Py¯{ξu′}T |var = sup
Γ
|Py¯({ξv}T ∈ Γ)− Py¯({ξu′}T ∈ Γ)|
≤ Py¯(τ˜ <∞) + sup
Γ
|Py¯({ξv}T ∈ Γ, τ˜ =∞)− Py¯({ξu′}T ∈ Γ, τ˜ =∞)|
:= L1 + L2, (3.106)
where τ˜ = τu ∧ τu′ ∧ τv, and the supremum is taken over all Γ ∈ B(C(0, T ;H)). In view
of (3.69) we have
L2 ≤ |Py¯ − Φ∗Py¯|var, (3.107)
where Φ is the transformation constructed in Subsection 4.2, and we used the fact that
for τ˜ =∞ we have yv ≡ ξv and yu′ ≡ ξu′ Further, in view (3.71) we have
L1 ≤ Py¯(τu ∧ τu′ <∞) + Py¯(τu′ <∞) + |Py¯ − Φ∗Py¯|var. (3.108)
Combining inequalities (3.105)-(3.108), we get
Py(Q′′k) ≤ 2Ey[1σ≥kT · (Py¯(τ <∞) + |Py¯ − Φ∗Py¯|var)]. (3.109)
Let us note that for any ω ∈ {σ ≥ kT} we have
|Eu˜(kT )| ∨ |Eu˜′(kT )| ≤ |Eu˜(0)| ∨ |Eu˜′(0)|+ (L+M)kT + r. (3.110)
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Moreover, it follows from Proposition 3.4.1 (see the derivation of (3.65)) that for any
ε > 0 there is N depending only on ε, α, L and M , such that for all kT ≤ t ≤ τ ∧ τ v˜, on
the set σ ≥ kT , we have
|ξv˜(t)− ξu˜(t)|2H ≤ exp(−α(t− kT ) + θ)|ξu˜(kT )− ξu˜′(kT )|2H
≤ exp(−α(t− kT )/2 + θ)|ξu˜(kT )− ξu˜′(kT )|2H, (3.111)
where we set
θ = ε · (|Eu˜(kT )| ∨ |Eu˜′(kT )|+ r).
By the same argument as in the derivation of (3.63), we have
Ey(1σ≥kT · |Py¯ − Φ∗Py¯|var) ≡ Ey(1σ≥kT · |Py(kT ) − Φ∗Py(kT )|var)
≤ 1
2
((
Ey exp
[
6 max
1≤j≤N
b−1j K
]
1σ≥kT
) 1
2
− 1
) 1
2
, (3.112)
where
K = C1
∫ ∞
0
{exp(−α(t− kT )/2 + θ)|ξu˜(kT )− ξu˜′(kT )|2H
· (1 + |Eu˜(kT )| ∨ |Eu˜′(kT )|+ (L+M)t+ r)2} dt
≤ C2
∫ ∞
0
{exp(−α(t− kT )/2 + θ)e−αkT |y − y′|2H
· (1 + |Eu˜(0)| ∨ |Eu˜′(0)|+ (L+M)kT + (L+M)t+ r)2} dt, (3.113)
and we used inequalities (3.110)-(3.111) combined with the fact that the mean value is
taken along the characteristic of the set {σ ≥ kT}. Now let us fix ε = ε(α,L,M) > 0
such that α/4 ≥ ε · (L+M), and let C(α,L,M) > 0 be so large that for any k ≥ 0 and
any T ≥ 1
exp(−αkT/4)(1 + (L+M)kT )2 ≤ C(α,L,M).
Combining this inequality with (3.113), we obtain
K ≤ C3 · C(α,L,M)e−α4 kT |y − y′|2H
∫ ∞
0
e−αt+εr(1 + (L+M)t+ r)2 dt
= C(α, r, L,M)e−
α
4
kT |y − y′|2H. (3.114)
Now recall that N depends only on ε, L and M , and ε depends on α,L and M . It follows
that N depends only on α,L and M . Let us choose d = d(α, r, L,M) > 0 so small that
6 max
1≤j≤N
b−1j C(α, r, L,M)d ≤ 1. (3.115)
Then, by inequalities (3.112) and (3.114), we have
Ey(1σ≥kT · |Py¯ − Φ∗Py¯|var) ≤ e−
α
8
kT |y − y′|H ≤ e−2(k+2), (3.116)
for T ≥ 16α−1 and d ≤ e−4. Further, by the Markov property and inequality (3.103) we
have
e−2(k+2) ≥ Py{kT ≤ τ <∞} = Ey[Ey(1kT≤τ<∞|FkT )] = Ey[Py(kT )(τ <∞)]
≥ Ey[1σ≥kT · Py(kT )(τ <∞)] ≡ Ey[1σ≥kT · Py¯(τ <∞)].
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Combining this inequality with (3.109) and (3.116) we obtain
Py(Q′′k) ≤ 4e−2(k+2) ≤ e−2(k+1).
Now we are ready to establish (3.23)-(3.25). We have
Py{σ =∞} ≥ 1−
∞∑
k=0
Py{kT ≤ σ ≤ (k + 1)T} ≥ 1
2
,
where used Lemma 3.5.2 to show that
Py{kT ≤ σ ≤ (k + 1)T} = Py{kT ≤ τ ≤ (k + 1)T, τ ≤ %}
+ Py{kT ≤ % ≤ (k + 1)T, % < τ} = Py(Q′k) + Py(Q′′k) ≤ e−2(k+1).
By the same argument,
Ey[1{σ<∞}eδσ] = Ey[1{σ<∞,τ≤%}eδσ] + Ey[1{σ<∞,%<τ}eδσ]
≤ Ey[1{τ<∞,τ≤%}eδτ ] + Ey[1{%<∞,%<τ}eδ%] ≤ 2
∞∑
k=0
e−2(k+1)eδk(T+1) ≤ 2,
for δ < (1 + T )−1. So, inequalities (3.23) and (3.24) are established. To prove (3.25),
note that in view of (3.19), for σ <∞ we have
|Eu˜(σ)| ≤ |Eu˜(0)|+ (L+M)σ + r. (3.117)
Combining this inequality with (3.66) we obtain
|Sσ|8H ≤ (2|Eu˜(σ)|+ 4C)4 ≤ (2(|Eu˜(0)|+ (L+M)σ + r + 2C))4 ≤ C(r, L,M)(1 + σ4).
It is clear that the above inequality is satisfied also for S replaced by S′, so that
|Sσ|8H ≤ 2C(r, L,M)(1 + σ4).
Multiplying this inequality by 1{σ<∞}, taking the Ey-mean value, and using inequality
(3.24), we arrive at (3.25). The proof of Theorem 3.2.4 (and with it of Theorem 3.2.3)
is complete.
3.5.3 Relaxed non-degeneracy condition
We finish this section with the following result that allows to relax the non-degeneracy
condition imposed on the force.
Theorem 3.5.3. There exists N depending only on γ, f, ‖h‖1 and B1 such that the
conclusion of Theorem 3.2.3 remains true for any random force of the form (3.2), whose
first N coefficients bj are not zero.
Let us fix an integer N1 such that inequality (3.114) holds for any N ≥ N1 and let
d = d(N1) be so small that we have (3.115), where N should be replaced by N1. Theorem
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3.5.3 will be established, if we show that there is an N = N(d) ≥ N1 such that inequality
(3.73) holds, provided bj 6= 0 for j = 1, . . . , N . Let the constants T, ε and N∗(R),
together with the function ζy be the same as in the proof of Proposition 3.4.4. Let us
find N1 ≥ N∗(R) such that for all N ≥ N1, we have
sup
y∈BR
|(I − PN )ζy|C(0,T ;H10 ) = |(I − PN )th|C(0,T ;H10 ) = T |(I − PN )h|H10 ≤ ε/4.
We claim that Theorem 3.5.3 holds with this N . Indeed, let us suppose that inequality
(3.73) does not hold, and we have (3.79). Let ζj and ζ˜ be the functions constructed in
Proposition 3.4.4. Denote C = C(0, T ;H10 ). Then
P(|ζ − PN ζ˜|C ≤ ε/4) = P(|ζ − PNζj + PNζj − PN ζ˜|C ≤ ε/4)
≤ P(|ζ − PNζj |C ≤ |PNζj − PN ζ˜|C + ε/4)
≤ P(|ζ − ζj + (I − PN )ζj |C ≤ |ζj − ζ˜|C + ε/4)
≤ P(|ζ − ζj |C ≤ |(I − PN )ζj |C + 3ε/4) ≤ P(|ζ − ζj |C ≤ ε).
Letting j go to infinity, and using inequality (3.85) we obtain
P(|ζ − PN ζ˜|C ≤ ε/4) = 0,
which is impossible, since the support of ζ restricted to [0, T ] contains C(0, T ;PNH
1
0 ).
The proof Theorem 3.5.3 is complete.
3.6 Appendix
3.6.1 Proof of (3.16)
Let us consider the continuous map G from C(0, T ;H10 (D)) to C(0, T ;H) defined by
G(ϕ) = y˜, where y˜ is the flow of equation
∂2t z + γ∂tz −∆z + f(z)− PNf(z) = h(x) + ∂tϕ, [z(0), z˙(0)] = y.
Then for any Γ ∈ B(C(0, T ;H)), we have
P{ξu˜(t) ∈ Γ} = P{G(
∫ t
0
ψ(s) ds) ∈ Γ} = P{
∫ t
0
ψ(s) ds ∈ G−1(Γ)}
= P{ζ(t)−
∫ t
0
PNf(u) ds ∈ G−1(Γ)}
= P{G(ζ(t)−
∫ t
0
PNf(u) ds) ∈ Γ} = P{ξu(t) ∈ Γ}.
3.6.2 Proof of lemma 3.4.5
Let f be a function that satisfies the growth restriction (3.82) with ρ < 2. We claim that
inequality (3.83) holds with s = (2− ρ)/(2(ρ+ 1)). Indeed, by the Ho¨lder and Sobolev
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inequalities, we have
|f(u)− f(v)|2L2 =
∫
|f(u)− f(v)|2 ≤ C
∫
(|u|2ρ + |v|2ρ + 1)|u− v|2
≤ C||u|2ρ + |v|2ρ + 1|L3ρ/(1−s) |u− v|2L6/(1+2s)
≤ C ′(|u|2ρ
H1−s + |v|2ρH1−s + 1)|u− v|2H1−s .
Chapitre 4
Grandes de´viations
Large deviations for stationary measures of stochastic non-
linear wave equation with smooth white noise
Abstract. The paper is devoted to the derivation of large deviations principle for the
family (µε)ε>0 of stationary measures of the Markov process generated by the flow of
equation
∂2t u+ γ∂tu−∆u+ f(u) = h(x) +
√
ε ϑ(t, x).
The equation is considered in a bounded domain D ⊂ R3 with a smooth boundary
and is supplemented with the Dirichlet boundary condition. Here f is a nonlinear
term satisfying some standard dissipativity and growth conditions, the force ϑ is a non-
degenerate white noise, and h is a function in H10 (D). The main novelty here is that
we do not assume that the limiting equation (i.e., when ε = 0) possesses a unique
equilibrium and that we do not impose roughness on the noise. Our proof is based on a
development of the approach introduced by Freidlin and Wentzell for the study of large
deviations for stationary measures of stochastic ODEs on a compact manifold, and some
ideas introduced by Sowers. Some ingredients of the proof rely on rather nonstandard
techniques.
4.0 Introduction
We study the large deviations for the family of probability measures (µε)ε>0, where µ
ε
stands for the invariant measure of the Markov process generated by the flow of equation
∂2t u+ γ∂tu−∆u+ f(u) = h(x) +
√
ε ϑ(t, x), [u(0), u˙(0)] = [u0, u1]. (4.1)
The space variable x belongs to a bounded domain D ⊂ R3 with a smooth boundary,
and the equation is supplemented with the Dirichlet boundary condition. The nonlinear
term f satisfies the dissipativity and growth conditions that are given in the next section.
The force ϑ(t, x) is a colored white noise of the form
ϑ(t, x) =
∞∑
j=1
bj β˙j(t)ej(x). (4.2)
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Here {βj(t)} is a sequence of independent standard Brownian motions, {ej} is an or-
thonormal basis in L2(D) composed of the eigenfunctions of the Dirichlet Laplacian,
and {bj} is a sequence of positive numbers that goes to zero sufficiently fast (see (4.13)).
The initial point [u0, u1] belongs to the phase space H = H10 (D)×L2(D). Finally, h(x)
is a function in H10 (D) and satisfies a genericity assumption given in next section. As
it was shown in [59], under the above hypotheses, the Markov process corresponding to
(4.1) has a unique stationary measure µε which exponentially attracts the law of any
solution.
Here we are interested in the asymptotic behavior of the family (µε) as ε goes to zero.
We show that this family satisfies the large deviations principle (LDP), which means
that there is a function that describes precisely the logarithmic asymptotics of (µε) as
the amplitude of the noise tends to zero. More formally, we have the following theorem
which is part of the main result of this paper.
Main Theorem. Let the above conditions be satisfied. Then there is a function V :
H → [0,∞] with compact level sets such that we have
− inf
u∈Γ˙
V(u) ≤ lim inf
ε→0
ε lnµε(Γ) ≤ lim sup
ε→0
ε lnµε(Γ) ≤ − inf
u∈Γ¯
V(u), (4.3)
where Γ is any Borel subset of H, and we denote by Γ˙ and Γ¯ its interior and closure,
respectively.
Before outlining the main ideas behind the proof of this result, we discuss some of the
earlier works concerning the large deviations of stochastic PDEs. There is now a vast
literature on this subject and the theory is developed in several directions. The most
studied among them are the large deviations for the laws of trajectories of stochas-
tic PDEs with vanishing noise. The SPDEs considered in this context include the
reaction-diffusion equation [70, 9], the 2D Navier-Stokes equations [12, 72], the non-
linear Schro¨dinger equation [33], the Allen-Cahn equation [39], the quasi-geostrophic
equations [57], equations with general monotone drift [56], and scalar conservation laws
[58]. See also the papers [46, 14, 8, 16] for results in a more abstract setting that cover
a wide class of SPDEs including 2D hydrodynamical type models. Another direction
is the study of exit problems for trajectories of stochastic PDEs. The results include
[65, 13, 34, 31, 11, 7].
The situation is completely different if we restrict our attention to the results devoted to
the small-noise large deviations for stationary measures of stochastic PDEs. To the best
of our knowledge, the only papers where the LDP is derived in this context are those by
Sowers [71] and Cerrai-Ro¨ckner [10]. These two important works are devoted to the LDP
for stationary measures of the reaction-diffusion equation. In the first of them, the force
is a non-Gaussian perturbation, while the second one deals with a multiplicative noise.
In both papers, the origin is a unique equilibrium of the unperturbed equation and the
noise is assumed to be sufficiently irregular with respect to the space variable. To the
best of our knowledge, the present paper provides the first result of large deviations
for stationary measures of stochastic PDEs in the case of nontrivial limiting dynamics.
Moreover, the random force ϑ(t, x) is spatially regular in our case. Both these facts
create substantial additional problems which are discussed below.
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We now turn to outlining some ideas of the proof of our main result and describing the
main novelty of this paper. Our proof relies on a development of Freidlin-Wentzell’s
approach. In order to explain it, we briefly recall the original method, which relies on
three main steps. The first one consists of establishing some large deviations estimates
for the family of discrete-time Markov chains (Zεn) on the boundary. Next, one considers
the family (λε) of stationary measures of these chains and shows that similar estimates
hold for (λε). The final step is to use the Khasminskii formula to reconstruct the measure
µε through λε and use the estimates derived for the latter in the second step, to get the
LDP for (µε). It turns out that in the PDE setting, this method breaks down already
in the second step. Indeed, the existence of stationary measure λε for the chain on the
boundary is a highly nontrivial fact in this case, since on the one hand the Doob theorem
cannot be applied, on the other hand this chain does not possess the Feller property in
case of a smooth random force. Moreover, even if we assume that the stationary measure
exists, the classical argument does not allow to derive the LDP in this case, since the
compactness of the phase space is needed.
To overcome these problems, we introduce a notion of generalized stationary measure,
which is, informally speaking, a measure that is stationary but is not supposed to be
σ-additive. We show that any discrete-time Markov chain possesses such a state, thus
ensuring existence of stationary measure λε for the chain on the boundary in this weaker
sense. It turns out that at this point (this corresponds to the second step mentioned
above) the argument developed by Freidlin and Wentzell does not use the σ-additivity
of λε, and once the necessary estimates for (Zεn) are obtained, they imply similar bounds
for (λε). Here our use of the classical technique ends, and the proof goes in a completely
different direction. The reason for this is that the initial measure µε cannot be recon-
structed through λε, since, unlike the previous step, here we do need the σ-additivity
of the measure λε. To handle this new problem, we use the estimates obtained for (λε)
together with the mixing property of µε established in [59], to construct an auxiliary
finitely additive measure µˆε defined on Borel subsets of H that satisfies
µε(Γ˙) ≤ µˆε(Γ˙) ≤ µˆε(Γ¯) ≤ µε(Γ¯) for any Γ ⊂ H (4.4)
and such that the family (µˆε) obeys some large deviations estimates on the balls. The
proof of the upper bound in these estimates is not a problem. The lower bound relies
on an additional new ingredient, namely the notion of stochastic stability of a set.
We say that a set E ⊂ H is stochastically stable if we have 1
lim
ε→0
ε lnµε(Eη) = 0 for any η > 0,
where Eη stands for the open η-neighborhood of E in H.
We use it in the following context. Let us denote by E ⊂ H the set of stationary flows
u = [u, 0] of the unperturbed equation
∂2t u+ γ∂tu−∆u+ f(u) = h(x). (4.5)
Lemma 4.0.1. The set E of equilibria of (4.5) is stochastically stable.
1Let us note that in the case when it is known a priori that a family (µε) satisfies the LDP with a
rate function V, then a set E is stochastically stable if and only if its closure has a nonempty intersection
with the kernel of V.
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This result allows to prove the above mentioned lower bound and to complete the proof
of large deviations on balls for the family (µˆε). Inequality (4.4) implies that similar
result holds for the family (µε) of stationary measures. The final step is to prove that
this family is exponentially tight and to show that this combined with the above large
deviations estimates implies the LDP.
We now present another essential component of the proof which allows, in particular, to
get exponential tightness and also prove Lemma 4.0.1. Let us consider the semigroup
S(t) : H → H corresponding to (4.5) and denote by A its global attractor.
Proposition 4.0.2 (A priori upper bound). Under the above hypotheses, there is a
function VA : H → [0,∞] with compact level sets and vanishing only on the attractor A
that provides the large deviations upper bound for the family (µε), that is we have
lim sup
ε→0
ε lnµε(F ) ≤ − inf
u∈F
VA(u) for any F ⊂ H closed. (4.6)
In particular, the family (µε) is exponentially tight and any of its weak limits is concen-
trated on the set A.
Let us mention that function VA has an explicit interpretation in terms of the quasipo-
tential. Namely, for any u ∈ H, VA(u) represents the minimal energy needed to reach
arbitrarily small neighborhood of u from the global attractor in a finite time. It should
be emphasized that once the main result of the paper is established, this proposition
will lose its interest, since, in general, VA is not the function that governs the LDP of
the family (µε), and that much more is proved concerning weak limits of (µε). Let us
mention also that some ideas of the proof of Proposition 4.0.2 are inspired by [71].
At the end of this section, let us point out that when equation (4.5) has a unique
equilibrium, Proposition 4.0.2 is sufficient to derive the LDP, and in this particular case
there is no need to use the Freidlin-Wentzell theory and the above scheme. Indeed,
we first note that in this case the attractor A is a singleton {uˆ}, where uˆ = [uˆ, 0] is
the equilibrium position. In view of Proposition 4.0.2, the family (µε) is tight and any
weak limit of it is concentrated on A = {uˆ}. Therefore, µε weakly converges to the
Dirac measure concentrated at uˆ. A simple argument (see Section 4.5.6) shows that this
convergence and the fact that A = {uˆ} imply that the function VA provides also the
large deviations lower bound for (µε). Thus, in the case of the trivial dynamics, the
function VA governs the LDP of the family (µε). We note also that this is the only case
when that happens.
The paper is organized as follows. In Section 4.1, we state the main result and present
the scheme of its proof. In Section 4.2, we establish bounds for one-step transition
probabilities for the chain on the boundary. The next two sections are devoted to the
proof of large deviations estimates on the balls for (µε). In Section 4.5, we establish
Proposition 4.0.2. Finally, the appendix contains some auxiliary results used in the
main text.
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4.1 Main result and scheme of its proof
In this section we state the main result of the paper and outline its proof. We start by
recalling the notion of large deviations.
4.1.1 Large deviations: equivalent formulations
Let Z be a Polish space. A functional I defined on Z and with range in [0,∞] is called
a (good) rate function if it has compact level sets, which means that the set {I ≤ M}
is compact in Z for any M ≥ 0. Let (mε)ε>0 be a family of probability measures on
Z. The family (mε)ε>0 is said to satisfy the large deviations principle in Z with rate
function I : Z → [0,∞] if the following two conditions hold.
• Upper bound
lim sup
ε→0
ε lnmε(F ) ≤ − inf
z∈F
I(z) for any F ⊂ Z closed. (4.7)
This inequality is equivalent to the following (e.g., see Chapter 12 of [17]). For any
positive numbers δ, δ′ and M there is ε∗ > 0 such that
mε(z ∈ Z : dZ(z, {I ≤M}) ≥ δ) ≤ exp(−(M − δ′)/ε) for ε ≤ ε∗. (4.8)
• Lower bound
lim inf
ε→0
ε lnmε(G) ≥ − inf
z∈G
I(z) for any G ⊂ Z open. (4.9)
This is equivalent to the following. For any z∗ ∈ Z and any positive numbers η and η′
there is ε∗ > 0 such that
mε(z ∈ Z : dZ(z, z∗) ≤ η) ≥ exp(−(I(z∗) + η′)/ε) for ε ≤ ε∗. (4.10)
The family of random variables (Xε)ε>0 in Z is said to satisfy the LDP with rate function
I, if so does the family of their laws.
4.1.2 Main result
Before stating the main result, let us make the precise hypotheses on the nonlinearity
and the coefficients entering the definition of ϑ(t). We suppose that function f satisfies
the growth restriction
|f ′′(u)| ≤ C(|u|ρ−1 + 1) u ∈ R, (4.11)
where C and ρ < 2 are positive constants, and the dissipativity conditions
F (u) ≥ −νu2 − C, f(u)u− F (u) ≥ −νu2 − C u ∈ R , (4.12)
54 CHAPITRE 4. GRANDES DE´VIATIONS
where F is the primitive of f , ν ≤ (λ1 ∧ γ)/8 is a positive constant, and λj stands for
the eigenvalue corresponding to ej . The coefficients bj are positive numbers satisfying
B1 =
∞∑
j=1
λjb
2
j <∞. (4.13)
Recall that we denote by E ⊂ H the set of stationary flows u = [u, 0] of equation (4.5).
It is well known that generically with respect to h(x), the set E is finite (see Section
4.6.4 for more details). We assume that h(x) belongs to this generic set, so that there
are finitely many equilibria, and we write E = {uˆ1, . . . , uˆ`}. Recall that the equilibrium
uˆ is called Lyapunov stable if for any η > 0 there is δ > 0 such that any flow of (4.5)
issued from the δ-neighborhood of uˆ remains in the η-neighborhood of uˆ for all time. We
shall denote by Es ⊂ E the set of Lyapunov stable equilibria.
The following theorem is the main result of this paper.
Theorem 4.1.1. Let the above conditions be satisfied. Then the family (µε) satisfies the
large deviations principle in H. Moreover, the corresponding rate function can vanish
only on the set Es ⊂ {uˆ1, . . . , uˆ`} of Lyapunov stable equilibria of (4.5). In particular,
(µε) is exponentially tight and any weak limit of this family is concentrated on Es.
Let us mention that in the case when there is only one stable equilibrium uˆ among
{uˆ1, . . . , uˆ`} (which is the case, for example, when ` ≤ 2) the description of the rate
function V : H → [0,∞] that governs the LDP is quite explicit in terms of energy
function (quasipotential). Namely, given u in H, V(u) represents the minimal energy
needed to reach arbitrarily small neighborhood of point u from uˆ in a finite time. In
the particular case, when the limiting equation of a stochastic PDE possesses a unique
equilibrium that is globally asymptotically stable, this type of description was obtained
for stochastic reaction-diffusion equation in papers [71] and [10].
4.1.3 Scheme of the proof
In what follows we admit Proposition 4.0.2, whose proof is given in Section 4.5.
Construction of the rate function. We first introduce some notation following [32]; see
Section 2 of Chapter 6 of that book. Given ` ∈ N and i ≤ `, denote by G`(i) the set of
graphs consisting of arrows
(m1 → m2 → · · · → m`−1 → m`)
such that
{m1, . . . ,m`} = {1, . . . , `} and m` = i.
Further, let us introduce
W`(uˆi) = min
g∈G`(i)
∑
(m→n)∈g
V (uˆm, uˆn), (4.14)
where V (u1, u2) is the minimal energy needed to reach arbitrarily small neighborhood
of u2 from u1 in a finite time (see (4.24) for the precise definition). The rate function
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V : H → [0,∞] that governs the LDP of the family (µε) is given by
V(u) = min
i≤`
[W`(uˆi) + V (uˆi, u)]−min
i≤`
W`(uˆi). (4.15)
Let us mention that when calculating these minima, we can restrict ourselves to consid-
ering only those i for which uˆi is Lyapunov stable.
Markov chain on the boundary. What follows is a modification of a construction intro-
duced in [32] (see Chapter 6) which itself is a variation of an argument used in [47]. Let
uˆ1, . . . , uˆ` be the stationary points of S(t). Let us fix any u ∈ H\{uˆ1, . . . , uˆ`} and write
uˆ`+1 = u. Given any ρ∗ > 0 and 0 < ρ′1 < ρ′0 < ρ1 < ρ0 < ρ∗, we use the following
construction. For i ≤ `, we denote by gi and g˜i the open ρ1- and ρ0-neighborhoods
of uˆi, respectively. Similarly, we denote by g`+1 and g˜`+1, respectively, the ρ
′
1- and ρ
′
0-
neighborhoods of uˆ`+1. Further, we denote by g and g˜ the union over i ≤ ` + 1 of gi
and g˜i, respectively. For any ε > 0 and v ∈ H let Sε(t; v) be the flow at time t of (4.1)
issued from v. Let σε0 be the time of the first exit of the process S
ε(t; ·) from g˜, and let
τ ε1 be the first instant after σ
ε
0 when S
ε(t; ·) hits the boundary of g. Similarly, for n ≥ 1
we denote by σεn the first instant after τ
ε
n of exit from g˜ and by τ
ε
n+1 the first instant
after σn when S
ε(t; ·) hits ∂g. Let us mention that all these Markov times are almost
surely finite and, moreover, have finite exponential moments (see (4.117)). We consider
the Markov chain on the boundary ∂g defined by Zεn(·) = Sε(τ εn, ·). We shall denote by
P˜ ε(v,Γ) the one-step transition probability of the chain (Zεn), that is
P˜ ε(v,Γ) = P(Sε(τ ε1 ; v) ∈ Γ) for any v ∈ ∂g and Γ ⊂ ∂g.
The first step is a result for generalized stationary measure λε of P˜ε(v,Γ). We confine
ourselves to announcing the result and refer the reader to Section 4.3 for the definition
of this concept.
Proposition 4.1.2. For any β > 0 and ρ∗ > 0 there exist 0 < ρ′1 < ρ′0 < ρ1 < ρ0 < ρ∗
such that for all ε << 1 (i.e., sufficiently small), we have
exp(−(V(uˆj) + β)/ε) ≤ λε(gj) ≤ exp(−(V(uˆj)− β)/ε), (4.16)
where inequalities hold for any i, j ≤ `+ 1, i 6= j.
This allows to show that for ε << 1, there is a finitely additive measure on H satisfying
(4.4) and such that
exp(−(V(uˆj) + β)/ε) ≤ µˆε(gj) ≤ exp(−(V(uˆj)− β)/ε). (4.17)
As a direct corollary of these relations, we get the following result.
Proposition 4.1.3. For any β > 0 and ρ∗ > 0 there exist 0 < ρ′1 < ρ′0 < ρ1 < ρ0 < ρ∗
such that for any j ≤ `+ 1 and ε << 1, we have
µε(gj) ≤ exp(−(V(uˆj)− β)/ε), (4.18)
µε(g¯j) ≥ exp(−(V(uˆj) + β)/ε). (4.19)
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The passage from Proposition 4.1.2 to 4.1.3 is the most involved part of the paper and
construction of µˆε is the main idea behind its proof. Without going into details, we
describe in few words another key ingredient of the proof, namely Lemma 4.0.1.
Definition 4.1.4. We shall say that a set E ⊂ H is stochastically stable or stable with
respect to (µε) if we have
lim
ε→0
ε lnµε(Eη) = 0 for any η > 0,
where Eη stands for the open η-neighborhood of E in H. If the above relation holds
only along some sequence εj → 0 (that is ε replaced by εj), we shall say that E is stable
with respect to (µεj ).
Let us show how to derive Lemma 4.0.1 using Proposition 4.0.2. We then show how the
same proposition combined with (4.18)-(4.19) implies the LDP. We admit the following
result established in the appendix.
Lemma 4.1.5. Let O be a heteroclinic orbit of S(t) and let u1 ∈ O. Suppose that u1 is
stable with respect to (µεj ) for some sequence εj → 0. Then so is any point u2 lying on
O after u1 (in the direction of the orbit).
Let us mention that we consider the endpoints of an orbit as its elements, and when
saying u is stable with respect to (µεj ) we mean that so is the set {u}. Now let us assume
that Lemma 4.0.1 is not true. Then we can find two positive constants a and η, and a
sequence εj going to zero such that
µεj (Eη) =
∑`
j=1
µεj (B(uˆj , η)) ≤ exp(−a/εj) for all j ≥ 1, (4.20)
where B(u, r) stands for the open ball in H of radius r and centered at u. By Proposition
4.0.2, the sequence (µεj ) is tight and any weak limit of it is concentrated on A. So, up
to extracting a subsequence, we can assume that µεj ⇀ µ∗, and µ∗ is concentrated on
A. By Theorem 4.6.1, the global attractor A consists of points (uˆi)ni=1 and joining them
heteroclinic orbits. Let u∗ be a point lying on such an orbit that belongs to the support
of µ∗. By the portmanteau theorem, we have
lim inf
j→∞
µεj (B(u∗, r)) ≥ µ∗(B(u∗, r)) > 0 for any r > 0.
Therefore, the point u∗ is stable with respect to (µεj ). On the other hand, it follows
from the previous lemma that so are all points of the attractor that lie on that orbit
after u∗. In particular so is the endpoint of O, which is in contradiction with (4.20).
The proof of Lemma 4.0.1 is complete.
Derivation of the LDP. We claim that the hypotheses of Lemma 4.6.3 are satisfied for
the family (µε)ε>0 and rate function V. Indeed, let β and ρ∗ be two positive constants
and let u be any point in H. If u is not a stationary point, we denote uˆ`+1 = u and
use Proposition 4.1.3 to find ρ′1 < ρ1 < ρ∗ such that we have (4.18)-(4.19) and we set
ρ˜(u) = ρ′1. Otherwise (u is stationary), we take any non stationary point u′ and denote
uˆ`+1 = u
′. We once again use Proposition 4.1.3 to find ρ′1 < ρ1 < ρ∗ such that we have
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(4.18)-(4.19) and we set ρ˜(u) = ρ1. Let us note in this case (u is stationary) the choice
of u′ is not important due to the fact that we are interested in the asymptotic behavior
of (µε) only in the neighborhood of u, and we add a new point uˆ`+1 = u
′ only to be
consistent with Proposition 4.1.3. Thus, the hypotheses of Lemma 4.6.3 are satisfied
and the family (µε) satisfies the LDP in H with rate function V.
4.2 Proof of Theorem 4.1.1
The present section is devoted to the proof of the main result of this paper. We admit
Proposition 4.0.2, which is proved in the next section, and following the scheme presented
above establish Theorem 4.1.1. We shall always assume that the hypotheses of this
theorem are satisfied.
4.2.1 Construction of the rate function
Here we define the function V : H × H → [0,∞] entering relation (4.15) and function
VA : H → [0,∞] from Proposition 4.0.2. We first introduce some notation. For any
t ≥ 0, v ∈ H and ϕ ∈ L2(0, T ;L2(D)), let us denote by Sϕ(t; v) the flow at time t of
equation
∂2t u+ γ∂tu−∆u+ f(u) = h(x) + ϕ(t, x) (4.21)
issued from v. Let Hϑ be the Hilbert space defined by
Hϑ = {v ∈ L2(D) : |v|2Hϑ =
∞∑
j=1
b−2j (v, ej)
2 <∞}. (4.22)
For a trajectory u· ∈ C(0, T ;H) we introduce
IT (u·) = JT (ϕ) :=
1
2
∫ T
0
|ϕ(s)|2Hϑ ds, (4.23)
if there is ϕ ∈ L2(0, T ;Hϑ) such that u· = Sϕ(·; u(0)), and IT (u·) = ∞ otherwise. We
now define V : H×H → [0,∞] by
V (u1, u2) = lim
η→0
inf{IT (u·);T > 0, u· ∈ C(0, T ;H) : u(0) = u1, u(T ) ∈ B(u2, η)}. (4.24)
Let us note that this limit (finite or infinite) exists, since the expression written after
the limit sign is monotone in η > 0. As we mentioned in previous section, V (u1, u2)
represents the minimal energy needed to reach arbitrarily small neighborhood of u2
from u1 in a finite time.
Remark. The definition of the quasipotential V using this filtration in η rather than
taking directly η = 0 is explained by the lack of the exact controllability of the NLW
equation by a regular force, and (4.24) ensures the lower semicontinuity of function V
given by (4.15).
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The function VA : H → [0,∞] entering Proposition 4.0.2 is defined by
VA(u∗) = inf
u1∈A
V (u1, u∗). (4.25)
Notice that the compactness of level sets of VA implies that V has relatively compact
level sets. Combining this with lower semicontinuity of V (the proof of this fact is
identical to that of VA, see Section 4.5), we see that V is a rate function in H. In what
follows, the space H will be endowed with the norm
|u|2H = ‖∇u1‖2 + ‖u2 + αu1‖2 for u = [u1, u2] ∈ H, 2 (4.26)
where α > 0 is a small parameter.
4.2.2 Markov chain on the boundary
In this section we establish a result that implies Proposition 4.1.2. For the proof of this
implication, see Chapter 6 of [32]; the only difference here is that λε is not necessarily
σ-additive, which does not affect the proof.
Recall that we denote by V (uˆi, uˆj) the minimal energy needed to reach any neighborhood
of uˆj from uˆi in a finite time. In what follows, we shall denote by V˜ (uˆi, uˆj) the energy
needed to reach any neighborhood uˆj from uˆi in a finite time without intersecting any
uˆk, for k ≤ `+ 1 different from i and j.
Proposition 4.2.1. For any positive constants β and ρ∗ there exist 0 < ρ′1 < ρ′0 < ρ1 <
ρ0 < ρ∗ such that for all ε << 1, we have
exp(−(V˜ (uˆi, uˆj) + β)/ε) ≤ P˜ ε(v, ∂gj) ≤ exp(−(V˜ (uˆi, uˆj)− β)/ε), (4.27)
where inequalities hold for any v ∈ ∂gi and any i, j ≤ `+ 1, i 6= j.
Comment. In what follows, when proving this type of inequalities, we shall sometimes
derive them with β replaced by Cβ, where C ≥ 1 is an absolute constant. Since β > 0
can be taken arbitrarily small, these bounds are equivalent and we shall use this without
further stipulation.
Derivation of the lower bound. We assume that V˜ (uˆi, uˆj) <∞, since otherwise there is
nothing to prove. We shall first establish the bound for i ≤ `. We need the following
result, whose proof is given at the end of this section.
Lemma 4.2.2. There exists ρ˜ > 0 such that for any 0 < ρ2 < ρ1 < ρ˜ we can find a
finite time T > 0 depending only on ρ1 and ρ2 such that for any point v ∈ B¯(uˆi, ρ1),
i ≤ `, there is an action ϕv defined on the interval [0, T ] with energy not greater than β
such that we have
Sϕv(t; v) ∈ B¯(uˆi, ρ1) for t ∈ [0, T ] and Sϕv(T ; v) ∈ B¯(uˆi, ρ2/2). (4.28)
2 We denote by ‖ · ‖s the Hs-norm of a vector, and ‖ · ‖ stands for the L2-norm.
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By definition of V˜ , for ρ∗ > 0 sufficiently small and ρ′1 < ρ∗, we can find a finite time
T˜ > 0 and an action ϕ˜ defined on [0, T˜ ] with energy smaller than V˜ (uˆi, uˆj) + β such
that Sϕ˜(T˜ ; uˆi) ∈ B(uˆj , ρ′1/4) and the curve Sϕ˜(T˜ ; uˆi) does not intersect ρ∗-neighborhood
of uˆk for k 6= i, j (note that if a trajectory does not intersect uˆk then it also does not
intersect some small neighborhood of uˆk). Since ρ∗ > 0 can be taken arbitrarily small,
we may assume that ρ∗ ≤ ρ˜, where ρ˜ is the constant from the above lemma. Let ρ2 < ρ∗
be so small that for any v ∈ B¯(uˆi, ρ2) we have Sϕ˜(T˜ ; v) ∈ B(uˆj , ρ′1/2). We take any
ρ1 ∈ (ρ2, ρ∗) and use the following construction. For any v ∈ g¯i, we denote by ϕ˜v the
action defined on [0, T + T˜ ] that coincides with ϕv on [0, T ] and with ϕ˜ on [T, T + T˜ ].
Let us note that for any v ∈ g¯i, we have
IT+T˜ (S
ϕ˜v(·; v)) = JT+T˜ (ϕ˜v) = JT (ϕv) + JT˜ (ϕ˜) ≤ V˜ (uˆi, uˆj) + 2β. (4.29)
Now let us take any ρ0 ∈ (ρ1, ρ∗) and denote by δ any positive number that is smaller
than min{ρ0 − ρ1, ρ2/2, ρ′1/2}. Then we have the following: if the trajectory Sε(t; v) is
in the δ-neighborhood of Sϕ˜v(t; v) in C(0, T + T˜ ;H) distance, then τ ε1 (v) ≤ T + T˜ and
Sε(τ ε1 ; v) ∈ ∂gj . Therefore, we have
inf
v∈∂gi
P˜ ε(v, ∂gj) ≥ P(A),
where we set
A = {ω ∈ Ω : sup
v∈g¯i
dC(0,T+T˜ ;H)(S
ε(·; v), Sϕ˜v(·; v)) < δ}.
Combining this with inequality (4.29) and Theorem 4.6.2, we derive the lower bound of
(4.27) in the case i ≤ `.
We now show that if ρ′0 < ρ1 is sufficiently small, then the lower bound is also true for
i = `+ 1. Indeed, let V˜ (uˆ`+1, uˆj) <∞ and let T > 0 and ϕ be such that Sϕ(T ; uˆ`+1) ∈
B(uˆj , ρ1/4) and
JT (ϕ) ≤ V˜ (uˆ`+1, uˆj) + β. (4.30)
We assume that ρ′0 is so small that Sϕ(T ; v) ∈ B(uˆj , ρ1/2) for any v ∈ g˜`+1. Let us
take any δ < min{ρ′0 − ρ′1, ρ1/2}. Then for any v ∈ g¯`+1 if the trajectory Sε(t; v) is
in the δ-neighborhood of Sϕ(t; v) in C(0, T ;H) distance, then we have τ ε1 (v) ≤ T and
Sε(τ ε1 ; v) ∈ ∂gj . Therefore
inf
v∈∂g`+1
P˜ ε(v, ∂gj) ≥ P(A′),
where we set
A′ = {ω ∈ Ω : sup
v∈g¯`+1
dC(0,T ;H)(Sε(·; v), Sϕ(·; v)) < δ}.
Combining this with inequality (4.30) and Theorem 4.6.2, we derive the lower bound in
the case i = `+ 1.
Proof of the upper bound. We assume that ρ∗ > 0 is so small that the energy needed to
move the point from ρ∗-neighborhood of uˆi to ρ∗-neighborhood of uˆj without intersecting
any other uˆk is no less than V˜ (uˆi, uˆj)−β. Let us denote by τ εg the first instant when the
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process Sε(t, ·) hits the set g¯. Then, by the strong Markov property, we have
sup
v∈∂gi
P(Sε(τ ε1 ; v) ∈ ∂gj) ≤ sup
v∈∂g˜i
P(Sε(τ εg ; v) ∈ ∂gj). (4.31)
In what follows we shall denote by g′ the set g\g`+1, i.e. the union over i ≤ ` of
ρ1-neighborhoods of uˆi. We need the following result.
Lemma 4.2.3. For any positive constants ρ1, R and M there is T > 0 such that
sup
v∈BR
P(τ εg′(v) ≥ T ) ≤ exp(−M/ε) for ε << 1, (4.32)
where τ εg′ stands for the first hitting time of the set g¯
′, and BR is the closed ball in H of
radius R centered at the origin.
Note that for any v ∈ ∂g˜i, we have
P(Sε(τ εg ; v) ∈ ∂gj) ≤ P(Sε(τ εg ; v) ∈ ∂gj , τ εg (v) < T ) + P(τ εg′(v) ≥ T ),
where we used the fact that τ εg ≤ τ εg′ . Now notice that the event under the probability
sign of the first term of this sum means that the trajectory Sε(t; ·) issued from ∂g˜i
hits the set g¯j over time T and does not intersect any uˆk for k different from i and
j. It follows from Theorem 4.6.2 that this event has a probability no greater than
exp(−(V˜ (uˆi, uˆj) − 2β)/ε). Combining this with Lemma 4.2.3 and inequality (4.31), we
infer
sup
v∈∂gi
P˜ ε(v, ∂gj) ≤ exp(−(V˜ (uˆi, uˆj)− 2β)/ε) + exp(−M/ε) for ε << 1.
Since M > 0 can be chosen arbitrarily large, we derive the upper bound.
Proof of Lemma 4.2.2. For any v ∈ B¯(uˆi, ρ1), let v˜(t; v) be the flow issued from v
corresponding to the solution of
∂2t v˜ + γ∂tv˜ −∆v˜ + f(v˜) = h(x) + PN [f(v˜)− f(uˆi)],
where uˆi = [uˆi, 0] and PN stands for the orthogonal projection from L
2 to its N dimen-
sional subspace spanned by vectors e1, . . . , eN . Let us define ϕv = PN [f(v˜) − f(uˆi)].
Then we have v˜(t; v) = Sϕv(t; v). Moreover, it follows from Proposition 4.6.5 that for
N ≥ N∗(|uˆi|H) we have
|Sϕv(t; v)− uˆi|2H ≤ e−αt|v− uˆi|2H, (4.33)
where α > 0 is the constant entering (4.26). In particular, if we take T = 2(ln ρ1 −
ln ρ2)/α then we get (4.28). Moreover, we have
JT (ϕv) =
1
2
∫ T
0
|PN [f(v˜)− f(uˆi)]|2Hϑ ds ≤ C(N)
∫ T
0
|f(v˜)− f(uˆi)|2L1 ds
≤ C1C(N)
∫ T
0
(‖v˜‖21 + ‖uˆi‖21 + 1)‖v˜ − uˆi‖21 ds
≤ C2C(N)
∫ T
0
|v− uˆi|2e−αs ds ≤ C3C(N) ρ˜2 ≤ β, (4.34)
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provided ρ˜ > 0 is sufficiently small.
Proof of Lemma 4.2.3. Step 1: Reduction. Let the positive constants ρ1, R and M be
fixed. We claim that it is sufficient to prove that for any R′ > R we can find positive
constants T∗ and a such that
sup
v∈BR′
P(τ εg′(v) ≥ T∗) ≤ exp(−a/ε) for ε << 1. (4.35)
Indeed, taking this inequality for granted, let us derive (4.32). To this end, let us use
Proposition 4.6.4 to find R′ > R so large that
sup
t≥0
sup
v∈BR
P(Sε(t; v) /∈ BR′) ≤ exp(−(M + 1)/ε) for ε < 1. (4.36)
Once such R′ is fixed we find T∗ > 0 and a > 0 such that we have (4.35). Let us take
n ≥ 1 so large that an > (M + 1). For any k ≤ n we introduce
pk = sup
v∈BR
P(τ εg′(v) ≥ k T∗).
Then, we have
pn ≤ sup
v∈BR
P(τ εg′(v) ≥ nT∗, Sε((n− 1)T∗; v) ∈ BR′)
+ sup
v∈BR
P(Sε((n− 1)T∗; v) /∈ BR′) ≤ qn + exp(−(M + 1)/ε), (4.37)
where we denote by qn the first term of this sum and we used inequality (4.36) to
estimate the second one. Now note that by the Markov property, we have
qn = sup
v∈BR
Ev[E(1τε
g′≥nT∗1Sε((n−1)T∗;v)∈BR′ |F
ε
(n−1)T∗)]
= sup
v∈BR
Ev[1τε
g′≥(n−1)T∗1Sε((n−1)T∗;v)∈BR′P(τ
ε
g′(S
ε((n− 1)T∗; v)) ≥ T∗)]
≤ sup
v˜∈BR′
P(τ εg′(v˜) ≥ T∗) pn−1 ≤ exp(−a/ε) pn−1,
where Fεt is the filtration corresponding to Sε(t; ·), and we used inequality (4.35). Com-
bining this with (4.37), we derive
pn ≤ exp(−a/ε) pn−1 + exp(−(M + 1)/ε).
Iterating this inequality, we infer
pn ≤ exp(−an/ε) + (1− exp(−a/ε))−1 exp(−(M + 1)/ε) ≤ exp(−M/ε).
It follows that inequality (4.32) holds with T = nT∗.
Step 2: Derivation of (4.35). We first show that for any positive constants R˜ and η, we
have
sup
v∈BR˜
l(v) <∞, (4.38)
where l(v) stands for the first instant when the deterministic flow S(t)v hits the set O¯(η)
and where O(η) is the union over i ≤ ` of η-neighborhoods of uˆi. Indeed, let us suppose
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that this is not true, and let us find R˜ > 0 and η > 0 for which this inequality fails.
Then, there exists a sequence (vj) ⊂ BR˜ such that
l(vj) ≥ 2j. (4.39)
For each j ≥ 1, let us split the flow S(t)vj to the sum u1j (t) + u2j (t), where u1j (t) stands
for the flow issued from vj of equation (4.5) with f = h = 0. Then, for all t ≥ 0, we
have
|u1j (t)|2H ≤ e−αt|vj |2H, |u2j (t)|Hs+1×Hs ≤ Cs(R˜), (4.40)
where s < 1− ρ/2 is any constant (e.g., see [1, 40]). Using second of these inequalities,
let us find (jk) ⊂ N such that the sequence u2jk(jk) converges in H and denote by u˜ its
limit. Then, in view of first inequality of (4.40), we have
S(jk)vjk → u˜ in H as k →∞. (4.41)
Now let us find t∗ > 0 so large that
S(t∗)u˜ ∈ O¯(η/2). (4.42)
Note that thanks to (4.41) and continuity of S(t), we have
S(jk + t∗)vjk → S(t∗)u˜. (4.43)
Further, notice that by (4.39) we have S(jk + t∗)vjk /∈ O¯(η) for k ≥ 1 sufficiently large.
This is clearly in contradiction with (4.42)-(4.43). Inequality (4.38) is thus established.
We are now ready to prove (4.35). Indeed, let us use inequality (4.38) with R˜ = R′ + 1
and η = ρ1/2, and let us set
T∗ = sup
v∈BR′+1
l(v) + 1. (4.44)
Let us consider the trajectories u· ∈ C(0, T∗;H) issued from BR′+1\O(ρ1/2) and assum-
ing their values outside O(ρ1/2). Note that the family L of such trajectories is closed in
C(0, T∗;H). Therefore, the infimum
a′ = inf
u·∈L
IT∗(u·)
is attained and is positive, since in view of (4.44) there is no deterministic trajectory
S(t)v under consideration. Now using Theorem 4.6.2, we see that (4.35) holds with
a = a′/2. The proof of Lemma 4.2.3 is complete.
4.3 Generalized stationarity and auxiliary measure
In this section we introduce a notion of generalized stationary measure and show that
any discrete-time Markov chain possesses such a state. This will be used to construct a
finitely additive measure µˆε satisfying relation (4.4) and such that the family (µˆε) satisfies
some large deviations estimates (see (4.61)). This in turn will imply Proposition 4.1.3.
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4.3.1 Generalized stationary measure
Let X be a metric space and let b(X) the space of bounded Borel measurable functions
on X equipped with the topology of uniform convergence. We shall denote by b∗(X)
the dual of b(X) 3 . A linear continuous map p from b(X) into itself is called a Markov
operator on X, if pψ ≥ 0 for any ψ ≥ 0 and p1 ≡ 1. Let p∗ : b∗(X)→ b∗(X) be the dual
of p, that is
p∗λ(ψ) = λ(pψ)
for any λ ∈ b∗(X) and ψ ∈ b(X). We shall say that λ is a generalized stationary state (or
measure) for p if it satisfies the following properties: λ(ψ) ≥ 0 for any ψ ≥ 0, λ(1) = 1,
and p∗λ = λ, that is we have
λ(pψ) = λ(ψ) for any ψ ∈ b(X). (4.45)
To any such λ we associate a finitely additive measure defined on Borel subsets of X by
λ(Γ) = λ(1Γ) for Γ ⊂ X.
Lemma 4.3.1. Any Markov operator possesses a generalized stationary measure.
Proof. Let p be a Markov operator defined on a space X. Consider the space
F = {λ ∈ b∗(X) : λ(1) = 1 and λ(ψ) ≥ 0 for ψ ≥ 0}
endowed with weak* topology. Note that if λ ∈ F then its norm is equal to 1. In view
of the Banach-Alaoglu theorem, F is relatively compact. Moreover, it is easy to see
that F is also closed and convex. Since p is a Markov operator, its dual p∗ maps F into
itself. Thanks to the Leray-Schauder theorem (e.g., see Chapter 14 in [73]), p∗ has a
fixed point λ ∈ F, which means that λ is a generalized stationary state for p. It should
be emphasized that λ is not stationary in the classical sense, since it is not necessarily
σ-additive.
In what follows, given ε > 0, we shall denote by λ = λε any of generalized stationary
states of the operator p = pε : b(∂g)→ b(∂g) defined by
pψ(v) =
∫
∂g
ψ(z)P˜1(v, dz) ≡ Eψ(Sε(τ ε1 ; v)). (4.46)
So we have
λ(pψ) = λ(ψ) for any ψ ∈ b(∂g) (4.47)
and λ ∈ b∗(∂g) satisfies λ(ψ) ≥ 0 for ψ ≥ 0, λ(1) = 1. We shall always assume that
ε > 0 is so small that we have (4.27).
4.3.2 Khasminskii type relation
For each ε > 0, let us define a continuous map µ˜ = µ˜ε from b(H) to R by
µ˜(ψ) = λ(Lψ), (4.48)
3 b∗(X) can be identified with the space ba(X) of finite, finitely additive signed measures on X (e.g.,
see Theorem IV.5.1 in [26]).
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where λ = λε is given by (4.46)-(4.47), and L = Lε : b(H)→ b(H) is defined by
Lψ(v) = E
∫ τε1
0
ψ(Sε(t; v)) dt. (4.49)
Lemma 4.3.2. For any ψ ∈ b(H), we have
µ˜(Psψ) = µ˜(ψ) for any s ≥ 0, (4.50)
where Ps = P
ε
s : b(H)→ b(H) stands for the Markov operator of the process Sε(·).
Proof. We use the classical argument (see Chapter 4 in [47]). Let us fix s ≥ 0. By the
Markov property, for any v ∈ H, we have
E
∫ τε1
0
ψ(Sε(t+ s; v)) dt = E
∫ τε1
0
Psψ(S
ε(t; v)) dt.
It follows that
µ˜(Psψ) = λ(LPsψ) = λ(E
∫ τε1
0
Psψ(S
ε(t; ·)) dt) = λ(E
∫ τε1
0
ψ(Sε(t+ s; ·)) dt)
= λ(E
∫ s+τε1
s
ψ(Sε(t; ·)) dt)
= λ(E
∫ s+τε1
τε1
ψ(Sε(t; ·)) dt)− λ(E
∫ s
0
ψ(Sε(t; ·)) dt) + µ˜(ψ).
Conditioning with respect to Fτε1 and using the strong Markov property together with
(4.46)-(4.47), we see that the first two terms are equal. Since s ≥ 0 was arbitrary, we
arrive at (4.50).
4.3.3 Auxiliary finitely additive measure
Let us denote by b0(H) the space b(H) endowed with the following convergence: given
a point ψ ∈ b(H) and a sequence (ψn) ⊂ b(H), we shall say that ψn converges to ψ in
b0(H) n→∞, if
sup
n
sup
u∈H
|ψn(u)| <∞
and for any a > 0 we have
sup
u∈Ba
|ψn(u)− ψ(u)| → 0 as n→∞.
Lemma 4.3.3. The map µ˜ given by (4.48)-(4.49) is continuous from b0(H) to R.
Proof. For the simplicity, we shall write τ1 = τ
ε
1 and u(t; v) = S
ε(t; v). We need to show
that µ˜(ψn)→ 0 for any ψn converging to zero in b0(H). Since λ is continuous from b(∂g)
to R, it is sufficient to show that Lψn goes to zero uniformly in BR, where R > 0 is so
large that g ⊂ BR. Let us fix any η > 0. Clearly, we may assume that |ψn(u)| ≤ 1 for
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any n ≥ 1 and u ∈ H. It follows from the Cauchy-Schwarz inequality and (4.117) that
for R1 > 0 sufficiently large, we have
Ev(τ1 · 1τ1≥R1) ≤ η for any v ∈ BR. (4.51)
Once R1 is fixed, let us use Proposition 3.2 from [59] to find R2 > R1 such that
P
(
sup
t∈[0,R1]
|u(t; v)| ≥ R2
)
≤ η/R1 for any v ∈ BR. (4.52)
Now we have
|Lψn(v)| ≤ E
∫ τ1
0
|ψn(u(t; v))|dt ≤ E(1τ1≥R1
∫ τ1
0
|ψn(u(t; v))| dt)
+ E
∫ R1
0
|ψn(u(t; v))|dt := I1 + I2. (4.53)
Let us note that in view of (4.51), we have I1 ≤ η. Further, since ψn converges to zero
in b0(H), we can find n∗(η) ≥ 1 such that for all n ≥ n∗(η), we have
sup
u∈BR2
|ψn(u)| ≤ η/R1.
Let us denote by Av the event under the probability sign in (4.52). Then
I2 ≤ R1P(Av) + E(1Acv
∫ R1
0
|ψn(u(t; v))|dt).
Combining (4.52) with last two inequalities, we get I2 ≤ 2η, so that we have I1+I2 ≤ 3η.
Using this with (4.53), we see that
sup
v∈BR
|Lψn(v)| ≤ 3η for any n ≥ n∗(η).
Since η > 0 was arbitrary, the proof is complete.
Let us note that in view of inequalities (4.68) and (4.117), µ˜ = µ˜ε satisfies 0 < µ˜(1) <∞.
We shall denote by µˆ the normalization of µ˜, that is
µˆ(ψ) = µ˜(ψ)/µ˜(1). (4.54)
Thanks to Lemma 4.3.3, µˆ is continuous from b0(H) to R. For any Borel subset Γ ⊂ H,
we shall write
µˆ(Γ) = µˆ(1Γ). (4.55)
This notation will not lead to a confusion.
Lemma 4.3.4. For any Γ ⊂ H, we have
µ(Γ˙) ≤ µˆ(Γ˙) ≤ µˆ(Γ¯) ≤ µ(Γ¯), (4.56)
where µ = µε is the stationary measure of the process Sε(·).
66 CHAPITRE 4. GRANDES DE´VIATIONS
Proof. We note that it is sufficient to show that for any closed set F ⊂ H, we have
µˆ(F ) ≤ µ(F ). (4.57)
Step 1. Let us first show that for any bounded Lipschitz continuous function ψ : H → R,
we have
µˆ(ψ) = (ψ, µ). (4.58)
Indeed, in view of (4.50), we have
µˆ(Psψ) = µˆ(ψ) for any ψ ∈ b0(H). (4.59)
In particular, this relation holds for any bounded Lipschitz function ψ in H. Moreover,
it follows from inequality (1.3) in [59], that for any such ψ, Psψ converges to (ψ, µ) as
s→∞ in the space b0(H). Since µˆ is continuous from b0(H) to R, this implies
µˆ(ψ) = µˆ(Psψ)→ µˆ((ψ, µ)) = (ψ, µ).
Step 2. Now assume that inequality (4.57) is not true, and let F ⊂ H closed and η > 0
be such that
µˆ(F ) ≥ µ(F ) + η. (4.60)
Let 1F ≤ ψn ≤ 1 be a sequence of Lipschitz continuous functions that converges point-
wise to 1F as n→∞. For example, one can take
ψn(u) =
dH(u, F c1/n)
dH(u, F c1/n) + dH(u, F )
,
where Fr stands for the open r-neighborhood of F . Thanks to relation (4.58), inequality
(4.60) and monotonicity of µˆ, we have
(ψn, µ) = µˆ(ψn) ≥ µˆ(1F ) = µˆ(F ) ≥ µ(F ) + η.
However, this is impossible, since (ψn, µ) tends to µ(F ) in view of the Lebesgue theorem
on dominated convergence. The proof is complete.
4.4 Proof of Proposition 4.1.3
In view of Lemma 4.3.4, it is sufficient to prove that µˆ = µˆε satisfies
exp(−(V(uˆj) + β)/ε) ≤ µˆε(gj) ≤ exp(−(V(uˆj)− β)/ε). (4.61)
4.4.1 Upper bound
First note that by (4.48)-(4.49), for all j ≤ `+ 1, we have
µ˜ε(1gj ) = λ
ε(E
∫ τε1
0
1gj (S
ε(t; ·)) dt) = λε(1∂gj (·)E
∫ σε0
0
1gj (S
ε(t; ·)) dt). (4.62)
4.4. PROOF OF PROPOSITION 4.1.3 67
In particular
µ˜ε(1gj ) ≤ λε(1∂gj ) sup
v∈∂gj
Evσε0 ≤ λε(1∂gj ) sup
v∈g˜
Evσε0. (4.63)
On the other hand, we have
µ˜ε(1) ≥ µ˜ε(1g′) ≥ (1− λε(1∂g`+1)) min
j≤`
inf
v∈g¯j
E
∫ σε0
0
1gj (S
ε(t; v)) dt. (4.64)
We recall that g′ stands for the set g\g`+1. We need the following result proved at the
end of this section.
Lemma 4.4.1. For any ρ∗ > 0 there exist 0 < ρ′1 < ρ′0 < ρ1 < ρ0 < ρ∗ such that for
ε << 1 we have
sup
v∈g˜
Evσε0 ≤ exp(β/ε), (4.65)
inf
v∈g¯j
E
∫ σε0
0
1gj (S
ε(t; v)) dt ≥ exp(−β/ε) for any j ≤ `. (4.66)
We first note that V(uˆ`+1) is positive. Indeed, for any Lyapunov stable uˆi, the quantity
V (uˆi, uˆ`+1) is positive, and in view of (4.15), we have V(uˆ`+1) ≥ minV (uˆi, uˆ`+1), where
the minimum is taken over i ≤ ` such that uˆi is stable. Therefore, decreasing β > 0 if
needed, we may assume that V(uˆ`+1) ≥ 2β. In view of (4.16), we have
λε(1∂g`+1) ≤ exp(−(V(uˆ`+1)− β)/ε) ≤ exp(−β/ε) ≤
1
2
. (4.67)
Combining this with inequalities (4.64) and (4.66), we infer
µ˜ε(1) ≥ 1
2
exp(−β/ε). (4.68)
Further, using inequalities (4.16), (4.63) and (4.65), we get
µ˜ε(1gj ) ≤ exp(β/ε)λε(1∂gj ) ≤ exp(−(V(uˆj)− 2β)/ε). (4.69)
Finally, combining this with (4.68), we derive
µˆε(gj) = µˆ
ε(1gj ) ≤ 2 exp(β/ε) exp(−(V(uˆj)− 2β)/ε) ≤ exp(−(V(uˆj)− 4β)/ε),
where inequality holds for all j ≤ `+ 1 and ε << 1.
4.4.2 Lower bound
We shall first establish the bound for gj , j ≤ `, and show that this implies the necessary
bound for g`+1. In view of (4.16), (4.62) and (4.66), we have
µ˜ε(1gj ) ≥ exp(−(V(uˆj) + 2β)/ε). (4.70)
On the other hand, by (4.69) we have
µ˜ε(1g′) ≤ ` exp(2β/ε).
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Note also that thanks to Lemmas 4.0.1 and 4.3.4, we have that
µˆε(g′) ≥ µε(g′) ≥ exp(−β/ε) for ε << 1.
Indeed, by definition, g′ represents the ρ1-neighborhood of the set E = {uˆ1, . . . , uˆ`}. It
follows from the last two inequalities that
µ˜ε(1) = µ˜ε(1g′)/µˆ
ε(g′) ≤ ` exp(3β/ε) ≤ exp(4β/ε) for ε << 1.
Finally, combing this inequality with (4.70), we infer
µˆε(gj) ≥ exp(−(V(uˆj) + 6β)/ε), (4.71)
where inequality holds for all j ≤ ` and ε << 1.
We now show that inequality (4.71) implies
µˆε(g`+1) ≥ exp(−(V(uˆ`+1) + 8β)/ε) for ε << 1. (4.72)
We assume that V(uˆ`+1) <∞. First note that in view of (4.15), we have
V(uˆ`+1) = min
i≤`
[W`(uˆi) + V (uˆi, uˆ`+1)]−min
i≤`
W`(uˆi). (4.73)
Let us find m ≤ ` such that
W`(uˆm) + V (uˆm, uˆ`+1) = min
i≤`
[W`(uˆi) + V (uˆi, uˆ`+1)]. (4.74)
By definition of V , there is a finite time T > 0 and an action ϕ ∈ L2(0, T ;Hϑ) such that
JT (ϕ) ≤ V (uˆm, uˆ`+1) + β, |Sϕ(T ; uˆm)− uˆ`+1|H < ρ′1/4. (4.75)
Since the operator Sϕ continuously depends on the initial point, there is κ > 0 such
that
|Sϕ(T ; u)− uˆ`+1|H < ρ′1/2,
provided |u− uˆm|H ≤ κ. It follows from this inequality, relation (4.59) and monotonicity
of µˆε that
µˆε(g`+1) = µˆ
ε(1g`+1) = µˆ
ε(PT1g`+1) ≥ µˆε(1B¯(uˆm,κ)PT1g`+1)
= µˆε(1B¯(uˆm,κ)(·)P(|Sε(T ; ·)− uˆ`+1|H < ρ′1))
≥ µˆε(1B¯(uˆm,κ)(·)P(|Sε(T ; ·)− Sϕ(T ; ·)|H < ρ′1/2)
≥ inf
u∈B¯(uˆm,κ)
P(|Sε(T ; u)− Sϕ(T ; u)|H < ρ′1/2)µˆε(B(uˆm,κ)). (4.76)
By Theorem 4.6.2 (applied to the setB = B¯(uˆm,κ)), we can find ε1 = ε1(uˆ`+1,κ, ρ′1, T ) >
0 such that for all u ∈ B¯(uˆm,κ), we have
P(|Sε(T ; u)− Sϕ(T ; u)|H < ρ′1/2) ≥ exp(−(JT (ϕ) + β)/ε) for ε ≤ ε1.
It follows that
µˆε(g`+1) ≥ exp(−(JT (ϕ) + β)/ε)µˆε(B(uˆm,κ)). (4.77)
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Combining this with first inequality of (4.75) and (4.76), we get
µˆε(g`+1) ≥ µˆε(B(uˆm,κ)) exp(−(V (uˆm, uˆ`+1) + 2β)/ε).
Further, using this inequality and (4.71) 4 with j = m, we infer
µˆε(g`+1) ≥ exp(−(V(uˆm) + V (uˆm, uˆ`+1) + 8β)/ε).
To complete the proof, it remains to note that thanks to (4.74), we have
V(uˆm) + V (uˆm, uˆ`+1) = W`(uˆm) + V (uˆm, uˆ`+1)−min
i≤`
W`(uˆi)
= min
i≤`
[W`(uˆi) + V (uˆi, uˆ`+1)]−min
i≤`
W`(uˆi) = V(uˆ`+1).
4.4.3 Proof of Lemma 4.4.1
Step 1: Derivation of (4.65). Let us fix i ≤ ` + 1 and let j ≤ ` be an integer different
from i. Using Proposition 4.6.5, it is not difficult to show that V (uˆi, uˆj) < ∞ (see the
derivation of (4.146)). Therefore, if we denote by d the distance between uˆi and uˆj , we
can find a finite time T > 0 and an action ϕ defined on [0, T ] such that Sϕ(T, uˆi) ∈
B(uˆj , d/2) and ∫ T
0
|ϕ(s)|2Hϑ ds ≤ V (uˆi, uˆj) + 1.
Let us find t∗ > 0 so small that∫ t∗
0
|ϕ(s)|2Hϑ ds ≤ β and u˜i 6= uˆi, (4.78)
where we set u˜i = S
ϕ(t∗, uˆi). Further, let ρ˜ > 0 be so small, that |uˆi − u˜i|H ≥ 4ρ˜. And
finally, let 0 < ρ∗ < ρ˜ be such that
Sϕ(t∗; u) ∈ B(u˜i, ρ˜) for any u ∈ B(uˆi, ρ∗). (4.79)
Now notice that if the trajectory Sε(t; v) issued from v ∈ B(uˆi, ρ∗) is in the ρ˜-neighborhood
of Sϕ(t, v) in C(0, t∗;H) distance, then Sε(t∗, v) /∈ B(uˆi, ρ∗). Moreover, if we denote by
ϕ∗ the restriction of ϕ on [0, t∗], then for any v in B(uˆi, ρ∗), we have
It∗(S
ϕ∗(·; v)) = Jt∗(ϕ∗) =
∫ t∗
0
|ϕ(s)|2Hϑ ds ≤ β.
Applying Theorem 4.6.2, we derive
sup
v∈B(uˆi,ρ∗)
Pv(τ εexit > t∗) ≤ 1− exp(−2β/ε),
where we denote by τ εexit(v) the time of the first exit of the process S
ε(·; v) from B(uˆi, ρ∗).
Now using the Markov property, we infer
sup
v∈B(uˆi,ρ∗)
Pv(τ εexit > n t∗) ≤ (1− exp(−2β/ε))n, (4.80)
4 Recall that this inequality is true for any neighborhood of uˆj , for j ≤ `.
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which implies (4.65).
Step 2: Proof of (4.66). Let us fix any stationary point uˆi and let ρ∗ > 0. Given
any 0 < ρ1 < ρ∗ let us find 0 < ρ2 < ρ1 such that for any v ∈ B¯(uˆi, ρ2) we have
S(t; v) ∈ B(uˆi, ρ1/2) for all t ∈ [0, 1]. We assume that ρ∗ > 0 is so small that the
conclusion of Lemma 4.2.2 holds. We use the following construction: given any point
v ∈ B¯(uˆi, ρ1) we denote by ϕ˜v the action defined on the time interval [0, T + 1] that
coincides with ϕv on [0, T ] and vanishes on [T, T + 1]. Then we have
IT+1(S
ϕ˜v(·; v)) = JT+1(ϕ˜v) = JT (ϕv) ≤ β for any v ∈ B¯(uˆi, ρ1). (4.81)
Now let us take any ρ0 ∈ (ρ1, ρ∗) and let δ < min{(ρ0 − ρ1), ρ2/2)} be any positive
number. Then by construction we have the following: if the trajectory Sε(t; v) is in the δ-
neighborhood of Sϕ˜v(t; v) in the C(0, T+1;H) distance, then it remains in g˜i ≡ B(uˆi, ρ0)
for all t ∈ [0, T + 1] and moreover, it belongs to gi ≡ B(uˆi, ρ1) for all t ∈ [T, T + 1].
Therefore, we have
inf
v∈g¯i
E
∫ σε0
0
1gj (S
ε(t; v)) dt ≥ P(A),
where
A = {ω ∈ Ω : sup
v∈g¯i
dC(0,T+1;H)(Sε(·; v), Sϕ˜v(·; v)) < δ}.
Combining this with inequality (4.81) and Theorem 4.6.2, we arrive at (4.66). The proof
of Lemma 4.4.1 is complete.
4.5 A priori upper bound
In this section we establish Proposition 4.0.2. To simplify presentation, we first outline
the main ideas.
4.5.1 Scheme of the proof of Proposition 4.0.2
Compactness of level sets. Let us suppose that we can prove the following: there is a
constant s ∈ (0, 1/2) such that
|u∗|Hs+1(D)×Hs(D) ≤ C(M) for any u∗ ∈ {VA ≤M}, (4.82)
where Hs stands for the scale of Hilbert spaces associated with −∆. Then the com-
pactness of the embedding Hs+1(D)×Hs(D) ↪→ H implies that the level sets of VA are
relatively compact in H. Thus, if inequality (4.82) is true, we only need to prove that
the level sets of VA are closed. Let u
j
∗ be a sequence in {VA ≤M} that converges to u∗
in H. We need to show that VA(u∗) ≤M . By definition of VA, we have to show that for
any positive constants η and η′ there is an initial point u0 ∈ A, a finite time T = Tη > 0,
and an action ϕ such that
JT (ϕ) ≤M + η′ and |Sϕ(T ; u0)− u∗|H ≤ η. (4.83)
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Let us fix j so large that
|uj∗ − u∗|H ≤ η/2. (4.84)
Since VA(u
j
∗) ≤ M , there is a point u0 ∈ A, a time T = Tη > 0 and an action ϕ such
that
JT (ϕ) ≤M + η′ and |Sϕ(T ; u0)− uj∗|H ≤ η/2.
Combining this with inequality (4.84), we derive (4.83). The proof of inequality (4.82)
relies on some estimates of the limiting equation and is carried out in the appendix.
The bound (4.6). Due to the equivalence of (4.7) and (4.8), we need to show that for
any positive numbers δ, δ′ and M there is ε∗ > 0 such that
µε(u ∈ H : dH(u, {VA ≤M}) ≥ δ) ≤ exp(−(M − δ′)/ε) for ε ≤ ε∗. (4.85)
From now on, we shall suppose that the constants δ, δ′ and M are fixed.
Reduction. To prove (4.85), we first show that there is η > 0 such that
{u(t) : u(0) ∈ Aη, It(u·) ≤M − δ′} ⊂ Kδ/2(M), t > 0, (4.86)
where Aη stands for the open η-neighborhood of the set A and Kδ(M) is the open
δ-neighborhood of the level set {VA ≤M}. We then show that there is R > 0 such that
p1 := µ
ε(BcR) ≤ exp(−M/ε) for ε ≤ 1. (4.87)
Once the constants η and R are fixed, we prove that there is T∗ > 0 such that
a := inf{IT∗(u·); u· ∈ C(0, T∗;H), u(0) ∈ BR, u(T∗) ∈ Acη} > 0. (4.88)
Taking inclusion (4.86) and inequalities (4.87)-(4.88) for granted, let us show how to
derive (4.85).
Auxiliary construction. For any n ≥ 1 introduce the set
En = {u· ∈ C(0, nT∗;H) : u(0) ∈ BR; u(kT∗) ∈ BR ∩ Acη, k = 1, . . . , n}.
Let us mention that the idea of this construction is inspired by [71] and En is a modifi-
cation of a set introduced by Sowers in that paper. We claim that inequality (4.86) and
the structure of the set En imply that for n sufficiently large we have
p2 := sup
v∈BR
P(Sε(·; v) ∈ En) ≤ exp(−M/ε). (4.89)
Indeed, in view of Theorem 4.6.2, to this end, it is sufficient to show that
inf{InT∗(u·); u· ∈ En,T∗} > M. (4.90)
We show that this inequality holds for any n > (M + 1)/a. To see this, let us fix an
integer n satisfying this inequality and suppose that (4.90) is not true. Then there is an
initial point v ∈ BR and an action ϕ defined on the interval [0, nT∗] such that
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1
2
∫ nT∗
0
|ϕ(s)|2Hϑ ds < M + 1
and Sϕ(jT∗; v) ∈ BR ∩ Acη for all j ∈ {1, . . . , n}. It follows from this inequality that
there is j ∈ {1, . . . , n− 1} such that
1
2
∫ (j+1)T∗
jT∗
|ϕ(s)|2Hϑ ds < (M + 1)/n < a.
Therefore, the restriction of ϕ on the interval [jT∗, (j+1)T∗] is an action whose energy is
smaller than a and that steers the point v1 = S
ϕ(jT∗; v) ∈ BR to v2 = Sϕ((j+1)T∗; v) /∈
Aη. However, this is in contradiction with (4.88). Inequality (4.89) is thus established.
Completion of the proof. We now show that
p3 :=
∫
BR
P(Sε(t∗; v) /∈ Kδ(M), Sε(·; v) /∈ En)µε(dv) ≤ exp(−(M − 2δ′)/ε), (4.91)
where we set t∗ = (n+1)T∗. Once this is proved, we will get (4.85). Indeed, by definition
of the set Kδ(M) and stationarity of µ
ε, we have
µε(u ∈ H : dH(u, {VA ≤M}) ≥ δ) = µε(u ∈ H : u /∈ Kδ(M))
=
∫
H
P(Sε((n+ 1)T∗; v) /∈ Kδ(M))µε(dv)
≤ p1 + p2 + p3.
Combining inequalities (4.87), (4.89) and (4.91) we arrive at (4.85), where δ′ should be
replaced by 3δ′.
To prove inequality (4.91), we first note that
p3 ≤
∫
BR
P
 n⋃
j=1
{Sε(t∗; v) /∈ Kδ(M), Sε(jT∗; v) ∈ BcR ∪ Aη}
µε(dv)
≤
n∑
j=1
∫
BR
P(Sε(t∗; v) /∈ Kδ(M), Sε(jT∗; v) ∈ BcR)µε(dv)
+
n∑
j=1
∫
BR
P(Sε(t∗; v) /∈ Kδ(M), Sε(jT∗; v) ∈ Aη)µε(dv) := p′3 + p′′3.
By the stationarity of µε, the first term in the last inequality satisfies
p′3 ≤
n∑
j=1
∫
H
P(Sε(jT∗; v) ∈ BcR)µε(dv) = n p1 ≤ n exp(−M/ε). (4.92)
Moreover, using inclusion (4.86) and following [71], it is not difficult to prove (see Section
4.5.4) that
p′′3 ≤ exp(−(M − δ′)/ε) for ε << 1 (4.93)
and thus to derive (4.91).
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Idea of the proof of (4.86)-(4.88). The proof of inequality (4.87) is rather standard and
relies on exponential estimates for solutions and a simple application of the Fatou lemma.
The derivation of inclusion (4.86) is the most involved part in the proof. Without going
into technicalities, we shall describe here the main ideas. We note that inclusion (4.86)
clearly holds for η = 0. Indeed, in this case u(0) ∈ A, and since we have It(u·) ≤ M −
δ′ ≤ M , the point u(t) is reached from the set A with action ϕ such that Jt(ϕ) ≤ M .
It follows from the definition of VA that VA(u(t)) ≤ M , so dH(u(t), {VA ≤ M}) = 0,
and therefore we have (4.86). So what we need to show is that if the initial point is
sufficiently close to the attractor, then the inclusion (4.86) still holds. To prove this, we
show that there is a flow uˆ(t) issued from uˆ(0) ∈ A that remains in the δ/2-neighborhood
of u(t), and whose action function is δ′-close to that of u(t). Once this is proved, the
inclusion (4.86) will follow from the fact that uˆ(t) ∈ {VA ≤M}, since it is reached from
the set A at finite time t with action whose energy is smaller than M . The construction
of the flow uˆ(t) relies on Proposition 4.6.5.
As for the proof of inequality (4.88), we first note that this inequality means the following:
if we wait for sufficiently long time, then the energy needed to reach a point outside η-
neighborhood of the global attractor A is positive uniformly with respect to the initial
point in the ball BR. The intuition behind this is that after sufficiently long time, the
image of BR will be near the attractor A, and the energy needed to steer the point close
to the set A (say η/2-close) to a point outside its η-neighborhood, is positive. Let us
finally mention that the fact that VA vanishes only on the set A follows immediately
from the definition of VA and inequality (4.88).
4.5.2 Proof of inclusion (4.86)
Step 1. Let us suppose that (4.86) does not hold. Then there exist two sequences of
positive numbers numbers ηj → 0 and Tj , a sequence of initial points (uj0) ⊂ Aηj , and
of action functions (ϕj) with JTj (ϕ
j) ≤ M − δ′/2, such that for each j ≥ 1 the flow
uj(t) = Sϕ
j
(t; uj0) satisfies the inequality
dH(uj(Tj), {VA ≤M}) ≥ δ/2. (4.94)
Let us also note that in view (4.122), there is a positive constantM depending only on
‖h‖ and M such that for all j ≥ 1 we have
sup
[0,Tj ]
|uj(t)|H ≤M. (4.95)
Step 2. For each j ≥ 1, let us find vj0 ∈ A such that |vj0 − uj0|H ≤ ηj and introduce the
intermediate flow vj(t) = [v(t), v˙(t)] defined on the interval [0, Tj ] that solves
∂2t v + γ∂tv −∆v + f(v) = h(x) + ϕj + PN [f(v)− f(u)], [v(0), v˙(0)] = vj0, (4.96)
where N ≥ 1 is an integer to be chosen later and u is the first component of uj(t). In
view of Proposition 4.6.5, there is N depending only on M such that for all j ≥ 1 we
have
|vj(t)− uj(t)|2H ≤ e−αt|vj0 − uj0|2H for all t ∈ [0, Tj ]. (4.97)
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Step 3. Now let us fix N = N(M) such that we have (4.97), and let us show that for
j >> 1 we have
JTj (ϕˆ
j) ≤M, (4.98)
where we set
ϕˆj = ϕj + PN [f(v)− f(u)]. (4.99)
By definition of J , we have
JTj (ϕˆ
j) =
1
2
∫ Tj
0
|ϕj(s) + PN [f(v(s))− f(u(s))]|2Hϑ ds. (4.100)
We first note that
|a+ b|2Hϑ ≤ p |a|2Hϑ +
p
p− 1 |b|
2
Hϑ
,
where p > 1 is a constant to be chosen later. Therefore
JTj (ϕˆ
j) ≤ p
2
∫ Tj
0
|ϕj(s)|2Hϑ ds+
p
2(p− 1)
∫ Tj
0
|PN [f(v(s))− f(u(s))]|2Hϑ ds
≤ p JTj (ϕj) + C(N)
p
p− 1
∫ Tj
0
|f(v(s))− f(u(s))|2L1 ds. (4.101)
By the Ho¨lder and Sobolev inequalities, we have
|f(v)− f(u)|2L1 ≤ C1‖u− v‖21(‖u‖21 + ‖v‖21 + 1).
Combining this with inequalities (4.95) and (4.97) we see that∫ Tj
0
|f(v(s))− f(u(s))|2L1 ds ≤ C2(M2 + 1)
∫ Tj
0
e−αs|vj0 − uj0|2H ds ≤ C3(M2 + 1)η2j .
It follows from this inequality and (4.101), and the fact that N depends only on M,
that
JTj (ϕˆ
j) ≤ p JTj (ϕj) + C(M)
p
p− 1 η
2
j .
Let us take
p =
M − δ′/4
M − δ′/2 .
Since JTj (ϕ
j) ≤M − δ′/2, for j large enough, we have JTj (ϕˆj) ≤M .
Step 4. We claim that for j >> 1, we have
vj(Tj) ∈ {VA ≤M}. (4.102)
Indeed, note that in view of (4.96), we have vj(·) = Sϕˆj (·; vj0). So the point vj(Tj)
is reached from vj0 ∈ A with action function ϕˆj at finite time Tj . It follows from the
definition of VA and inequality (4.98) that VA(vj(Tj)) ≤M for j >> 1.
Step 5. In view of inequality (4.97), we have
|uj(Tj)− vj(Tj)|H ≤ ηj ≤ δ/4,
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provided j ≥ 1 is large enough. Combining this with (4.102), we see that
dH(uj(Tj), {VA ≤M}) ≤ δ/4,
which is in contradiction with (4.94). The proof of inclusion (4.86) is complete.
4.5.3 Proof of inequality (4.88)
Let us assume that (4.88) is not true, so for any j ≥ 1 we have
inf{Ij(u·); u· ∈ C(0, j;H), u(0) ∈ BR, u(j) ∈ Acη} = 0.
Then for each j ≥ 1 there is an initial point uj0 ∈ BR and an action ϕj defined on the
interval [0, j] with energy smaller than e−j2 such that the flow uj(t) = Sϕj (t; uj0) satisfies
uj(j) /∈ Aη. (4.103)
For each j ≥ 1, let vj(t) = S(t)uj0. Using a priori bounds of the NLW equation it is not
difficult to show (see Section 4.6.6 for the proof) that
|vj(t)− uj(t)|2H ≤ C
∫ t
0
‖ϕj(s)‖2 exp(Cs) ds for t ∈ [0, j]. (4.104)
Taking t = j in this inequality and using Jj(ϕ
j) ≤ e−j2 , we get
|vj(j)− uj(j)|2H ≤ C exp(Cj)
∫ j
0
‖ϕj(s)‖2ds
≤ C3 exp(Cj)Jj(ϕj) ≤ C3 exp(−j2 + Cj) ≤ η2/4, (4.105)
provided j is sufficiently large. Combining this with (4.103), we see that for j >> 1, we
have
S(t)uj0 = v
j(j) /∈ Aη/2. (4.106)
Since A is the global attractor of the semigroup S(t), we have
sup
u0∈BR
dH(S(t)u0,A)→ 0 as t→∞.
This is clearly in contradiction with (4.106). Inequality (4.88) is established.
4.5.4 Derivation of (4.93)
We follow the argument presented in [71]. Let us fix any v ∈ BR and j ≤ n, and denote
by A the event {Sε(t∗; v) /∈ Kδ(M), Sε(jT∗; v) ∈ Aη}. Then, by the Markov property,
we have
P(A) = E[E(1A)|FεjT∗ ] = E[1v¯∈Aη · E(1Sε(t∗−jT∗;v¯)/∈Kδ(M))]
≤ sup
v0∈Aη
P(Sε(t∗ − jT∗; v0) /∈ Kδ(M)),
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where Fεt is the filtration corresponding to the process Sε(t; v) and we set v¯ = Sε(jT∗; v).
It follows that
p′′3 ≤
n∑
j=1
sup
v0∈Aη
P(Sε(jT∗; v0) /∈ Kδ(M)). (4.107)
For any l > 0,M1 > 0 and v ∈ H, introduce the level set
Kv,l(M1) = {u(·) ∈ C(0, l;H); u(0) = v, Il(u(·)) ≤M1}.
Let us show that for any l > 0 and v0 ∈ Aη we have
{ω : Sε(l; v0) /∈ Kδ(M)} ⊂ {ω : dC(0,l;H)(Sε(·; v0),Kv0,l(M − δ′)) ≥ δ/2}. (4.108)
Indeed, let us fix any ω such that Sε(l; v0, ω) /∈ Kδ(M), and let u· be any function that
belongs to Kv0,l(M − δ′). Then in view of inclusion (4.86) we have u(l) ∈ Kδ/2(M), so
that
dC(0,l;H)(Sε(·; v0, ω), u·) ≥ |Sε(l; v0, ω)− z(l)|H ≥ δ/2.
Since u· ∈ Kv0,l(M − δ′) was arbitrary, we conclude that inclusion (4.108) holds. It
follows from Theorem 4.6.2 (applied to the time interval [0, l] and the set B = Aη) that
there is ε(l) = ε(l, δ,M, η) > 0 such that
sup
v0∈Aη
P(dC(0,l;H)(Sε(·; v0),Kv0,l(M − δ′)) ≥ δ/2) ≤ exp(−(M − 2δ′)/ε), ε ≤ ε(l).
(4.109)
Let ε1(δ,M, T∗, n, η) = min{ε(T∗), . . . ε(nT∗)}. Then in view of inequalities (4.107) and
(4.109) we have
p′′3 ≤ n exp(−(M − 2δ′)/ε) ≤ exp(−(M − 3δ′)/ε) for ε ≤ ε1.
Inequality (4.93) is established with δ′ replaced by 3δ′.
4.5.5 Proof of inequality (4.87)
Let us show that for R = R(M) sufficiently large and ε∗ = ε∗(M) > 0 small, we have
(4.87). To this end, let us first show that the stationary solutions v(t) of equation (4.1)
satisfy
E exp(κ E(v(t)) ≤ Q(εB, ‖h‖) ≤ Q(B, ‖h‖), (4.110)
for any κ ≤ (εB)−1α/2, where Q and B are the quantities entering Proposition 4.6.4.
Replacing bj by bj/
√
ε, we see that it is sufficient to prove this inequality for ε = 1. Note
that we cannot pass directly to the limit t→∞ in inequality (4.129), since we first need
to guarantee that E exp(κE(v(0)) is finite. This can be done by a simple application
of the Fatou lemma. Indeed, for any N ≥ 1, let ψN (u) be the function that is equal
to exp(κE(u)) if E(u) ≤ N , and to exp(κN) otherwise. Let us denote by µ the law of
v(t), and let l be any positive number. Then using the stationarity of µ and inequality
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ψN (u) ≤ exp(κE(u)) we see that∫
H
ψN (u)µ(du) =
∫
H
∫
H
ψN (u
′)Pt(u, du′)µ(du)
≤
∫
E(u)≤l
∫
H
exp(κ E(u′))Pt(u, du′)µ(du) + exp(κN)µ(E(u) > l)
= i1 + i2, (4.111)
where Pt stands for the transition function of the Markov process. Note that
i1 ≤ sup
E(u0)≤l
E exp(κ E(u(t; u0)) ≤ exp(κ l − α t) +Q(B, ‖h‖),
where u(t; u0) stands for the trajectory of (4.1) with ε = 1 issued from u0, and we used
inequality (4.129). Combining this with (4.111), we obtain∫
H
ψN (u)µ(du) ≤ exp(κ l − α t) + exp(κN)µ(E(u) > l) +Q(B, ‖h‖).
Passing to the limits t → ∞ and then l → ∞, and using the equivalence E(u) → ∞ ⇔
|u|H →∞, we get ∫
H
ψN (u)µ(du) ≤ Q(B, ‖h‖).
Finally, letting N go to infinity, and using Fatou’s lemma, we derive (4.110).
We are now ready to establish (4.87). Indeed, it follows from inequalities (4.12) that
E(u) ≥ 12 |u|2H − 2C > R2/4, provided u ∈ BcR and R2 ≥ 8C. Therefore, by the
Chebyshev inequality, we have that
µε(BcR) ≤ µε(E(u) > R2/4) ≤ exp(−κR2/4)
∫
H
exp(κ E(u))µε(du).
Now taking κ = (εB)−1 α/2 in this inequality, using (4.110) and supposing that R is
so large that R ≥ 16BM α−1, we obtain
µε(BcR) ≤ Q(B, ‖h‖) exp(−2M/ε) ≤ exp(−M/ε),
provided ε > 0 is small. Inequality (4.87) is thus established.
4.5.6 Lower bound with function VA in the case of a unique equilibrium
The goal of this section is to show that in the case when equation (4.5) possesses a
unique equilibrium, the function VA given by (4.24)-(4.25) provides also a lower bound
for (µε) and thus governs the LDP. The proof is almost direct and in this case there is
no need to use the Freidlin-Wentzell theory.
So let uˆ be the unique equilibrium of (4.5). It follows that the attractor A of the
semigroup corresponding to (4.5) is the singleton {uˆ}. Combining this with the fact
that (µε) is tight and any weak limit of this family is concentrated on A = {uˆ}, we
obtain
µε ⇀ δuˆ. (4.112)
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We now use this convergence to establish the lower bound. Due to the equivalence of
(4.9) and (4.10), we need to show that for any u∗ ∈ H and any positive constants η and
η′, there is ε∗ > 0 such that we have 5
µε(B(u∗, η)) ≥ exp(−(Vuˆ(u∗) + η′)/ε) for ε ≤ ε∗. (4.113)
We assume Vuˆ(u∗) <∞, since the opposite case is trivial. By definition of V , there is a
finite time T > 0 and an action ϕ ∈ L2(0, T ;Hϑ) such that
JT (ϕ) ≤ Vuˆ(u∗) + η′ and |Sϕ(T ; uˆ)− u∗|H < η/4.
Since the operator Sϕ continuously depends on the initial point, there is κ > 0 such
that |Sϕ(T ; u)− u∗|H < η/2, provided |u− uˆ|H ≤ κ. It follows that (see (4.76)-(4.77))
µε(B(u∗, η)) ≥ µε(B(uˆ,κ)) exp(−(Vuˆ(u∗) + 2η′)/ε).
Combining this inequality with convergence (4.112) and using the portmanteau theorem,
we infer
µε(B(u∗, η)) ≥ C(κ) exp(−(Vuˆ(u∗) + 2η′)/ε) ≥ exp(−(Vuˆ(u∗) + 3η′)/ε).
Replacing η′ by η′/3, we arrive at (4.113).
4.6 Appendix
4.6.1 Global attractor of the limiting equation
In this section we recall some notions from the theory of attractors and an important
result concerning the global attractor of the semigroup S(t) generated by the flow of
equation (4.5).
• Equilibrium points
We say that uˆ ∈ H is an equilibrium point for S(t) if S(t)uˆ = uˆ for all t ≥ 0.
• Complete trajectory
A curve u(s) defined for s ∈ R is called a complete trajectory of the semigroup (S(t))t≥0
if
S(t)u(s) = u(t+ s) for all s ∈ R and t ∈ R+. (4.114)
• Heteroclinic orbits
A heteroclinic orbit is a complete trajectory that joins two different equilibrium points,
i.e., u(t) is a heteroclinic orbit if it satisfies (4.114) and there exist two different equilibria
uˆ1 and uˆ2, such that u(−t)→ uˆ1 and u(t)→ uˆ2 as t→∞.
5 We write Vuˆ instead of VA, since A = {uˆ}.
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• The global attractor
The set A ⊂ H is called the global attractor of the semigroup (S(t))t≥0 if it has the
following three properties:
1) A is compact in H (A b H).
2) A is an attracting set for (S(t))t≥0, that is
dH(S(t)B,A)→ 0 as t→∞, (4.115)
for any bounded set B ⊂ H, where dH(·, ·) stands for the Hausdorff distance in H.
3) A is strictly invariant under (S(t))t≥0, that is
S(t)A = A for all t ≥ 0. (4.116)
The following result gives the description of the global attractor of the semigroup S(t)
corresponding to (4.5). We assume that the nonlinear term f satisfies (4.11)-(4.12). We
refer the reader to Theorem 2.1, Proposition 2.1 and Theorem 4.2 in Chapter 3 of [1]
for the proof.
Theorem 4.6.1. The global attractor A of the semigroup (S(t))t≥0 corresponding to
(4.5) is a connected set that consists of equilibrium points of (S(t))≥0 and joining them
heteroclinic orbits. Moreover, the set A is bounded in the space [H2(D) ∩ H10 (D)] ×
H10 (D).
4.6.2 Large deviations for solutions of the Cauchy problem
In this section we announce a version of large deviations principle for the family of
Markov processes generated by equation (4.1). Its proof is rather standard, and relies
on the contraction principle and the LDP for the Wiener processes.
Let B be any closed bounded subset of H and let T be a positive number. We consider
the Banach space YB,T of continuous functions y(·, ·) : B× [0, T ]→ H endowed with the
norm of uniform convergence.
Theorem 4.6.2. Let us assume that conditions (4.11)-(4.13) are fulfilled. Then (Sε(·; ·), t ∈
[0, T ], v ∈ B)ε>0 regarded as a family of random variables in YB,T satisfies the LDP with
rate function IT : YB,T → [0,∞] given by
IT (y(·, ·)) = 1
2
∫ T
0
|ϕ(s)|2Hϑ ds
if there is ϕ ∈ L2(0, T ;Hϑ) such that y(·, ·) = Sϕ(·; ·), and is equal to ∞ otherwise.
We refer the reader to the book [17] and the paper [16] for the proof of similar results.
Let us note that in the announced form, Theorem 4.6.2 is slightly more general compared
to the results from mentioned works, since they concern the case when the set B is a
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singleton B ≡ {u0}. However, recall that the LDP is derived by the application of a
contraction principle to the continuous map G : C(0, T ;H10 (D))→ Yu0,T given by
G(q(·)) = y(u0, ·), where y(u0, ·) = (S q˙(u0; ·); t ∈ [0, T ]).
Using the boundedness ofB, it is not difficult to show that the map G˜ from C(0, T ;H10 (D))
to YB,T given by
G˜(q(·)) = y(·, ·), where y(·, ·) = (S q˙(u0; ·); u0 ∈ B, t ∈ [0, T ])
is also continuous. This allows to conclude.
4.6.3 Lemma on large deviations
Lemma 4.6.3. Let (mε)ε>0 be an exponentially tight family of probability measures on
a Polish space Z that possesses the following property: there is a good rate function I
on Z such that for any β > 0, ρ∗ > 0 and z ∈ Z there are positive numbers ρ˜ < ρ∗ and
ε∗ such that
mε(BZ(z, ρ˜)) ≤ exp(−(I(z)− β)/ε),
mε(B¯Z(z, ρ˜)) ≥ exp(−(I(z) + β)/ε) for ε ≤ ε∗.
Then the family (mε)ε>0 satisfies the LDP in Z with rate function I.
Proof. We first note that in view of equivalence of (4.9) and (4.10), we only need to
establish the upper bound, that is inequality (4.7). Moreover, since the family (mε)ε>0
is exponentially tight, we can assume that F ⊂ Z is compact (see Lemma 1.2.18 in
[23]). Now let us fix any β > 0 and denote by ρ˜(z) and ε∗(z) the constants entering the
hypotheses of the lemma. Clearly, we have
F ⊂
⋃
z∈F
BZ(z, ρ˜(z)).
Since F ⊂ Z is compact, we can extract a finite cover
F ⊂
n⋃
i=1
BZ(zi, ρ˜(zi)).
It follows that
mε(F ) ≤ n exp(−( inf
z∈F
I(z)− β)/ε) ≤ exp(−( inf
z∈F
I(z)− 2β)/ε),
for ε ≤ ε∗(n, z1, . . . , zn). We thus infer
lim sup
ε→0
ε lnmε(F ) ≤ − inf
z∈F
I(z) + 2β.
Letting β go to zero, we arrive at (4.7).
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4.6.4 Proof of some assertions
Genericity of finiteness of the set E. By genericity with respect to h(x) we mean that
E is finite for any h(x) ∈ C, where C is a countable intersection of open dense sets (and
therefore C is dense itself) in H10 (D). This property is well known, and the proof relies
on a simple application of the Morse-Smale theorem, see e.g., Chapter 9 in [1]. Here
we would like to mention that there are also genericity results with respect to other
parameters. Namely, it is known that in the case h(x) ≡ 0 and f(0) = 0 the property of
finiteness of the set E is generic with respect to the boundary ∂D; we refer the reader
to Theorem 3.1 in [67]. Finally, let us mention that in the one-dimensional case, the
genericity holds also with respect to the nonlinearity f , see [6].
Exponential moments of Markov times σεk and τ
ε
k . Let R > 0 be so large that g˜ ⊂ BR.
We claim that there is δ(ε) > 0 such that we have
sup
v∈BR
Ev exp(δσε0) <∞, sup
v∈BR
Ev exp(δτ ε1 ) <∞. (4.117)
Indeed, in view of inequality (4.80), we have
sup
v∈g˜
Ev exp(δσε0) = sup
v∈g˜
Ev
( ∞∑
n=0
1nt∗≤σε0<(n+1)t∗e
δσε0
)
≤ eδt∗
∞∑
n=0
(qeδt∗)n <∞,
where we set q = 1 − exp(−β/ε) and choose δ > 0 such that qeδt∗ < 1. Thus, the first
inequality in (4.117) is established. By the strong Markov property, to prove the second
one, it is sufficient to show that there is δ˜ ∈ (0, δ] such that
sup
v∈BR
Ev exp(δ˜τ εg ) <∞,
where τ εg (v) is the first instant when S
ε(t; v) hits the set g¯. The above relation follows
6 from inequality (2.18) of [59], and we arrive at (4.117) with δ replaced by δ˜.
4.6.5 Proof of inequality (4.82)
Step 1. Let u∗ ∈ {VA ≤M}. By definition of VA, for any j ≥ 1 there is an initial point
uj0 ∈ A, a finite time Tj > 0, and an action ϕj such that
JTj (ϕ
j) ≤M + 1 and |Sϕj (Tj ; uj0)− u∗|H ≤ 1/j. (4.118)
In view of the second of these inequalities, in order to prove (4.82), it is sufficient to
show that
|Sϕj (Tj ; uj0)|Hs ≤ C(M) for all j ≥ 1, (4.119)
where we set Hs = Hs+1(D)×Hs(D).
6 If the origin is among the equilibria, we use inequality (2.18) in the form announced in [59]. We
note, however, that the latter is true for a neighborhood of any point, not only the origin, which allows
to conclude in the general case.
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Step 2. By definition of Sϕ(t; v), we have Sϕ
j
(Tj ; u
j
0) = u(Tj), where u(t) = [u(t), u˙(t)]
solves
∂2t u+ γ∂tu−∆u+ f(u) = h(x) + ϕj(t, x), u(0) = uj0 t ∈ [0, Tj ]. (4.120)
We claim that
E(u(t)) ≤ C(‖h‖1,M) for t ∈ [0, Tj ], (4.121)
where E(u) is given by (4.128). Indeed, let us multiply equation (4.120) by u˙+ αu and
integrate over D. Using some standard transformations and the dissipativity of f , we
obtain
∂tE(u(t)) ≤ −αE(u(t)) + C1(‖h‖2 + ‖ϕj(t)‖2) t ∈ [0, Tj ].
Applying the Gronwall lemma to this inequality, we get
E(u(t)) ≤ E(u(0))e−αt + C1
∫ t
0
(‖h‖2 + ‖ϕj(s)‖2)e−α(t−s) ds
≤ E(u(0))e−αt + C1α−1‖h‖2 + C1
∫ Tj
0
‖ϕj(s)‖2 ds
≤ E(u(0))e−αt + C1α−1‖h‖2 + C2|ϕj |2L2(0,Tj ;Hϑ) ≤ C3(‖h‖1,M), (4.122)
where we used first inequality of (4.118), and the fact that since the initial point u(0) =
uj0 belongs to the global attractor, its norm is bounded by constant depending on ‖h‖1
(see Theorem 4.6.1). Inequality (4.121) is thus established.
Step 3. We are now ready to prove (4.119). To this end, we split u to the sum u = v+z,
where z solves
∂2t z + γ∂tz −∆z + f(u) = 0, [z(0), z˙(0)] = 0 t ∈ [0, Tj ]. (4.123)
It is well known (e.g., see [1, 40]) that inequality (4.121) implies
|[z(Tj), z˙(Tj)]|Hs ≤ |[z(t), z˙(t)]|C(0,Tj ;Hs) ≤ Cs(‖h‖1,M) (4.124)
for any s < 1− ρ/2. Thus, it is sufficient to show that
|[v(t), v˙(t)]|H 12 ≤ C(‖h‖1,M) for all t ∈ [0, Tj ]. (4.125)
Let us first note that in view of (4.120) and (4.123), v solves
∂2t v + γ∂tv −∆v = h(x) + ϕj(t, x), [v(0), v˙(0)] = uj0 t ∈ [0, Tj ]. (4.126)
Multiplying this equation with −∆(v˙ + αv), we obtain that for all t ∈ [0, Tj ]
∂t|[v(t), v˙(t)]|2H 12 ≤ −α|[v(t), v˙(t)]|
2
H 12
+ C4(‖(−∆) 12h‖2 + ‖(−∆) 12ϕj(t)‖2)
≤ −α|[v(t), v˙(t)]|2
H 12
+ C5(‖h‖21 + ‖ϕj(t)‖2Hϑ), (4.127)
where we used the fact that the space Hϑ is continuously embedded in H
1, since
|ϕ|2
H˜1
=
∞∑
j=1
λj(ϕ, ej)
2 =
∞∑
j=1
λjb
2
j (b
−2
j (ϕ, ej)
2) ≤ sup(λjb2j )|ϕ|2Hϑ ≤ B1|ϕ|2Hϑ .
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Applying the Gronwall lemma to inequality (4.127) and using first relation of (4.118)
together with uj0 ∈ A, we derive (4.125). Inequality (4.82) is established.
4.6.6 Some a priori estimates
Exponential moment of solutions. Let v(t) be a solution of equation (4.1) with ε = 1.
We shall denote by E : H → R the energy function given by
E(u) = |u|2H + 2
∫
D
F (u1) dx for u = [u1, u2] ∈ H. (4.128)
The next result on the boundedness of exponential moment of E(v(t)) is taken from [59].
Proposition 4.6.4. Let conditions (4.11)-(4.13) be fulfilled. Then, we have
E exp(κ E(v(t)) ≤ E exp(κ E(v(0))e−αt +Q(B, ‖h‖), (4.129)
where inequality holds for any κ ≤ (2B)−1α, and the function Q(·, ·) is increasing in
both of its arguments. Here B stands for the sum
∑
b2j and α > 0 is the constant from
(4.26).
Feedback stabilization result. Let us consider functions u(t) and v(t) defined on the time
interval [0, T ] that correspond, respectively, to the flows of equations (4.21) and
∂2t v + γ∂tv −∆v + f(v) + PN [f(u)− f(v)] = h(x) + ϕ(t, x). (4.130)
We suppose that either ϕ(t, x) belongs to L2(0, T ;L2(D)) or its primitive with respect
to time belongs to C(0, T ;H10 (D)). Let M be a positive constant such that
|u(t)|H ∨ |v(0)|H ≤M for all t ∈ [0, T ]. (4.131)
The following result is a variation of Proposition 4.1 in [59].
Proposition 4.6.5. Under the conditions (4.11)-(4.12), there is an integer N∗ depend-
ing only on M such that for all N ≥ N∗ we have
|v(t)− u(t)|2H ≤ e−αt|v(0)− u(0)|2H for all t ∈ [0, T ]. (4.132)
Proof. We first show that there is an integer N1 depending only on M such that for all
N ≥ N1 we have
|v(t)|H ≤ 4M for all t ∈ [0, T ]. (4.133)
To this end, let us introduce
τ = inf{t ∈ [0, T ] : |v(t)|H > 4M}, (4.134)
with convention that the infimum over the empty set is ∞. Inequality (4.133) will be
proved if we show that there is N1 = N1(M) such that τ = ∞ for all N ≥ N1. Note
that in view of (4.131), we have τ > 0. Moreover, by definition of τ , we have
|u(t)|H ∨ |v(t)|H ≤ 4M for all t ∈ [0, τ ∧ T ]. (4.135)
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It follows from Proposition 4.1 in [59] applied to the interval [0, τ ∧ T ] that there is an
integer N1 depending only on M such that for all N ≥ N1 we have
|v(t)− u(t)|2H ≤ e−αt|v(0)− u(0)|2H for all t ∈ [0, τ ∧ T ]. (4.136)
Therefore we have
|v(τ ∧ T )|H ≤ |u(τ ∧ T )|H + |u(0)|H + |v(0)|H ≤ 3M. (4.137)
Combining this with definition of τ , we see that τ = ∞, and thus inequality (4.133) is
proved. It follows that for N ≥ N1, we have
|u(t)|H ∨ |v(t)|H ≤ 4M for all t ∈ [0, T ].
Once again using Proposition 4.1, but this time on the interval [0, T ], we see that there
is N∗ ≥ N1 such that for all N ≥ N∗ we have (4.132).
Auxiliary estimates. Proof of (4.104). The standard argument shows (see the derivation
of (4.122)) that there is a constant M depending only on R and ‖h‖ such that for all
j ≥ 1 we have
sup
[0,j]
|uj(t)|H + sup
[0,j]
|vj(t)|H ≤M. (4.138)
We shall write uj(t) = [u(t), u˙(t)] and vj(t) = [v(t), v˙(t)]. Note that the difference
uj(t)− vj(t) corresponds to the flow of equation
∂2t z + γ∂tz −∆z + f(v + z)− f(v) = ϕj , [z(0), z˙(0)] = 0 t ∈ [0, j]. (4.139)
Multiplying this equation by z˙ + αz and integrating over D, we obtain
∂t|[z(t), z˙(t)]|2H ≤ −α|[z(t), z˙(t)]|2H + C(‖ϕj(t)‖2 + ‖f(v(t) + z(t))− f(v(t))‖2)
≤ C(‖ϕj(t)‖2 + ‖f(v(t) + z(t))− f(v(t))‖2). (4.140)
By the Ho¨lder and Sobolev inequalities, we have
‖f(v + z)− f(v)‖2 ≤ C1‖z‖21(‖u‖21 + ‖v‖21 + 1) ≤ C2|[z, z˙]|2H(‖u‖21 + ‖v‖21 + 1).
Combining this with inequalities (4.138) and (4.140), we derive
∂t|[z(t), z˙(t)]|2H ≤ C(‖ϕj(t)‖2 + |[z(t), z˙(t)]|2H),
where the constant C depends only on M. Applying the comparison principle to this
inequality, we see that for all t ∈ [0, j], we have
|[z(t), z˙(t)]|2H ≤ C
∫ t
0
‖ϕj(s)‖2 exp(Cs) ds.
Recalling the definition of z, we arrive at (4.104).
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4.6.7 Proof of Lemma 4.1.5
We shall carry out the proof for the most involved case when u1 and u2 are the endpoints
of the orbit O. We need to show that for any positive constants a and η, we have
µεj (B(u2, η)) ≥ exp(−a/ε) for j >> 1. (4.141)
So, let a and η be fixed and let u˜(·) be a complete trajectory such that
u˜(−t)→ u1, u˜(t)→ u2 as t→∞.
Let us find T1 ≥ 0 and T2 ≥ 0 so large that for u˜1 = u˜(−T1) and u˜2 = u˜(T2), we have
|u˜1 − u1|H < η/8, |u˜2 − u2|H < η/8. (4.142)
Consider the flow u′(t) = u˜(t − T1). It corresponds to the flow of (4.5) issued from u1.
Introduce the intermediate flow v(t) corresponding to the solution of
∂2t v + γ∂tv −∆v + f(v) = h(x) + ϕ, [v(0), v˙(0)] = u1.
where ϕ = PN [f(v)− f(u′)], and u′ is the first component of u′. In view of Proposition
4.6.5, there is an integer N = N(uˆ1, ‖h‖) such that
|v(t)− u′(t)|2H ≤ e−αt |u1 − u˜1|2H ≤ e−αt η2/64, (4.143)
where we used first inequality of (4.142). In particular, for T = T1 + T2, we have
|v(T )− u′(T )|H ≤ η/8. (4.144)
Now let us note that by construction we have
u′(T ) = u˜(T − T1) = u˜(T2) = u˜2, v(T ) = Sϕ(T ; u1).
Combining this with second inequality of (4.142) and (4.144), we obtain
|Sϕ(T ; u1)− u2|H < η/4.
By continuity of Sϕ, there is κ > 0 such that
|Sϕ(T ; u)− u2|H < η/2 for |u− u1|H ≤ κ. (4.145)
Moreover, it follows from inequality (4.143) that the action ϕ satisfies
JT (ϕ) =
1
2
∫ T
0
|ϕ(s)|2Hϑ ds ≤ C(N)
∫ T
0
|f(v)− f(u′)|2L1 ds
≤ C1C(N)
∫ T
0
(‖u′‖21 + ‖v‖21 + 1)‖v − u′‖21 ds
≤ C2C(N)
∫ T
0
|v− u′|2He−αs ds ≤ C3C(N) η2 ≤ a, (4.146)
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provided η is sufficiently small. Using inequality (4.145) and stationarity of µε (see the
derivation of (4.76)) we get
µεj (B(u2, η)) ≥
∫
|u−u1|≤κ
P(|Sεj (T ; u)− Sϕ(T ; u)| < η/2)µεj (du)
≥ exp(−2a)µεj (B(u1,κ)) for j >> 1,
where we used Theorem 4.6.2 with inequality (4.146). Moreover, since the point u1 is
stable with respect to (µεj ), we have
µεj (B(u1,κ)) ≥ exp(−a/εj) for j >> 1.
Combining last two inequalities, we arrive at (4.141), with a replaced by 3a. Lemma
4.1.5 is established.
Chapitre 5
Grandes de´viations locales
Local large deviations principle for occupation measures
of the damped nonlinear wave equation perturbed by a
white noise
joint work with V. Nersesyan1
Abstract.
We consider the damped nonlinear wave (NLW) equation driven by a spatially regular
white noise. Assuming that the noise is non-degenerate in all Fourier modes, we establish
a large deviations principle (LDP) for the occupation measures of the trajectories. The
lower bound in the LDP is of a local type, which is related to the weakly dissipative
nature of the equation and seems to be new in the context of randomly forced PDE’s.
The proof is based on an extension of methods developed in [42] and [44] in the case of
kick forced dissipative PDE’s with parabolic regularisation property such as, for example,
the Navier–Stokes system and the complex Ginzburg–Landau equations. We also show
that a high concentration towards the stationary measure is impossible, by proving that
the rate function that governs the LDP cannot have the trivial form (i.e., vanish on the
stationary measure and be infinite elsewhere).
5.0 Introduction
This paper is devoted to the study of the large deviations principle (LDP) for the
occupation measures of the stochastic nonlinear wave (NLW) equation in a bounded
domain D ⊂ R3 with a smooth boundary ∂D:
∂2t u+ γ∂tu−∆u+ f(u) = h(x) + ϑ(t, x), u|∂D = 0, (5.1)
[u(0), u˙(0)] = [u0, u1]. (5.2)
Here γ > 0 is a damping parameter, h is a function in H10 (D), and f is a nonlinear term
satisfying some standard dissipativity and growth conditions (see (5.6)-(5.8)). These
1Laboratoire de Mathe´matiques, UMR CNRS 8100, Universite´ de Versailles-Saint-Quentin-en-
Yvelines, F-78035 Versailles, France; e-mail: Vahagn.Nersesyan@math.uvsq.fr
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conditions are satisfied for the classical examples f(u) = sinu and f(u) = |u|ρu − λu,
where λ ∈ R and ρ ∈ (0, 2), coming from the damped sine–Gordon and Klein–Gordon
equations. We assume that ϑ(t, x) is a white noise of the form
ϑ(t, x) = ∂tξ(t, x), ξ(t, x) =
∞∑
j=1
bjβj(t)ej(x), (5.3)
where {βj} is a sequence of independent standard Brownian motions, the set of functions
{ej} is an orthonormal basis in L2(D) formed by eigenfunctions of the Dirichlet Laplacian
with eigenvalues {λj}, and {bj} is a sequence of real numbers satisfying
B1 :=
∞∑
j=1
λjb
2
j <∞. (5.4)
We denote by (ut,Pu), ut = [ut, u˙t] the Markov family associated with this stochastic
NLW equation and parametrised by the initial condition u = [u0, u1]. The exponential
ergodicity for this family is established in [59], this result is recalled below in Theo-
rem 5.1.1.
The LDP for the occupation measures of randomly forced PDE’s has been previously
established in [37, 36] in the case of the Burgers equation and the Navier–Stokes system,
based on some abstract results from [75]. In these papers, the force is assumed to be
a rough white noise, i.e., it is of the form (5.3) with the following condition on the
coefficients:
cj−α ≤ bj ≤ Cj− 12−ε, 1
2
< α < 1, ε ∈
(
0, α− 1
2
]
.
In the case of a perturbation which is a regular random kick force, the LDP is proved
in [42, 44] for a family of PDE’s with parabolic regularisation (such as the Navier–Stokes
system or the complex Ginzburg–Landau equation). See also [43] for the proof of the
LDP and the Gallavotti–Cohen principle in the case of a rough kick force.
The aim of the present paper is to extend the results and the methods of these works
under more general assumptions on both stochastic and deterministic parts of the equa-
tions. The random perturbation in our setting is a spatially regular white noise, and
the NLW equation is only weakly dissipative and lacks a regularising property. In what
follows, we shall denote by µ the stationary measure of the family (ut,Pu), and for any
bounded continuous function ψ : H10 (D) × L2(D) → R, we shall write 〈ψ, µ〉 for the
integral of ψ with respect to µ. We prove the following level-1 LDP for the solutions of
problem (5.1), (5.3).
Main Theorem. Assume that conditions (5.4) and (5.6)-(5.8) are verified and bj > 0
for all j ≥ 1. Then for any non-constant bounded Ho¨lder-continuous function ψ :
H10 (D)×L2(D)→ R, there is ε = ε(ψ) > 0 and a convex function Iψ : R→ R+ such that,
for any u ∈ Hs+1(D)×Hs(D) and any open subset O of the interval (〈ψ, µ〉−ε, 〈ψ, µ〉+ε),
we have
lim
t→∞
1
t
logPu
{
1
t
∫ t
0
ψ(u(τ)) dτ ∈ O
}
= − inf
α∈O
Iψ(α), (5.5)
where s > 0 is a small number. Moreover, limit (5.5) is uniform with respect to u in a
bounded set of Hs+1(D)×Hs(D).
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We also establish a more general result of level-2 type in Theorem 5.1.2. These two
theorems are slightly different from the standard Donsker–Varadhan form (e.g., see
Theorem 3 in [25]), since here the LDP is proved to hold locally on some part of the
phase space.
The proof of the Main Theorem is obtained by extending the techniques and results
introduced in [42, 44]. According to a local version of the Ga¨rtner–Ellis theorem, relation
(5.5) will be established if we show that, for some β0 > 0, the following limit exists
Q(β) = lim
t→+∞
1
t
logEu exp
(∫ t
0
βψ(uτ ) dτ
)
, |β| < β0
and it is differentiable in β on (−β0, β0). We show that both properties can be derived
from a multiplicative ergodic theorem, which is a convergence result for the Feynman–
Kac semigroup of the stochastic NLW equation. A continuous-time version of a criterion
established in [44] shows that a multiplicative ergodic theorem holds provided that
the following four conditions are satisfied: uniform irreducibility, exponential tightness,
growth condition, and uniform Feller property. The smoothness of the noise and the lack
of a strong dissipation and of a regularising property in the equation result in substantial
differences in the techniques used to verify these conditions. While in the case of kick-
forced models the first two of them are checked directly, they have a rather non-trivial
proof in our case, relying on a feedback stabilisation result and some subtle estimates for
the Sobolev norms of the solutions. Nonetheless, the most involved and highly technical
part of the paper remains the verification of the uniform Feller property. Based on the
coupling method, its proof is more intricate here mainly due to a more complicated
Foias¸–Prodi type estimate for the stochastic NLW equation. We get a uniform Feller
property only for potentials that have a sufficiently small oscillation, and this is the main
reason why the LDP established in this paper is of a local type.
The paper is organised as follows. We formulate in Section 1 the second main result of
this paper on the level-2 LDP for the NLW equation and, by using a local version of
Kifer’s criterion, we reduce its proof to a multiplicative ergodic theorem. Section 2 is
devoted to the derivation of the Main Theorem. In Sections 3 and 4, we are checking the
conditions of an abstract result about the convergence of generalised Markov semigroups.
In Section 5, we prove the exponential tightness property and provide some estimates
for the growth of Sobolev norms of the solutions. The multiplicative ergodic theorem is
established in Section 6. In the Appendix, we prove the local version of Kifer’s criterion,
the abstract convergence result for the semigroups, and some other technical results
which are used throughout the paper.
Notation
For a Banach space X, we denote by BX(a,R) the closed ball in X of radius R centred
at a. In the case when a = 0, we write BX(R). For any function V : X → R, we set
OscX(V ) := supX V − infX V . We use the following spaces:
L∞(X) is the space of bounded measurable functions ψ : X → R endowed with the
norm ‖ψ‖∞ = supu∈X |ψ(u)|.
Cb(X) is the space of continuous functions ψ ∈ L∞(X), and C+(X) is the space of
positive continuous functions ψ : X → R.
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Cqb (X), q ∈ (0, 1] is the space of functions f ∈ Cb(X) for which the following norm is
finite
‖ψ‖Cqb = ‖ψ‖∞ + supu6=v
|ψ(u)− ψ(v)|
‖u− v‖q .
M(X) is the vector space of signed Borel measures on X with finite total mass endowed
with the topology of the weak convergence. M+(X) ⊂M(X) is the cone of non-negative
measures.
P(X) is the set of probability Borel measures on X. For µ ∈ P(X) and ψ ∈ Cb(X), we
denote 〈ψ, µ〉 = ∫X ψ(u)µ(du). If µ1, µ2 ∈ P(X), we set
|µ1 − µ2|var = sup{|µ1(Γ)− µ2(Γ)| : Γ ∈ B(X)},
where B(X) is the Borel σ-algebra of X.
For any measurable function w : X → [1,+∞], let Cw(X) (respectively, L∞w (X)) be the
space of continuous (measurable) functions ψ : X → R such that |ψ(u)| ≤ Cw(u) for all
u ∈ X. We endow Cw(X) and L∞w (X) with the seminorm
‖ψ‖L∞w = sup
u∈X
|ψ(u)|
w(u)
.
Pw(X) is the space of measures µ ∈ P(X) such that 〈w, µ〉 <∞.
For an open set D of R3, we introduce the following function spaces:
Lp = Lp(D) is the Lebesgue space of measurable functions whose pth power is integrable.
In the case p = 2 the corresponding norm is denoted by ‖ · ‖.
Hs = Hs(D), s ≥ 0 is the domain of definition of the operator (−∆)s/2 endowed with
the norm ‖ · ‖s:
Hs = D
(
(−∆)s/2
)
=
u =
∞∑
j=1
ujej ∈ L2 : ‖u‖2s :=
∞∑
j=1
λsju
2
j <∞
 .
In particular, H1 coincides with H10 (D), the space of functions in the Sobolev space of
order 1 that vanish at the boundary. We denote by H−s the dual of Hs.
5.1 Level-2 LDP for the NLW equation
5.1.1 Stochastic NLW equation and its mixing properties
In this subsection we give the precise hypotheses on the nonlinearity and recall a result
on the property of exponential mixing for the Markov family associated with the flow of
(5.1). We shall assume that f belongs to C2(R), vanishes at zero, satisfies the growth
condition
|f ′′(u)| ≤ C(|u|ρ−1 + 1), u ∈ R, (5.6)
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for some positive constants C and ρ < 2, and the dissipativity conditions
F (u) ≥ C−1|f ′(u)| ρ+2ρ − νu2 − C, (5.7)
f(u)u− F (u) ≥ −νu2 − C, (5.8)
where F is a primitive of f , ν is a positive number less than (λ1 ∧ γ)/8. Let us note
that inequality (5.7) is slightly more restrictive than the one used in [59]; this hypothesis
allows us to establish the exponential tightness property (see Section 5.5.1). We consider
the NLW equation in the phase space H = H1 × L2 endowed with the norm
|u|2H = ‖u1‖21 + ‖u2 + αu1‖2, u = [u1, u2] ∈ H, (5.9)
where α = α(γ) > 0 is a small parameter. Under the above conditions, for any initial
data u0 = [u0, u1] ∈ H, there is a unique solution (or a flow) ut = u(t; u0) = [ut, u˙t] of
problem (5.1)-(5.3) in H (see Section 7.2 in [17]). For any s ∈ R, let Hs denote the space
Hs+1 ×Hs endowed with the norm
|u|2Hs = ‖u1‖2s+1 + ‖u2 + αu1‖2s , u = [u1, u2] ∈ Hs
with the same α as in (5.9). If u0 ∈ Hs and 0 < s < 1 − ρ/2, the solution u(t; u0)
belongs 2 to Hs almost surely. Let us define a function w : H → [0,∞] by
w(u) = 1 + |u|2Hs + E4(u), (5.10)
which will play the role of the weight function. Here
E(u) = |u|2H + 2
∫
D
F (u1) dx, u = [u1, u2] ∈ H,
is the energy functional of the NLW equation.
We consider the Markov family (ut,Pu) associated with (5.1) and define the correspond-
ing Markov operators
Pt : Cb(H)→ Cb(H), Ptψ(u) =
∫
H
ψ(v)Pt(u,dv),
P∗t : P(H)→ P(H), P∗tσ(Γ) =
∫
H
Pt(v,Γ)σ(dv), t ≥ 0,
where Pt(u,Γ) = Pu{ut ∈ Γ} is the transition function. Recall that a measure µ ∈ P(H)
is said to be stationary if P∗tµ = µ for any t ≥ 0. The following result is Theorem 2.3
in [59].
Theorem 5.1.1. Let us assume that conditions (5.4) and (5.6)-(5.8) are verified and bj >
0 for all j ≥ 1. Then the family (ut,Pu) has a unique stationary measure µ ∈ P(H).
Moreover, there are positive constants C and κ such that, for any σ ∈ P(H), we have
|P∗tσ − µ|∗L ≤ Ce−κt
∫
H
exp
(
κ|u|4H
)
σ(du),
where we set
|µ1 − µ2|∗L = sup
‖ψ‖
C1
b
≤1
|〈ψ, µ1〉 − 〈ψ, µ2〉|
2Some estimates for the Hs-norm of the solutions are given in Section 5.5.2.
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for any µ1, µ2 ∈ P(H).
5.1.2 The statement of the result
Before giving the formulation of the main result of this section, let us introduce some
notation and recall some basic definitions from the theory of LDP (see [23]). For any
u ∈ H, we define the following family of occupation measures
ζt =
1
t
∫ t
0
δuτ dτ, t > 0, (5.11)
where uτ := u(τ ; u) and δv is the Dirac measure concentrated at v ∈ H. For any V ∈
Cb(H) and R > 0, we set
QR(V ) = lim sup
t→+∞
1
t
log sup
u∈XR
Eu exp
(
t〈V, ζt〉
)
,
where XR := BHs(R), s ∈ (0, 1 − ρ/2). Then QR : Cb(H) → R is a convex 1-Lipschitz
function, and its Legendre transform is given by
IR(σ) :=
{
supV ∈Cb(H)
(〈V, σ〉 −QR(V )) for σ ∈ P(H),
+∞ for σ ∈M(H) \ P(H). (5.12)
The function IR :M(H)→ [0,+∞] is convex lower semicontinuous in the weak topology,
and QR can be reconstructed from IR by the formula
QR(V ) = sup
σ∈P(H)
(〈V, σ〉 − IR(σ)) for any V ∈ Cb(H). (5.13)
We denote by V the set of functions V ∈ Cb(H) satisfying the following two properties.
Property 1. For any R > 0 and u ∈ XR, the following limit exists (called pressure
function)
Q(V ) = lim
t→+∞
1
t
logEu exp
(∫ t
0
V (uτ ) dτ
)
and does not depend on the initial condition u. Moreover, this limit is uniform
with respect to u ∈ XR.
Property 2. There is a unique measure σV ∈ P(H) (called equilibrium state) satisfying
the equality
QR(V ) = 〈V, σV 〉 − IR(σV ).
A mapping I : P(H) → [0,+∞] is a good rate function if for any a ≥ 0 the level
set {σ ∈ P(H) : I(σ) ≤ a} is compact. A good rate function I is non-trivial if the
effective domain DI := {σ ∈ P(H) : I(σ) < ∞} is not a singleton. Finally, we shall
denote by U the set of functions V ∈ Cb(H) for which there is a number q ∈ (0, 1], an
integer N ≥ 1, and a function F ∈ Cqb (HN ) such that
V (u) = F (PNu), u ∈ H, (5.14)
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where HN := HN ×HN , HN := span{e1, . . . , eN}, and PN is the orthogonal projection
in H onto HN . Given a number δ > 0, Uδ is the subset of functions V ∈ U satisfying
Osc(V ) < δ.
Theorem 5.1.2. Under the conditions of the Main Theorem, for any R > 0, the func-
tion IR :M(H)→ [0,+∞] defined by (5.12) is a non-trivial good rate function, and the
family {ζt, t > 0} satisfies the following local LDP.
Upper bound. For any closed set F ⊂ P(H), we have
lim sup
t→∞
1
t
log sup
u∈XR
Pu{ζt ∈ F} ≤ −IR(F ). (5.15)
Lower bound. For any open set G ⊂ P(H), we have
lim inf
t→∞
1
t
log inf
u∈XR
Pu{ζt ∈ G} ≥ −IR(W ∩G). (5.16)
Here 3 IR(Γ) := infσ∈Γ I(σ) for Γ ⊂ P(H) and W := {σV : V ∈ V}, where σV is
the equilibrium state 4 corresponding to V .
Furthermore, there is a number δ > 0 such that Uδ ⊂ V and for any V ∈ Uδ, the pressure
function QR(V ) does not depend on R.
This theorem is proved in the next subsection, using a multiplicative ergodic theorem
and a local version of Kifer’s criterion for LDP. Then in Section 5.2, we combine it with
a local version of the Ga¨rtner–Ellis theorem to establish the Main Theorem.
5.1.3 Reduction to a multiplicative ergodic theorem
In this subsection we reduce the proof of Theorem 5.1.2 to some properties related to
the large-time behavior of the Feynman–Kac semigroup defined by
PVt ψ(u) = Eu
{
ψ(ut) exp
(∫ t
0
V (uτ ) dτ
)}
.
For any V ∈ Cb(H) and t ≥ 0, the application PVt maps Cb(H) into itself. Let us denote
by PV ∗t : M+(H) → M+(H) its dual semigroup, and recall that a measure µ ∈ P(H)
is an eigenvector if there is λ ∈ R such that PV ∗t µ = λtµ for any t > 0. Let w be the
function defined by (5.10). From (5.101) with m = 1 it follows that PVt maps
5 Cw(Hs)
into itself (note that w1 = w in (5.101)). We shall say that a function h ∈ Cw(Hs) is an
eigenvector for the semigroup PVt if P
V
t h(u) = λ
th(u) for any u ∈ Hs and t > 0. Then
we have the following theorem.
Theorem 5.1.3. Under the conditions of the Main Theorem, there is δ > 0 such that
the following assertions hold for any V ∈ Uδ.
3The infimum over an empty set is equal to +∞.
4By the fact that IR is a good rate function, the set of equilibrium states is non-empty for any
V ∈ Cb(H). In Property 2, the important assumption is the uniqueness.
5When we write Cw(Hs) or C(XR), the sets Hs and XR are assumed to be endowed with the topology
induced by H.
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Existence and uniqueness. The semigroup PV ∗t admits a unique eigenvector µV ∈
Pw(H) corresponding to an eigenvalue λV > 0. Moreover, for any m ≥ 1, we have∫
H
[|u|mHs + exp(κE(u))]µV (du) <∞, (5.17)
where κ := (2α)−1B and B :=
∑
b2j . The semigroup P
V
t admits a unique eigen-
vector hV ∈ Cw(Hs) ∩ C+(Hs) corresponding to λV normalised by the condition
〈hV , µV 〉 = 1.
Convergence. For any ψ ∈ Cw(Hs), ν ∈ Pw(H), and R > 0, we have
λ−tV P
V
t ψ → 〈ψ, µV 〉hV in Cb(XR) ∩ L1(H, µV ) as t→∞, (5.18)
λ−tV P
V ∗
t ν → 〈hV , ν〉µV in M+(H) as t→∞. (5.19)
This result is proved in Section 5.6. Here we apply it to establish Theorem 5.1.2.
Proof of Theorem 5.1.2. Step 1: Upper and lower bounds. We apply Theorem 5.7.1 to
prove estimates (5.15) and (5.16). Let us consider the following totally ordered set
(Θ,≺), where Θ = R∗+×XR and ≺ is a relation defined by (t1, u1) ≺ (t2, u2) if and only
if t1 ≤ t2. For any θ = (t, u) ∈ Θ, we set rθ := t and ζθ := ζt, where ζt is the random
probability measure given by (5.11) defined on the probability space (Ωθ,Fθ,Pθ) :=
(Ω,F ,Pu). The conditions of Theorem 5.7.1 are satisfied for the family {ζθ}θ∈Θ. Indeed,
a family {xθ ∈ R, θ ∈ Θ} converges if and only if it converges uniformly with respect to
u ∈ XR as t→ +∞. Hence (5.109) holds with Q = QR, and for any V ∈ V, Properties 1
and 2 imply limit (5.111) and the uniqueness of the equilibrium state. It remains to
check the following condition, which we postpone to Section 5.5.
Exponential tightness. There is a function Φ : H → [0,+∞] whose level sets {u ∈
H : Φ(u) ≤ a} are compact for any a ≥ 0 and
Eu exp
(∫ t
0
Φ(uτ ) dτ
)
≤ Cect, u ∈ XR, t > 0
for some positive constants C and c.
Theorem 5.7.1 implies that IR is a good rate function and the following two inequalities
hold for any closed set F ⊂ P(H) and open set G ⊂ P(H)
lim sup
θ∈Θ
1
rθ
logPθ{ζθ ∈ F} ≤ −IR(F ),
lim inf
θ∈Θ
1
rθ
logPθ{ζθ ∈ G} ≥ −IR(W ∩G).
These inequalities imply (5.15) and (5.16), since we have the equalities
lim sup
θ∈Θ
1
rθ
logPθ{ζθ ∈ F} = lim sup
t→∞
1
t
log sup
u∈XR
Pu{ζt ∈ F},
lim inf
θ∈Θ
1
rθ
logPθ{ζθ ∈ G} = lim inf
t→∞
1
t
log inf
u∈XR
Pu{ζt ∈ G}.
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Step 2: Proof of the inclusion Uδ ⊂ V. Let δ > 0 be the constant in Theorem 5.1.3.
Taking ψ = 1 in (5.18), we get Property 1 with QR(V ) := log λV for any V ∈ Uδ (in
particular, Q(V ) := QR(V ) does not depend on R).
Property 2 is deduced from limit (5.18) in the same way as in [44]. Indeed, for any
V ∈ Uδ, we introduce the semigroup
SV,Ft ψ(u) = λ
−t
V h
−1
V P
V+F
t (hV ψ)(u), ψ, F ∈ Cb(H), t ≥ 0, (5.20)
the function
QVR(F ) := lim sup
t→+∞
1
t
log sup
u∈XR
log(SV,Ft 1)(u), (5.21)
and the Legendre transform IVR : M(H) → [0,+∞] of QVR(·). The arguments of Sec-
tion 5.7 of [44] show that σ ∈ P(H) is an equilibrium state for V if and only if IVR (σ) = 0.
So the uniqueness follows from the following result which is a continuous-time version
of Proposition 7.5 in [44]. Its proof is given in the Appendix.
Proposition 5.1.4. For any V ∈ Uδ and R > 0, the measure σV = hV µV is the unique
zero of IVR .
Step 3: Non-triviality of IR. We argue by contradiction. Let us assume that DIR is
a singleton. By Proposition 5.1.4 with V = 0, we have that the stationary measure µ
is the unique zero 6 of IR, so DIR = {µ}. Then (5.13) implies that Q(V ) = 〈V, µ〉 for
any V ∈ Cb(H). Let us choose any non-constant V ∈ Uδ such that 〈V, µ〉 = 0. Then
Q(V ) = 0, and limit (5.18) with ψ = 1 implies that λV = e
Q(V ) = 1 and
sup
t≥0
E0 exp
(∫ t
0
V (uτ ) dτ
)
<∞, (5.22)
where E0 means that we consider the trajectory issued from the origin. Combining
this with the central limit theorem (see Theorem 2.5 in [59] and Theorem 4.1.8 and
Proposition 4.1.4 in [53]), we get V = 0. This contradicts the assumption that V is
non-constant and completes the proof of Theorem 5.1.2.
5.2 Proof of the Main Theorem
Step 1: Proof in the case ψ ∈ U . For any R > 0 and non-constant ψ ∈ U , we denote
IψR(p) = inf{IR(σ) : 〈ψ, σ〉 = p, σ ∈ P(H)}, p ∈ R,
where IR is given by (5.12). Then QR(βψ) is convex in β ∈ R, and using (5.13), it is
straightforward to check that
QR(βψ) = sup
p∈R
(
βp− IψR(p)
)
for β ∈ R.
6Note that when V = 0, we have λV = 1, hV = 1, I
V
R = IR, and µV = µ.
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By well-known properties of convex functions of a real variable (e.g., see [66]), QR(βψ)
is differentiable in β ∈ R, except possibly on a countable set, the right and left deriva-
tives D+QR(βψ) and D
−QR(βψ) exist at any β and D−QR(βψ) ≤ D+QR(βψ). More-
over, the following equality holds for some β, p ∈ R
QR(βψ) = βp− IψR(p) (5.23)
if and only if p ∈ [D−QR(βψ), D+QR(βψ)]. Let us set β0 := δ/(4‖ψ‖∞), where δ > 0
is the constant in Theorem 5.1.2. Then for any |β| ≤ β0, we have βψ ∈ Uδ ⊂ V
and QR(βψ) does not depend on R > 0; we set Q(βψ) := QR(βψ). Let us show
that D−Q(βψ) = D+Q(βψ) for any |β| < β0, i.e., Q(βψ) is differentiable at β. Indeed,
assume that p1, p2 ∈ [D−Q(βψ), D+Q(βψ)]. Then equality (5.23) holds with p = pi, i =
1, 2. As IR is a good rate function, there are measures σi ∈ P(H) such that 〈ψ, σi〉 = pi
and IR(σi) = I
ψ
R(pi), i = 1, 2. Thus
Q(βψ) = βpi − IψR(pi) = 〈βψ, σi〉 − IR(σi),
i.e., σ1 and σ2 are equilibrium states corresponding to V = βψ. As βψ ∈ V, from
Property 2 we derive that σ1 = σ2, hence p1 = p2. Thus Q(βψ) is differentiable at β for
any |β| < β0. Let us define the convex function
Qψ(β) :=
{
Q(βψ), for |β| ≤ β0,
+∞, for |β| > β0
(5.24)
and its Legendre transform
Iψ(p) := sup
β∈R
(
βp−Qψ(β)
)
for p ∈ R. (5.25)
Then Iψ is a finite convex function not depending on R > 0. As Qψ(β) is differentiable
at any |β| < β0 and (5.111) holds with Q = Qψ(β) (with respect to the directed set
(Θ,≺) defined in the proof of Theorem 5.1.2), we see that the conditions of Theorem A.5
in [45] are satisfied 7. Hence, we have (5.5) for any open subset O of the interval Jψ :=
(D+Qψ(−β0), D−Qψ(β0)).
Step 2: Proof in the case ψ ∈ Cb(H). Let us first define the rate function Iψ : R→ R+
in the case of a general function ψ ∈ Cb(H). To this end, we take a sequence ψn ∈ U
such that ‖ψn‖∞ ≤ ‖ψ‖∞ and ψn → ψ in C(K) for any compact K ⊂ H. The argument
of the proof of property (a) in Section 5.6 in [44] implies that Property 1 holds with
V = βψ for any |β| ≤ β0, where β0 is defined as in Step 1, and for any compact set
K ⊂ P(H), we have
sup
σ∈K
|〈ψn − ψ, σ〉| → 0 as n→∞. (5.26)
Moreover, from the proof of Proposition 3.17 in [29] it follows that
QR(βψn)→ QR(βψ) for |β| ≤ β0. (5.27)
This implies that QR(βψ) does not depend on R when |β| ≤ β0, so we can define the
functions Qψ and Iψ by (5.24) and (5.25), respectively.
7 Theorem A.5 in [45] is stated in the case Θ = R+. However, the proof presented there remains
valid for random variables indexed by a directed set.
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Let Jψ be the interval defined in Step 1. To establish limit (5.5), it suffices to show that
for any open subset O ⊂ Jψ the following two inequalities hold
lim sup
t→∞
1
t
log sup
u∈XR
Pu{ζψt ∈ O} ≤ −Iψ(O), (5.28)
lim inf
t→∞
1
t
log inf
u∈XR
Pu{ζψt ∈ O} ≥ −Iψ(O), (5.29)
where ζψt := 〈ψ, ζ〉. To prove (5.28), we first apply (5.15) for a closed subset F ⊂ P(H)
defined by F = {σ ∈ P(H) : 〈ψ, σ〉 ∈ O}, where O is the closure of O in R:
lim sup
t→∞
1
t
log sup
u∈XR
Pu{ζψt ∈ O} ≤ lim sup
t→∞
1
t
log sup
u∈XR
Pu{ζψt ∈ O}
= lim sup
t→∞
1
t
log sup
u∈XR
Pu{ζt ∈ F}
≤ −IR(F ). (5.30)
As QR(βψ) ≤ Qψ(β) for any β ∈ R, we have
Iψ(O) ≤ IψR(O). (5.31)
It is straightforward to check that
IψR(O) = IR(F ). (5.32)
From the continuity of Iψ it follows that Iψ(O) = Iψ(O). Combining this with (5.30)-
(5.32), we get (5.28).
To establish (5.29), we first recall that the exponential tightness property and Lemma 3.2
in [44] imply that for any a > 0 there is a compact Ka ⊂ P(H) such that
lim sup
t→∞
1
t
log sup
u∈XR
Pu{ζt ∈ Kca} ≤ −a. (5.33)
Let us take any p ∈ O and choose ε > 0 so small that that (p − 2ε, p + 2ε) ⊂ O. Then
for any a > 0, we have
Pu{ζψt ∈ O} ≥ Pu{ζψt ∈ (p− 2ε, p+ 2ε), ζt ∈ Ka}. (5.34)
By (5.26), we can choose n ≥ 1 so large that
sup
σ∈Ka
|〈ψn − ψ, σ〉| ≤ ε.
Using (5.34), we get
Pu{ζψt ∈ O} ≥ Pu{ζψnt ∈ (p− ε, p+ ε), ζt ∈ Ka}
≥ Pu{ζψnt ∈ (p− ε, p+ ε)} − Pu{ζt ∈ Kca}. (5.35)
We need the following elementary property of convex functions; see the Appendix for
the proof.
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Lemma 5.2.1. Let J ⊂ R be an open interval and fn : J → R be a sequence of convex
functions converging pointwise to a finite function f . Then we have
lim sup
n→∞
D+fn(x) ≤ D+f(x),
lim inf
n→∞ D
−fn(x) ≥ D−f(x), x ∈ J.
This lemma implies that, for sufficiently large n ≥ 1, we have
(p− ε, p+ ε) ⊂ Jψn = (D+Qψn(−βn0 ), D−Qψn(βn0 )),
where βn0 := δ/(4‖ψn‖∞). Hence the result of Step 1 implies that
lim
t→∞
1
t
logPu{ζψnt ∈ (p− ε, p+ ε)} = −Iψn((p− ε, p+ ε))
uniformly with respect to u ∈ XR. As
lim sup
n→∞
Qψn(β) ≤ Qψ(β), β ∈ R,
we have
lim inf
n→∞ I
ψn(q) ≥ Iψ(q), q ∈ R.
This implies that
lim inf
n→∞ I
ψn((p− ε, p+ ε)) ≥ Iψ((p− ε, p+ ε)).
Thus we can choose n ≥ 1 so large that
lim inf
t→∞
1
t
log inf
u∈XR
Pu{ζψnt ∈ (p− ε, p+ ε)} ≥ −Iψ((p− ε, p+ ε))− ε.
Combining this with (5.35) and (5.33) and choosing a > Iψ((p− ε, p+ ε)) + ε, we obtain
lim inf
t→∞
1
t
log inf
u∈XR
Pu{ζψt ∈ O} ≥ −Iψ((p− ε, p+ ε))− ε.
Since p ∈ O is arbitrary and ε > 0 can be chosen arbitrarily small, we get (5.29).
Step 3: The interval Jψ. Let us show that if ψ ∈ Cqb (H), q ∈ (0, 1] is non-constant, then
the interval Jψ = (D+Qψ(−β0), D−Qψ(β0)) is non-empty and contains the point 〈ψ, µ〉.
Clearly we can assume that 〈ψ, µ〉 = 0. As Qψ(0) = 0, it is sufficient to show that β = 0
is the only point of the interval [−β0, β0], where Qψ(β) vanishes. Assume the opposite.
Then, replacing ψ by −ψ if needed, we can suppose that there is β ∈ (0, β0] such that
Qψ(β) = 0. As in Step 3 of Theorem 5.1.2, this implies
sup
t≥0
E0 exp
(
β
∫ t
0
ψ(uτ ) dτ
)
<∞
and ψ ≡ 0. This contradicts our assumption that ψ is non-constant and completes the
proof of the Main Theorem.
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5.3 Checking conditions of Theorem 5.7.4
The proof of Theorem 5.1.3 is based on an application of Theorem 5.7.4. In this section,
we verify the growth condition, the uniform irreducibility property, and the existence
of an eigenvector for the following generalised Markov family of transition kernels (see
Definition 5.7.3)
P Vt (u,Γ) = (P
V ∗
t δu)(Γ), V ∈ Cb(H), Γ ∈ B(H), u ∈ H, t ≥ 0
in the phase space X = H endowed with a sequence of compacts XR = BHs(R), R ≥ 1
and a weight function w defined by (5.10). The uniform Feller property is the most
delicate condition to check in Theorem 5.7.4, it will be established in Section 5.4. In
the rest of the paper, we shall always assume that the hypotheses of Theorem 5.1.2 are
fulfilled.
5.3.1 Growth condition
Since we take XR = BHs(R), the set X∞ in the growth condition in Theorem 5.7.4 will
be equal to Hs which is dense in H. For any u ∈ Hs and t ≥ 0, we have u(t; u) ∈ Hs,
so the measure P Vt (u, ·) is concentrated on Hs. As V is a bounded function, condition
(5.120) is verified. Let us show that estimate (5.119) holds for any V with a sufficiently
small oscillation.
Proposition 5.3.1. There is a constant δ > 0 and an integer R0 ≥ 1 such that, for any
V ∈ Cb(H) satisfying Osc(V ) < δ, we have
sup
t≥0
‖PVt w‖L∞w
‖PVt 1‖R0
<∞, (5.36)
where 1 is the function on H identically equal to 1 and ‖ · ‖R0 is the L∞ norm on XR0.
Proof. Without loss of generality, we can assume that V ≥ 0 and Osc(V ) = ‖V ‖∞.
Indeed, it suffices to replace V by V − infH V . We split the proof of (5.36) into two
steps.
Step 1. Let us show that there are δ0 > 0 and R0 ≥ 1 such that
sup
t≥0
‖PVt 1‖L∞w
‖PVt 1‖R0
<∞, (5.37)
provided that ‖V ‖∞ < δ0. To prove this, we introduce the stopping time
τ(R) = inf{t ≥ 0 : |ut|Hs ≤ R}
and use the following result.
Lemma 5.3.2. There are positive numbers δ0, C, and R0 such that
Eueδ0τ(R0) ≤ Cw(u), u ∈ Hs. (5.38)
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We omit the proof of this lemma, since it is carried out by standard arguments, using
the Lyapunov function w and estimate (5.101) for m = 1 (see Lemma 3.6.1 in [53]).
Setting Gt := {τ(R0) > t} and
ΞV (t) := exp
(∫ t
0
V (us) ds
)
, (5.39)
we get
PVt 1(u) = EuΞV (t) = Eu
{
IGtΞV (t)
}
+ Eu
{
IGctΞV (t)
}
=: I1 + I2. (5.40)
Since V ≥ 0, we have PVt 1(u) ≥ 1. Combining this with (5.38) and ‖V ‖∞ < δ0, we
obtain for any u ∈ Hs
I1 ≤ EuΞV
(
τ(R0)
) ≤ Eu exp(δ0τ(R0)) ≤ C w(u) ≤ C w(u) ‖PVt 1‖R0 .
The strong Markov property and (5.38) imply
I2 ≤ Eu
{
IGtΞV (τ(R0))Eu(τ(R0))ΞV (t)
}
≤ Eu{eδ0τ(R0)} ‖PVt 1‖R0 ≤ C w(u) ‖PVt 1‖R0 ,
where we write u(τ(R0)) instead of uτ(R0). Using (5.40) and the estimates for I1 and I2,
we get (5.37).
Step 2. To prove (5.36), we set δ := δ0 ∧ (α/2) and assume that ‖V ‖∞ < δ and t = Tk,
where k ≥ 1 is an integer and T > 0 is so large that q := 2e−T α2 < 1. Then, using the
Markov property and (5.101), we get
PVTkw(u) ≤ eTδEu {ΞV (T (k − 1))w(uTk)}
= eTδEu
{
ΞV (T (k − 1))Eu(T (k−1))w(uT )
}
≤ eTδEu
{
ΞV (T (k − 1))[2e−Tαw(uT (k−1)) + C1]
}
≤ qPVT (k−1)w(u) + eTδC1PVT (k−1)1(u).
Iterating this and using fact that V ≥ 0, we obtain
PVTkw(u) ≤ qkw(u) + (1− q)−1eTδC1PVTk1(u).
Combining this with (5.37), we see that
A := sup
k≥0
‖PVTkw‖L∞w
‖PVTk1‖R0
<∞.
To derive (5.36) from this, we use the semigroup property and the fact that V is non-
negative and bounded:
‖PVt w‖L∞w = ‖PVt−Tk(PVTkw)‖L∞w ≤ C2‖PVTkw‖L∞w ,
‖PVt 1‖R0 ≥ ‖PVTk1‖R0 ,
where k ≥ 0 is such that Tk ≤ t < T (k + 1) and
C2 := sup
s∈[0,T ]
‖PVs w‖L∞w ≤ eT‖V ‖∞ sup
s∈[0,T ]
‖Psw‖L∞w <∞.
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So we get
sup
t≥0
‖PVt w‖L∞w
‖PVt 1‖R0
≤ C2A < +∞.
This completes the proof of the proposition.
5.3.2 Uniform irreducibility
In this section, we show that the family {P Vt } satisfies the uniform irreducibility condi-
tion with respect to the sequence of compacts {XR}. Since V is bounded, we have
P Vt (u,dv) ≥ e−t‖V ‖∞Pt(u,dv), u ∈ H,
where Pt(u, ·) stands for the transition function of (ut,Pu). So it suffices to establish the
uniform irreducibility for {Pt}.
Proposition 5.3.3. For any integers ρ,R ≥ 1 and any r > 0, there are positive num-
bers l = l(ρ, r,R) and p = p(ρ, r) such that
Pl(u, BH(uˆ, r)) ≥ p for all u ∈ XR, uˆ ∈ Xρ. (5.41)
Proof. Let us show that, for sufficiently large d ≥ 1 and any R ≥ 1, there is a time
k = k(R) such that
Pk(u, Xd) ≥ 1
2
, u ∈ XR. (5.42)
Indeed, by (5.101) for m = 1, we have
Eu|ut|2Hs ≤ Euw(ut) ≤ 2e−αtw(u) + C1.
Combining this with the estimate
|E(u)| ≤ C2(1 + |u|4H), (5.43)
we get
Eu|ut|2Hs ≤ C3e−αtR16 + C1, u ∈ XR.
The Chebyshev inequality implies that
Pt(u, Xd) ≥ 1− d−2(C3e−αtR16 + C1).
Choosing t = k and d so large that e−αkR16 ≤ 1 and d2 > 2(C3 +C1), we obtain (5.42).
Combining (5.42) with Lemma 5.3.4 and the Kolmogorov–Chapman relation, we get
(5.41) for l = k +m and p = q/2.
Lemma 5.3.4. For any integers d, ρ ≥ 1 and any r > 0, there are positive numbers m =
m(d, ρ, r) and q = q(d, ρ, r) such that
Pm(v, BH(uˆ, r)) ≥ q for all v ∈ Xd, uˆ ∈ Xρ. (5.44)
102 CHAPITRE 5. GRANDES DE´VIATIONS LOCALES
Proof. It is sufficient to prove that there is m ≥ 1 such that
Pm(v, BH(uˆ, r/2)) > 0 for all v ∈ Xd, uˆ ∈ X˜ρ, (5.45)
where X˜ρ = {u = [u1, u2] ∈ Xρ : u1, u2 ∈ C∞0 (D)}. Indeed, let us take this inequality
for granted and assume that (5.44) is not true. Then there are sequences vj ∈ Xd and
uˆj ∈ Xρ such that
Pm(vj , BH(uˆj , r))→ 0. (5.46)
Moreover, up to extracting a subsequence, we can suppose that vj and uˆj converge in H.
Let us denote by v∗ and uˆ∗ their limits. Clearly, v∗ ∈ Xd and uˆ∗ ∈ Xρ. Choosing j ≥ 1
so large that |uˆj − uˆ∗|H < r/2 and applying the Chebyshev inequality, we get
Pm(v∗, BH(uˆ∗, r)) ≤ Pm(vj , BH(uˆj , r/2)) + P{|u(m; vj)− u(m; v∗)|H ≥ r/2}
≤ Pm(vj , BH(uˆj , r/2)) + 4/r2 E|u(m; uj)− u(m; v∗)|2H.
Combining this with (5.46) and using the convergence vj → v∗ and a density property, we
arrive at a contradiction with (5.45). Thus, inequality (5.44) is reduced to the derivation
of (5.45). We shall prove the latter in three steps.
Step 1: Exact controllability. In what follows, given any ϕ ∈ C(0, T ;H1), we shall denote
by Sϕ(t; v) the solution at time t of the problem
∂2t u+ γ∂tu−∆u+ f(u) = h+ ϕ˙, u|∂D = 0, t ∈ [0, T ]
issued from v. Let vˆ = [vˆ, 0], where vˆ ∈ H1 is a solution of
−∆vˆ + f(vˆ) = h(x).
In this step we prove that for any uˆ = [uˆ1, uˆ2] ∈ X˜ρ, there is ϕ∗ satisfying
ϕ∗ ∈ C(0, 1;H1) and Sϕ∗(1; vˆ) = uˆ. (5.47)
First note that, since the function f is continuous from H1 to L2, we have
−∆vˆ = −f(vˆ) + h ∈ L2,
so that vˆ ∈ H2. Moreover, since f is also continuous from H2 to H1 (recall that f
vanishes at the origin), we have f(vˆ) ∈ H1. As h ∈ H1, it follows that
−∆vˆ ∈ H1. (5.48)
Let us introduce the functions
u(t) = a(t)vˆ + b(t)uˆ1 + c(t)uˆ2, (5.49)
ϕ∗(t) =
∫ t
0
(∂2t u+ γ∂tu−∆u+ f(u)− h) dτ,
where a, b, c ∈ C∞([0, 1],R) satisfy
a(0) = 1, a(1) = a˙(0) = a˙(1) = 0, b(1) = 1, b(0) = b˙(0) = b˙(1) = 0,
c˙(1) = 1, c(0) = c(1) = c˙(0) = 0.
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Then, we have [u(0), u˙(0)] = vˆ, [u(1), u˙(1)] = uˆ, and Sϕ∗(1; vˆ) = uˆ. Let us show the first
relation in (5.47). In view of (5.49) and the smoothness of the functions a, b and c, we
have
∂2t u+ γ∂tu− h ∈ C(0, 1;H1)
and thus it is sufficient to prove that
−∆u+ f(u) ∈ C(0, 1;H1). (5.50)
Since u ∈ C(0, 1;H2), we have f(u) ∈ C(0, 1;H1). Moreover, in view of (5.48) and
the smoothness of uˆ1 and uˆ2, we have −∆u ∈ C(0, 1;H1). Thus, inclusion (5.50) is
established and we arrive at (5.47). Let us note that by continuity and compactness,
there is κ = κ(vˆ, ρ, r) > 0, not depending on uˆ ∈ X˜ρ, such that
Sϕ∗(1; v) ∈ BH(uˆ, r/4) for any v ∈ BH(vˆ,κ). (5.51)
Step 2: Feedback stabilisation. We now show that there is m˜ ≥ 1 depending only on d
and κ such that for any v ∈ Xd there is ϕ˜v satisfying
ϕ˜v ∈ C(0, m˜;H1) and Sϕ˜v(m˜, v) ∈ B(vˆ,κ). (5.52)
To see this, let us consider the flow v˜(t; v) associated with the solution of the equation
∂2t v˜ + γ∂tv˜ −∆v˜ + f(v˜) = h+ PN [f(v˜)− f(vˆ)], t ∈ [0, m˜] (5.53)
issued from v ∈ Xd, where PN stands for the orthogonal projection in L2 onto the
subspace spanned by the functions e1, e2, . . . , eN . Then, in view of Proposition 6.5 in
[60], for N ≥ N(|vˆ|H, d), we have
|v˜(m˜; v)− vˆ|2H ≤ |v− vˆ|2H e−αm˜ ≤ Cd e−αm˜ < κ
for m˜ sufficiently large. It follows that (5.52) holds with the function
ϕ˜v(t) =
∫ t
0
PN [f(v˜)− f(vˆ)] dτ.
Step 3: Proof of (5.45). Let us take m = m˜+ 1 and, for any v ∈ Xd, define a function
ϕv(t) on the interval [0,m] by
ϕv(t) =
{
ϕ˜v(t) for t ∈ [0,m− 1],
ϕ˜v(m− 1) + ϕ∗(t−m+ 1) for t ∈ [m− 1,m].
In view of (5.47), (5.51), and (5.52), we have ϕv(t) ∈ C(0,m;H1) and Sϕv(m; v) ∈
BH(uˆ, r/2). Hence there is δ > 0 such that Sϕ(m; v) ∈ BH(uˆ, r/2) provided ‖ϕ −
ϕv‖C(0,m;H1) < δ. It follows that
Pm(v, BH(uˆ, r/2)) ≥ P{‖ξ − ϕv‖C(0,m;H1) < δ}.
To complete the proof, it remains to note that, due to the non-degeneracy of ξ, the term
on the right-hand side of this inequality is positive.
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5.3.3 Existence of an eigenvector
For any m ≥ 1, let us define functions wm, w˜m : H → [1,+∞] by
wm(u) = 1 + |u|2mHs + E4m(u), (5.54)
w˜m(u) = wm(u) + exp(κE(u)), u ∈ H, (5.55)
where κ is the constant in Theorem 5.1.3. The following proposition proves the existence
of an eigenvector µ = µ(t, V,m) for the operator PV ∗t for any t > 0. We shall see in
Section 5.6 that the measure µ actually does not depend on t and m.
Proposition 5.3.5. For any t > 0, V ∈ Cb(H) and m ≥ 1, the operator PV ∗t admits
an eigenvector µ = µ(t, V,m) ∈ P(H) with a positive eigenvalue λ = λ(t, V,m):
PV ∗t µ = λµ.
Moreover, we have ∫
H
w˜m(u)µ(du) <∞, (5.56)
‖PVt wm‖XR
∫
XcR
wm(u)µ(du)→ 0 as R→∞. (5.57)
Proof. Step 1. We first establish the existence of an eigenvector µ for PV ∗t with a positive
eigenvalue and satisfying (5.56). Let t > 0 and V be fixed. For any A > 0 and m ≥ 1,
let us introduce the convex set
DA,m = {σ ∈ P(H) : 〈w˜m, σ〉 ≤ A},
and consider the continuous mapping from DA,m to P(H) given by
G(σ) = PV ∗t σ/P
V ∗
t σ(H).
Thanks to inequality (5.102), we have
〈w˜m, G(σ)〉 ≤ exp (tOscH(V )) 〈w˜m,P∗tσ〉
≤ 2 exp (t(OscH(V )− αm)) 〈w˜m, σ〉+ Cm exp (tOscH(V )) . (5.58)
Assume that m is so large that
OscH(V ) ≤ αm/2 and exp(−αmt/2) ≤ 1/4,
and let A := 2Cme
αmt. Then, in view (5.58), we have 〈w˜m, G(σ)〉 ≤ A for any σ ∈ DA,m,
i.e., G(DA,m) ⊂ DA,m. Moreover, it is easy to see that the set DA,m is compact in P(H)
(we use the Prokhorov compactness criterion to show that it is relatively compact and
the Fatou lemma to prove that it is closed). Due to the Leray–Schauder theorem, the
map G has a fixed point µ ∈ DA,m. Note that, by the definitions of DA,m and G,
the measure µ is an eigenvector of PV ∗t with positive eigenvalue λ := PV ∗t µ(H) and
satisfies (5.56).
Step 2. We now establish (5.57). Let us fix an integer m ≥ 1 and let n = 17m. In
view of the previous step, there is an eigenvector µ satisfying 〈wn, µ〉 < ∞. From the
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Cauchy–Schwarz and Chebyshev inequalities it follows that∫
XcR
wm(u)µ(du) ≤ 〈w2m, µ〉1/2(µ(XcR))1/2 ≤ Cm〈wn, µt,V 〉R−n. (5.59)
On the other hand, using (5.101) and (5.43), we get
‖PVt wm‖XR ≤ exp(t‖V ‖∞) sup
u∈XR
Euwm(ut) ≤ C ′m exp(t‖V ‖∞)(R16m + 1).
Combining this with (5.59), we obtain (5.57).
5.4 Uniform Feller property
5.4.1 Construction of coupling processes
As in the case of discrete-time models considered in [42, 44], the proof of the uniform
Feller property is based on the coupling method. This method has proved to be an
important tool for the study of the ergodicity of randomly forced PDE’s (see Chapter 3
in [53] and the papers [52, 62, 64, 59]). In this section, we recall a construction of coupled
trajectories from [59], which was used to establish the exponential mixing for problem
(5.1), (5.3). This construction will play a central role in the proof of the uniform Feller
property in the next section.
For any z, z′ ∈ H, let us denote by ut and u′t the flows of (5.1), (5.3) issued from z and
z′, respectively. For any integer N ≥ 1, let v = [v, ∂tv] be the flow of the problem
∂2t v+γ∂tv−∆v+ f(v) +PN (f(u)− f(v)) = h+ϑ(t, x), v|∂D = 0, v(0) = z′. (5.60)
The laws of the processes {vt, t ∈ [0, 1]} and {u′t, t ∈ [0, 1]} are denoted by λ(z, z′)
and λ(z′), respectively. We have the following estimate for the total variation distance
between λ(z, z′) and λ(z′).
Proposition 5.4.1. There is an integer N1 ≥ 1 such that, for any N ≥ N1, ε > 0, and
z, z′ ∈ H, we have
|λ(z, z′)− λ(z′)|var ≤ C∗εa + C∗
[
exp
(
CNε
a−2|z− z′|2He(|E(z)|+|E(z
′)|)
)
− 1
]1/2
, (5.61)
where a < 2, C∗, and CN are positive numbers not depending on ε, z, and z′.
See Section 5.7.3 for the proof of this proposition. By Proposition 1.2.28 in [53], there is
a probability space (Ωˆ, Fˆ , Pˆ) and measurable functions V,V ′ : H×H× Ωˆ→ C([0, 1],H)
such that (V(z, z′),V ′(z, z′)) is a maximal coupling for (λ(z, z′), λ(z′)) for any z, z′ ∈ H. We
denote by v˜ = [v˜t, ∂tv˜] and u˜
′
t = [u˜
′
t, ∂tu˜
′] the restrictions of V and V ′ to time t ∈ [0, 1].
Then v˜t is a solution of the problem
∂2t v˜ + γ∂tv˜ −∆v˜ + f(v˜)− PNf(v˜) = h+ ψ(t), v˜|∂D = 0, v˜(0) = z′,
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where the process {∫ t0 ψ(τ) dτ, t ∈ [0, 1]} has the same law as{
ξ(t)−
∫ t
0
PNf(uτ ) dτ, t ∈ [0, 1]
}
.
Let u˜t = [u˜, ∂tu˜] be a solution of
∂2t u˜+ γ∂tu˜−∆u˜+ f(u˜)− PNf(u˜) = h+ ψ(t), u˜|∂D = 0, u˜(0) = z.
Then {u˜t, t ∈ [0, 1]} has the same law as {ut, t ∈ [0, 1]} (see Section 6.1 in [59] for the
proof). Now the coupling operators R and R′ are defined by
Rt(z, z′, ω) = u˜t, R′t(z, z′, ω) = u˜′t, z, z′ ∈ H, ω ∈ Ωˆ.
By Proposition 5.4.1, if N ≥ N1, then for any ε > 0, we have
Pˆ{∃t ∈ [0, 1] s.t. v˜t 6= u˜′t}
≤ C∗εa + C∗
[
exp
(
CNε
a−2|z− z′|2He(|E(z)|+|E(z
′)|)
)
− 1
]1/2
. (5.62)
Let (Ωk,Fk,Pk), k ≥ 0 be a sequence of independent copies of the probability space
(Ωˆ, Fˆ , Pˆ). We denote by (Ω,F ,P) the direct product of the spaces (Ωk,Fk,Pk), and for
any z, z′ ∈ H, ω = (ω1, ω2, . . .) ∈ Ω, and k ≥ 0, we set u˜0 = u, u˜′0 = u′, and
u˜t(ω) = Rτ (u˜k(ω), u˜′k(ω), ωk), u˜′t(ω) = R′τ (u˜k(ω), u˜′k(ω), ωk),
v˜t(ω) = Vτ (u˜k(ω), u˜′k(ω), ωk),
where t = τ + k, τ ∈ [0, 1). We shall say that (u˜t, u˜′t) is a coupled trajectory at level N
issued from (z, z′).
5.4.2 The result and its proof
The following theorem establishes the uniform Feller property for the semigroup PVt for
any function V ∈ Uδ with sufficiently small δ > 0. The property is proved with respect
to the space C = U which is a determining family for P(H) and contains the constant
functions.
Theorem 5.4.2. There are positive numbers δ and R0 such that, for any function V ∈
Uδ, the family {‖PVt 1‖−1R PVt ψ, t ≥ 1} is uniformly equicontinuous on XR for any ψ ∈ U
and R ≥ R0.
Proof. To prove this result, we develop the arguments of the proof of Theorem 6.2 in
[44]. For any δ > 0, V ∈ Uδ, and ψ ∈ U , we have
PVt ψ(u) = Eu
{
(ΞV ψ)(ut, t)
}
,
where
(ΞV ψ)(ut, t) := exp
(∫ t
0
V (uτ ) dτ
)
ψ(ut). (5.63)
We prove the uniform equicontinuity of the family {gt, t ≥ 1} on XR, where
gt(u) = ‖PVt 1‖−1R PVt ψ(u).
5.4. UNIFORM FELLER PROPERTY 107
Without loss of generality, we can assume that 0 ≤ ψ ≤ 1 and infH V = 0, so that
OscH(V ) = ‖V ‖∞. We can assume also that the integer N entering representation
(5.14) is the same for ψ and V and it is denoted by N0.
Step 1: Stratification. Let us take any N ≥ N0 and z, z′ ∈ XR such that d := |z−z′|H ≤ 1,
and denote by (Ω,F ,P) the probability space constructed in the previous subsection.
Let us consider a coupled trajectory (ut, u
′
t) := (u˜t, u˜
′
t) at level N issued from (z, z
′) and
the associated process vt := v˜t. For any integers r ≥ 0 and ρ ≥ 1, we set8
G¯r =
r⋂
j=0
Gj , Gj = {vt = u′t,∀t ∈ (j, j + 1]}, Fr,0 = ∅,
Fr,ρ =
{
sup
τ∈[0,r]
(∫ τ
0
(‖∇uτ‖2 + ‖∇u′τ‖2) dτ − Lτ) ≤ |E(z)|+ |E(z′)|+ ρ;
|E(ur)|+ |E(u′r)| ≤ ρ
}
,
where L is the constant in (5.70). We also define the pairwise disjoint events
A0 = G
c
0, Ar,ρ =
(
G¯r−1 ∩Gcr ∩ Fr,ρ
) \ Fr,ρ−1, r ≥ 1, ρ ≥ 1, A˜ = G¯+∞.
Then, for any t ≥ 1, we have
PVt ψ(z)−PVt ψ(z′) = E
{
IA0
[
(ΞV ψ)(ut, t)− (ΞV ψ)(u′t, t)
]}
+
∞∑
r,ρ=1
E
{
IAr,ρ
[
(ΞV ψ)(ut, t)− (ΞV ψ)(u′t, t)
]}
+ E
{
IA˜
[
(ΞV ψ)(ut, t)− (ΞV ψ)(u′t, t)
]}
= It0(z, z
′) +
∞∑
r,ρ=1
Itr,ρ(z, z
′) + I˜t(z, z′), (5.64)
where
It0(z, z
′) := E
{
IA0
[
(ΞV ψ)(ut, t)− (ΞV ψ)(u′t, t)
]}
,
Itr,ρ(z, z
′) := E
{
IAr,ρ
[
(ΞV ψ)(ut, t)− (ΞV ψ)(u′t, t)
]}
,
I˜t(z, z′) := E
{
IA˜
[
(ΞV ψ)(ut, t)− (ΞV ψ)(u′t, t)
]}
.
To prove the uniform equicontinuity of {gt, t ≥ 1}, we first estimate these three quanti-
ties.
Step 2: Estimates for It0 and I
t
r,ρ. Let δ1 > 0 and R0 ≥ 1 be the numbers in Proposi-
tion 5.3.1. Then, if Osc(V ) < δ1 and R ≥ R0, we have the following estimates
|It0(z, z′)| ≤ C1(R, V )‖PVt 1‖R P{A0}1/2, (5.65)
|Itr,ρ(z, z′)| ≤ C2(R, V )er‖V ‖∞‖PVt 1‖R P{Ar,ρ}1/2 (5.66)
for any integers r, ρ ≥ 1. Let us prove (5.66), the other estimate is similar. First assume
that r ≤ t. Using the inequalities 0 ≤ ψ ≤ 1, the positivity of ΞV ψ, and the Markov
8The event G¯r is well defined also for r = +∞.
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property, we derive
Itr,ρ(z, z
′) ≤ E{IAr,ρ(ΞV ψ)(ut, t)} ≤ E{IAr,ρ(ΞV 1)(ut, t)}
= E
{
IAr,ρE
[
(ΞV 1)(ut, t)
∣∣Fr]} ≤ er‖V ‖∞E{IAr,ρ(PVt−r1)(ur)},
where {Ft} stands for the filtration generated by (ut, u′t). Then from (5.36) it follows
that
PVt−r1(z) ≤M‖PVt−r1‖R0w(z),
so we have
Itr,ρ(z, z
′) ≤ C3er‖V ‖∞‖PVt−r1‖R0E
{
IAr,ρw(ur)
}
≤ C3er‖V ‖∞‖PVt−r1‖R0
{
P(Ar,ρ)Ew2(ur)
}1/2
.
Using this, (5.101), and the symmetry, we obtain (5.66). If r > t, then
Itr,ρ(z, z
′) ≤ er‖V ‖∞P{Ar,ρ
} ≤ er‖V ‖∞‖PVt 1‖R P{Ar,ρ}1/2,
which implies (5.66) by symmetry.
Step 3: Estimates for P{A0} and P{Ar,ρ}. Let us show that, for sufficiently large N ≥ 1,
we have
P{A0} ≤ C4(R,N)da/2, (5.67)
P{Ar,ρ} ≤ C5(R)
{(
dae−aαr/2+
[
exp
(
C6(R,N)d
ae2ρ−aαr/2
)
− 1
]1/2)∧e−βρ} , (5.68)
where a,C∗, and β are the constants in (5.61) and (5.70). Indeed, taking ε = d in (5.62),
using (5.43), and recalling that d ≤ 1, we get
P
{
A0
} ≤ C∗da + C∗ [exp(CNdaeC7R4)− 1]1/2 ≤ C4(R,N)da/2,
provided that N is larger that the number N1 in Proposition 5.4.1. This gives (5.67).
To show (5.68), we use the estimates
Eu exp (β|E(ut)|) ≤ C exp(β|E(u)|), u ∈ H, (5.69)
Pu
{
sup
t≥0
(∫ t
0
‖∇uτ‖2 dτ − Lt
)
≥ |E(u)|+ ρ
}
≤ Ce−βρ, ρ > 0, (5.70)
where L, β, and C are some positive constants depending on γ, ‖h‖, and B; they follow
immediately from Propositions 3.1 and 3.2 in [59]. From the inclusion Ar,ρ ⊂ F cr,ρ−1 and
inequalities (5.69), (5.70), and (5.43) it follows that
P{Ar,ρ} ≤ C8(R)e−βρ. (5.71)
By the Foias¸–Prodi type estimate (see (5.137) in Proposition 5.7.5), there is N2 ≥ 1
such that for any N ≥ N2 on the event G¯r−1 ∩ Fr,ρ we have
|ur − u′r|2H ≤ exp(−αr + ρ+ |E(z)|+ |E(z′)|)d2 ≤ C9(R)e−αr+ρd2, (5.72)
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where we used (5.43). Recall that on the same event we have also
|E(ur)|+ |E(u′r)| ≤ ρ. (5.73)
So using the Markov property, (5.62) with ε = de−αr/2, (5.73) and (5.72), we obtain
P{Ar,ρ} ≤ P
{
G¯r−1) ∩Gcr ∩ Fr,ρ
}
= E
{
IG¯r−1∩Fr,ρE
(
IGcr
∣∣Fr)}
≤ C∗dae−aαr/2 + C∗E
{
IG¯r−1∩Fr,ρ
×
[
exp
(
CNd
a−2e−(a−2)αr/2|ur − u′r|2He(|E(ur)|+|E(u
′
r)|)
)
− 1
]1/2 }
≤ C∗dae−aαr/2 + C∗
[
exp
(
C6(R,N)d
ae2ρ−aαr/2
)
− 1
]1/2
.
Combining this with (5.71) and choosing N ≥ N1 ∨ N2, we get the required inequal-
ity (5.68).
Step 4: Estimate for I˜t. Let us show that, for any N ≥ N0, we have
|I˜tρ(z, z′)| ≤ C10(ψ, V )‖PVt 1‖Rdq. (5.74)
Indeed, we write
I˜t(z, z′) = E
{
IA˜(ΞV 1)(ut, t)[ψ(ut)− ψ(u′t)]
}
+ E
{
IA˜[(ΞV 1)(ut, t)− (ΞV 1)(u′t, t)]ψ(u′t)
}
. (5.75)
Let us denote by J t1,ρ and J
t
2,ρ the expectations in the right-hand side of this equality.
Then by estimate (5.135), on the event A˜ we have
|PN (uτ − u′τ )|2H ≤ e−ατd2, τ ∈ [0, t]. (5.76)
Since ψ ∈ Cqb (H), we derive from (5.76)
|J t1,ρ| ≤ E
{
IA˜(ΞV 1)(ut, t)|ψ(ut)− ψ(u′t)|
} ≤ ‖ψ‖Cqb e−αt/2dq‖PVt 1‖R
≤ ‖ψ‖Cqb ‖P
V
t 1‖Rdq.
Similarly, as V ∈ Cqb (H),
|J t2,ρ| ≤ E
{
IA˜|(ΞV 1)(ut, t)− (ΞV 1)(u′t, t)|
}
≤ E
{
IA˜(ΞV 1)(ut, t)
[
exp
(∫ t
0
|V (uτ )− V (u′τ )|dτ
)
− 1
]}
≤
[
exp
(
‖V ‖Cqb d
q(1− e−αqt/2)
)
− 1
]
‖PVt 1‖R
≤
[
exp
(
‖V ‖Cqb d
q
)
− 1
]
‖PVt 1‖R.
Combining these estimates for J t1,ρ and J
t
2,ρ with (5.75), we get (5.74).
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Step 5. From (5.64)–(5.68) and (5.74) it follows that, for any z, z′ ∈ XR, t ≥ 1, and
R ≥ R0, we have
∣∣gt(z)− gt(z′)∣∣ ≤ C11(R, V,N, ψ)(da/4 + dq
+
∞∑
r,ρ=1
er‖V ‖∞
{(
da/2e−aαr/4 +
[
exp
(
C6d
ae2ρ−aαr/2
)
− 1
]1/4) ∧ e−βρ/2}),
provided that N ≥ N0 ∨ N1 ∨ N2. When d = 0, the series in the right-hand side
vanishes. So to prove the uniform equicontinuity of {gt}, it suffices to show that the
series converges uniformly in d ∈ [0, 1]. Since its terms are positive and monotone, it
suffices to show the converge for d = 1:
∞∑
r,ρ=1
er‖V ‖∞
{(
e−aαr/4 +
[
exp
(
C6e
2ρ−aαr/2
)
− 1
]1/4) ∧ e−βρ/2} <∞. (5.77)
To prove this, we will assume that Osc(V ) is sufficiently small. Let us consider the sets
S1 = {(r, ρ) ∈ N2 : ρ ≤ aαr/8}, S2 = N2 \ S1.
Then taking δ < δ1 ∨ (aα/32) and Osc(V ) < δ, we see that∑
(r,ρ)∈S1
er‖V ‖∞
(
e−aαr/4 +
[
exp
(
C6e
2ρ−aαr/2
)
− 1
]1/4)
≤ C12(R,N)
∑
(r,ρ)∈S1
er‖V ‖∞e−aαr/16 ≤ C13(R,N)
∞∑
r=1
e−aαr/32 <∞.
Choosing δ < aαβ/32, we get
∑
(r,ρ)∈S2
er‖V ‖∞e−βρ/2 ≤ C14
∞∑
ρ=1
e−βρ/4 <∞.
These two inequalities show that (5.77) holds.
5.5 Estimates for regular solutions
In this section, we establish the exponential tightness property and obtain some higher
order moment estimates for solutions in Hs.
5.5.1 Exponential tightness
Here we show that the exponential tightness property in Section 5.1.3 is verified for the
function Φ(u) = |u|κHs , if we choose κ > 0 sufficiently small. Clearly, the level sets of Φ
are compact in H.
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Theorem 5.5.1. For any s < 1/2, there is κ ∈ (0, 1) such that, for any R ≥ 1, we have
Ev exp
(∫ t
0
|uτ |κHs dτ
)
≤ c ect for any v ∈ XR, t ≥ 0, (5.78)
where c is a positive constant depending on R.
Proof. It is sufficient to prove that there is κ ∈ (0, 1) such that, for any R ≥ 1, we have
Ev exp
(
δ
∫ t
0
|uτ |κHs dτ
)
≤ c˜ ec˜t for any v ∈ XR, t ≥ 0, (5.79)
where δ and c˜ are positive constants depending on R. Indeed, once this is proved, we
can use the inequality
|u|
κ
2
Hs ≤ δ|u|κHs + δ−1
to derive (5.78), where κ should be replaced by κ/2. We divide the proof of (5.79) into
several steps.
Step 1: Reduction. Let us split the flow u(t) to the sum u = v1 + v2 + z, where
v1(t) = [v1(t), v˙1(t)] corresponds to the flow of (5.1) with f = h = ϑ = 0 issued from
v and v2(t) = [v2(t), v˙2(t)] is the flow of (5.1) with f = 0 issued from the origin. Some
standard arguments show that the following a priori estimates hold:
|v1(t)|2Hs ≤ |v|2Hse−αt, (5.80)
E exp
(
δ1
∫ t
0
|v2(τ)|2Hs dτ
)
≤ c1 ec1t for any t ≥ 0, (5.81)
where δ1 and c1 are positive constants depending only on α,B1, and ‖h‖1. Now using
the Cauchy–Schwarz inequality and (5.80), we get, for any δ < δ1/2,
Ev exp
(
δ
∫ t
0
|u(τ)|κHs dτ
)
≤ exp
(
δ
∫ t
0
|v1(τ)|κHs dτ
)
E exp
(
2δ
∫ t
0
|v2(τ)|κHs dτ
)
× E exp
(
2δ
∫ t
0
|z(τ)|κHs dτ
)
≤exp(2δRκ(ακ)−1)E exp(2δ ∫ t
0
(|v2(τ)|2Hs + 1) dτ
)
× E exp
(
2δ
∫ t
0
|z(τ)|κHs dτ
)
.
Combining this with (5.81), we see that inequality (5.79) will be established if we prove
that
E exp
(
δ
∫ t
0
|z(τ)|κHs dτ
)
≤ c ect for all t ≥ 0 (5.82)
for some δ > 0 and c > 0. The rest of the proof is devoted to the derivation of this
inequality.
Step 2: Pointwise estimates. Let us note that, by construction, z is the flow of equation
∂2t z + γ∂tz −∆z + f(u) = 0, z|∂D = 0, [z(0), z˙(0)] = 0. (5.83)
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Let us differentiate this equation in time, and set a = z˙(t). Then a solves
∂2t a+ γ∂ta−∆a+ f ′(u)∂tu = 0, a|∂D = 0, [a(0), a˙(0)] = [0,−f(u(0))]. (5.84)
We write a(t) = [a(t), a˙(t)]. Multiplying equation (5.84) by 2(−∆)s−1(a˙ + αa) and
integrating over D, we obtain
d
dt
|a|2Hs−1 +
3α
2
|a|2Hs−1 ≤ 2
∫
D
|f ′(u)||u˙||(−∆)s−1(a˙+ αa)| dx = L. (5.85)
Let κ < 1 be a positive constant that will be fixed later. Then, by the triangle inequality,
we have
L
2
≤
∫
D
|f ′(u)||v˙1|1−κ|u˙|κ|(−∆)s−1(a˙+ αa)|dx
+
∫
D
|f ′(u)||v˙2|1−κ|u˙|κ|(−∆)s−1(a˙+ αa)|dx
+
∫
D
|f ′(u)||a|1−κ|u˙|κ|(−∆)s−1(a˙+ αa)|dx = L1 + L2 + L3. (5.86)
Using the Ho¨lder inequality, we derive
L1 ≤ |f ′(u)|Lp1 |v˙1|1−κL(1−κ)p2 |u˙|
κ
Lκp3 |(−∆)s−1(a˙+ αa)|Lp4 , (5.87)
L2 ≤ |f ′(u)|Lq1 |v˙2|1−κL(1−κ)q2 |u˙|
κ
Lκq3 |(−∆)s−1(a˙+ αa)|Lq4 , (5.88)
L3 ≤ |f ′(u)|Lp1 |a|1−κL(1−κ)p2 |u˙|
κ
Lκp3 |(−∆)s−1(a˙+ αa)|Lp4 , (5.89)
where the exponents pi, qi are Ho¨lder admissible. We now need the following lemma,
which is established in the appendix.
Lemma 5.5.2. Let us take p1 = 6/ρ, p3 = 2/κ, q1 = (ρ + 2)/ρ and q3 = 2/κ. Then,
for κ > 0 sufficiently small, the exponents p2, p4, q2 and q4 can be chosen in such a way
that we have the following embeddings:
Hs ↪→ L(1−κ)p2 , H1−s ↪→ Lp4 , (5.90)
H1 ↪→ L(1−κ)q2 , H1−s ↪→ Lq4 . (5.91)
Step 3: Estimation of L1 and L3. In view of Lemma 5.5.2 and inequalities (5.6) and
(5.87), we have
L1 ≤ C0|f ′(u)|L6/ρ‖v˙1‖1−κs ‖u˙‖κ‖(−∆)s−1(a˙+ αa)‖1−s
≤ C1‖v˙1‖1−κs (‖u‖ρ1 + 1)‖u˙‖κ‖a˙+ αa‖s−1.
Now let us suppose that κ < 2−ρ. Then using (5.80) together with the Young inequality,
we derive
L1 ≤ C2|v|1−κHs (‖u‖21 + ‖u˙‖2 + Cκ)‖a˙+ αa‖s−1 ≤ C3R(E(u) + C3)|a|Hs−1 . (5.92)
To estimate L3, we again apply Lemma 5.5.2 and inequalities (5.6) and (5.89)
L3 ≤ C4(‖u‖ρ1 + 1)‖a‖1−κs ‖u˙‖κ‖a˙+ αa‖s−1 ≤ C4(‖u‖ρ1 + 1)‖u˙‖κ|a|2−κHs−1 .
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Applying the Young inequality, we get
L3 ≤ C5(E(u) + C5)|a|2−κHs−1 . (5.93)
Step 4: Estimation of L2. It follows from Lemma 5.5.2 and inequalities (5.7) and (5.88)
that
L2 ≤ C6|f ′(u)|L(ρ+2)/ρ‖v˙2‖1−κ1 ‖u˙‖κ‖(−∆)s−1(a˙+ αa)‖1−s
≤ C7‖v˙2‖1−κ1
(∫
D
(F (u) + νu2 + C) dx
)ρ/ρ+2
‖u˙‖κ‖a˙+ αa‖s−1
≤ C8‖v˙2‖1−κ1 (E(u) + C8)ρ/ρ+2 ‖u˙‖κ|a|Hs−1 .
Finally, applying the Young inequality, we obtain
L2 ≤ C9(E(u) + |v2|2Hs + C9)|a|Hs−1 . (5.94)
Step 5: Estimation of |a|Hs−1 . Combining inequalities (5.85), (5.86) and (5.92)-(5.94),
we see that
d
dt
|a(t)|2Hs−1 + α|a(t)|2Hs−1 ≤ C10R
(E(u(t)) + |v2(t)|2Hs + C10) (|a(t)|2−κHs−1 + 1) . (5.95)
We now need an auxiliary result, whose proof is presented in the appendix.
Lemma 5.5.3. Let x(t) be an absolutely continuous nonnegative function satisfying the
differential inequality
x˙(t) + αx(t) ≤ g(t)x1−β(t) + b(t) for all t ∈ [0, T ], (5.96)
where α, T , and β < 1 are positive constants and g(t) and b(t) are nonnegative functions
integrable on [0, T ]. Then we have
α
2
∫ t
0
xβ(τ) dτ ≤ β−1(1 + x(0))β +
∫ t
0
(α+ g(τ) + b(τ)) dτ for t ∈ [0, T ]. (5.97)
Applying this lemma to inequality (5.95), we obtain
α
2
∫ t
0
|a(τ)|κHs−1 dτ ≤ 2κ−1(1 + |a(0)|2Hs−1)κ/2 + αt
+ 2C10R
∫ t
0
(E(u(τ)) + |v2(τ)|2Hs + C10) dτ. (5.98)
Step 6: Completion of the proof. Note that
|z|2Hs = ‖z‖2s+1 + ‖z˙ + αz‖2s = ‖∆z‖2s−1 + ‖a+ αz‖2s .
On the other, in view of (5.83), we have
‖∆z‖2s−1 = ‖a˙+ γa+ f(u)‖2s−1 ≤ C11(|a|2Hs−1 + ‖f(u)‖2),
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whence we get
|z|2Hs ≤ C12
(|a|2Hs−1 + E3(u) + C12) . (5.99)
It follows that
|z|κHs ≤ C13
(|a|κHs−1 + E(u) + C13) ,
provided κ < 2/3. Multiplying this inequality by α/2, integrating over [0, t] and using
(5.98) together with the fact that
|a(0)|2Hs−1 = ‖f(u(0))‖2s−1 ≤ ‖f(u(0))‖2 ≤ C14(‖v‖61 + 1), (5.100)
we derive
α
2
∫ t
0
|z(τ)|κHs dτ ≤ C15
(
1 +
∫ t
0
[E(u(τ)) + |v2(τ)|2Hs + C15]dτ) ,
where C15 depends on R. Multiplying this inequality by a small constant δ(R) > 0, tak-
ing the exponent and then the expectation, and using (5.81) together with Proposition
3.2 in [59], we derive (5.82).
5.5.2 Higher moments of regular solutions
For any m ≥ 1, let wm and w˜m be the functions given by (5.54) and (5.55). The
following result shows that they are both Lyapunov functions for the trajectories of
problem (5.1), (5.3).
Proposition 5.5.4. For any v ∈ Hs, m ≥ 1, and t ≥ 0, we have
Evwm(ut) ≤ 2e−αmtwm(v) + Cm, (5.101)
Evw˜m(ut) ≤ 2e−αmtw˜m(v) + Cm. (5.102)
Proof. Step 1: Proof of (5.101). We split the flow u(t; v) to the sum u(t; v) = u˜(t)+ z(t),
where u˜ is the flow issued from v corresponding to the solution of (5.1) with f = 0. Let
us note that here z = [z, z˙] is the same as in Section 5.5.1. A standard argument shows
that
E|u˜(t)|2mHs ≤ e−αmt|v|2mHs + C(m, ‖h‖1,B1). (5.103)
As in Section 5.5.1, we set a = z˙ and write a = [a, a˙]. Notice that thanks to the Ho¨lder
inequality, the Sobolev embeddings H1 ↪→ L6 and H1−s ↪→ L6/(3−ρ) for s < 1−ρ/2, and
inequality (5.141), we can estimate the right-hand side of inequality (5.85) by
L ≤ C1(|u|ρL6 + 1)‖u˙‖|(−∆)s−1(a˙+ αa)|L6/(3−ρ)
≤ C2(‖u‖21 + 1)‖u˙‖‖(−∆)s−1(a˙+ αa)‖1−s ≤ C3(|u|3H + 1)‖a˙+ αa‖s−1
≤ α
4
|a|2Hs−1 + C4
(E3(u) + C4) .
Combining this with (5.85), we infer
d
dt
|a|2Hs−1 ≤ −
5α
4
|a|2Hs−1 + C4
(E3(u) + C4) .
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It follows that9
d
dt
|a|2mHs−1 = m|a|2m−2Hs−1
d
dt
|a|2Hs−1 ≤ −αm|a|2mHs−1 + C5
(E3m(u) + C5) ,
where we used the Young inequality. Taking the mean value in this inequality and
applying the comparison principle, we derive
E|a(t)|2mHs−1 ≤ e−αmt|a(0)|2mHs−1 + C6
∫ t
0
eαm(τ−t)
(
EE3m(u(τ)) + C6
)
dτ.
Combining this with (5.99) and (5.100), we get
E|z(t)|2mHs ≤ C7
(
e−αmtE3m(v) +
∫ t
0
eαm(τ−t)EE3m(u(τ)) dτ + C7
)
.
Using the Itoˆ formula, it is not difficult to show (cf. Proposition 3.1 in [59]) that
EEk(u(t)) ≤ exp(−αkt)Ek(v) + C(k, ‖h‖,B) for any k ≥ 1. (5.104)
It follows from the last two inequalities that
E|z(t)|2mHs ≤ C8(e−αmtE3m(v) + C8).
Combining this with the inequality
(A+B)2m ≤ 2A2m + C9B2m for any A,B ≥ 0.
and (5.103), we infer
E|u(t)|2mHs ≤ E(|u˜(t)|Hs + |z(t)|Hs)2m ≤ 2E|u˜(t)|2mHs + C9E|z(t)|2mHs
≤ 2e−αmt|v|2mHs + C10(e−αmtE3m(v) + C10).
So that we have
Ewm(u(t)) ≤ 2e−αmt|v|2mHs + C10(e−αmtE3m(v) + C10) + EE4m(u(t))
≤ 2e−αmt (|v|2mHs + E4m(v))+ C11 = 2e−αmtwm(v) + C11,
where we used the Young inequality together with (5.104).
Step 2: Proof of (5.102). It was shown in Section 3.2 of [59], that for any κ ≤ (2α)−1B,
we have
Ev exp[κE(u(t))] ≤ exp(κE(v))
+ κ
∫ t
0
Ev exp[κE(u(τ))](−αE(u(τ)) + C(B, ‖h‖)) dτ.
Using this with inequality
er(−αr + C) ≤ −αmer + C12 for any r ≥ −C
9All the constants Ci, i ≥ 5 depend on m.
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and applying the Gronwall lemma, we see that
Ev exp[κE(u(t))] ≤ e−αmt exp(κE(v)) + C13.
Finally, combining this inequality with (5.101), we arrive at (5.102).
5.6 Proof of Theorem 5.1.3
The results of Sections 5.3-5.5 imply that the growth conditions, the uniform irreducibil-
ity and uniform Feller properties in Theorem 5.7.4 are satisfied if we take
X = H, XR = BHs(R), P Vt (u,Γ) = (PV ∗t δu)(Γ),
w(u) = 1 + |u|2Hs + E4(u), C = U , V ∈ Uδ
for sufficiently large integer R0 ≥ 1, small δ > 0, and any s ∈ (0, 1− ρ/2). Let us show
that the time-continuity property is also verified.
Step 1: Time-continuity property. We need to show that the function t 7→ PVt g(u) is
continuous from R+ to R for any g ∈ Cw(Hs) and u ∈ Hs (recall that X∞ = Hs). For
any T, t ≥ 0 and u ∈ Hs, we have
PVT g(u)−PVt g(u) = Eu {[ΞV (T )− ΞV (t)] g(ut)}+ Eu {[g(uT )− g(ut)] ΞV (T )}
=: S1 + S2, (5.105)
where ΞV is defined by (5.39). As V is bounded and g ∈ Cw(Hs), we see that
|S1| ≤ Eu
{∣∣∣∣exp(∫ T
t
V (uτ ) dτ
)
− 1
∣∣∣∣ΞV (t)|g(ut)|}
≤ C1
(
e|T−t|‖V ‖∞ − 1
)
eT‖V ‖∞Euw(ut).
Combining this with (5.101), we get S1 → 0 as t → T . To estimate S2, let us take any
R > 0 and write
e−T‖V ‖∞ |S2| ≤ Eu |g(uT )− g(ut)|
= Eu
{
IGcR |g(uT )− g(ut)|
}
+ Eu {IGR |g(uT )− g(ut)|}
=: S3 + S4,
where GR := {ut, uT ∈ XR}. From the Chebyshev inequality, the fact that g ∈ Cw(Hs),
and inequality (5.101) we derive
S3 ≤ C1Eu
{
IGcR(w(uT ) + w(ut))
}
≤ C1R−2Eu
{
w2(uT ) + w
2(ut)
} ≤ C2R−2w2(u).
On the other hand, by the Lebesgue theorem on dominated convergence, for any R > 0,
we have S4 → 0 as t → T . Choosing R > 0 sufficiently large and t sufficiently close to
T , we see that S3 +S4 can be made arbitrarily small. This shows that S2 → 0 as t→ T
and proves the time-continuity property.
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Step 2: Application of Theorem 5.7.4. We conclude from Theorem 5.7.4 that there is an
eigenvector µV ∈ P(H) for the semigroup PV ∗t corresponding to some positive eigenvalue
λV , i.e., P
V ∗
t µV = λ
t
V µV for any t > 0. Moreover, the semigroup P
V
t has an eigenvector
hV ∈ Cw(Hs)∩C+(Hs) corresponding to λV such that 〈hV , µV 〉 = 1. The uniqueness of
µV and hV follows immediately from (5.18) and (5.19). The uniqueness of µV implies
that it does not depend on m and (5.17) holds for any m ≥ 1. It remains to prove
limits (5.18) and (5.19).
Step 3: Proof of (5.18). By (5.124), we have (5.18) for any ψ ∈ U . To establish the
limit for any ψ ∈ Cw(Hs), we apply an approximation argument similar to the one used
in Step 4 of the proof of Theorem 5.5 in [44]. Let us take a sequence ψn ∈ U such that
‖ψn‖∞ ≤ ‖ψ‖∞ and ψn → ψ as n → ∞, uniformly on bounded subsets of Hs. If we
define
∆t(g) = sup
u∈XR
∣∣λ−tV PVt g(u)− 〈g, µV 〉hV (u)∣∣, ‖g‖R = sup
u∈XR
|g(u)|,
then
∆t(ψ) ≤ ∆t(ψn) + ‖hV ‖R |〈ψ − ψn, µV 〉|+ λ−tV ‖PVt (ψ − ψn)‖R
for any t ≥ 0 and n ≥ 1. In view of (5.18) for ψn and the Lebesgue theorem on
dominated convergence,
∆t(ψn)→ 0 as t→∞ for any fixed n ≥ 1,
|〈ψ − ψn, µV 〉| → 0 as n→∞.
Thus, it suffices to show that
sup
t≥0
λ−tV ‖PVt (ψ − ψn)‖R → 0 as n→∞. (5.106)
To this end, for any ρ > 0, we write
‖PVt (ψ − ψn)‖R ≤ J1(t, n, ρ) + J2(t, n, ρ),
where
J1(t, n, ρ) = ‖PVt
(
(ψ − ψn)IXρ
)∥∥
R
, J2(t, n, ρ) = ‖PVt
(
(ψ − ψn)IXcρ
)‖R.
Since ψn → ψ uniformly on Xρ, we have
J1(t, n, ρ) ≤ ε(n, ρ) ‖PVt 1‖R,
where ε(n, ρ)→ 0 as n→∞. Using convergence (5.18) for ψ = 1, we see that
λ−tV ‖PVt 1‖R ≤ C3(R) for all t ≥ 0. (5.107)
Hence,
sup
t≥0
λ−tV J1(t, n, ρ) ≤ C3(R) ε(n, ρ)→ 0 as n→∞.
We use (5.36) and (5.107), to estimate J2:
λ−tV J2(t, n, ρ) ≤ 2‖ψ‖∞ρ−2λ−tV ‖PVt w‖R ≤ C4(R)‖ψ‖∞ρ−2λ−tV ‖PVt 1‖R0
≤ C4(R)‖ψ‖∞ρ−2C3(R0).
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Taking first ρ and then n sufficiently large, we see that supt≥0 λ
−t
V ‖PVt (ψ − ψn)‖R can
be made arbitrarily small. This proves (5.106) and completes the proof of (5.18).
Step 4: Proof of (5.19). Let us show that
λ−tV 〈PVt ψ, ν〉 → 〈ψ, µV 〉〈hV , ν〉 as t→∞
for any ψ ∈ Cb(H). In view of (5.18), it suffices to show that
sup
t≥0
{∫
H
IXcR
∣∣λ−tV PVt ψ(u)− 〈ψ, µV 〉hV (u)∣∣ ν(du)}→ 0 as R→∞. (5.108)
From (5.37) and (5.107) we derive that
‖PVt ψ‖L∞w ≤ ‖ψ‖∞‖PVt 1‖L∞w ≤ C5‖PVt 1‖R0 ≤ C6(R0)λtV , t ≥ 0,
hence ∣∣λ−kV PVt ψ(u)∣∣ ≤ C6(R0)w(u), u ∈ Hs, t ≥ 0.
Since hV ∈ Cw(Hs) and ∫
H
IXcR(u)w(u) ν(du)→ 0 as R→∞,
we obtain (5.108). This completes the proof of Theorem 5.1.3.
5.7 Appendix
5.7.1 Local version of Kifer’s theorem
In [48], Kifer established a sufficient condition for the validity of the LDP for a family
of random probability measures on a compact metric space. This result was extended
by Jaksˇic´ et al. [44] to the case of a general Polish space. In this section, we obtain a
local version of these results. Roughly speaking, we assume the existence of a pressure
function (i.e., limit (5.111)) and the uniqueness of the equilibrium state for functions V
in a set V, which is not necessarily dense in the space of bounded continuous functions.
We prove the LDP with a lower bound in which the infimum of the rate function is taken
over a subset of the equilibrium states. To give the exact formulation of the result, we
first introduce some notation and definitions. Assume that X is a Polish space, and ζθ
is a random probability measure on X defined on some probability space (Ωθ,Fθ,Pθ),
where the index θ belongs to some directed set10 Θ. Let r : Θ→ R be a positive function
such that limθ∈Θ rθ = +∞. For any V ∈ Cb(X), let us set
Q(V ) := lim sup
θ∈Θ
1
rθ
logEθ exp
(
rθ〈V, ζθ〉
)
, (5.109)
where Eθ is the expectation with respect to Pθ. The function Q : Cb(X) → R is
convex, Q(V ) ≥ 0 for any V ∈ C+(X), and Q(C) = C for any C ∈ R. Moreover, Q is
10i.e., a partially ordered set whose every finite subset has an upper bound.
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1-Lipschitz. Indeed, for any V1, V2 ∈ Cb(X) and θ ∈ Θ, we have
1
rθ
logEθ exp
(
rθ〈V1, ζθ〉
) ≤ ‖V1 − V2‖∞ + 1
rθ
logEθ exp
(
rθ〈V2, ζθ〉
)
,
which implies that
Q(V1) ≤ ‖V1 − V2‖∞ +Q(V2).
By symmetry we get
|Q(V1)−Q(V2)| ≤ ‖V1 − V2‖∞.
The Legendre transform of Q is given by
I(σ) =
{
supV ∈Cb(X)
(〈V, σ〉 −Q(V )) for σ ∈ P(X),
+∞ for σ ∈M(X) \ P(X) (5.110)
(see Lemma 2.2 in [4]). Then I is convex and lower semicontinuous function, and
Q(V ) = sup
σ∈P(X)
(〈V, σ〉 − I(σ)).
A measure σV ∈ P(X) is said to be an equilibrium state for V if
Q(V ) = 〈V, σV 〉 − I(σV ).
We shall denote by V the set of functions V ∈ Cb(X) admitting a unique equilibrium
state σV and for which the following limit exists
Q(V ) = lim
θ∈Θ
1
rθ
logEθ exp
(
rθ〈V, ζθ〉
)
. (5.111)
We have the following version of Theorem 2.1 in [48] and Theorem 3.3 in [44].
Theorem 5.7.1. Suppose that there is a function Φ : X → [0,+∞] whose level sets
{u ∈ X : Φ(u) ≤ a} are compact for all a ≥ 0 and
Eθ exp
(
rθ〈Φ, ζθ〉
) ≤ Cecrθ for θ ∈ Θ, (5.112)
for some positive constants C and c. Then I defined by (5.110) is a good rate function,
for any closed set F ⊂ P(X),
lim sup
θ∈Θ
1
rθ
logPθ{ζθ ∈ F} ≤ −I(F ), (5.113)
and for any open set G ⊂ P(X),
lim inf
θ∈Θ
1
rθ
logPθ{ζθ ∈ G} ≥ −I(W ∩G), (5.114)
where W := {σV : V ∈ V} and I(Γ) := infσ∈Γ I(σ), Γ ⊂ P(X).
Proof. The fact that I is a good rate function is shown in Step 1 of the proof of The-
orem 3.3 in [44]. In Step 2 of the same proof, the upper bound (5.113) is established,
under the condition that the limit Q(V ) in (5.111) exists for any V ∈ Cb(X). The latter
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condition can be removed, using literally the same proof, if one defines Q(V ) by (5.109)
for any V ∈ Cb(X) (see Theorem 2.1 in [19]).
To prove the lower bound, following the ideas of [48], for any integer n ≥ 1 and any
functions V1, . . . , Vn ∈ Cb(X), we define an auxiliary family of finite-dimensional random
variables ζnθ := fn(ζθ), where fn : P(X)→ Rn is given by
fn(µ) :=
(〈V1, µ〉, . . . , 〈Vn, µ〉).
Let us set
Wn := {σV : V ∈ V ∩ span{V1, . . . , Vn}}.
The following result is a local version of Lemma 2.1 in [48] and Proposition 3.4 in [44];
its proof is sketched at the end of this section.
Proposition 5.7.2. Assume that the hypotheses of Theorem 5.7.1 are satisfied and set
Jn(Γ) = infσ∈f−1n (Γ) I(σ),Γ ⊂ Rn. Then for any closed set M ⊂ Rn and open set
U ⊂ Rn, we have
lim sup
θ∈Θ
1
rθ
logP{ζnθ ∈M} ≤ −Jn(M), (5.115)
lim inf
θ∈Θ
1
rθ
logP{ζnθ ∈ U} ≥ −Jn(fn(Wn) ∩ U). (5.116)
To derive (5.114) from Proposition 5.7.2, we follow the arguments of Step 4 of the
proof of Theorem 3.3 in [44]. The case I(W ∩ G) = +∞ is trivial, so we assume that
I(W ∩G) < +∞. Then for any ε > 0, there is νε ∈ W ∩G such that
I(νε) ≤ I(W ∩G) + ε, (5.117)
and there is a function V1 ∈ V such that νε = σV1 . By Lemma 3.2 in [44], the family
{ζθ} is exponentially tight, hence there is a compact set K ⊂ P(X) such that νε ∈ K
and
lim sup
θ∈Θ
1
rθ
logP{ζθ ∈ Kc} ≤ −(I(W ∩G) + 1 + ε). (5.118)
We choose functions Vk ∈ Cb(X), k ≥ 2, ‖Vk‖∞ = 1 such that
d(µ, ν) :=
∞∑
k=1
2−k|〈Vk, µ〉 − 〈Vk, ν〉|
defines a metric on K compatible with the weak topology. As G is open, there are δ > 0
and n ≥ 1 such that if
n∑
k=1
2−k|〈Vk, ν〉 − 〈Vk, νε〉| < δ
for some ν ∈ K, then ν ∈ G. Let xε := fn(νε), and denote by B˚Rn(xε, δ) the open ball
in Rn of radius δ > 0 centered at xε, with respect to the norm
‖x‖n :=
n∑
k=1
2−k|xk|, x = (x1, . . . , xn).
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Then we have f−1n
(
B˚Rn(xε, δ)
)∩K ⊂ G, hence
P{ζθ ∈ G} ≥ P{ζθ ∈ G ∩ K} ≥ P
{
ζθ ∈ f−1n
(
B˚Rn(xε, δ)
)∩K}
= P{ζnθ ∈ B˚Rn(xε, δ)} − P{ζθ ∈ Kc}.
Using the inequality
log(u− v) ≥ log u− log 2, 0 < v ≤ u/2
and inequalities (5.116)-(5.118), we obtain
lim inf
θ∈Θ
1
rθ
logP{ζθ ∈ G} ≥ lim inf
θ∈Θ
1
rθ
(
logP{ζnθ ∈ B˚Rn(xε, δ)} − log 2
)
≥ −Jn(fn(Wn) ∩ B˚Rn(xε, δ)) ≥ −In(xε)
≥ −I(νε) ≥ −I(W ∩G)− ε,
which proves (5.114).
Sketch of the proof of Proposition 5.7.2. Inequality (5.115) follows from (5.113). To show
(5.116), for any β = (β1, . . . , βn) ∈ Rn and α = (α1, . . . , αn) ∈ Rn, we set Vβ :=∑n
j=1 βjVj , Qn(β) := Q(Vβ), and In(α) := infσ∈f−1n (α) I(σ). One can verify that
Qn(β) = sup
α∈Rn
( n∑
j=1
βjαj − In(α)
)
,
Jn(U) = inf
α∈U
In(α).
Assume that Jn(fn(Wn) ∩ U) < +∞, and for any ε > 0, choose αε ∈ fn(Wn) ∩ U such
that
In(αε) < Jn(fn(Wn) ∩ U) + ε.
Then αε = fn(σVβε ) for some βε ∈ Rn such that Vβε ∈ V. It is easy to verify that the
following equality holds
Qn(βε) =
n∑
j=1
βεjαεj − In(αε).
Literally repeating the proof of Proposition 3.4 in [44] (starting from equality (3.16))
and using the uniqueness of the equilibrium state for V = Vβε and the existence of
limit (5.111), one obtains
−Jn(fn(Wn) ∩ U)− ε ≤ −In(αε) ≤ lim inf
θ∈Θ
1
rθ
logP{ζnθ ∈ U}
for any ε > 0. This implies (5.116).
5.7.2 Large-time asymptotics for generalised Markov semigroups
In this section, we give a continuous-time version of Theorem 4.1 in [44] with some
modifications, due to the fact that the generalised Markov family associated with the
stochastic NLW equation does not have a regularising property. See also [51, 54, 42] for
some related results.
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We start by recalling some terminology from [44].
Definition 5.7.3. Let X be a Polish space. We shall say that {Pt(u, ·), u ∈ X, t ≥ 0}
is a generalised Markov family of transition kernels if the following two properties are
satisfied.
Feller property. For any t ≥ 0, the function u 7→ Pt(u, ·) is continuous from X
to M+(X) and does not vanish.
Kolmogorov–Chapman relation. For any t, s ≥ 0, u ∈ X, and Borel set Γ ⊂ X, the
following relation holds
Pt+s(u,Γ) =
∫
X
Ps(v,Γ)Pt(u,dv).
To any such family we associate two semigroups by the following relations:
Pt : Cb(X)→ Cb(X), Ptψ(u) =
∫
X
ψ(v)Pt(u, dv),
P∗t :M+(X)→M+(X), P∗tµ(Γ) =
∫
X
Pt(v,Γ)µ(dv), t ≥ 0.
For a measurable function w : X → [1,+∞] and a family C ⊂ Cb(X), we denote by Cw
the set of functions ψ ∈ L∞w (X) that can be approximated with respect to ‖ · ‖L∞w by
finite linear combinations of functions from C. We shall say that a family C ⊂ Cb(X) is
determining if for any µ, ν ∈ M+(X) satisfying 〈ψ, µ〉 = 〈ψ, ν〉 for all ψ ∈ C, we have
µ = ν. Finally, a family of functions ψt : X → R is uniformly equicontinuous on a
subset K ⊂ X if for any ε > 0 there is δ > 0 such that |ψt(u)−ψt(v)| < ε for any u ∈ K,
v ∈ BX(u, δ) ∩K, and t ≥ 1. We have the following version of Theorem 4.1 in [44].
Theorem 5.7.4. Let {Pt(u, ·), u ∈ X, t ≥ 0} be a generalised Markov family of transition
kernels satisfying the following four properties.
Growth conditions. There is an increasing sequence {XR}∞R=1 of compact subsets
of X such that X∞ := ∪∞R=1XR is dense in X. The measures Pt(u, ·) are con-
centrated on X∞ for any u ∈ X∞ and t > 0, and there is a measurable function
w : X → [1,+∞] and an integer R0 ≥ 1 such that 11
sup
t≥0
‖Ptw‖L∞w
‖Pt1‖R0
<∞, (5.119)
sup
t∈[0,1]
‖Pt1‖∞ <∞, (5.120)
where ‖ · ‖R and ‖ · ‖∞ denote the L∞ norm on XR and X, respectively, and we
set ∞/∞ = 0.
Time-continuity. For any function g ∈ L∞w (X∞) whose restriction to XR belongs to
C(XR) and any u ∈ X∞, the function t 7→ Ptg(u) is continuous from R+ to R.
11The expression (Ptw)(u) is understood as an integral of a positive function w against a positive
measure Pt(u, ·).
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Uniform irreducibility. For sufficiently large ρ ≥ 1, any R ≥ 1 and r > 0, there are
positive numbers l = l(ρ, r,R) and p = p(ρ, r) such that
Pl(u, BX(uˆ, r)) ≥ p for all u ∈ XR, uˆ ∈ Xρ.
Uniform Feller property. There is a number R0 ≥ 1 and a determining family C ⊂
Cb(X) such that 1 ∈ C and the family {‖Pt1‖−1R Ptψ, t ≥ 1} is uniformly equicon-
tinuous on XR for any ψ ∈ C and R ≥ R0.
Then for any t > 0, there is at most one measure µt ∈ Pw(X) such that µt(X∞) = 1
and
P∗tµt = λ(t)µt for some λ(t) ∈ R (5.121)
satisfying the following condition:
‖Ptw‖R
∫
X\XR
wdµt → 0 as R→∞. (5.122)
Moreover, if such a measure µt exists for all t > 0, then it is independent of t (we set
µ := µt), the corresponding eigenvalue is of the form λ(t) = λ
t, λ > 0, suppµ = X, and
there is a non-negative function h ∈ L∞w (X∞) such that 〈h, µ〉 = 1,
(Pth)(u) = λ
th(u) for u ∈ X∞, t > 0, (5.123)
the restriction of h to XR belongs to C+(XR), and for any ψ ∈ Cw and R ≥ 1, we have
λ−tPtψ → 〈ψ, µ〉h in C(XR) ∩ L1(X,µ) as t→∞. (5.124)
Finally, if a Borel set B ⊂ X is such that
sup
u∈B
(∫
X\XR
w(v)Ps(u,dv)
)
→ 0 as R→∞ (5.125)
for some s > 0, then for any ψ ∈ Cw, we have
λ−tPtψ → 〈ψ, µ〉h in L∞(B) as t→∞. (5.126)
Sketch of the proof. Step 1: Existence of eigenvectors µ and h. For any t > 0, the
conditions of Theorem 4.1 in [44] are satisfied12 for the discrete-time semigroup {P˜k =
Ptk, k ≥ 1} generated by P˜ = Pt. So that theorem implies the existence of at most one
measure µt ∈ Pw(X) satisfying µt(X∞) = 1, (5.121), and (5.122). Moreover, if such
a measure µt exists for any t > 0, it follows from the Kolmogorov–Chapman relation
12Let us note that in Theorem 4.1 in [44] it is assumed that the measures Pt(u, ·) are concentrated
on X∞ for any u ∈ X. Here this is replaced by the condition that the measures Pt(u, ·) and µt are
concentrated on X∞ for any u ∈ X∞. The uniform irreducibility property is slightly different from
the one assumed in [44]. Both modifications are due to the lack of a regularising property for the
stochastic NLW equation. These changes do not affect the proof given in [44], one only needs to replace
inequality (4.16) in the proof by the inequality
sup
k≥0
‖Pkψ‖L∞w (X) ≤M1 ‖ψ‖L∞w (X) for any ψ ∈ L∞w (X), (5.127)
and literally repeat all the arguments. The proof of (5.127) is similar to the one of (4.16). Under these
modified conditions, the concept of eigenfunction for Pt is understood in a weaker sense; namely, relation
(5.123) needs to hold only for u ∈ X∞.
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that µt = µ1 =: µ and λ(t) = (λ(1))
t =: λt for any t in the set Q∗+ of positive rational
numbers, i.e.,
P∗tµ = λ
tµ for t ∈ Q∗+. (5.128)
Using the time-continuity property and density, we get that (5.128) holds for any t > 0.
So we have µt = µ and λ(t) = λ
t for any t > 0, by uniqueness of the eigenvector.
Theorem 4.1 in [44] also implies that suppµ = X,λ > 0, and there is a non-negative
function ht ∈ L∞w (X∞) such that 〈ht, µ〉 = 1, the restriction of ht to XR belongs to
C+(XR), and
(Ptht)(u) = λ
tht(u) for u ∈ X∞, (5.129)
λ−tkPtkψ → 〈ψ, µ〉ht in C(XR) ∩ L1(X,µ) as k →∞ (5.130)
for any ψ ∈ Cw, R ≥ 1, and t > 0. Taking ψ = 1 in (5.130), we see that ht = h1 =: h for
any t ∈ Q∗+. The continuity of the function t 7→ Pth(u) and (5.129) imply that ht = h
for any t > 0 and
λ−tkPtkψ → 〈ψ, µ〉h in C(XR) ∩ L1(X,µ) as k →∞. (5.131)
Step 2: Proof of (5.124). First let us prove (5.124) for any ψ ∈ C. Replacing Pt(u,Γ) by
λ−tPt(u,Γ), we may assume that λ = 1. Taking ψ = 1 and t = 1 in (5.131), we obtain
supk≥0 ‖Pk1‖R < ∞. So using (5.120), we get supt≥0 ‖Pt1‖R < ∞. This implies that
{Ptψ, t ≥ 1} is uniformly equicontinuous on XR for any R ≥ R0. Setting g = ψ−〈ψ, µ〉h,
we need to prove that Ptg → 0 in C(XR) for any R ≥ 1. Since {Ptg, t ≥ 1} is uniformly
equicontinuous on XR, the required assertion will be established if we prove that
|Ptg|µ := 〈|Ptg|, µ〉 → 0 as t→∞. (5.132)
For any ϕ ∈ L∞w (X), we have
|Ptϕ|µ ≤ 〈Pt|ϕ|, µ〉 = 〈|ϕ|, µ〉 = |ϕ|µ,
thus |Ptg|µ is a non-increasing function in t. By (5.131), we have |Ptkg|µ → 0 as k →∞.
This proves (5.132), hence also (5.124) for any ψ ∈ C.
An easy approximation argument shows that (5.124) holds for any ψ ∈ Cw (see Step 4 of
the proof of Theorem 4.1 in [44]). Finally, the proof of (5.126) under condition (5.125)
is exactly the same as in Step 7 of the proof of the discrete-time case.
5.7.3 Proofs of some auxiliary assertions
The Foias¸-Prodi estimate
Here we briefly recall an a priori estimate established in Proposition 4.1 in [59]. Let
ut = [u, u˙] and vt = [v, v˙] be some flows of the equations
∂2t u+ γ∂tu−∆u+ f(u) = h(x) + ∂tϕ(t, x), (5.133)
∂2t v + γ∂tv −∆v + f(v) + PN [f(u)− f(v)] = h(x) + ∂tϕ(t, x), (5.134)
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where ϕ is a function belonging to L2loc(R+, L2(D)). We recall that PN stands for the
orthogonal projection in L2(D) onto the vector span HN of the functions e1, e2, . . . , eN
and PN is the projection in H onto HN := HN ×HN .
Proposition 5.7.5. Assume that, for some non-negative numbers s and T , we have
u, v ∈ C(s, s+ T ;H). Then
|PN (vt − ut)|2H ≤ e−α(t−s)|vs − us|2H for s ≤ t ≤ s+ T, (5.135)
where α > 0 is the constant entering (5.9). If we suppose that the inequality holds∫ t
s
‖∇z‖2 dτ ≤ l +K(t− s) for s ≤ t ≤ s+ T (5.136)
for z = u and z = v and some positive numbers K and l, then, for any ε > 0, there is
an integer N∗ = N∗(ε,K) ≥ 1 such that
|vt − ut|2H ≤ e−α(t−s)+εl|vs − us|2H for s ≤ t ≤ s+ T (5.137)
for all N ≥ N∗ and s ≤ t ≤ s+ T .
Proof. Estimate (5.137) is proved in Proposition 4.1 in [59]. To prove (5.135), let us
note that z = [z, z˙] = PN (v− u) is a solution of the linear equation
∂2t z + γ∂tz −∆z = 0.
So we have
|PN (vt − ut)|2H = |zt|2H ≤ e−α(t−s)|zs|2H ≤ e−α(t−s)|vs − us|2H.
Proof of Proposition 5.4.1
This proposition is essentially proved in Section 4.2 in [59] in a different form. How-
ever, since it plays a central role in the proof of the uniform Feller property, we find
it worthwhile to give here a detailed proof of it. As in [59], we follow the arguments
presented in Section 3.3 of [53] and Section 4 of [49]. As inequality (5.61) concerns only
the laws of solutions, we can assume that the underlying probability space (Ω,F ,P) is
of a particular form. We assume that Ω = C(R+,R) is endowed with the topology of
uniform convergence on bounded intervals, P is the law of the Wiener process ξˆ = [0, ξ],
where ξ is defined in (5.3), and F is the completion of the Borel σ-algebra of Ω with
respect to P.
We introduce some notation. Let HˆN be the N -dimensional subspace of H spanned
by the vectors eˆ1, eˆ2, . . . , eˆN , where eˆj = [0, ej ]. Then Ω = ΩN +˙Ω
⊥
N , where ΩN =
C(R+, HˆN ) and Ω⊥N = C(R+, Hˆ⊥N ). For ω = ω1+˙ω2, we write ω = (ω1, ω2). For any
continuous process ut with range in H, we introduce the functional
Fu(t) = |E(ut)|+ α
∫ t
0
|E(us)| ds,
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and the stopping time
τu = inf{t ≥ 0 : Fu(t) ≥ Fu(0) + Lt+ ρ},
where L and ρ are some positive constants to be chosen later. Now let us fix initial
points z and z′ in H. We shall denote by ut and u′t the flows of (5.1) issued from z and z′,
respectively, and by v(t) the flow of (5.60). We define a stopping time τ˜ = τu ∧ τu′ ∧ τ v
and a transformation Λ : Ω→ Ω given by
Λ(ω)(t) = ω(t)−
∫ t
0
ϕ(s) ds, ϕ(t) = 1t≤τ˜ PˆN (0, [f(ut)− f(vt)]),
where 1t≤τ˜ stands for the indicator function of the interval [0, τ˜ ], PˆN is the orthogonal
projection in H onto HˆN , and u is the first component of u. Let us prove the following
result, which is a global version of Lemma 4.3 in [59].
Lemma 5.7.6. For any initial points z and z′ in H, we have
|Λ∗P− P|var ≤
[
exp
(
CN |z− z′|2He(|E(z)|+|E(z
′)|)+ρ
)
− 1
]1/2
, (5.138)
where Λ∗P stands for the image of P under Λ.
Proof of Lemma 5.7.6. Step 1. By the definition of τ˜ , we have
Fu(t) ≤ Fu(0) + Lt+ ρ, Fv(t) ≤ Fu′(0) + Lt+ ρ (5.139)
for all t ≤ τ˜ . Let us show that there is an integer N1 = N1(L) such that, for all N ≥ N1
and t ≤ τ˜ , we have
|v(t)− u(t)|2H ≤ e−αt+θ|z′ − z|2H, θ =
|E(z)| ∨ |E(z′)|+ ρ
2
. (5.140)
Indeed, thanks to (5.7) and the Poincare´ inequality, we have
|u|2H ≤
∣∣∣∣|u|2H + 2 ∫
D
F (u1) dx
∣∣∣∣− 2∫
D
F (u1) dx ≤ |E(u)|+ 2ν‖u1‖2 + 2C
≤ |E(u)|+ λ1
4
‖u1‖2 + 2C ≤ |E(u)|+ 1
4
|u|2H + 2C,
for any u = [u1, u2] in H. Therefore
|u|2H ≤ 2|E(u)|+ 3C. (5.141)
Combining this inequality with (5.139), we see that for all t ≤ τ˜
α
∫ t
0
‖∇w(s)‖2 ds ≤ 2(|E(z)| ∨ |E(z′)|+ ρ) + 2(L+ 3C)t
for w = u and w = v. Using the above inequality and applying Proposition 5.7.5
with ε = α/4, we infer (5.140).
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Step 2. Note that the transformation Λ can be written as Λ(ω) = (Υ(ω), ω2), where
Υ : Ω→ ΩN is given by
Υ(ω)(t) = ω1(t) +
∫ t
0
ϕ(s;ω) ds.
It is not difficult to see that
|Λ∗P− P|var ≤
∫
Ω⊥N
|Υ∗(PN , ω2)− PN |varP⊥N (dω2), (5.142)
where PN and P⊥N stand for the images of P under the projections PˆN : Ω → ΩN and
QˆN : Ω→ Ω⊥N , respectively. Introduce
X = ω1(t), Xˆ = ω1(t) +
∫ t
0
ϕ(s;ω) ds.
Then PN coincides with the distribution D(X) of the random variable X and Υ∗(PN , ω2)
coincides with that of Xˆ. By the Girsanov theorem (see Theorem A.10.1 in [53]), we
have
|D(Xˆ)−D(X)|var ≤ 1
2
((
E exp
[
6 max
1≤j≤N
b−1j
∫ ∞
0
|ϕ(t)|2 dt
]) 1
2
− 1
) 1
2
, (5.143)
if we assume that the Novikov condition
E exp
(
c
∫ ∞
0
|ϕ(t)|2 dt
)
<∞ for any c > 0,
is satisfied. To check this condition, first note that
E exp
(
c
∫ ∞
0
|ϕ(t)|2 dt
)
= E exp
(
c
∫ τ˜
0
|ϕ(t)|2 dt
)
≤ E exp
(
c
∫ τ˜
0
‖f(vt)− f(ut)‖2 dt
)
. (5.144)
Using (5.6), the Ho¨lder inequality, and the Sobolev embedding H1 ↪→ L6, we see that
‖f(v)− f(u)‖2 ≤ C1‖v − u‖21(1 + ‖u‖41 + ‖v‖41).
Joining this together with inequalities (5.139)-(5.141) and (5.144), we get
E exp
(
c
∫ ∞
0
|ϕ(t)|2 dt
)
≤ E exp
(
C2|z′ − z|2H
∫ ∞
0
e−αt+θ(1 + |E(z)| ∨ |E(z′)|+ Lt+ ρ)2 dt
)
≤ exp
(
C3|z− z′|2He(|E(z)|+|E(z
′)|)+ρ
)
<∞.
Finally, combining this with (5.142) and (5.143), we get (5.138).
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Now we can prove (5.61). Indeed, for each ω belonging to the event {τ˜ < ∞}, let us
introduce auxiliary H-continuous processes yu′ and yv defined as follows: for t ≤ τ˜ they
coincide with the processes u′ and v, respectively, while for t ≥ τ˜ they solve y˙ = −my.
We choose m ≥ 1 so large that
{τyu′ <∞} ⊂ {τu′ <∞}. (5.145)
This construction implies that, with probability 1, we have
yv(t, ω) = yu′(t,Λ(ω)) for all t ≥ 0. (5.146)
Let us denote by u′1 and v1 the restrictions of u′(t) and v(t) to the time interval [0, 1].
Then
|λ(z, z′)− λ(z′)|var = sup
Γ
|P{v1 ∈ Γ} − P{u′1 ∈ Γ}|
≤ P{τ˜ <∞}+ sup
Γ
|P{v1 ∈ Γ, τ˜ =∞}− P{u′1 ∈ Γ, τ˜ =∞}| = L1 + L2,
where the supremum is taken over all Borel subsets of C(0, 1;H). Note that
L2 ≤ |Λ∗P− P|var.
Further, we have
L1 ≤ P{τ v <∞, τu ∧ τu′ =∞}+ P{τu <∞}+ P{τu′ <∞}.
Moreover, thanks to (5.146) and (5.145), we have
P{τ v <∞, τu ∧ τu′ =∞} ≤ P{τyv <∞} = Λ∗P{τyu′ <∞}
≤ P{τyu′ <∞}+ |Λ∗P− P|var
≤ P{τu′ <∞}+ |Λ∗P− P|var.
Combining last four inequalities, we infer
|λ(z, z′)− λ(z′)|var ≤ 2
(
P{τu <∞}+ P{τu′ <∞}+ |Λ∗P− P|var
)
.
Finally using this with inequality (5.138) and Corollary 3.3 from [59], we get
|λ(z, z′)− λ(z′)|var ≤ 2e4βC−βρ + 2
[
exp
(
CN |z− z′|2He(|E(z)|+|E(z
′)|)+ρ
)
− 1
]1/2
,
where β = α/8 (sup b2j )
−1 and C is the constant entering inequalities (5.6)-(5.8). De-
noting a = 2β/(β + 1) and C∗ = 2 exp(4βC), and making a change of variable ρ =
−β−1a ln ε, we derive (5.61).
Proof of Proposition 5.1.4
Step 1: Preliminaries. We denote by SV,Ft the semigroup defined by (5.20), and write S
V
t
instead of SV,0t (i.e., F = 0). Let D(LV ) be the space of functions ψ ∈ Cb(Hs) such that
SVt ψ(u) = ψ(u) +
∫ t
0
SVτ g(u) dτ, t ≥ 0, u ∈ Hs (5.147)
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for some g ∈ Cb(Hs). Then the continuity of the mapping t 7→ SVt g(u) from R+ to R
implies the following limit
g(u) = lim
t→0
SVt ψ(u)− ψ(u)
t
,
and proves the uniqueness of g in representation (5.147). We set LV ψ := g. The proof
is based on the following two lemmas.
Lemma 5.7.7. For any F ∈ Cb(Hs), the following properties hold
i) For any ψ ∈ D(LV ), we have ϕt := SV,Ft ψ ∈ D(LV ) and
∂tϕt = (LV + F )ϕt, t > 0.
ii) The set D+ := {ψ ∈ D(LV ) : infu∈Hs ψ(u) > 0} is determining for P(Hs), i.e., if
〈ψ, σ1〉 = 〈ψ, σ2〉 for some σ1, σ2 ∈ P(Hs) and any ψ ∈ D+, then σ1 = σ2.
This lemma is proved at the end of this subsection. The next result is established exactly
in the same way as Lemma 5.9 in [44], by using limit (5.18); we omit its proof.
Lemma 5.7.8. The Markov semigroup SVt has a unique stationary measure, which is
given by νV = hV µV .
Step 2. Let us show that, for any ψ ∈ D+, we have
QVR(Fψ) = 0, (5.148)
where Fψ := −LV ψ/ψ ∈ Cb(Hs) and QVR(Fψ) is defined by (5.21). Indeed, by property
i) in Lemma 5.7.7, the function ϕt = S
V,Fψ
t ψ satisfies
∂tϕt =
(
LV − LV ψ
ψ
)
ϕt, ϕ0 = ψ.
From the uniqueness of the solution we derive that ψ = ϕt for any t ≥ 0, hence
lim
t→+∞
1
t
log sup
u∈XR
log(S
V,Fψ
t ψ)(u) = 0. (5.149)
As c ≤ ψ(u) ≤ C for any u ∈ Hs and some constants C, c > 0, we have
QVR(Fψ) ≤ lim sup
t→+∞
1
t
log sup
u∈XR
log(S
V,Fψ
t ψ)(u) ≤ QVR(Fψ).
Combining this with (5.149), we obtain (5.148).
Step 3. Let us assume 13 that IVR (σ) = 0. Then σ ∈ P(Hs) and
0 = IVR (σ) = sup
F∈Cb(Hs)
(〈F, σ〉 −QVR(F )).
13As IR defined by (5.12) is a good rate function, the set of equilibrium measures for V is non-empty.
So the set of zeros of IVR is also non-empty, by the remark made at the end of Step 2 of the proof of
Theorem 5.1.2.
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So taking here F = Fψ for any ψ ∈ D+ and using the result of Step 2, we get
0 ≤ inf
ψ∈D+
∫
Hs
LV ψ
ψ
σ(du).
Since SVt is a Markov semigroup, we have LV 1 = 0. We see that θ = 0 is a local
minimum of the function
f(θ) :=
∫
Hs
LV (1 + θψ)
1 + θψ
σ(du)
for any ψ ∈ D+, so
0 = f ′(0) =
∫
Hs
LV ψ σ(du).
Combining this with property i) in Lemma 5.7.7, we obtain∫
Hs
SVt ψ σ(du) =
∫
Hs
ψ σ(du), t > 0.
From ii) in Lemma 5.7.7, we derive that σ is a stationary measure for SVt , and Lemma 5.7.8
implies that σ = hV µV . This completes the proof of Proposition 5.1.4.
Proof of Lemma 5.7.7. Step 1: Property i). Let us show that, for any ψ ∈ Cb(Hs), the
function ϕt = S
V,F
t ψ satisfies the equation in the Duhamel form
ϕt = S
V
t ψ +
∫ t
0
SVt−s(Fϕs) ds. (5.150)
Indeed, we have
ϕt −SVt ψ = λ−tV h−1V
× Eu
{
exp
(∫ t
0
V (uτ ) dτ
)[
exp
(∫ t
0
F (uτ ) dτ
)
− 1
]
hV (ut)ψ(ut)
}
.
Integrating by parts and using the the Markov property, we get
ϕt −SVt ψ = λ−tV h−1V
×
∫ t
0
Eu
{
exp
(∫ t
0
V (uτ ) dτ
)[
F (us) exp
(∫ t
s
F (uτ ) dτ
)]
hV (ut)ψ(ut)
}
ds
=
∫ t
0
λ−sV h
−1
V Eu
{
exp
(∫ s
0
V (uτ ) dτ
)
hV (us)F (us)ϕt−s(us)
}
ds
=
∫ t
0
SVs (Fϕt−s) ds =
∫ t
0
SVt−s(Fϕs) ds.
This proves (5.150). The identity
SVt (ϕr)(u) = ϕr+t(u) = ϕr(u) +
∫ t
0
SVτ (S
V
r g)(u) dτ, t ≥ 0, u ∈ Hs
shows that ϕr ∈ D(LV ) for ψ ∈ D(LV ) and r > 0.
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Step 2: Property ii). Assume that, for some σ1, σ2 ∈ P(Hs), we have
〈ψ, σ1〉 = 〈ψ, σ2〉, ψ ∈ D+. (5.151)
Let us take any ψ ∈ Cb(Hs) such that c ≤ ψ(u) ≤ C for any u ∈ Hs and some
constants c, C > 0. Then ϕ˜r :=
1
r
∫ r
0 S
V
τ ψ dτ belongs to D+ for any r > 0. Indeed, the
inequality c ≤ ϕ˜r(u) ≤ C follows immediately from the definition of SVr , and the fact
that ϕ˜r ∈ D(LV ) follows from the identity
SVt ϕ˜r − ϕ˜r =
1
r
∫ r
0
(SVτ+tψ −SVτ ψ) dτ =
1
r
∫ r+t
r
SVτ ψ dτ −
1
r
∫ t
0
SVτ ψ dτ
=
∫ t
0
SVτ
(
SVr ψ − ψ
r
)
dτ.
Then, by (5.151), we have
〈ϕ˜r, σ1〉 = 〈ϕ˜r, σ2〉, r > 0. (5.152)
Using the continuity of the mapping r 7→ SVr ψ(u) from R+ to R, we see that ϕ˜r(u) →
ψ(u) as r → 0. Passing to the limit in (5.152) and using the Lebesgue theorem on
dominated convergence, we obtain 〈ψ, σ1〉 = 〈ψ, σ2〉. It is easy to verify that the set
{ψ ∈ Cb(Hs) : infu∈Hs ψ(u) > 0} is determining, so we get σ1 = σ2.
Proof of Lemma 5.2.1
The function f : J → R is convex, so the derivatives D±f(x) exist for any x ∈ J . We
confine ourselves to the derivation of the first inequality in the lemma. Assume the
opposite, and let x0 ∈ J , (nk) ⊂ N, and η > 0 be such that
D+fnk(x0) ≥ D+f(x0) + η for k ≥ 1. (5.153)
Let us fix x1 ∈ J , x1 > x0 such that
D+f(x0) ≥ f(x1)− f(x0)
x1 − x0 − η/4.
Since fnk is a convex function, we have
D+fnk(x0) ≤
fnk(x1)− fnk(x0)
x1 − x0 .
Assume that k ≥ 1 is so large that we have
|fnk(x1)− f(x1)|+ |fnk(x0)− f(x0)| ≤ η(x1 − x0)/4.
Then, combining last three inequalities, we derive
D+fnk(x0) ≤ D+f(x0) + η/2,
which contradicts (5.153) and proves the lemma.
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Proof of Lemma 5.5.2
Let us first prove (5.90). We take p4 = 6/(1 + 2s) the maximal exponent for which the
Sobolev embedding H1−s ↪→ Lp4 holds. We choose p2 in such a way that exponents (pi)
are Ho¨lder admissible. It follows that p2 = 6/(5 − ρ − 2s − 3κ). Now let κ > 0 be so
small that ρ + 2sκ ≤ 2. Then a simple calculation shows that (1 − κ)p2 ≤ 6/(3 − 2s),
so the Sobolev embedding implies the first inclusion in (5.90).
We now prove (5.91). Proceeding as above, we take q4 = 6/(1 + 2s) and choose q2 such
that the exponents (qi) are Ho¨lder admissible, i.e., q2 = 6(ρ+2)/(12−(ρ+2)(1+2s+3κ)).
It is easy to check that for κ < 1/2− s, we have (1−κ)q2 ≤ 6. The Sobolev embedding
allows to conclude.
Proof of Lemma 5.5.3
In view of inequality (5.96), we have
β−1
d
dt
(1 + x)β = (1 + x)β−1x˙ ≤ (1 + x)β−1(−αx+ gx1−β + b)
≤ −αx(1 + x)β−1 + g + b ≤ −α
2
xβ + α+ g + b.
Fixing t ∈ [0, T ] and integrating this inequality over [0, t], we obtain
β−1(1 + x(t))β +
α
2
∫ t
0
xβ(τ) dτ ≤ β−1(1 + x(0))β +
∫ t
0
(α+ g(τ) + b(τ)) dτ,
which implies (5.97).
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