We prove that the hyperorder of every nontrivial solution of homogenous linear differential equations of type + 1 ( ) + 0 ( ) = 0 and nonhomogeneous equation of type + 1 ( ) + 0 ( ) = ( ) is one, where 0 , 1 , ( ) are entire functions of order less than one, improving the previous results of Chen, Wang, and Laine.
Introduction
We assume that the reader is familiar with the usual notations and the basic results of the Nevanlinna theory (see [1] [2] [3] [4] ). We also use basic notions and the results of the Wiman-Valiron theory; see [5] . Let ( ) be a nonconstant meromorphic function in the complex plane. We remark that ( ), respectively, 2 ( ) will be used to denote the order, respectively, the hyperorder, of . In particular, the hyperorder 2 ( ) is defined as 2 ( ) = lim sup → ∞ log log ( , ) log ;
see [1, 2, 4] . For a set ⊂ + , let ( ), respectively, ( ), denote the linear measure, respectively, the logarithmic measure of . Moreover, the upper logarithmic density and the lower logarithmic density of are defined by logdens ( ) = lim sup
log ,
Observe that may have a different meaning at different occurrences in what follows.
We now recall some previous results concerning linear differential equations of type
where 0 , 1 , ( ) are entire functions of order less than one, and , are complex constants. Chen proved the following theorem; see [6] .
Theorem A. Let 0 ̸ ≡ 0, 1 ̸ ≡ 0 be entire functions of order less than one, and the complex constants , satisfy ̸ = 0 and = ( > 1). Then every nontrivial solution of (3) is of infinite order.
Wang and Laine investigated the nonhomogeneous equation (4) and got the following; see [7] . 
Theorem B. Suppose that
is of infinite order.
In this paper, we investigate the hyperorder of the nontrivial solutions of (3), (4) , and (5) and obtain the following theorems. 
Theorem 1. Suppose that
0 ̸ ≡ 0, 1 ̸ ≡ 0,
Lemmas
Lemma 4 (see [5] ). Let be an entire function of infinite order and let ] ( ) be the central index of ( ), then the hyperorder
Lemma 5 (see [8] 2 ) , and ∉ 2 , → ∞ and such that
(2) if 2 ( ) = 0, then, for any given 2 (0 < 2 < 1/2) and for any large 1 (> 0),
Lemma 6 (see [7] ). 
(2) if ( , ) < 0, then
Lemma 7 (see [6] ). Let , be entire functions of finite order and if is a solution of equation
then the hyperorder 2 ( ) ≤ max{ ( ), ( )}. 
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If let → ∞, and then the set of ∈ ( , ) is of positive lower logarithmic density. Thus, the conclusion of this lemma holds. for all such that | | = ∈ is sufficiently large and that | ( )| = ( , ).
Proof. Since, for the entire function ( ),
for any given , we have
for all sufficiently large. Since the order of is infinite, for ∈ , there exists a sufficiently large real number such that
Thus, for ∈ is sufficiently large,
By (17) and (19), we conclude that
for all satisfying | ( )| = ( , ) such that ∈ is sufficiently large. Thus, the conclusion holds.
Proofs of Theorems
Proof of Theorem 1. Suppose that is a solution of (4), and then is an entire function.
Step 1. We prove that 2 ( ) ≤ 1. Since ( 0 ; 1 ; ) < 1, set ( ) = < 1. Then for any given satisfying < 1 − , when is sufficiently large, we have
From the Wiman-Valiron theory, there is a set 1 having finite logarithmic measure, such that
whenever | ( )| = ( , ), ∉ 1 , where the ] ( ) is the central index of ( ), and we know that ] ( ) → ∞ as → ∞. When sufficiently large, we have | ( )| = ( , ) > 1.
From (4) we have
Substituting (21), (22), (23), and (24) into (25), we obtain
where satisfies | | = ∉ 1 and sufficiently large. By (26) we get lim sup
Since is arbitrary, by (27) and Lemma 4, we have 2 ( ) ≤ 1.
Step 2. By Theorem B, we know that the order of is infinite, and, by the first step, we clear that the hyperorder of is less than one. Thus, by Lemma 9 and (23), we have
for all satisfying | ( )| = ( , ) such that ∈ is sufficiently large, where is of infinite logarithmic measure. Set 2 ( ) = 0 , and we assert that 0 = 1. Now we assume that 0 < 1, and prove that 2 ( ) = 0 < 1 results in contradictions. 2 , 3 are the sets in Lemmas 5 and 6, respectively.
Since
) is infinite. Thus, by Lemma 5, we see that there exists a sequence of points { = } such that | ( )| = ( , ), ∈ [0, 2 ), lim → ∞ = 0 ∈ [0, 2 ), ∈ \( 1 ∪ 2 ∪ 3 ), → ∞, and if 2 ( ) = 0 (0 < 0 < ∞), then, for any given
if 2 ( ) = 0, then, for any given 2 (0 < 2 < 1/2) and for any large 1 (> 0), 
for sufficiently large . From (9), we deduce that
for all sufficiently large. From (4), we have
.
(33) Subcase 1.1. We first assume that 0 satisfies := (( − ) , 0 ) > 0. From the continuity of (( − ) , ), we also have
for all sufficiently large. From (33), we get
Substituting (24), (28), (29), (32), and (34) into (35), we obtain
Since 0 + 1 < 1, we see that (36) are contradictory as → ∞.
Subcase 1.2.
Next assume that := (( − ) , 0 ) < 0. Then, from (10) , for large enough, we deduce that
From (33), we get
Substituting (24), (28), (29), (32), and (37) into (38), we obtain
as → ∞. Since 0 + 1 < 1, this implies that ] ( ) → 0, → ∞, which is impossible. 
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Similarly as (36), a contradiction easily follows.
Case 2. Suppose now that ( , 0 ) < 0. Then, from the continuity of ( , ) and (10), we have
for large enough.
Subcase 2.1. Assume first that ( , 0 ) > 0. From the continuity of ( , ) and (9), we deduce that
for large enough. From (4), we have
Substituting (24), (28), (29), (44), and (45) into (46), we obtain
Since 0 + 1 < 1, we see that (47) is contradictory as → ∞.
Subcase 2.2.
Assume that ( , 0 ) < 0. From the continuity of ( , ) and (9), we deduce that
Substituting (24), (28), (29), (44), and (48) into (49), we obtain
as → ∞. Since 0 + 1 < 1, this implies that ] ( ) → 0, → ∞, which is impossible. Case 3. In this final case, we suppose that ( , 0 ) = 0. We discuss three subcases according to ( , 0 ) as follows. 
Replace ( , 0 ) with ( , * 0 ) in (32) and ( , 0 ) with ( , * 0 ) in (48), respectively. We obtain (32) and (48) for the sequence of { * = * }. Substituting them into (51), this implies that ] ( ) → 0, → ∞, which is impossible. Thus, we complete the proof when 0 < 0 < 1. When 0 = 0, we have (30). Similarly as the case when 0 < 0 < 1, it results in contradiction. Hence, we get 2 ( ) = 0 = 1.
Proof of Theorem 3.
Suppose that is a nontrivial solution of (5), and then is an entire function. Since = max{ ( 0 ), ( 1 )} < 1, we have
for any such that 0 < 3 < 1 − . Similarly as in the proof of Theorem 1, we may choose a sequence of points { = } that satisfy | ( )| = ( , ), with lim
Step 1. We will prove that 2 ( ) ≤ 1. Since ( 0 ; 1 ; ) < 1, set ( ) = < 1. Then for any given satisfying < min{1 − , (1 − )/3}, when is sufficiently large, we have
From the Wiman-Valiron theory, we have (24). By Theorem C, we know that ( ) = ∞. So we have (28). From (5) we have
Substituting (24), (28), and (53) into (55), we obtain (26) and (27); thus, we have 2 ( ) ≤ 1.
Step 2. Set 2 ( ) = 0 , and we assert that 0 = 1. Now we assume that 0 < 1, and prove that 2 ( ) = 0 < 1 results in contradiction. By Lemma 5, we have (29) and (30). Next we only prove the case 0 < 2 ( ) = 0 ≤ 1 by using (29). The case 2 ( ) = 0 = 0 also can be proved by the same method, a little different is that we use (30) instead of (29). Since = , (< 0) is a real number, there are three cases to be discussed, according to the signs of ( , 0 ) and ( , 0 ).
Case 1.
First assume that ( , 0 ) < 0 < ( , 0 ), so we have (32) and (48). Combining (52), (32), and (48), we deduce
provided that is large enough. From (5), we have
Substituting (24), (28) 
for large enough. Since 0 + 1 < 1, this implies that ] ( ) → 0, → ∞, which is impossible.
Case 2. Next, assume that ( , 0 ) < 0 < ( , 0 ), so we have (44) and (45). Combining (52), (44), and (45), we deduce
for is large enough. From (5), we have 
for large enough. Since 0 + 1 < 1, + 2 < 1, this leads to a contradiction. 
