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Abstract
Full-domain, linear feedback control of turbulent channel ow at Re  400 is
an eective method to attenuate turbulent uctuations such that it is relaminarised.
The passivity-based control approach is adopted and motivated by the conservative
characteristics of the nonlinear terms in the Navier-Stokes equations with respect
to the disturbance energy. The control acts on the wall-normal velocity uctuations
at low wavenumbers. The maximum spanwise wavelength that can be used without
losing control is constant with Reynolds number at +z = 125. In the minimal
ow unit at Recl = 5000, the maximum streamwise wavelength is 
+
x  1000. The
eect of control on the pressure components is investigated via the Green's function
approach. Only the spanwise spectra of pr up to the designated controlled spanwise
wavenumber kz are eectively suppressed by the linear control. This indicates that
the linear control operates via v@U
@y
and thus acts on the pressure eld via the linear
(\rapid") source term of the Poisson equation for pressure uctuations, 2 @U
@y
@v
@x
. The
eectiveness of the linear control to suppress inherently nonlinear wall turbulence
is explained by Landahl's theory of timescales, in that the linear control proceeds
via the linear shear-interaction timescale which is signicantly shorter than both
the nonlinear and viscous timescales for turbulence. The linear shear-interaction
timescale is eective as a result of the linear (\rapid") source term. The maximum
control forcing is located at y+  20, corresponding to the location of the maximum
in the mean-square pressure gradient. The existence of Landahl's timescales in the
near-wall region of the minimal ow unit at Recl = 5000 is conrmed. The dynamic
mode decomposition (DMD) indicates that the linear operator is stable via the linear
control. The application of DMD to nonlinear systems should be used with caution.
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Chapter 1
Introduction and statement of the
problem
This research project is motivated by the importance of wall turbulence in many
engineering applications, such as air ow around transport vehicles or ow through
pipelines, where a thorough understanding of mechanisms in a very thin layer ad-
jacent to the wall is required for an accurate prediction of ow quantities. Further-
more, with the ability of technological devices to manipulate a ow eld passively or
actively, a good understanding of mechanisms in wall turbulence is of crucial impor-
tance in order to achieve certain desired objectives, such as drag reduction, mixing
enhancement, lift augmentation, or ow-induced noise reduction. To date, an ex-
planation of physical processes in wall turbulence has faced considerable diculties
due to the nonlinearity of the Navier-Stokes equations. Thus, a better understand-
ing of mechanisms in wall turbulence remains one of the most challenging tasks for
scientists and engineers. Sharma et al. (2011) have shown that the passivity-based
linear feedback control by means of full-domain forcing which operates on the wall-
normal velocity uctuation appears to be an eective method to globally stabilise
turbulent channel ow at Re = 100. Even though this theoretical approach is
dicult to implement physically (Luhar et al., 2014b), it provides physical insight
into the mechanisms in wall turbulence related to drag reduction. In particular, it is
interesting to investigate how the linear control scheme eectively performs on the
inherently nonlinear Navier-Stokes system to globally stabilise the ow.
The dynamics of wall turbulence is governed by both linear and nonlinear mech-
anisms (Ellingsen & Palm, 1975). Landahl (1988) demonstrated that even in the
near-wall region where the ow is fundamentally nonlinear, the streamwise compo-
nent of a nonlinear disturbance grows linearly over a short period of time leading
to the formation of streaky structures and quasi-streamwise vortices. This can be
qualitatively explained by the fact that the shear interaction (linear) time scale is
signicantly shorter than both the nonlinear and viscous time scales (Landahl, 1993).
Landahl (1975, 1989) proposed that wall turbulence can be described by a theoret-
ical linear model in which the uctuating ow eld behaves as if it were a linear
response of the mean ow eld to the nonlinear disturbance sources. This theoretical
linear model is also the basis for resolvent analysis. Landahl's linear driven model
also provides a wave-like representation of the uctuating pressure and uctuating
wall-normal velocity eld in the near-wall region where certain parts of the uctuat-
ing pressure eld exhibit an approximately linear relationship with the uctuating
wall-normal velocity eld.
The aim of this research project is to investigate, within the framework of Lan-
dahl's theory, the linear mechanisms by which the uctuating ow eld reacts to
passivity-based linear feedback control. Of particular interest are the roles of the
pressure and wall-normal velocity uctuations. Characteristic features associated
with the mechanisms are educed and analysed. Time-domain and frequency-domain
data processing techniques are employed; ow visualisation is adopted. The charac-
teristic features of the ow eld over a broad range of wavenumbers up to Re = 400
are examined and compared. Extensive studies on how the controller acts on the uc-
tuating pressure eld are carried out using the Green's function approach. The eect
of control on the \linear" and \nonlinear" pressure components and their stream-
wise and spanwise spectra is investigated. Then, the minimal ow unit (MFU)
of wall turbulence, rst introduced by Jimenez & Moin (1991), is employed to ex-
plore Landahl's theory for timescales in the near-wall region. MFU simulations with
passivity-based linear feedback control are also examined. Last, the dynamic mode
decomposition is applied to both controlled and uncontrolled ows in the minimal
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ow unit and large computational domain simulations in order to extract dynamic
information which describes the underlying mechanisms.
This thesis is organised as follows. In chapter 2, structures and mechanisms
in wall turbulence are briey introduced. An overview of Landahl's theory of wall
turbulence is presented. Then, the existing research related to the control of wall-
bounded shear ows by means of linear feedback control is reviewed. The problem
formulation and mathematical framework implemented in this study are given in
chapter 3. In chapter 4, the results obtained from simulations of turbulent channel
ow with passivity-based linear feedback control are analysed. With the aid of the
Green's function approach, the eect of control on the linear and nonlinear pres-
sure components and their streamwise and spanwise spectra is analysed in chapter
5. In chapter 6, Landahl's theory for timescales is explored in the MFU of wall
turbulence. The results obtained from MFU simulations with passivity-based linear
feedback control are documented. Dynamic information obtained from the dynamic
mode decomposition of both controlled and uncontrolled ows in the minimal ow
unit and large computational domain simulations is reported in chapter 7. Finally,
conclusions and recommendations for further research are given in chapter 8.
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Chapter 2
Literature review of the physics of
wall turbulence
Attempts at suppressing turbulent uctuations by interfering with physical pro-
cesses associated with coherent structures are of particular interest since both phys-
ical processes and coherent structures account for the production of turbulence ki-
netic energy (Klebano, 1957; Townsend, 1976; Cantwell, 1981).
In this chapter, an up-to-date understanding of physical processes and coherent
structures in wall turbulence is briey introduced. The control of fully-developed
turbulent channel ow is reviewed, followed by an overview of Landahl's theory for
wall turbulence.
2.1 Physical processes and coherent structures in
wall turbulence
2.1.1 Flow regimes
Wall turbulence is typically classied into several layers based on the viscous
and Reynolds shear stress distribution along the wall-normal distance from the wall
(Gad-el Hak, 2000). Figure 2.1 shows a typical mean-velocity prole of turbulent
channel ow.
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Figure 2.1: Mean-velocity prole of fully-developed turbulent channel ow
at Re = 4200 (from Lozano-Duran & Jimenez, 2014).
In the inner (or near-wall) region (y+  30), the total shear stress is approxi-
mately constant (Pope, 2000) and the dynamics of wall turbulence is mainly inu-
enced by the wall-shear stress w and the kinematic viscosity . In consequence, the
viscous length =u and the friction velocity u are appropriate scales. Note that
u =
p
w=, where  is the uid density. On the other hand, the boundary layer
thickness  is not a proper length scale in this region since the wall-normal distance
y is much smaller than the boundary layer thickness. Prandtl (1925) rstly intro-
duced the law of the wall in the viscous sublayer in which the relationship between
the normalised mean velocity and the wall-normal distance is given by
U+ = y+: (2.1)
The inner region can be further subdivided into two layers: the viscous sublayer and
the buer layer. In the viscous sublayer (0  y+  5), the Reynolds shear stress is
approximately zero due to the no-slip and impermeability conditions at the wall; the
viscous shear stress is dominant. In the buer layer (5  y+  30), both the viscous
and Reynolds shear stresses are signicant. The peak of turbulent kinetic energy
production appears in this layer at y+  15. In a circular pipe, Hultmark et al.
(2012) demonstrated that the peak of the streamwise Reynolds stress is located at
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y+  15 and it is invariant with Reynolds number.
The outer region is the region in which the wall-normal distance y is signicantly
greater than the viscous length =u . The inuence of inertia is dominant, while
the eect of viscosity is weak and usually assumed negligible. von Karman (1930)
proposed that the mean velocity in the outer region is characterised by the velocity
defect law
Ue   U
u
= g(y=); (2.2)
where Ue is the free-stream velocity of the boundary layer or the centreline velocity
of the internal ow.
The overlap layer ranges from y+  30 to y=  0:2   0:3. In this layer, the
viscous shear stress becomes negligible. The Reynolds shear stress is dominant and
is approximately constant across the layer. Both the law of the wall and the ve-
locity defect law are valid in the overlap layer since the wall-normal distance y is
much greater than the viscous length =u (a wall unit) and y is much smaller than
the boundary layer thickness . Millikan (1937) suggested that the smooth overlap
between the inner and outer regions is achieved if the mean-velocity prole in the
overlap layer is logarithmic. By adopting the asymptotic matching analysis (Mil-
likan, 1937), the well-known logarithmic law of the wall is given by
U+ =
1

ln y+ +B; (2.3)
where  is the Karman constant and B is a constant depending on physical param-
eters (e.g. pressure gradient, surface roughness).
2.1.2 Coherent structures
The recognition of coherent structures in wall turbulence stems from ow visu-
alisation (e.g. Kline et al., 1967; Gad-el Hak et al., 1984), from correlation mea-
surements (e.g. Townsend, 1961; Bakewell & Lumley, 1967), and from numerical
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Figure 2.2: Sketch of a hairpin-like vortical structure (adapted from
Theodorsen, 1952).
simulations (e.g. Kim, 1985) which have been carried out over the past decades.
Robinson (1991) stated: \a coherent motion is dened as a three-dimensional region
of the ow over which at least one fundamental ow variable (velocity component,
density, temperature, etc.) exhibits signicant correlation with itself or with an-
other variable over a range of space and/or time that is signicantly larger than the
smallest local scales of the ow". The role of coherent structures to the dynamics
of wall turbulence remains a topic of debate. The current state of knowledge of
coherent structures is summarised in the following subsections.
2.1.2.1 Hairpin-like vortical structures
Theodorsen (1952) rst recognised the existence of hairpin-like vortical struc-
tures which cover a range of scales (gure 2.2). The evidence of hairpin-like vortical
structures in wall turbulence was later conrmed by experimental studies (e.g. Head
& Bandyopadhyay, 1981) and numerical simulations (e.g. Chong et al., 1998). Wu &
Moin (2009) show hairpin-like vortical structures, densely populated in a simulated
boundary layer (gure 2.3). Up to now, there is no exact denition of a hairpin-like
vortical structure. It is widely believed that the hairpin-like vortical structure is
associated with arch and quasi-streamwise vortices. Its conguration consists of a
spanwise-oriented rotating head, necks, and two streamwise-aligned legs in the up-
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stream direction (gure 2.4).
Figure 2.3: Forest of hairpin-like vortical structures (Wu & Moin, 2009).
In addition to a complete hairpin-like vortical structure, Robinson (1991) reported
the existence of an asymmetric hairpin-like vortical structure from the analysis of
direct numerical simulation data. Robinson (1991) also noted that hairpin-like vor-
tical structures seldom comprise two legs. The evolution of a hairpin-like vortical
structure and its role in the dynamics of wall turbulence remains an open question.
2.1.2.2 Low-speed streaks
The existence of large-scale coherent structures which appear randomly in space
and time as streamwise-aligned streaks of low-speed uid in the near-wall region
(0  y+  40) is well recognised (Kline et al., 1967; Robinson, 1991). The low-
speed streaks (gure 2.5) are observed to elongate in the streamwise direction for
thousands of wall units (Hirata & Kasagi, 1979), to have a consistent average streak
spacing of 100 of wall units over a broad range of Reynolds numbers (Smith &
Metzler, 1983), and to meander in the spanwise direction over 30-50 wall units
equivalent to a typical mean streak width. The streaks arise from quasi-streamwise
vortices (QSVs), which are generated from the nonlinear interactions of disturbances
(Hamilton et al., 1995). On one side of the QSV, low momentum uid is transferred
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Figure 2.4: Schematic arrangement of a hairpin-like vortical structure
(Adrian et al., 2000).
away from the wall generating a low-speed streak, while high momentum uid is
drawn towards the wall producing a high-speed region on the other side of the QSV.
The low-speed streak together with the high-speed region have an alternating pattern
along the spanwise direction and both are elongated in the streamwise direction.
2.1.2.3 Large-scale and very large-scale motions
The existence of large-scale motions (LSMs) and very large-scale motions (VLSMs)
in wall turbulence was recognised by experimental and computational studies (e.g.
Kim & Adrian, 1999; Adrian et al., 2000; Adrian, 2007). It is suggested that large-
scale motions (LSMs) result from vortex packets of hairpin-like vortical structures
(gure 2.6) and have a streamwise extent of roughly 2   3. A vortex packet
arises from the agglomeration of numerous hairpin-like vortical structures which
move at the same convection velocity (Kim & Adrian, 1999; Zhou et al., 1999;
Guala et al., 2006; Balakumar & Adrian, 2007). It is suggested that the streamwise-
aligned hairpin-like vortical structures within a vortex packet produce regions of
low-speed uid in the inner region (Kim & Adrian, 1999; Tomkins & Adrian, 2005;
Guala et al., 2006; Balakumar & Adrian, 2007; Hutchins & Marusic, 2007; Monty
et al., 2007).
Dynamically, Kim & Adrian (1999) suggested that the very large-scale motion
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Figure 2.5: Flow visualisation of low-speed streaks using planar laser-
induced uorescence technique (Gad-el Hak et al., 1984).
acts as if it were the coherent alignment of packets and has an inuence on turbulent
motions in the logarithmic and wake region. Adrian et al. (2000) and Christensen
& Adrian (2001) demonstrated that the growth of packets of hairpin-like vortical
structures has a signicant wall-normal extent. Spectral analysis indicated that
nearly half of the production of turbulent kinetic energy is contributed by VLSMs
(Guala et al., 2006; Balakumar & Adrian, 2007). The presence of VLSMs in an in-
ternal ow with lengths up to 30h has been reported (Monty et al., 2007). Hellstrom
et al. (2011) reported that VLSMs are highly three-dimensional structures, mean-
dering in both streamwise horizontal plane and vertical plane. For boundary layers,
streamwise lengths are somewhat short ( 10) because of meandering (Hutchins &
Marusic, 2007). The outer variables are appropriate scales for VLSMs (Smits et al.,
2011).
2.1.3 Townsend's attached eddy model
At suciently high Reynolds numbers, Townsend (1976) proposed a double-cone
counter-rotating structural model, deduced from ow visualisation studies by Kline
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Figure 2.6: A conceptual model of the generation of very large-scale motions
(Kim & Adrian, 1999).
et al. (1967). It can be thought of as a hairpin-like vortical structure without the
spanwise connecting head. In the sense that energy-containing eddies are attached
to the wall, they are scaled with the wall variable u (gure 2.7). This classical
model was used to describe the characteristics of the Reynolds shear stresses and
turbulent velocity uctuations. Due to the presence of the wall, the eddy size grad-
Figure 2.7: Sketch of Townsend's attached conical eddies (reproduced from
Townsend, 1976).
ually increases with the wall-normal distance y. The inuence of energy-containing
eddies on the Reynolds shear stresses approaches zero at the wall surface, reaches its
peak near the centre of the eddy, and then recedes further from the surface (Smits
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et al., 2011). Based on the attached eddy model, Townsend (1976), Perry & Abell
(1977), and Perry et al. (1986) proposed that the logarithmic functional form for
the streamwise normal Reynolds stress is given by
u2
u2
= B1   A1 ln

y
R

  C(y+) 0:5: (2.4)
Perry et al. (1986) suggested that B1 = 2:67; A1 = 0:9 and C = 6:06. Townsend's
attached eddy model was further developed by introducing other patterns of the
eddies (Perry & Marusic, 1995).
2.1.4 Self-sustaining mechanism
The self-sustaining mechanism in wall turbulence has been extensively studied
over the past few decades. Both linear and nonlinear mechanisms are involved in
the self-sustaining cycle of the uctuating ow eld. Of particular interest is the
physical insight into linear mechanisms since much of the essential dynamics respon-
sible for the self-sustaining cycle involves linear physical processes. For instance,
Chernyshenko & Baig (2005) proposed that the mechanism of streak formation is
governed by the combined eect of lift-up via unstructured wall-normal motions,
mean shear, and viscous diusion, which can be described by the linearised Navier-
Stokes equations (LNSE).
Conceptual models of the self-sustaining cycle of the uctuating ow eld were
proposed by several research groups (e.g. Hamilton et al., 1995; Walee, 1997;
Schoppa & Hussain, 2002). It is certain that the self-sustaining mechanism is
involved with the evolution of coherent streaky structures and their instabilities
(Hamilton et al., 1995; Walee, 1997; Schoppa & Hussain, 2002). The conceptual
model of the self-sustaining cycle, illustrated by Hamilton et al. (1995), is shown in
gure 2.8. To begin with, it is suggested that quasi-streamwise vortices are gener-
ated from the nonlinear interactions of streamwise-dependent disturbances. These
vortices are streamwise-aligned due to the strong mean shear close to the wall. In
the presence of quasi-streamwise vortices, low-speed streaks are formulated by the
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Figure 2.8: Schematic explanation of self-sustaining mechanisms in wall tur-
bulence (Hamilton et al., 1995).
linear advection of low momentum uid away from the wall due to the lift-up ef-
fect (Landahl, 1975). Then, low-speed streaks become unstable and break down
into small disturbances. It is suggested that low-speed streaks are subject to the
normal-mode type disturbances, unstable eigenmodes associated with inectional
instability (Hamilton et al., 1995; Walee & Kim, 1997). Apart from the normal-
mode instability, Schoppa & Hussain (2002) demonstrated that low-speed streaks
are also susceptible to the non-normal-mode instability associated with transient
growth of disturbances due to the non-normality of the linearised Navier-Stokes
equations. The major contribution to the non-normality is likely to be from the lin-
ear coupling term of the linearised Navier-Stokes equations through the interaction
between wall-normal velocity disturbances and the mean shear. Schoppa & Hussain
(2002) further suggested that the normal-mode instability (inectional instability)
is much weaker than the non-normal-mode instability (transient growth). Note that
both inectional instability and transient growth are linear mechanisms.
2.1.5 The bottom-up and top-down models
At moderate Reynolds numbers, it is suggested that turbulent motions are de-
scribed by the `bottom-up' model (gure 2.9), in which the regeneration of streaks
and QSVs in the near-wall region is independent from the outer layer motions.
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Jimenez & Pinelli (1999) demonstrated that the self-sustaining mechanism can be
maintained at y+  60 by articially suppressing the outer motions above y+ = 60.
On the other hand, at very high Reynolds numbers, Hunt & Morrison (2000) sug-
Figure 2.9: The bottom-up model on turbulent boundary layers at moderate
Reynolds numbers (Adrian et al., 2000). This gure illustrates
packets of hairpin-like vortical structures growing up from the
near-wall region.
gested that turbulent motions are described by the `top-down' model (gure 2.10)
since the impingement of large-scale eddies from the outer layer plays a crucial role
in the self-sustaining mechanism in the near-wall region. This model is in agreement
with the experimental studies of Brown & Thomas (1977) who demonstrated the
signicance of the large-scale eddy motions from the outer layer in producing the
small-scale near-wall disturbances. Hunt & Morrison (2000) further suggested that
the impingement of large-scale eddies and their scraping along the surface lead to the
generation of the moving internal shear layers. On impingement, quasi-streamwise
vortices of opposite sign are generated on each side of an internal shear layer by the
wall-blocking eects. Thereafter, an internal shear layer grows and interacts with
developing quasi-streamwise vortices to produce an outward ejection away from the
surface.
2.1.6 Linearity
It is suggested that the uctuating ow eld and its associated coherent struc-
tures are primarily governed by the linear terms of the Navier-Stokes equations. The
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Figure 2.10: The top-down model on turbulent boundary layers at high
Reynolds numbers (adapted from Hunt and Morrison, 2000).
This gure describes the downdraft [A] impinging on the
wall, the splat eect [B], the subsequent generation of quasi-
streamwise vortices and a surface layer [C] and the production
of an updraft [D].
attempts to describe the essentially strongly nonlinear phenomena of turbulence us-
ing the linearised Navier-Stokes system are reviewed.
Batchelor (1953) rst developed a linearised theory of turbulence, the rapid dis-
tortion theory (RDT), in which the short-term evolution of the uctuating ow eld
under the imposition of several types of distortion, such as the mean shear and the
eect of wall-blocking, can be described without considering the nonlinearity. At-
tempts at applying rapid distortion theory to a broader range of ows were reviewed
by Savill (1987). Hunt & Carruthers (1990) proposed the possibility of using RDT to
describe the long-term evolution of the uctuating ow eld since the eigensolutions
obtained from RDT vary slowly with time and they are weakly dependent on the
energy spectrum and anisotropy of the initial uctuating ow eld. For turbulent
ows at high shear rate, Lee et al. (1990) demonstrated that the streamwise elon-
gated structures, widely observed in numerical simulations and experiments, can
be generated using RDT. An example of RDT calculation was given by Sagaut &
Cambon (2008). They demonstrated that in the linear limit where the nonlinear
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and viscous terms are negligible, the governing equations for the uctuating ow
eld in homogeneous turbulence are given by
@ui
@t
+ Ajkxk
@ui
@xj
+ Aijuj +
1

@p
@xi
= 0; (2.5)
where Aij(t) is the admissible mean-velocity-gradient matrix. The solution of equa-
tion (2.5) is simply obtained in Fourier/wave space and it can be written as follows:
ui(x ; t) = ai(t) exp[ik(t)  x ];
p(x ; t) = b(t) exp[ik(t)  x ]:
(2.6)
Note that the evolution equations for the amplitudes, ai(t) and b(t), are obtained
from equation (2.5) and k(t) is obtained from the Fourier transform. They can be
expressed as follows:
dai
dt
+ iaixj

dkj
dt
+ Anjkn

+ Aijaj + ikib = 0: (2.7)
Landahl (1980, 1990) developed a theoretical model that underlines the inter-
action of a turbulent eddy with the mean shear. He proposed that the uctuating
ow eld behaves as if it were a linear response of the mean ow eld to random
nonlinear disturbance sources, which is the basis of resolvent approach. Landahl's
theoretical model assumes that the nonlinear disturbance sources are signicant, but
they are localised in both space and time. In addition, Landahl's theoretical model
is able to predict the evolution of near-wall coherent structures extracted from ex-
perimental results using the VITA conditional sampling technique. Butler & Farrell
(1992) reported the ability to predict the development of streaky structures using
optimal perturbations. Carpenter et al. (2003) investigated the largest response of
the linearised boundary-layer equations due to a streamwise vorticity source asso-
ciated with strong and essential disturbances. Jimenez (2013) suggested that the
disturbances generated by the breakdown of low-speed streaks are intensied by the
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Orr's inviscid mechanism which extracts energy directly from the mean ow, rather
than from the nonlinear streaky structures.
Chernyshenko & Baig (2005) and Duque-Daza et al. (2012) proposed that LNSE
behaves as if it were a lter as long as the input is suciently broadband. In
other words, ow quantities obtained from LNSE are independent of the pattern
of the nonlinear disturbance sources as long as it is suciently broadband. Hence,
it is sucient to compute ow quantities from LNSE without considering the non-
linear disturbance sources. This proposed framework is important, especially in
developed turbulence where the magnitudes of disturbances are signicant. Several
studies have been carried out and can be classied within this framework. Farrell &
Ioannou (1993) demonstrated that the linearised Navier-Stokes equations (LNSE)
together with the stochastic forcing are able to produce the streaky structures and
streamwise vortices. Chernyshenko & Baig (2005) investigated the mechanism of
streak formation and computed the streak spacing with the aid of LNSE. Moarref
& Jovanovic (2010) indicated that the receptivity analysis of LNSE can be used to
predict the eectiveness of streamwise travelling waves in controlling of wall turbu-
lence. It was later conrmed by direct numerical simulation (DNS) of Lieu et al.
(2010). Duque-Daza et al. (2012) investigated the characteristics of streak ampli-
cation that arises from transverse wall oscillations using LNSE. They reported that
the predictions obtained from LNSE are highly correlated with the results obtained
from DNS. Moarref & Jovanovic (2012) developed the linearised model driven by
the stochastic forcing to investigate the eectiveness of skin-friction drag reduction
by means of transverse wall oscillations. The power saving predicted using this
linearised model agrees well with results obtained from DNS.
2.1.7 The characteristic features of pressure uctuations
For incompressible ows, an investigation of the uctuating pressure eld is con-
ventionally based on the Poisson equation for pressure uctuations (Chou, 1945).
An appropriate form of the equation for a plane Poiseuille ow is given by
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r2p = r2pr +r2ps =  2dU
dy
@v
@x
  @
2
@xi@xj
(uiuj   uiuj): (2.8)
Equation (2.8) shows two distinct source terms (Lumley, 1978; Piquet, 1999; Pope,
2000; Jovanovic, 2004) which contribute to pressure uctuations. The rst term on
the right-hand side represents the linear interaction between the turbulent uctua-
tions and the mean velocity gradient. This term is dened as a \rapid" source term
because it responds immediately to variations imposed on the mean velocity gradi-
ent. Lumley (1978), Piquet (1999), Pope (2000), and Jovanovic (2004) stated that
the interaction of velocity uctuations with an imposed mean-velocity gradient is
responsible for an immediate reaction since the interaction is linear in velocity uc-
tuations. The second term is dened as a \slow" source term because this nonlinear
term slowly reacts to variations via the turbulence-turbulence interaction (Lumley,
1978; Piquet, 1999; Pope, 2000; Jovanovic, 2004).
The concept of separating the pressure uctuation p into the rapid pressure pr
and slow pressure ps has been applied to establish a linearised turbulence theory, the
rapid distortion theory (RDT), by neglecting the nonlinear (slow) part. A solution to
the Poisson equation for pressure uctuations, equation (2.8), can be obtained in the
form of Green's function representations (Kim, 1989; Davidson, 2004; Pope, 2000).
In an incompressible uid, the pressure disturbance induced by source terms at any
arbitrary position is felt everywhere in the ow eld since information propagates
via pressure waves at the speed of sound, becoming innite in an incompressible
state. This implies that the pressure uctuation is a non-local phenomenon.
Kim (1989) demonstrated that even though the source terms far away from the
wall are able to signicantly contribute to the instantaneous pressure uctuation
at the wall, most contributions to the mean-square wall-pressure uctuation come
from local sources in the near-wall region. This indicates that contributions from
suciently far away are not suciently correlated to provide a signicant eect on
the mean-square wall-pressure uctuation.
From the two-point correlations and power spectra of pressure uctuations, Kim
(1989) reported that the slow source term dominates throughout the ow eld apart
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from the near-wall region, where the slow and rapid source terms are of the same
order of magnitude (see also Sternberg, 1962). Kim (1989) further demonstrated
that the two-point correlations of the rapid pressure at the wall agree well with
those obtained from the RDT. This illustrates the eectiveness of using a linearised
turbulent theory to investigate the physical processes in wall turbulence.
As an alternative to splitting the Poisson equation for pressure uctuations into
the rapid (linear) and slow (nonlinear) source terms, Bradshaw & Koh (1981) pro-
posed a separation of the source term of the Poisson equation into the irrotational
and rotational terms as follows:
r2p = 
2   S2; (2.9)
where 
2 = 1
4
(ui;j   uj;i)(ui;j   uj;i) and S2 = 14(ui;j + uj;i)(ui;j + uj;i) (see also
Aris, 1962). Although this separation is not unique (Adrian, 1982), this type of
decomposition is physically meaningful. The rst term on the right-hand side is
the rotational term, dened as \spin"; it represents the generation of a negative
pressure uctuation due to the presence of large local vorticity resulting from a
rapidly rotating eddy. The second term is the irrotational term, dened as \splat";
it represents the generation of a positive pressure uctuation due to eddy collisions
occurring close to saddle points in the instantaneous patterns of a stream function.
Kim & Lee (1991) reported that in a shear layer the contributions from splat and spin
terms to the instantaneous pressure uctuation are approximately equal and have
opposite signs. This implies that 
2 is approximately equal to S2 and that generally
therefore equation (2.9) is ill-conditioned. Morrison and Bradshaw (1991) suggested
that signicant dierences between instantaneous splat and spin components exist
near where an ejection or sweep takes place.
In turbulent ows, Batchelor & Townsend (1956) suggested that the roles of
pressure uctuations can be determined by the mean-square acceleration,
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:
(2.10)
The viscous diusion term, the last term on the right-hand side, is of order (
3
2 
1
2 )(=L).
It is of higher order than the other two terms of order 
3
2 
1
2 , where  =  
1
4
3
4 is
the Kolmogorov length scale and L is the length scale of the inhomogeneity of tur-
bulence. Batchelor & Townsend (1956, p.382) proposed that at suciently high
Reynolds numbers for local isotropy (Kolmogorov, 1991) the viscous diusion term
can be neglected. The mean-square pressure gradient and the mean-square viscous
force are clearly inuenced by the small-scale eddy motions. In isotropic turbulence,
Batchelor & Townsend (1956) demonstrated that the mean-square viscous force is
given by
2

@2ui
@x2j
2
=   63S
2 15 32 
3
2 
1
2 ; (2.11)
where
S =

@u1
@x1
3
@u1
@x1
2 3
2
  0:4: (2.12)
By assuming that Fourier components of turbulent motions at dierent wavenumbers
are statistically independent, Heisenberg (1948) demonstrated that the mean-square
pressure gradient is given by

@p
@xi
2
= 3:9
3
2 
1
2 (2.13)
for high Reynolds numbers. In consequence,
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@p
@xi
2
 202

@2ui
@x2j
2
: (2.14)
This indicates that the small-scale eddy motion is primarily driven by pressure
gradients and trivially by viscous forces.
The intermittency of pressure uctuations in turbulent channel ows was inves-
tigated by Kim (1989). It shows that the pressure uctuation is slightly negatively
skewed with a large atness factor, typically greater than twice the Gaussian value
F = 3. This evidence, together with equation (2.14), suggests that the variation of
mean-square acceleration with time consists of prolonged viscous periods pulsated
periodically by pressure spikes. Kim (1989) suggested that the intermittency of low-
pressure uctuations is associated with the presence of quasi-streamwise vortices.
Kim (1989) also noted that the spanwise and wall-normal pressure gradients are
proper indicators in identifying quasi-streamwise vortices, while the streamwise one
is not.
The surface vorticity ux is directly related to the instantaneous surface pressure
gradients (Lighthill, 1963) and is a non-local dependence (Kim, 1989). Kim (1989)
reported that the streamwise and spanwise surface vorticity uxes are diused into
the nearby region, and then convected away from the surface. Then, they interact
with turbulent structures to modify the source terms that inuence the instanta-
neous surface pressure uctuations (or gradients). Afterwards, the modied source
terms alter the instantaneous surface pressure gradients which, in turn, redistribute
the surface vorticity ux, and so forth. Wu & Wu (1996) proposed that the surface
vorticity ux is redistributed via the instantaneous surface pressure gradients, sur-
face accelerations, and surface curvatures. Clearly, without the surface acceleration
and curvature, the surface vorticity ux is simply related to the surface pressure
gradients, both instantaneous and time-averaged. Robinson et al. (1990) reported
that contours of instantaneous wall-pressure uctuations have round patterns rather
than the stretched ones. Dimensions of the patterns are similar in both low- and
high-pressure regions, ranging from 50 to 200 wall units.
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2.2 Landahl's theory for wall turbulence
It is informative to provide an overview of Landahl's theory since it oers mean-
ingful, and qualitative support for describing signicant mechanisms in wall turbu-
lence. In the presence of a strong mean shear, Landahl (1993) suggested that the
evolution of a turbulent eddy from its initial disturbance is associated with three dif-
ferent and separate timescales, a shear interaction timescale t+s , a viscous interaction
timescale t+ , and a nonlinear interaction timescale t
+
n , where t
+
s < t
+
 < t
+
n . This
theory is also able to describe the characteristic features of wall turbulence such as
the formation of quasi-streamwise vortices, of low-speed streaks, and even the lift-up
of a uid element (see Landahl, 1990; Landahl & Mollo-Christensen, 1992; Landahl,
1993).
2.2.1 The Orr-Sommerfeld and Squire equations
The characteristic features of wall turbulence were identied by Landahl (1967,
1975, 1988, 1989, 1990, 1993). In a plane Poiseuille ow with disturbances of in-
nitesimal amplitude, the velocity and pressure elds can be represented by
U^i(x; y; z; t) = Ui + ui(x; y; z; t);
P^ (x; y; z; t) = P + p(x; y; z; t);
(2.15)
where the mean ow is given by
Ui = U(y)1i: (2.16)
U^i(x; y; z; t) is the total velocity eld subject to the three-dimensional velocity distur-
bances ui(x; y; z; t) and pressure disturbance p(x; y; z; t). It is assumed that


ui

= 0
and


p

= 0, where the bracket

   refers to an ensemble average over a number
of realisations. After substituting equation (2.15) into the Navier-Stokes equations
and subtracting the mean ow eld, the governing equations for the uctuating ow
eld are given by
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@p
@xi
+ r2ui + @ij
@xj
; (2.17)
@ui
@xi
= 0; (2.18)
where the uctuating Reynolds stress terms ij are
ij =  (uiuj   uiuj): (2.19)
By eliminating the pressure terms from equation (2.17) with the aid of the continu-
ity equation (equation 2.18), the governing equation for the wall-normal uctuating
velocity eld is given as follows:

@
@t
+ U
@
@x

r2v   U 00 @v
@x
  r4v = q; (2.20)
where
q =  

r2T2  
@2T
i
@x
i
@x2

; (2.21)
and
T
i
=
@ij
@xj
: (2.22)
In order to completely describe the evolution of the uctuating velocity eld, the
wall-normal uctuating vorticity
 =
@u
@z
  @w
@x

(2.23)
is considered. By taking the curl of equation (2.17), the equation for the wall-normal
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uctuating vorticity eld  is given by

@
@t
+ U
@
@x

 + U 0
@v
@z
  r2 = r; (2.24)
where
r =  

@
@z
T1  
@
@x
T3

: (2.25)
Clearly, both q and r are nonlinear terms including Reynolds stresses. Equation
(2.20) together with equation (2.24) are so-called Orr-Sommerfeld and Squire system
with forcing terms on the right-hand side. This system of equations is typically
employed in three-dimensional viscous stability analyses.
2.2.2 Landahl's linear driven model
Landahl (1975, 1989) proposed that the nonlinear terms of the inhomogeneous
Orr-Sommerfeld and Squire equations (equations 2.20 and 2.24) provide the random
forcing via q and r. Hence, the uctuating ow eld may be regarded as a linear
system governed by the linear interaction between the turbulent eddies and the
mean ow eld, but driven by the nonlinear disturbance sources q and r. Since
the forcing terms q and r include quadratic terms (high-order spatial derivatives)
which consist of all the three-dimensional velocity disturbances ui(x; y; z; t), Landahl
(1975) suggested that q and r (Reynolds stresses) are intense only in local regions
in space and time, hence causing the presence of \compact" nonlinear disturbance
sources. Landahl (1975) further suggested that the uctuating ow eld in the near-
wall region consists of \intense small-scale turbulence of an intermittent nature",
in agreement with Batchelor & Townsend (1956), interspersed with \laminar-like
unsteady motion of a larger scale".
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2.2.3 Time scale separation
Landahl & Mollo-Christensen (1992) and Landahl (1993) proposed that the evo-
lution of the uctuating ow eld (the turbulent eddies) from an initial disturbance
is associated with three dierent and separate time scales as follows:
1. The shear interaction time scale
ts =

U 0w
 1
; (2.26)
where w = U
0
w. Thus, t
+
s = 1.
In the presence of a strong mean shear at the wall U 0w, ts=t  1 and ts=tn  1.
During the shear interaction stage, the inuences from the viscous interaction and
from the turbulence-turbulence (nonlinear) interaction do not signicantly aect the
ow eld and can be neglected.
2. The viscous interaction time scale
t =

L2=(U 02)
1=3
; (2.27)
and t+  20.
For small t=tn, the viscous interaction stage can be considered using the linearised
equation. The streamwise momentum equation is given by
@u
@t
+ U
@u
@x
+ v
dU
dy
=  1

@p
@x
+ r2u: (2.28)
Landahl (1993) suggested that both v and p ! 0 for t=ts ! 1. Thus, equation
(2.28) is simplied as follows:
@u
@t
+ U
@u
@x
=
Du
Dt
= r2u: (2.29)
The solution of equation (2.29) is of the form
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u = f(; y; z; t); (2.30)
where  = x  U(y)t. Therefore, the Laplacian of u is given by
r2u = f

+ fyy + fzz   2U 0tfy   tU 00f + (U 0t)2f : (2.31)
For large t, the last term on the right-hand side is a dominant term. Thus, u =
f(; y; z; t) may be approximated by
@f
@t
= (U 0t)2f

: (2.32)
The introduction of the parameter  = U 02t3=3 into equation (2.32) results in
@f
@
= f

(2.33)
which is the simple diusion equation. f(; y; z; 0) = u1(; y; z) is the initial con-
dition obtained from the shear interaction stage solution at large t=ts, where u1 is
the solution u for t=ts !1. With the aid of the conventional approach for the heat
equation, the solution of equation (2.33) is given by
f =
1p
4
Z 1
 1
u1(1 ; y; z)exp

  (   1)
2
4

d1 : (2.34)
For a \Gaussian hat" initial disturbance,
u1  exp

 


L
2
; (2.35)
where L is the streamwise length scale of an initial disturbance. In consequence, the
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solution u of equation (2.29) is given by
u
u1
=
L
L
exp

 


L
2
; (2.36)
where
L = [L
2 +
4
3
(U 0)2t3]
1
2 : (2.37)
Hence, according to the assigned value of  = U 02t3=3, the viscous time scale is
shown to be
t =

L2=(U 02)
1=3
: (2.38)
3. The nonlinear interaction time scale
tn = L=uo; (2.39)
and t+n  100.
Note that U 0w is the mean velocity gradient at the wall; L and uo are the stream-
wise length scale and velocity scale of the initial disturbance generated by the break-
down of a low-speed streak, respectively. Landahl (1993) suggested that the typical
values of t+s , t
+
 , and t
+
n are expressed based on the assumption that the initial dis-
turbance generated by the breakdown of a low-speed streak has a streamwise length
of the order of 100 viscous wall units. Landahl (1993) further suggested that uo  u
in turbulent channel ow. During the shear interaction stage, it is suggested that
the evolution of the turbulent eddies can be described by a linear inviscid theory.
Neglecting the viscous and nonlinear terms from equation (2.20) gives the Rayleigh
equation for the stability of an inviscid parallel ow.
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+ U
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@x

r2v   U 00 @v
@x
= 0: (2.40)
This equation provides a solution that can describe the characteristic features of
wall turbulence such as the formation of quasi-streamwise vortices, of low-speed
streaks, and even the lift-up of a uid element (see Landahl, 1990; Landahl & Mollo-
Christensen, 1992; Landahl, 1993). The shear interaction stage solution for large t=ts
provides the initial conditions for the viscous and nonlinear interaction stages. The
values of Landahl's timescales, t+s = 1, t
+
 = 20, and t
+
n = 100, will be examined in
chapter 6.
2.2.4 Length scale separation
In addition to time scale separation, Landahl (1975) proposed a decomposition
of the uctuating velocity eld into the large-scale (coherent) ~ui and small-scale
(incoherent) u0i components:
ui = ~ui + u
0
i; (2.41)
where 0i=~i =  1. Note that ~ui and u0i represent the large-scale and small-scale
motions associated with the characteristic length scales ~i and 
0
i, respectively. To
rst order in , the large-scale and small-scale uctuating ow elds can be described
by a separate pair of the Orr-Sommerfeld and Squire equations. Landahl (1975)
suggested that the inuence of the nonlinearity on the large-scale motion, a \burst",
mainly arises from the turbulent stresses generated from the small-scale motion. A
burst extracts large-scale uctuations from the mean ow eld. In consequence, a
\breakdown" of the large-scale motion into small-scale uctuations occurs. Hence, a
burst of the small-scale (nonlinear-dominated) motion and a breakdown of the large-
scale (linear-dominated) motion appear repeatedly leading to the self-maintenance
of the uctuating ow eld. Landahl (1988) further suggested that the uctuating
ow eld is governed from the outer layer due to the linear interaction between
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the turbulent eddies and the mean ow eld, but driven by the nonlinear Reynolds
stresses generated from the small-scale motion in the near-wall region. It clearly
shows that Landahl's two-scale-separation model supports an explanation for the
self-sustaining mechanism in wall turbulence.
2.3 Control of fully-developed turbulent channel
ow
In this section, the control of fully-developed turbulent channel ow is presented.
First, a denition of stability is given. The linear stability analysis of uid ows is
provided. Attempts to attenuate fully-developed turbulent channel ow are given
including the choice of control strategy. Last, the passivity-based control approach
is explained.
2.3.1 Stability of uid systems
The concept of Lyapunov stability (see Astrom & Murray, 2008) is adopted to
dene the stability of uid systems. An equilibrium point is rst assigned. Then, the
system at the equilibrium point is perturbed by disturbances. If the system returns
to the equilibrium point as t ! 1, it is dened to be asymptotically stable. If the
system deviates from the equilibrium point as t!1, it is dened to be unstable. In
addition, Lyapunov's concept states that if the system does not diverge as t ! 1
but it remains suciently close to the equilibrium point, it is also dened to be
neutrally stable. The perturbed system is dened to be globally stable if it returns
or remains suciently close to the equilibrium point as t ! 1 for all possible
disturbances
The inviscid linear stability theory was rst introduced by Rayleigh (1880). For
parallel shear ow, the Rayleigh equation for the stability (equation 2.40) is consid-
ered. Given that wavelike solutions are of the form
v(x; y; z; t) = v^(y)ei(kxx+kz z !t); (2.42)
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where kx and kz are the streamwise and spanwise wavenumbers, respectively and !
represents the angular frequency. Fourier transformation of equation (2.40) in the
horizontal directions results in the equation for v^

D2   k2   U
00
(U   c)

v^ = 0; (2.43)
where v^(y = 1) = 0 are the boundary conditions. Note that D = @=@y. k2 =
k2x + k
2
z represents the total wavenumber and c = !=kx is the phase speed. Further
manipulation of equation (2.43) results in Rayleigh's inection point criterion and
Fjrtoft's criterion (see Drazin & Reid, 2004). These two inviscid stability criteria
are essentially related to the presence of an inection point in the base-ow veloc-
ity prole that usually occurs in free shear ows (mixing layers, jets, and wakes).
However, there are no inection points in typical wall-bounded shear ows (Cossu,
2013).
The viscous linear stability theory was introduced later. For parallel shear ow,
the Orr-Sommerfeld and Squire equations (equations 2.20 and 2.24) without the
nonlinear forcing terms q and r are considered (Schmid & Henningson, 2001). Sim-
ilar to the inviscid case, wavelike solutions of the form
v(x; y; z; t) = v^(y)ei(kxx+kz z !t);
(x; y; z; t) = ^(y)ei(kxx+kz z !t);
(2.44)
are sought. Fourier transformation of equations (2.20) and (2.24) in the horizontal
directions results in the equations for v^ and ^ as follows:

( i! + ikxU)(D2   k2)  ikxU 00   1
Re
(D2   k2)2

v^ = 0; (2.45)
and

( i! + ikxU)  1
Re
(D2   k2)

^ =  ikzU 0v^; (2.46)
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where v^(y = 1) = D v^(y = 1) = ^(y = 1) = 0. Equations (2.45) and (2.46)
are then discretised in the wall-normal direction using Chebyshev polynomials up
to degree Ny. The continuous wall-normal dierentiation operator D is substituted
by the Chebyshev-dierentiation matrix D providing v^ and ^ at each Chebyshev
collocation point. This results in a system of Ny ordinary dierential equations. In
the operator form, the Orr-Sommerfeld and Squire equations without the nonlinear
forcing terms can be written as follows:
d
dt
24 v^
^
35 = A
24 v^
^
35 ; (2.47)
where
A =
24LOS 0
LC LSQ
35 : (2.48)
LOS, LSQ, and LC represent the Orr-Sommerfeld, Squire, and the linear coupling
operators, respectively. They are dened as follows:
LOS = [r2] 1
n
  ikxUr2 + ikxU 00 + r
2r2
Re
o
;
LSQ =  ikxU + r
2
Re
;
LC =  ikzU 0:
(2.49)
Note that the Laplacian is given by
r2 = D2   k2: (2.50)
The viscous linear stability analysis is carried out by considering the linear operator
A (equation 2.48). Dening
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	 =
24 v^
^
35 ; (2.51)
equation (2.47) can be written as follows (Cossu, 2013):
d
dt
	 = A	: (2.52)
Equation (2.52) is considered to be a system of Ny rst-order ordinary dierential
equations. Eigenvalues i and eigenvectors i of A are obtained from the following
eigenvalue problem:
Ai = ii: (2.53)
It is assumed that all eigenvalues i are distinct. This results in linearly independent
eigenvectors i. Thus, 	 can be expressed in the modal basis as follows (Cossu,
2013):
	(t) =
NyX
i=1
iqi(t); (2.54)
where qi are modal amplitudes. Thus,
d
dt
	(t) =
NyX
i=1
i
d
dt
qi(t) =
NyX
i=1
Aiqi(t) =
NyX
i=1
iiqi(t): (2.55)
From equation (2.55), Ny independent equations for each modal amplitude are given
by
d
dt
qi(t) = iqi(t): (2.56)
According to equation (2.56), the modal solution qi(t) subject to the initial condi-
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tion qi(0) is of the form:
qi(t) = e
itqi(0) = e
it

cos(!it) + isin(!it)

qi(0); (2.57)
where eigenvalues i with real and imaginary parts are i = i + i!i. In addition,
	(t) =
NyX
i=1
eitiqi(0): (2.58)
From equation (2.57), if there is one eigenvalue with i > 0, the system A is unstable.
The system A is stable if all eigenvalues have i  0. Eigenvalues i and eigenvectors
i can also describe the dynamical behaviour of A.
The concept of Lyapunov stability is dened based on an innite time limit. In
other words, the system is dened to be stable if
lim
t!1
k	k = 0: (2.59)
However, most physical processes in uid systems are likely to occur on a nite
timescale. Another concept of stability is then introduced based on the energy am-
plication of an initial disturbance over a nite time interval (Schmid & Henningson,
2001; Schmid, 2007). The amplication of initial energy depends on the initial con-
dition. The worst-case initial disturbance which leads to the maximum amplication
of initial energy is sought. The largest energy amplication subject to all possible
initial disturbances is so-called the optimal energy amplication. Mathematically,
it can be expressed as follows (Cossu, 2013):
G(t) = sup
	0
k	k2
k	0k2
; (2.60)
where 	0 is the initial condition. Since the system A is linear and time-invariant,
the solution of equation (2.52) can be expressed in the form of the matrix exponen-
tial as follows:
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	(t) = eAt	0 : (2.61)
Substitution of equation (2.61) into equation (2.60) results in
G(t) = sup
	0
keAt	0k2
k	0k2
:= keAtk2: (2.62)
The norm of the matrix exponential provides dynamic information of the system
A to optimally amplify initial energy from its initial condition over a time inter-
val [0; t]. The degree of instability of the system A over a nite time interval can
be investigated using G(t) as an indicator. The behaviour of the matrix expo-
nential norm keAtk2 was studied by Schmid & Henningson (2001). Although all
eigenvalues of the system A are located in the stable complex half-plane (i  0),
short-time energy amplication is presented. This could be explained by the pres-
ence of non-orthogonal eigenvectors due to the non-normality of the system A. The
non-orthogonal superposition of exponentially decaying solutions can cause transient
growth of energy (G(t) > 1), while the orthogonal superposition of exponentially
decaying solutions can only decrease monotonically.
2.3.2 Control strategy
Research on ow control has been developed over the past decades. To achieve
desired control objectives such as turbulence suppression or transition delay, several
control strategies have been implemented. According to Gad-el Hak (2000), ow
control can be classied into active control or passive control. Active control is a
strategy that requires the supply of external energy such as a synthetic jet or an
oscilating wall. Passive control is a strategy that does not require the supply of
external energy such as a large-eddy break-up (LEBU) device. Active control can
be further split into open-loop control or closed-loop control. Open-loop control
requires no sensors, while closed-loop control requires information from the sensor
to adjust the actuator output via the controller. Among these strategies, active
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closed-loop control seems to be the most promising strategy. The supply of ex-
ternal energy could enable control devices to manipulate the ow more eectively;
information from the sensor could enable control devices to operate more eciently
regarding energy consumption. With the advent of micro-electromechanical systems
(MEMS), the ow can be manipulated on small length and time scales of motion.
Applying active closed-loop control with MEMS requires the controller which pro-
vides a performance guarantee.
For linear feedback control, several control techniques have been introduced to
manipulate wall-bounded shear ows (for a review see Aamo & Krstic, 2002; Kim
& Bewley, 2007). Using classical control theory, Joshi et al. (1997) applied lin-
ear integral feedback control to stabilise two-dimensional plane Poiseuille ow in
the presence of innitesimal and nite-amplitude disturbances. State and output
feedback control were also applied via the linear quadratic regulator (LQR), lin-
ear quadratic Gaussian (LQG), H-innity controllers (see e.g. Bewley & Liu, 1998;
Hogberg et al., 2003a; McKernan et al., 2009). Note that most research is based
on the assumption that all disturbances are innitesimal which is not appropriate
in practical situations where large-amplitude transient disturbances could occur.
To suppress near-wall turbulence, the controllers were mainly designed to reduce
the magnitude of the linear coupling operator Lc (the o-diagonal term) of the lin-
earised Orr-Sommerfeld and Squire equations. Kim & Lim (2000) demonstrated that
near-wall turbulence decays without the linear coupling operator Lc. This nding
indicates that Lc plays a crucial role in the self-sustaining mechanism in near-wall
turbulence by enhancing the non-normality of the linearised Orr-Sommerfeld and
Squire system leading to transient growth of energy. Lim (2004) reported that near-
wall turbulence can be attenuated by reducing the magnitude of Lc with the aid
of a linear quadratic regulator (LQR) controller. Hogberg et al. (2003b) reported
that boundary forcing together with full-domain sensing via the linear feedback
controller with gain scheduling is an eective method in suppressing near-wall tur-
bulence. McKernan et al. (2009) demonstrated that the optimal linear quadratic
state and output feedback controllers are able to stabilise a plane Poiseuille ow.
The incompressible Navier-Stokes system comprises nonlinear innite-dimensional
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equations. To apply linear feedback control, the incompressible Navier-Stokes sys-
tem is rst linearised around the equilibrium point. Then, it is discretised result-
ing in a nite-dimensional linear dynamical system. According to Landahl's linear
driven model (x2.2.2), it is reasonable to model the essential nonlinearity as a forc-
ing term to the nite-dimensional linear dynamical system. Unmodelled (neglected)
dynamics, parameter variations, and external disturbances are the sources of un-
certainty which could aect system stability and performance. To ensure perfor-
mance and stability of the system subject to uncertainty, several robust controller
design methods were developed (see e.g. Astrom & Murray, 2008). The passivity-
based controller (PBC) was introduced to globally stabilise turbulent channel ow
at Re = 100 such that it is relaminarised (Sharma et al., 2011). The passivity
theorem stated that if any two arbitrary passive elements are connected in a closed-
loop arrangement, then the closed-loop arrangement is considered passive. Due to
the fact that the nonlinearity (a forcing term) is conservative with respect to distur-
bance energy and is characterised as passive, PBC is therefore only applied to the
linear dynamical system. PBC is synthesised from the general H-innity problem
via the Cayley transformation. At each wavenumber pair, PBC is obtained from the
solutions to two algebraic Riccati equations. The existence of the solutions to the
algebraic Riccati equations also depends on the value assigned to the control penalty.
With full-domain actuation and sensing, PBC is able to make the linear dynamical
system passive; global stability of the system can also be achieved. At Re = 100,
Sharma et al. (2011) show that the maximum spanwise wavelength resolution that
can be used while retaining full control is approximately equal to a mean streak
spacing. Clearly, having demonstrated the eectiveness of PBC at low Reynolds
number, questions remain about its eectiveness at very high Reynolds numbers.
The attempt to obtain the controllability and observability of the Orr-Sommerfeld
and Squire system becomes more dicult as the Reynolds number increases (Kim
& Bewley, 2007).
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2.4 Aims and objectives of the thesis
The main purpose of this thesis is to understand the characteristics of linear
mechanisms and pressure uctuations in turbulent channel ow subject to passivity-
based linear feedback control, to explore the existence of Landahl's timescales in
the near-wall region of turbulent channel ow, and to describe the nonlinear Navier-
Stokes system in turbulent channel ow using dynamic mode decomposition (a linear
technique).
Relaminarisation of turbulent channel ow with
passivity-based linear feedback control
The ability of passivity-based linear feedback control to suppress turbulent chan-
nel ow at higher Reynolds numbers where the range of wavenumbers becomes
broader is assessed up to Re = 400. The maximum streamwise and spanwise wave-
length resolutions that can be used while still retaining full control are investigated.
How is linear feedback control eective in attenuating turbulent channel ow which
is an intrinsically nonlinear phenomenon? This could be understood by investigat-
ing the responses of velocity and pressure elds to linear control. The relationship
between the control forcing and the terms in the instantaneous mean-square accel-
eration (equation 2.10) is examined. The responses of two linear terms, PE and DE,
in the Reynolds-Orr equation (dened later in equation 3.29) to the linear feedback
control are considered. PE represents the linear interaction of the disturbances with
the mean shear; DE represents viscous dissipation. Flow visualisation is conducted
to observe the temporal evolution of coherent structures.
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Pressure uctuations in turbulent channel ow with
passivity-based linear feedback control
How does the uctuating pressure p in turbulent channel ow respond to passivity-
based linear feedback control? The response of the rapid pressure, pr and the re-
sponse of the slow pressure ps, to passivity-based linear feedback control is examined
separately with the aid of the Green's function approach. From the Poisson equa-
tion for pressure uctuations, the shear interaction mechanism is related to the
linear rapid source term,  2dU
dy
@v
@x
. In addition, contributions to the pressure of the
velocity-eld sources (rapid and slow) in wall-normal directions are examined.
Direct numerical simulations of turbulent channel
ow in a minimal ow unit
The existence of Landahl's timescales in the near-wall region of turbulent channel
ow is investigated. Are the suggested values of ts, t , and tn appearing in Landahl
(1993) reasonable? The temporal evolutions of two linear terms, PE and DE, in the
Reynolds-Orr equation are investigated. Are PE and DE related to the shear inter-
ation stage and the viscous interaction stage, respectively? Finally, the connection
between the Reynolds-Orr equation and the passivity theorem is elucidated.
Dynamic mode decomposition of turbulent channel
ows
The attempt to describe the nonlinear Navier-Stokes system in turbulent channel
ow using dynamic mode decomposition (DMD) is presented. In the minimal ow
unit (MFU), only one pair of coherent motions (a low-speed streak and a high-speed
region) is contained. Thus, the self-sustaining mechanism (gure 2.8) in the MFU,
related to the evolution of a single low-speed streak without the interaction from
other streaks, involves both the period when linear physical processes are dominant
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and the period when the nonlinearity is signicant. DMD is carried out in the MFU
over a short-time interval when linear mechanisms are signicant. The total time
interval is also extended to cover one complete cycle of the periodic behaviour of a
single low-speed streak, including growth, instability, bursting, and decay. A further
attempt at applying the DMD analysis to fully-developed turbulent channel ow over
a relatively large computational domain is reported. What are the limitations in
using DMD in a fully nonlinear Navier-Stokes system of turbulence channel ow?
For controlled ow, is it possible to apply DMD to a statistically non-stationary
system?
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Chapter 3
Mathematical framework
In this chapter, the mathematical framework for the application of passivity-
based linear feedback control to a plane Poiseuille ow is given. Theories and tools
required to synthesise the controller are presented. Sections 3.1-3.4 summarise the
mathematical model and controller design. Further details appear in Koberg (2007)
and Sharma et al. (2011). To begin with, fundamental theories needed to devise the
controller are introduced. Then, the application of passivity-based linear feedback
control to the perturbed Navier-Stokes system is illustrated, and the controller syn-
thesis method is described. The application to periodic channel ow is presented.
Mathematical details of a direct numerical simulation are given. Last, a description
of the dynamic mode decompostion (DMD) is presented.
3.1 Fundamental theories
To globally stabilise the ow, a controlled system which has the properties of
stability and robustness in the presence of external disturbances is needed. For these
requirements, feedback control is attractive since it is able to guarantee stability and
improve robustness with respect to external disturbances. Over the past decade,
several feedback control strategies have been developed and implemented. Among
these strategies, it is suggested that the desired control goals can be achieved by
adopting the small-gain theorem and the passivity theorem (Koberg, 2007). The
application of these two basic theories to two arbitrary components connected in a
feedback control system presented in gure 3.1 provides open-loop conditions for the
closed-loop stability of the perturbed Navier-Stokes system, used in the controller
synthesis stage in section 3.3. The small-gain theorem and the passivity theorem
are presented as follows.
 
 G1 
 G2 
d1 
d2 
e1 
e2 
. 
. 
Figure 3.1: A generalised feedback loop composed of two systems G1 and
G2, where e1 = G2e2 + d1 and e2 = G1e1 + d2 (reproduced from
Koberg, 2007).
3.1.1 The small-gain theorem
Let V and Y are L2-norms of a vector space [0;1) or L2 R3  [0;1). G is a
system that transforms V into Y , G : V 7! Y . It is assumed that G is time-causal.
This means that up to time T the output only relies upon the input for all T . G is
stable; if e 2 L2 then Ge 2 L2. G has no oset in order that Go = o. Note that o
is the zero element. It is also assumed that e and et are elements of V , where et is
truncated on [0; t]. The gain (G) of G is given by
(G) = sup
et2V
kGetkY
ketkV : (3.1)
Figure 3.1 shows a feedback loop composed of two systems, G1 and G2. Let G1
transforms V into Y and G2 transforms Y into V . Zames (1966) demonstrated that
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the feedback loop is considered to be bounded and stable if G1 and G2 have nite
gains such that
(G1)(G2) < 1: (3.2)
Then, there are L2-norms of e1 and e2 for all L2-norms of d1 and d2. This result can
also be explained via the contraction mapping principle (Green & Limebeer, 1995).
3.1.2 The passivity theorem
The concept of passivity stems from electrical circuit theory. Wyatt et al. (1981)
proposed that an element is considered passive if the amount of energy consump-
tion is positive for all initial conditions. Otherwise, an element is considered active.
Assuming that a forcing eld f(t), acting on a system Z, results in a velocity eld
u(t) such that u = Zf , the rate at which energy is consumed by the system Z from
t = 0 to t = T is given by


u; f

[0;T ]
=
Z T
0
u(t)f(t)dt: (3.3)
With zero initial condition, the system Z is passive if


u; f

[0;T ]
 0 for all T . Note
that the symbol

;  in this section represents a time inner product. This also
indicates that the instantaneous required power of the system Z is always positive.
In the frequency domain, the system Z is passive if Z is positive real,
Z(s) + Z(s)  0; 8 Re(s) > 0: (3.4)
In control engineering, the concept of passivity is applied to the design of feedback
control systems. If any two arbitrary passive elements are connected in a closed-
loop arrangement, then the closed-loop arrangement is considered passive. In other
words, the closed-loop arrangement of two passive elements cannot produce energy.
Furthermore, the stability of feedback control systems can be demonstrated using
the passivity theorem.
For a feedback loop composed of two components in gure 3.1, G1 and G2 are
supposed to be square. Let

;  be the inner product on V . The feedback system
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G is considered to be passive if


e;Ge
  0; 8 e 2 V; (3.5)
and G is strictly passive if


e;Ge

> 0; 8 e 2 V: (3.6)
From the small-gain theorem, the feedback loop in gure 3.1 is considered to be
bounded and stable if G1 and G2 have nite gains such that G1 is positive and  G2
is strictly positive (Zames, 1966). Sun et al. (1994) and Green & Limebeer (1995)
show that a transfer function G is positive real if and only if
G(s) +G(s)  0; 8 Re(s) > 0: (3.7)
3.2 Application to the perturbed Navier-Stokes
system
The application of the positive real result to the perturbed Navier-Stokes system
provides sucient conditions for stability and boundedness of the base state in the
existence of bounded disturbances (Koberg, 2007).
3.2.1 The perturbed Navier-Stokes equations
To begin with, the equations of motion for three-dimensional incompressible uid
ow are presented. The evolution of uid ow in a domain 
 2 R3 with a boundary
@
 can be described by the incompressible Navier-Stokes equations,
_^
U(x; t) =  U^(x; t)  rU^(x; t) rP^ (x; t) + 1
Re
r2U^(x; t); (3.8)
r  U^(x; t) = 0 x 2 
; t 2 [0; T ]: (3.9)
The boundary conditions are
U^(x; t) = 0 x 2 @
; t 2 [0; T ]; (3.10)
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where x = (x; y; z). It is assumed that a velocity vector eld U^(x; t) and a scalar
pressure eld P^ (x; t) fully represent the state of the ow. U^ transforms 
  [0; T ]
into R3 and P^ transforms 
  [0; T ] into R. Next, the implementation of a control
scheme is introduced via a control function f(x; t) in the presence of a divergence-
free, bounded unmodelled disturbance d(x; t). The control forcing is regulated by a
linear operator B. B expresses physical restrictions on the actuation and its range
is the divergence-free body forcing originating from all available control actions. In
the present study, B is the identity when operating on the wall-normal velocity
eld and is zero otherwise. Thus, Bf(x; t) represents the divergence-free control
forcing originating from the control function f(x; t). This results in the forced
incompressible Navier-Stokes equations,
_^
U(x; t) =  U^(x; t) rU^(x; t) rP^ (x; t)+ 1
Re
r2U^(x; t)+Bf(x; t)+d(x; t) (3.11)
r  U^(x; t) = 0 x 2 
; t 2 [0; T ]: (3.12)
The boundary conditions are
U^(x; t) = 0 x 2 @
; t 2 [0; T ]: (3.13)
To continue, the total velocity eld U^(x; t) is decomposed into a constant time-
independent velocity eld U(x), corresponding to the uncontrolled, disturbance-
free state, and a velocity eld perturbation u(x; t). This provides the total velocity
vector eld
U^ = U + u: (3.14)
Similar to the velocity vector eld, the time-independent pressure eld P (x) is per-
turbed by a pressure disturbance p(x; t). In the present study, the passivity-based
linear feedback control is adopted to globally stabilise the laminar ow state. Thus,
the laminar velocity eld UL is selected as U(x). Substitution of equation 3.14 into
equations 3.11 and 3.12 provides the perturbation Navier-Stokes equations,
_u(x; t) = U(x)  ru(x; t)  u(x; t)  rU(x) + n(x; t) rp(x; t)
+
1
Re
r2u(x; t) + Bf(x; t) + d(x; t);
n(x; t) =  u(x; t)  ru(x; t);
r  u(x; t) = 0; x 2 
; t 2 [0; T ]:
(3.15)
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Both linear and nonlinear terms are presented in equation 3.15. Note that the
linearising assumption due to innitesimal perturbations is not applied in this for-
mulation. Let m(x; t) be measurements obtained from
m(x; t) = Cu(x; t); (3.16)
where C is a linear operator and its range covers all available measurements. The
pressure terms are eliminated along with the continuity equation by the projection
of the perturbation equations onto the space of divergence-free functions via the
Leray projector  (Temam, 1995). Applying  to equations 3.15 gives
_u(x; t) =  

U(x)  ru(x; t)  u(x; t)  rU(x) + 1
Re
r2u(x; t) + n(x; t)

+Bf(x; t) + d(x; t);
n(x; t) = u(x; t)  ru(x; t);
m(x; t) = Cu(x; t); x 2 
; t 2 [0; T ]:
(3.17)
Note that (rp) = 0 and (u) = u. The coupled linear-nonlinear system (equations
3.17) can be expressed in the operator form as follows:
_u(x; t) = Au(x; t) + Bf(x; t) + n(x; t) + d(x; t) t > 0
m(x; t) = Cu(x; t)
n(x; t) = N(u(x; t)):
(3.18)
Next, the perturbed Navier-Stokes system regarded as a linear system driven by
nonlinear disturbances is considered. Let G be the linear system which maps n, d
and f to u and m. N represents the nonlinear system. The feedback control law K
taking measurements m to the contol function f is integrated into the linear system
G. Thus, the feedback loop for the controlled Navier-Stokes system is presented in
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Figure 3.2: The block diagram of the feedback loop for the controlled
Navier-Stokes system (reproduced from Sharma et al., 2011),
where e = d+ n. Note that the system in the dashed box is Q,
the closed-loop linear system.
gure 3.2. The equations related to gure 3.2 are given as follows:
n = N(u)0@u
m
1A = G
0@e
f
1A
f = Km
u = Qe:
(3.19)
3.2.2 The discretised perturbation equations
Discretisation of equations 3.17 results in the perturbed Navier-Stokes system
which can be expressed in the state-space form as follows:
_z = Az +B1n+B1d+B2f;
m1 = C1z;
m2 = C2z:
(3.20)
Matrices B1 and C1 are introduced; they are utilised in the controller synthesis stage.
For the discretised state, the perturbation energy, E(t) =
R
x2
 u(x; t) u(x; t)d
, in
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the continuous domain is approximated by the inner product
E(t) ' z(t)Rz(t); (3.21)
where R is a positive-denite matrix and * stands for complex conjugate. z(t)Rz(t)
approaches E(t) in the continuous limit. The matrix C1 is determined such that
E(t) ' m01(t)m1(t). Thus, C1C1 = R. Similar to the matrix C1, the input matrix
B1 associated with the nonlinear disturbances n can be determined. The matrix
C2 is the discrete operator approximating the operator C. The matrix B2 is the
discrete operator approximating the operator B, expressing physical restrictions
on the actuation. Clearly, this state-space representation explicitly maintains the
nonlinearity n as an input for a linear system.
3.2.3 The nonlinear system, N
The nonlinear system N is considered to be passive if


u; n
  0. Likewise,


u; N(u)

=
Z T
0
Z
x2

u(x; t)  (u(x; t)  ru(x; t)) dx dt  0 8T; (3.22)
Note that the symbol

;  in this section represents a space-time inner product.
With the aid of the Green's theorem under a divergence-free condition (equation
3.12), a volume integral between u and n over the control volume 
 can be ex-
pressed as a surface integral over the boundary @

Z
x2@

(u(x; t)  u(x; t))u(x; t)  ^ dx  0 (3.23)
where ^ represents the outward unit normal vector to the boundary @
 of the ow do-
main. For a proof of the Green's theorem, see Kreyszig (2000). Physically, this sur-
face integral describes the outward ux of perturbation energy through the boundary
@
 per unit time. In the present study where the ow domain is periodic in the
x  and z  axes, this surface integral is equal to zero. The net ux of perturbation
energy through streamwise and spanwise cross sections at the boundaries is equal
to zero due to the periodic streamwise and spanwise boundary conditions. The ux
of perturbation energy through the top and bottom walls is equal to zero due to the
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no-slip boundary condition. Therefore,


u; n

= 0 and the nonlinear system N is
passive.
3.2.4 The closed-loop linear system, Q
The discretised perturbation equations (equations 3.20) can be written in the
compact matrix notation as follows:
26664
_z
m1
m2
37775 =
26664
A B1 B2
C1 0 0
C2 0 0
37775
26664
z
e
f
37775 ; (3.24)
where e = d + n. From the feedback loop for the controlled Navier-Stokes system
(gure 3.2), the discretised linear system G in the state-space form is described by
equation 3.24, mapping e and f to m1 and m2. Let K be the feedback control law
integrated to the linear system G. It converts measurements m2 to the control func-
tion f . The discretised feedback control law K can be described in the state-space
form as follows:
24 _zK
f
35 =
24 AK BK
CK 0
3524 zK
m2
35 ; (3.25)
where zK is the state of the controller. Let Q be the system which maps e to u,
u = Qe, as shown in gure 3.2. The discretised Q is therefore the closed-loop linear
system of equations 3.24 and 3.25. By eliminating f and y2, the discretised closed-
loop linear system Q can be described in the state-space form as follows:
26664
_z
_zK   _z
m1
37775 =
26664
A+B2CK B2CK B1
AK   B2CK   A+BKC2 AK   B2CK  B2
C1 0 0
37775

26664
z
zK   z
e
37775 :
(3.26)
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3.2.5 Stability
To globally stabilise the ow, the controlled Navier-Stokes system which has the
properties mentioned in section 3.1 is needed. It can be achieved by considering the
feedback loop in gure 3.2. The goal is to generate a control function f such that
u(x; t) = 0 as t!1, in the presence of external bounded disturbances d. From the
passivity theorem, the feedback loop is considered to be stable and strictly passive
if N is passive and Q is strictly positive real. In other words,


u; d

> 0. Given
that e = d+ n, the inner product between u and d can be expressed as


u; d

=


u; e  n = 
u; e  
u; n: (3.27)
Note that the symbol

;  in this section represents a space-time inner product.
Since the nonlinear system N is passive or


u; n

= 0 (see section 3.2.3), the sta-
bility of the controlled Navier-Stokes system can be achieved by conguring the
controller K such that the discretised Q is strictly positive real, Q(s)+Q(s) > 0 or

e; y1

[0;T ]
> 0 for any T . Physically,


u; d

measures the ow perturbation energy
due to the disturbance d. The condition


u; d

> 0 indicates that the controlled
Navier-Stokes system dissipates or does not produce perturbation energy.
3.2.6 Perturbation energy
In general, the perturbation energy in turbulent ow is dened as the L2 norm
of velocity perturbations from the mean velocity prole. It is equivalent to the tur-
bulent kinetic energy. In the present study, the laminar ow state is used as a base
state. It is therefore practical to dene the perturbation energy as an L2 norm of
velocity perturbations from the laminar velocity prole. In the discretised domain,
the total perturbation energy E(t) is given by
E(t) =
Z


u(x; t)  u(x; t)d
: (3.28)
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It is approximated using the measured outputs m1(t) such that E(t) ' m1(t)0m1(t).
In a plain Poiseuille ow, Schmid & Henningson (2001) have demonstrated that
the rate of change of the total perturbation energy in a closed or periodic domain

 2 R3 is given by the Reynolds-Orr equation for energy
dE
dt
=  
I



uvU
0
L(y) +
1
Recl
@ui
@xj
@ui
@xj

d
 = PE +DE; (3.29)
where U
0
L(y) is the y-derivative of the parabolic laminar ow-velocity prole UL(y).
PE =  
H


 
uvU
0
L(y)

d
 represents the exchange of energy with the base ow. DE =
  1
Recl
H


 
@ui
@xj
@ui
@xj

d
 accounts for energy dissipation due to viscous eects. The
essential part of equation 3.29 is that it consists only of the linear terms derived from
linear terms in the perturbation Navier-Stokes equations (equation 3.15). Stability
of the perturbed Navier-Stokes system can be obtained if its total perturbation
energy satises: lim
t!1
E(t)
E(0)
! 0. Hence, stability of the controlled Navier-Stokes
system, presented in gure 3.2, can be achieved by designing the controller K such
that dE=dt < 0 for all T . This requirement is closely connected with the passivity
theorem (x3:1:2) in the way that the instantaneous required power of the controlled
Navier-Stokes system is always positive.
3.3 Application to periodic channel ow
Flow with a constant mass ux between two parallel walls in the x   z plane
is studied (gure 4.1). The lower wall is located at y =  h and the upper wall at
y = h. Periodicity is applied in the streamwise (x ) and spanwise (z ) directions.
Since the domain is bounded, the Reynolds-Orr equation for energy (equation 3.29)
can be applied without approximation. Laminar ow is the desired ow state which
needs to be stabilised. The wall-normal velocity over the whole domain is measured;
the actuation via body forcing in the wall-normal direction is applied to the entire
domain.
The ow geometry enables Fourier transform of the linearised system in the x-
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and z- directions. The spatially continuous linearised system is then converted into
a number of decoupled continuous linearised systems at specic Fourier wavenum-
ber pairs: in the directions parallel to the wall. This results in the (x; z) discrete
problem. Sucient resolution of the (x; z) discrete problem can be obtained by
truncating linearised systems at adequately high wavenumbers. A number of linear
time-invariant (LTI) state-space systems can be obtained by further projection of
the (x; z) discrete problem onto the Chebyshev polynomials in the wall-normal di-
rection. The behaviour of the linear time-invariant state-space systems is completely
characterised through matrix exponentials and convolution equations. These LTI
state-space systems are decoupled during the synthesis process (a block-diagonal A
matrix in the state-space formulation), and are coupled via the nonlinearity at the
full simulation stage.
The controller synthesis process is individually implemented on the LTI state-
space system at each Fourier wavenumber pair. The discrete state-space based
controller at each Fourier wavenumber pair is synthesised only once o-line using
the method of Safonov et al:; (1987). A number of transformations of the LTI
state-space systems are carried out, then the LTI state-space systems are solved via
the solution of two algebraic Riccati equations. Only a small number of numerical
manipulations are required to perform on-line at each time step. At the highest
wavenumbers, the eects of viscosity are signicant. The linearised system itself is
nearly passive and it is possible to be truncated. Therefore, the controller synthesis
process is further simplied since the controllers are not necessary at the highest
wavenumbers.
The behaviour of perturbations in plane Poiseuille ow can be described via
the Orr-Sommerfeld and Squire system (x2.3.1). Perturbations around the laminar
ow state are considered; the laminar ow velocity prole UL(y) is dened to be
the baseow. In the streamwise and spanwise directions, the periodic boundary
conditions are imposed naturally by the Fourier transform. In the wall-normal
direction, the following boundary conditions are imposed.
1. The homogeneous Dirichlet boundary conditions for the wall-normal velocity
83
and vorticity at the wall,
v(y = 1) = 0; (3.30)
(y = 1) = 0: (3.31)
2. The additional homogeneous Neumann boundary conditions for the wall-normal
at the wall,
@v
@y
(y = 1) = 0: (3.32)
The method expressed in Weideman & Reddy (2000) is employed to discretise the
Orr-Sommerfeld and Squire system in the wall-normal direction via the Chebyshev
transformation. By using this method, the homogeneous boundary conditions are
automatically imposed. The discretised Orr-Sommerfeld and Squire equations can
be written in the state-space form as follows:
_z = Az +B1n+B2f; (3.33)
m1 = C1z; (3.34)
m2 = C2z; (3.35)
where z represents the vector of v and . Bewley & Liu (1998) show that the per-
turbation energy at each wavenumber pair is given by
E(t) =
1
8
Z 1
 1
v^v^ +
1
k2x + k
2
z

@v^
@y
@v^
@y
+ ^^

dy: (3.36)
The controller operates on the wall-normal velocity uctuation v. Thus, it directly
acts on the linear coupling term, vU 0L, which is the signicant contributor of the
system non-normality leading to transient growth.
3.4 Direct numerical simulation
Direct numerical simulation (DNS) of the incompressible Navier-Stokes equations
is adopted to investigate the evolution of three-dimensional velocity disturbances in
plane Poiseuille ow with a constant bulk velocity (a constant mass ux). A modied
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version of Channelow-1.4.2 (Gibson et al., 2008), available under the GNU General
Public License, is employed. The transformation between the physical and spectral
space is performed using FFTW (Matteo & Johnson, 2005) which calculates the
discrete Fourier transform in one or more dimensions. Mathematical details of a
direct numerical simulation are summarised in sections 3.4.1-3.4.7. Further details
appear in Gibson et al. (2008).
3.4.1 The Navier-Stokes equations
The evolution of uid ow in a domain 
 2 R3 with a boundary @
 can be
described by the incompressible Navier-Stokes equations (equations 3.8-3.10). A
rectangular domain 
 = LxT  [a; b]  LzT is used (gure 4.1). T represents the
periodic unit interval. The periodic boundary conditions are imposed in the x- and z-
directions. Thus, U^(x+Lx; y; z; t) = U^(x; y; z; t) and U^(x; y; z+Lz; t) = U^(x; y; z; t).
3.4.2 Base-uctuation decomposition
Velocity and pressure elds can be decomposed into base and uctuating parts
as follows (Gibson et al., 2008):
U^(x; t) = UL(y)~ex + u(x; t) (3.37)
and
P^ (x; t) = x(t)x+ p(x; t); (3.38)
where u(x; t) represents perturbations around the laminar velocity prole. ~ex is
a unit vector in the x- direction. x(t) =
dP
dx
(t) is a linear-in-x term. The total
pressure gradient is given by
rP^ (x; t) = x(t)~ex +rp(x; t); (3.39)
where x(t)~e is a spatially-constant base pressure gradient. Substituting equations
3.37 and 3.39 into equation 3.8 gives the perturbation Navier-Stokes equations,
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@u
@t
(x; t) +rp(x; t) =  U^(x; t)  rU^(x; t) +
h 1
Re
@2UL
@y2
  x
i
~ex
+
1
Re
r2u(x; t):
(3.40)
3.4.3 Flow eld
The ow eld is represented by the vector-valued Fourier  Chebyshev  Fourier
expansions whose mathematical form is given by
u(x) =
Nx=2X
kx= Nx=2+1
Ny 1X
ny=0
Nz=2X
kz= Nz=2+1
~ukx;ny ;kz Tny(y)e
2i(kxx=Lx+kzz=Lz); (3.41)
where x = (x; y; z). Nx and Nz are even. Tny is the nyth Chebyshev polynomial
rescaled for the domain y 2 [a; b]. The double tilde/check notation, ~ , indicates the
spectral coecients result from the combination of a Fourier transform in the x-
and z- directions and a Chebyshev transform in the y- direction. Tildes, ~ , denote
Fourier coecients. Checks,  , denote Chebyshev coecients. Gridpoint indices are
given by
xnx =
nxLx
Nx
0  nx < Nx;
yny =
b+ a
2
+
b  a
2
cos
 ny
Ny   1

0  ny < Ny;
znz =
nzLz
Nz
0  nz < Nz:
(3.42)
Let f(x; z) = ui(x; y; z) for any xed y. The discrete xz- Fourier transform and
its inverse are given by
~fkx;kz =
1
LxLz
Nx 1X
nx=0
Nz 1X
nz=0
f(xnx ; znz)e
 2i(kxxnx=Lx+kzznz=Lz)xz; (3.43)
f(xnx ; znz) =
Nx=2X
kx= Nx=2+1
Nz=2X
kz= Nz=2+1
~fkx;kze
2i(kxxnx=Lx+kzznz=Lz) (3.44)
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for f(x; z) on the domain x 2 LxT and z 2 LzT. The Chebyshev transform is
applied by looping over nx and nz. Let f(y) = ui(x; y; z) for any xed x; z. The
Chebyshev transform is given by
f(yny) =
Ny 1X
ny=0
fny Tny(yny); (3.45)
where Tny(yny) is the nyth Chebyshev polynomial rescaled to the interval y 2 [a; b],
i.e.
Tny(yny) = Tny

2yny   (b+ a)
b  a

: (3.46)
Let fny = f(yny). A fast cosine transform is then applied to convert ff0; f1; :::; fNy 1g
into the spectral coecients f f0; f1; :::; fNy 1g, and vice versa.
3.4.4 Bulk velocity and mean pressure gradient
The ow can be driven either by an externally enforced bulk velocity or by an
externally enforced mean pressure gradient. When one variable is imposed as a
constraint, the other is a dependent variable which can be determined from the mo-
mentum equation. The bulk velocity is given by
Ubulk =
1
LxLz(b  a)
Z Lx
0
Z b
a
Z Lz
0

UL(y) + u(x; t)

dxdydz (3.47)
and the mean pressure gradient is given by
dP
dx
=
1
Re(b  a)
 
d


U^

dy

y=b
  d


U^

dy

y=a
!
; (3.48)
where Re is the Reynolds number based on the parabolic prole centreline velocity.
Thus, the mass ow rate _m is imposed via the value of Re.
3.4.5 Linear and nonlinear terms
The linear and nonlinear systems of the incompressible Navier-Stokes equations
are treated dierently. Since the linear system at any particular Fourier wavenum-
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ber pair is decoupled from the linear systems of all other pairs, it can be handled
independently. However, the nonlinear term is strongly coupled. Therefore, it needs
to be treated separately from the linear term in physical space by converting it into
the skew-symmetric format with 3/2 dealiasing in the x- and z-directions. From
equation 3.40, U^(x; t)  rU^(x; t) in the skew-symmetric form, introduced by Zang
(1991), is given by
U^(x; t)  rU^(x; t) = 1
2
U^(x; t)  rU^(x; t) + 1
2
r(U^(x; t)  U^(x; t)): (3.49)
Substituting equation 3.49 into equation 3.40 gives
@u
@t
(x; t) +rp(x; t) = 
h1
2
U^(x; t)  rU^(x; t) + 1
2
r(U^(x; t)  U^(x; t))
i
+
h 1
Re
@2UL
@y2
  x
i
~ex +
1
Re
r2u(x; t):
(3.50)
The nonlinear term N(u) is given by
N(u) =
1
2
U^(x; t)  rU^(x; t) + 1
2
r(U^(x; t)  U^(x; t)): (3.51)
The linear operator L and the constant term C are
L =
1
Re
r2 (3.52)
and
C =
h 1
Re
@2UL
@y2
  x
i
~ex: (3.53)
Note that the constant term C, which contains the mean pressure gradient x(t), is
constant with respect to u, but it may vary in time. With these denitions, equation
3.50 can be written as follows:
@u
@t
+rp = Lu N(u) + C: (3.54)
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The Fourier transformation of equation 3.40 gives
@~u
@t
+ ~rkxkz ~p = ~Lkxkz ~u ]N(u) + ~C; (3.55)
where the Fourier-transformed operators for the gradient r, the Laplacian r2, and
the linear operator L are
~rkxkz = 2i
kx
Lx
~ex +
@
@y
~ey + 2i
kz
Lz
~ez;
~r2kxkz =
@2
@y2
  42
 k2x
L2x
+
k2z
L2z

;
~Lkxkz =
1
Re
~r2kxkz ;
(3.56)
respectively.
3.4.6 Time-stepping algorithm
The ow eld is advanced in time using a three-substep, third-order semi-implicit
Runge-Kutta time-integration scheme (RK3), based on Spalart et al. (1991). This
scheme treats the linear term implicitly and the nonlinear term explicitly. At each
time step, the so-called Tau equations for each Fourier wavenumber pair are solved
using the inuence-matrix method (Canuto et al., 1988). To ensure the stability of
the time-stepping, a variable time step should be suciently short.
Let ~un;i be the approximation of ~u at time t = nt, where the second superscript,
i, indicates the Runge-Kutta substeps. This results in the three-substep sequence
~un;0; ~un;1; ~un;2; ~un+1;0: The time-integration scheme to advance from ~un;0 at time t
to ~un+1;0 at time t+ t involves three substeps as follows:

1
t
  i~L

~un;i+1 + i ~r~pn;i+1
=

1
t
+ i~L

~un;i   i ~r~pn + i ~Nn;i
  i ~Nn;i 1 + i ~Cn+1 + i ~Cn:
(3.57)
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The coecients i; i; i and i for each substep are presented in table 3.1. Note
that ~N
n
= N(un). Manipulating ~L on the left-hand side of equation 3.57 gives
~u00 n;i+1   ~un;i+1   ~r~pn;i+1 =   ~Rn;i; (3.58)
where
 =
1
it
+ 42

k2x
L2x
+
k2z
L2z

~R
n;i
=

1
it
+
i
i
~L

~un;i +
i
i
~r~pn;i + i
i
~N
n;i
+
i
i
~N
n;i 1
+ ~C
n;i+1
+
i
i
~C
n;i
~u00 =
d2
dy2
~u:
(3.59)
At each substep, equation 3.58 for a given Fourier wavenumber pair is solved. The
complete system of equations is given by
~u00   ~u  ~r~p =   ~R; (3.60)
~r  ~u = 0; (3.61)
~u(a) = ~u(b) = 0: (3.62)
Note that the superscripts, n and i, are suppressed. Equations 3.60-3.62 are so-called
the tau equations which can be solved via the inuence-matrix method.
i i i i i
RK3
0 29/96 37/160 8/15 0
1 -3/40 5/24 5/12 -17/60
2 1/6 1/6 3/4 -5/12
Table 3.1: Time-stepping coecients.
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3.4.7 The inuence-matrix method
Equations 3.60-3.62 comprises three coupled dierential equations with four un-
knowns (~u; ~v; ~w; and ~p). It is assumed that the walls are located at y = 1. A
system of equations in ~v and ~p can be obtained by manipulating equation 3.60 and
evaluating ~r  ~u = 0 at the two walls. This results in a complete system for ~v and
~p as follows:
~p00   2 ~p =   ~r  ~R ~v0(1) = 0; (3.63)
~v00   ~v   ~p0 =  R^y ~v(1) = 0: (3.64)
Equations 3.63 and 3.64 are called the A-problem. It seems rather dicult to solve
the A-problem due to the presence of ~p in the ~v dierential equation and due to the
presence of ~v in the boundary conditions. Therefore, the inhomogeneous B-problem
is introduced as follows:
~p00   2 ~p =   ~r  ~R ~p(1) = P; (3.65)
~v00   ~v   ~p0 =  R^y ~v(1) = 0: (3.66)
The appropriate values of P for the pressure boundary conditions are unknown
which can be obtained from the conditions that ~v0( 1) = ~v0(+1) = 0. Let ~vp and ~pp
be the particular solution to the A-problem with homogeneous Dirichlet boundary
conditions,
~pp
00   2 ~pp =   ~r  ~R ~pp(1) = 0; (3.67)
 ~vp
00    ~vp   ~pp0 =  R^y ~vp(1) = 0; (3.68)
~v+ and ~p+ be the solution to the homogeneous B+-problem,
~p00+   2 ~p+ = 0 ~p+( 1) = 0; ~p+(1) = 1 (3.69)
 ~v+
00    ~v+   ~p0+ = 0 ~v+( 1) = 0; ~v+(1) = 0; (3.70)
and ~v  and ~p  be the solution to the homogeneous B -problem,
~p00    2 ~p  = 0 ~p ( 1) = 1; ~p (1) = 0 (3.71)
 ~v 00    ~v    ~p0  = 0 ~v ( 1) = 0; ~v (1) = 0: (3.72)
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Thus, the solution to the A-problem can be obtained from the solutions to the
particular A-problem and the homogeneous B-problem,0@~p
~v
1A =
0@~pp
~vp
1A + +
0@~p+
~v+
1A+  
0@~p 
~v 
1A : (3.73)
The boundary conditions on ~p and ~v for the A-problem are satised if24~v0+(+1) ~v0 (+1)
~v+( 1) ~v ( 1)
350@+
 
1A =  
0@~vp(+1)
~vp( 1)
1A : (3.74)
Equation 3.74 is called the inuence-matrix equation. The solutions  to equation
3.74 provide the appropriate boundary conditions for the B-problem. As a result,
the solution to the B-problem satises the original A-problem.
3.4.8 Integration of DNS simulation with passivity-based
feedback controller
According to equation (3.25), the controller state zK(t + t) is updated from
zK(t) via the following relation
zK(t+ t) = AKzK(t) + BKm2(t): (3.75)
The control action f(t) is obtained via
f(t) = CKzK(t): (3.76)
Since the discretised closed-loop linear system Q is time-invariant, AK , BK , and
CK of the controller K are computed once o-line before entering the simulations.
The intial values of zK and f are assigned to be zero. The measurement m2 is
taken from the wall-normal velocity eld over the whole domain in the physical
space. Full-domain forcing is applied to the ow eld by assigning f equals to the
wall-normal component of ~R
n;0
in equation (3.60).
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3.4.9 Characteristic scales
The characteristic scales of near-wall motion appear as either outer or inner
scales. For a plane Poiseuille channel ow, the mean wall shear stress
w = 
@


U^

@y

y=h
; (3.77)
and the kinematic viscosity  are signicant parameters in the inner layer. Typical
inner scales are the friction velocity
u =
r
w

(3.78)
and the viscous lengthscale
 =

u
; (3.79)
where  and  are the dynamic viscosity and uid density, respectively. A wall unit,
denoted by the symbol + in the superscript, indicates scaling with the viscous inner
scales. For example, the wall-normal distance measured in wall units is
y+ =
y

=
uy

: (3.80)
In canonical turbulent channel ow, the order of magnitude of the ratio between the
inertial term and the viscous term is given by the friction Reynolds number
Re =
uh

; (3.81)
which is commonly used to characterise the ow. According to velocity defect law
(equation 2.2), typical outer scales are the channel half-height h and the friction
velocity u . The lower wall is located at y =  h and the upper wall at y = h.
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3.5 Dynamic mode decomposition
In this section, a description of the dynamic mode decomposition (DMD) is
briey provided. This novel post-processing method will be applied to turbulent
channel ows in chapter 7.
Dynamic mode decomposition is a method for the extraction of dynamic informa-
tion from any data sequence without knowledge of the underlying system (Schmid,
2010; Schmid et al., 2011). Dynamic information obtained from the DMD analysis
depends only on the data sequence. To begin with, a set of data obtained from
experiments or numerical simulations is considered. The data should be ordered in
the form of a temporal sequence given by
DN1 = fd1;d2; ::::;dNg: (3.82)
It consists of column vectors di, where di denotes the ith snapshot of a temporal
sequence. The subscript 1 stands for the rst entry of the temporal sequence; the
superscript N stands for the last entry of the temporal sequence. It is assumed that
a temporal sequence of data is separated by a constant sampling time t.
Then, a linear mapping A which connects the temporal sequence di to the sub-
sequent temporal sequence di+1 is considered. Each temporal sequence is assumed
to be generated by a linear dynamical system,
di+1 = A di: (3.83)
A linear mapping A is assumed to be invariant over the sampling interval [0; (N  
1)t]. This assumption enables a formulation of an ordered temporal sequence as
follows:
DN1 = fd1;A d1;A2 d1; ::::;AN 1d1g: (3.84)
The aim of the dynamic mode decomposition is to extract the dynamic characteris-
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tics of the linear dynamical system described by the linear mapping A based on the
sequence DN1 . A temporal sequence di(x; y; z; t) can be decomposed into the form
given by
di(x; y; z; t) =
X
l
eltfl(x; y; z): (3.85)
l and fl(x; y; z) are the eigenvalues and eigenfunctions which describe the charac-
teristics of the linear mapping A. As the number of sequence entries N increases, the
vectors given by equation 3.84 are assumed to approach linear dependence (Schmid,
2010). In consequence, the vector dN can be written as a linear combination of the
linearly independent vectors di, i = 1; ::::; N   1, as follows
dN = a1 d1 + a2 d2 + ::::+ aN 1 dN 1 + r (3.86)
or in matrix form
dN = D
N 1
1 a + r; (3.87)
where r is the residual vector and aT = fa1; a2; ::::; aN 1g are the coecients. Ruhe
(1984) suggested that the relations introduced above can be written as
Afd1;d2; ::::;dN 1g = fd2;d3; ::::;dNg = fd2;d3; ::::;DN 11 ag+ r eTN 1 (3.88)
or in matrix form
A DN 11 = D
N
2 = D
N 1
1 S + r e
T
N 1; (3.89)
where eTN 1 2 R is a unit vector of dimension N   1. The matrix S represents a
companion type matrix
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S =
26666666664
0 a1
1 0 a2
1
. . .
...
. . . . . . aN 2
1 aN 1
37777777775
: (3.90)
The coecients fa1; a2; ::::; aN 1g, which also appear in equation 3.86, are the only
unknown components in S.
Schmid (2010) stated that some of the eigenvalues of the linear mapping A can
be approximated by the eigenvalues of S. Thus, the computation of S is carried out
by calculating the coecients fa1; a2; ::::; aN 1g via the least-squares method. Since
the vector dN can be expressed as a linear combination of the linearly independent
vectors di, i = 1; ::::; N   1, the coecients vector a can be obtained via the QR
algorithm:
a = R 1 Q dN with DN 11 = Q R; (3.91)
where Q is an orthogonal matrix and R is an upper triangular matrix.
Although the decomposition based on a companion matrix S is theoretically
applicable, a practical implementation yields an ill-conditioned eigenvalue decom-
position problem due to the high non-normality of S. Thus, a more robust method
is employed by introducing a matrix ~S which is related to a companion matrix S
via a similarity transformation (Schmid, 2010). A singular value decomposition of
the temporal sequence DN 11 = UV
H is used as a preprocessing step. U and V
are unitary matrices. VH is the conjugate transpose of V.  is a diagonal matrix
whose elements are the singular values of DN 11 . Substitution of the singular value
decomposition UVH into equation (3.89) results in ~S = UHAU = UHDN2 V
 1.
Note that a more robust computation based on ~S will be implemented to obtain all
results in chapter 7. The corresponding dynamic modes i can be obtained via
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i = U i, with

i,i

= eiv(~S); (3.92)
where i is the ith eigenvector of ~S and ~Si = ii. The logarithmic mapping of
the eigenvalues i is given by
i = log(i)=t = i + i!i: (3.93)
It provides growth rates i and frequencies !i. Note that t is the time interval
between two consecutive snapshots. The eigenvalues i lying on the unit circle
indicate neutrally stable modes, while the eigenvalues lying inside and outside the
unit circle indicate the stable and unstable modes, respectively.
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Chapter 4
Relaminarisation of turbulent
channel ow with passivity-based
linear feedback control
Sharma et al. (2011) have already demonstrated that the application of passivity-
based linear feedback control to fully-developed turbulent channel ow at Re = 100
via the full-domain body forcing in the wall-normal direction at low wavenumbers
is an eective method to attenuate turbulent channel ow such that it is relami-
narised. The passivity-based control approach is adopted for periodic channel ow
and explained by the conservative characteristics of the nonlinear system in the
Navier-Stokes equations with respect to the perturbation energy. A controller is syn-
thesised such that the closed-loop linear system, including the controller, is passive.
The simulations were performed at a relatively low Reynolds number (Re = 100)
so that the implementation and testing of a control algorithm were not too com-
putationally expensive. However, low-Reynolds-number eects are signicant and
most engineering applications occur at very high Reynolds numbers.
The objective of this chapter is to assess the ability of passivity-based linear
feedback control to suppress turbulent channel ows at higher Reynolds numbers
where the range of wavenumbers is broader, and to understand how the linear feed-
back control is eective in attenuating turbulent channel ow uctuations which is
an intrinsically nonlinear phenomenon, and to investigate the responses of velocity
and pressure elds to the linear feedback control.
First, parameters and ow characteristics used to govern turbulent channel ow
are dened and their values are assigned. Then, turbulence statistics of fully-
developed uncontrolled turbulent channel ows at dierent friction Reynolds num-
bers are compared to the literature references. The results obtained from the con-
trolled ow simulations are presented and discussed, including the responses of ve-
locity and pressure elds, the role of wall-normal velocity and pressure uctuations,
energy, and ow visualisation. In addition, the inuence of the control penalty "
on the innity norm  of the closed-loop linear system and on the control forcing is
examined. Last, the maximum streamwise wavelength resolution that can be used
while retaining full control is investigated with the aid of the minimal ow unit
simulation.
4.1 Parameters and ow characteristics
In the present study, all simulations are performed in a plane Poiseuille channel
ow using a direct numerical simulation (DNS). A modied version of Channelow-
1.4.2 (Gibson et al., 2008), available under the GNU General Public License, is
employed. The Navier-Stokes equations with a parabolic base ow and a skew-
symmetric form of the nonlinear term are computed. A bulk velocity Ubulk is main-
tained constant in the course of a simulation; therefore, a mean pressure gradient
dP=dx that drives the ow is a dependent variable, determined from the momentum
equation. The geometry of a channel used is shown in gure 4.1, where the lower
wall is located at y =  h and the upper wall at y = h, and Ly = 2h. Periodicity
is applied in the x- and z- axes, which are the streamwise and spanwise directions,
respectively.
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Figure 4.1: Geometry of a channel and coordinate system. The arrow in
the gure represents ow direction.
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In this chapter, the simulations are conducted at ve dierent friction Reynolds
numbers, Re = 80, 100, 180, 300, and 400. A summary of parameters and ow
characteristics of all simulations is given in table 4.1. The table also presents the
parameters and ow characteristics of the literature references, selected owing to
their high-resolution simulations. The rst is a direct numerical simulation carried
out by Kuroda & Kasagi (1998) at Re = 100, 300, and 400. The other one is
performed by Moser et al. (1999) at Re = 180 and 400.
From table 4.1, the size of the computational domain is chosen to be suciently
large to contain the largest naturally-occuring coherent structures and considerably
larger than the minimal ow unit (Jimenez & Moin, 1991); it is usually determined
by two-point correlations of the velocity components, presented later in x4:2. We
compromise on this for Re = 400. The computational domain is spectrally discre-
tised using the Fourier-Galerkin method in the directions parallel to the wall and
using the Chebyshev-tau method in the wall-normal direction. The non-uniform grid
spacing in the wall-normal direction provides higher resolution in the near-wall re-
gion where the small-scale motions play an important role. To obtain an acceptable
grid resolution, Nx and Nz Fourier modes in the streamwise and spanwise directions
and Chebyshev polynomials of degree up to Ny in the wall-normal direction are con-
sidered. It is suggested that all essential turbulent scales should be resolved on the
computational grid down to the Kolmogorov length scale , the length scale which
is directly inuenced by the viscosity. However, it shows that the DNS results are
in good agreement with the experimental results even though the grid resolution
is larger than the Kolmogorov length scale (Moser & Moin, 1987; Moin & Mahesh,
1998). Thus, the grid resolution used is in line with the numerical studies by Kuroda
& Kasagi (1998) and Moser et al. (1999). Dealiasing is applied with the 2/3 rule
in the wall-parallel directions. The ow eld is advanced in time using a three-
substep, third-order semi-implicit Runge-Kutta time-integration scheme, RK3. The
maximum variable time step is restricted to ensure that the CFL number is always
less than one during the simulations.
In these simulations, the driving force (the mean pressure gradient) is not known
a priori when the owrate is dened. To achieve the expected friction Reynolds
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numbers, the owrates are selected based on the reference values from Hwang (2010)
for Re = 100 and 180 and from Kuroda & Kasagi (1998) for Re = 300 and 400.
Table 4.1 shows that the friction Reynolds numbers obtained are slightly dierent
from the references. Note that Reb is the Reynolds number based on the bulk
velocity Ubulk and the channel half-height h. Rec is the Reynolds number based on
the turbulent mean prole centreline velocity Uc and the channel half-height h.
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4.2 Validation
The following procedures are carried out to conrm that a modied version of
Channelow-1.4.2 adequately represents fully-developed turbulent channel ow at
each friction Reynolds number.
First, fully-developed unmanipulated turbulent channel ow is generated by in-
troducing random perturbations to a parabolic laminar ow-velocity prole. Then,
the ow eld is integrated over a period of time until a statistically stationary state
is reached. This state can be recognised via the absence of signicant transients
due to initial perturbations and the presence of a linear prole of the total shear
stress (Jimenez & Moin, 1991). From this stationary state, the ow eld is further
integrated for 200 time units (tUcl=h) to acquire the statistical information which de-
scribes the ow structures. Note that Ucl is the parabolic prole centreline velocity.
Turbulence statistics at each friction Reynolds number are examined and veried
including mean velocity, rms velocity uctuations, Reynolds shear stress and total
shear stress, two-point correlations, and one-dimensional spectra. In the validation,
it is noted that all velocity perturbations are based on a turbulent mean velocity
prole.
To begin with, the prole of total shear stress, (y) =  uv(y) + 1
Recl
@U
@y
, is in-
vestigated to ensure that turbulent channel ow is fully-developed; it should be a
straight line. Figures 4.4 (a), 4.4 (b), 4.4 (c), and 4.4 (d) clearly show that the total
shear stress proles are straight lines, (y) = 1  y. The driving forces are globally
balanced with the ow resistance since jwj = 1. The proles of the mean velocity,
reported in gures 4.2 (a), 4.2 (b), 4.2 (c), and 4.2 (d), are examined. It shows that
all the mean velocity proles agree well with the literature references. The buer
layer penetrates into the centre of the channel at Re = 100. A very thin logarithmic
layer appears at Re = 180, while it persists up to y
+  200 at Re = 400. This
indicates that low-Reynolds-number eects decrease at higher Reynolds numbers
and a turbulent channel simulation at Re = 180 is probably an acceptable starting
point at which to perform simulations with control. The proles of rms velocity
uctuations collapse for all the velocity components (gures 4.3 (a), 4.3 (b), 4.3 (c),
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and 4.3 (d)). This demonstrates that the distribution of turbulence kinetic energy
is well predicted and the accurate representation of turbulence is initially achieved.
The collapse of the Reynolds shear stress proles (gures 4.4 (a), 4.4 (b), 4.4 (c),
and 4.4 (d)) illustrates that the local distribution of turbulence production, that
depends on the Reynolds shear stress distribution, is accurately predicted. Further
turbulence statistics are validated at Re = 180 and 400 which are used for exten-
sive studies. At each wall-normal distance y, two-point correlations of the velocity
components with streamwise and spanwise separations
Rij(x; y) =
ui(x; y; z; t)uj(x+ x; y; z; t)
ui;rms(x; y; z; t)uj;rms(x+ x; y; z; t)
; (4.1)
Rij(z; y) =
ui(x; y; z; t)uj(x; y; z + z; t)
ui;rms(x; y; z; t)uj;rms(x; y; z + z; t)
(4.2)
and one-dimensional streamwise and spanwise spectra of the velocity components
ij(kx; y) =
1
Lx
Z Lx
0
Rij(x; y)e
 ikxxdx; (4.3)
ij(kz; y) =
1
Lz
Z Lz
0
Rij(z; y)e
 ikzzdz (4.4)
are computed. kx and kz stand for the streamwise and spanwise wavenumbers, re-
spectively. Two-point correlations, shown in gures 4.5 (a), 4.5 (b), 4.5 (c), and 4.5
(d), are in good agreement with the literature reference. The size of the compu-
tational domain used is suciently large since all the correlations decrease to zero
for the large streamwise and spanwise separations. The minimum of Ruu(z; y) at
z+ around 50 indicates half of the spanwise spacing of streaks. One-dimensional
streamwise and spanwise spectra, reported in gures 4.6 (a), 4.6 (b), 4.6 (c), and 4.6
(d), qualitatively agree with the literature. The grid resolution used is acceptable
since the energy spectral density at low wavenumbers, corresponding to the large
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energy-containing eddies, is signicantly greater than the energy spectral density at
high wavenumbers, associated with the dissipative small-scale eddies. In addition,
there is no increase in the energy spectral density at the highest wavenumbers. In
othre words, there is no accumulation of energy at the highest wavenumbers.
Further assessment on the adequacy of the grid resolution is carried out by con-
sidering the smallest scales in turbulence, typically characterised by the Kolmogorov
length scale . It is derived from the following expression
 =

3

1=4
; (4.5)
where the dissipation rate is given by
 =

2
 
@ui
@xj
+
@uj
@xi
!2
; (4.6)
in which no assumption of local isotropy is made. Since fully-developed turbulent
channel ow is homogeneous in the streamwise and spanwise directions, but not in
the wall-normal direction, the Kolmogorov length scale and dissipation rate vary
along the wall-normal direction only. Mansour et al. (1988) demonstrated that the
dissipation rate has its peak at the wall and then decreases to a minimum value in
the middle of the channel. Thus, the Kolmogorov length scale and dissipation rate
are calculated at each wall-parallel plane along the y-axis. In the present study, the
Kolmogorov length scale + at Re = 180 ranges from 1.52 very close to the wall to
3.50 at the centre of the channel. At Re = 400, the smallest Kolmogorov length
scale + of about 1.46 presents near the wall and the largest length scale + of 4.25
at the channel centreline. A comparison between the Kolmogorov length scale +
and the wall-normal grid resolution y+ clearly shows that the wall-normal grid
resolution is smaller than the Kolmogorov length scale in the near-wall region and
is of the same order of magnitude as the Kolmogorov length scale in the middle of
the channel. In the wall-parallel directions, it obviously demonstrates that the grid
resolution, including x+ and z+, is larger than the Kolmogorov length scale.
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However, it is suggested that the grid resoution in the wall-parallel directions of
about 15 is sucient to accurately represent near-wall turbulence since the dissi-
pation mainly occurs at scales greater than 15 (Moser & Moin, 1987). Therefore,
it is certain that the grid resolution used in the present study is adequate. This also
conrms through gures 4.7 (a) and 4.7 (b) which report one-dimensional spectra of
the streamwise velocity component, non-dimensionalised using Kolmogorov scaling,
as a function of kx at Re = 180 and 400. At high wavenumbers, all the spectra
indicate energy at kx  0.1, indicating that the turbulence length scales down to
about 10 are resolved. It is noted that the Kolmogorov length scale is located at
kx = 1 and the collapse of the spectra is not achieved for y
+  30 due to the strong
viscous eects (Dunn & Morrison, 2005).
The proles of mean velocity, rms velocity uctuations, Reynolds shear stress,
and total shear stress of fully-developed turbulent channel ow at Re = 80 are
presented in gures 4.8 (a), and 4.8 (b). There is no literature reference available;
however, the turbulence statistics appear to be qualitatively correct.
4.3 The responses of velocity and pressure elds
In this section, the responses of velocity and pressure elds of fully-developed
turbulent channel ows subject to passivity-based linear feedback control are pre-
sented and discussed, including the mean pressure gradient, skin-friction drag, mean
velocity proles, and velocity and pressure uctuations. Note that all viscous scales
refer to initially fully-developed turbulent channel ow at t = 0. The instantaneous
spatially-averaged ow quantities are investigated since the relaminarising ow is
statistically non-stationary. The velocity perturbations with respect to a parabolic
laminar ow-velocity prole are considered.
4.3.1 Mean pressure gradient
First, the mean pressure gradient dP=dx that drives the ow is investigated. In
a modied version of Channelow-1.4.2, pressure elds can be decomposed into base
and uctuating parts (Gibson et al., 2008):
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P^ (x; y; z; t) = x
dP
dx
(t) + p(x; y; z; t): (4.7)
The pressure gradient can then be derived as follows:
rP^ (x; y; z; t) = dP
dx
(t)~ex +rp(x; y; z; t): (4.8)
Due to periodicity imposed in the wall-parallel directions, the spatial average of the
uctuating pressure gradient rp is equal to zero (Gibson et al., 2008). Thus, the
spatially averaged total pressure gradient is entirely conveyed by the mean pressure
gradient dP=dx. The momentum equation is therefore given by
@u
@t
  hdP
dx
= w: (4.9)
A decrease in the mean pressure gradient indicates that turbulence is attenuated
and wall shear stress decreases also. At each Re , full-domain, linear feedback con-
trol acting on the wall-normal velocity uctuation is restricted to low wavenumbers
which correspond to the large energy-containing eddies, while the signicant viscous
eects are sucient to dissipate energy at the highest wavenumbers. Then, the re-
striction of control is progressively increased to higher wavenumbers until the mean
pressure gradient monotonically decreases. An uninterrupted decrease in the mean
pressure gradient implies that the manipulated ow is fully controlled such that it
is relaminarised. Figure 4.9 reports the temporal evolution of the mean pressure
gradient of the controlled and uncontrolled ows at Re = 80, 100, 180, 300, and
400. It shows that the minimum streamwise and spanwise wavenumbers required
for the control (kx; kz)min, summarised in table 4.2, increases with increasing Re ,
as would be intuitively expected from a broader range of scales at higher Reynolds
numbers. Then, the maximum spanwise wavelength resolution that can be used
while retaining full control
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Re 76.40 97.92 180.70 301.46 397.09
(kx; kz)min 4 5 9 15 20
Table 4.2: The minimum streamwise and spanwise wavenumbers required
for control at Re = 80; 100; 180; 300; and 400.
+z;max =
 
2
kz;min
! 
u

!
(4.10)
is calculated at each friction Reynolds number, where the value of the friction ve-
locity u at time t = 0 is used. Interestingly, it reveals that 
+
z;max is approximately
equal to 125 wall units and it is invariant with the friction Reynolds number (g-
ure 4.10). At Re = 80 and 100, the mean pressure gradient even greater than
that of the uncontrolled ow can be observed when the control is restricted to
(kx; kz) < (kx; kz)min (gure 4.9). Therefore, to eectively attenuate turbulent chan-
nel ow at Re  400, the control is strictly required to resolve the scales of motion
of the mean streak spacing. In other words, (kx; kz) up to (kx; kz)min is needed.
Next, the application of passivity-based linear feedback control to turbulent chan-
nel ow is extensively investigated at Re = 400, the largest friction Reynolds num-
ber used.
4.3.2 Skin-friction drag
The skin-friction drag coecient
Cf (t) =
2


w

U2bulk
=

U2bulk
"
@


U^

@y

y= h
  @


U^

@y

y=+h
#
(4.11)
as a function of time is considered because it indicates the temporal evolution of
the ow resistance. The symbol

   represents instantaneous averaging of ow
quantities in the wall-parallel (homogeneous) directions and it is used throughout
this chapter. Figures 4.11 and 4.12 show that the temporal evolution of the skin-
friction drag coecient Cf , calculated from equation 4.11, for the uncontrolled and
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controlled ows at Re = 400 corresponds well with the temporal evolution of the
mean pressure gradient dP=dx, computed from equation 3.70. This is expected
since w =  h(dP=dx) for steady ow where the transient term @u=@t is equal
to zero. This also implies the global balance between the driving forces and the
ow resistance over the course of the simulations. The control restricted to (kx; kz)
greater than (kx; kz)min is also conducted. It shows that this control is ineective
since the skin-friction drag reduction achieved from the control restricted down to
+z  62:75, corresponding to kz = 40, is as eective as that obtained from the
restriction of control to +z  125, corresponding to kz = 20. This therefore sug-
gests that the optimum spanwise wavelength resolution for the control to attenuate
turbulent channel ow at Re  400 is equal to +z  125.
4.3.3 Mean velocity proles
Mean velocity proles are examined. Figures 4.13 (a), (b), (c), (d), and (e) show
the temporal evolution of the mean velocity prole


U^

(y; t) of turbulent channel
ow at Re = 400 subject to the control restricted to (kx; kz)  14; 16; 18; 20; and 40,
respectively. As time advances, the mean velocity gradient at the wall continuously
decreases for every controlled case, corresponding to a decrease in the skin-friction
drag. Note that Uc;laminar is equal to Ucl.
At t = 200, a comparison of the mean velocity prole between controlled cases
reveals that the restriction of control to (kx; kz)  20 results in the most rapid
decline in the skin-friction drag (gure 4.14). A slower reduction in the skin-friction
drag for the control restricted to (kx; kz) greater than (kx; kz)min is observed. This
nding supports that the optimum spanwise wavelength resolution for the control
to attenuate turbulent channel ow is equal to +z  125, which is of the order of
the mean streak spacing.
4.3.4 Velocity and pressure uctuations
The uctuating velocity and pressure elds are investigated using the volumetric
spatial average of u2; v2, and w2:
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u2i

(t) =
1


ZZZ


u2i (x; y; z; t) dx dy dz (4.12)
and the volumetric spatial average of p2:


p2

(t) =
1


ZZZ


p2(x; y; z; t) dx dy dz (4.13)
as a function of time, where 
 = 2LxLzh is a volume of the computational domain.
It is noted that all velocity perturbations are based on a parabolic laminar ow-
velocity prole. Figure 4.15 (a) shows that the pressure and wall-normal velocity
perturbations are controlled more quickly than the other components. The span-
wise velocity perturbation subsequently decreases, and then the streamwise velocity
perturbation lastly decays.
During the short-term evolution (gure 4.15 b), the pressure and wall-normal
velocity perturbations rapidly respond to the control action; a brief spike of the
pressure perturbation can be observed. A comparison of the temporal evolution
of the velocity and pressure perturbations between controlled cases reveals that
the evolutionary patterns are almost identical except for the case of the control
restricted to (kx; kz)  40 in which the wall-normal velocity perturbation decreases
more rapidly.
Figures 4.16 (a), 4.16 (b), 4.16 (c), and 4.16 (d) show the temporal evolution of
the wall-parallel-averaged ow quantities,


u2

,


v2

,


w2

, and


p2

, at y+ = 25,
corresponding to the location of the short-term forcing peak (see x4.4 for further
details). The pressure perturbation is controlled rapidly. The spanwise and wall-
normal velocity perturbations subsequently decay, and then the streamwise velocity
perturbation lastly decays.
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4.4 The roles of wall-normal velocity and pressure
uctuations
In this section, a further study on the uctuating pressure and wall-normal ve-
locity elds is carried out since both respond promptly to the control forcing. The
mean-square forcing of passivity-based linear feedback control:


f 2

(y; t) =
1
A
ZZ
A
f 2(x; y; z; t) dx dz; (4.14)
which acts on the wall-normal velocity eld, is rstly examined. A = LxLz is the
area of a wall-parallel plane. Figure 4.17 shows the mean-square forcing prole of
the control restricted to (kx; kz)  20 for turbulent channel ow at Re = 400 at ve
time instants. Clearly, the forcing varies with wall-normal distance and signicantly
decreases over time. A substantial decrease in the control eort indicates that the
laminar ow state is approached. The forcing peak decays continuously over time
and moves towards the channel centreline probably due to a decrease in the eective
friction Reynolds number.
In the short term, the forcing peak is located at y+  25, corresponding to
the location of the maximum mean-square pressure gradient of fully-developed un-
manipulated turbulent channel ow (gures 4.18 (a) and 4.18 (b)). This could be
understood via the mean-square acceleration equation (equation 2.10). Batchelor &
Townsend (1956) demonstrated that the mean-square pressure gradient is the most
dominant term associated with the mean-square acceleration. They suggested that
the ratio of the mean-square pressure gradient to the mean-square viscous terms
is about 20 (equation 2.14). Figure 4.18 (a) and 4.18 (b) show that the ratio of
the mean-square pressure gradient to the mean-square viscous terms is about 8 at
y+  25 for fully-developed turbulent channel ows at Re = 400. The ratio is
lower than the value suggested by Batchelor & Townsend (1956) due to relatively
low Reynolds number simulation. However, this ratio agrees well with the result of
Dunn & Morrison (2003) at Re = 300.
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Figure 4.19 shows that the controller reduces the ratio of the mean-square pres-
sure gradient to the mean-square viscous terms over time via the control forcing
which acts on the wall-normal velocity eld. The restriction of control to higher
wavenumbers results in a more rapid decrease in the ratio of the mean-square
pressure gradient to the mean-square viscous terms. Figure 4.20 shows the tem-
poral evolution of the wall-parallel-averaged ow quantities at y+ = 25 of turbu-
lent channel ow at Re = 400 subject to the control restricted to (kx; kz)  20.
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and


f 2

gradually decrease over time: they demon-
strate similar patterns of decay (see gures 4.19 and 4.20 (c)) indicating a relation-
ship between the mean-square forcing and the mean-square acceleration terms.
The instantaneous mean-square proles of the pressure perturbation gradient
and the perturbed viscous terms of turbulent channel ow subject to the control
restricted to (kx; kz)  20 at Re = 400 are presented in gures 4.21 (a) and 4.21
(b). At y+ = 25, it demonstrates that the controller causes a substantial reduction
in

 
@p=@xi
2
and a monotonic decline in 2


(@2ui=@x
2
j)
2

. This results in the
reduction of the ratio of the mean-square pressure gradient to the mean-square
viscous terms. The peak of the mean-square pressure gradient moves towards the
channel centreline over time probably due to a decrease in the eective friction
Reynolds number. At t = 50, the peak of the mean-square pressure gradient is
located at y+  50 corresponding to the mean-square forcing peak (gures 4.17
and 4.21(b)). Note that u used in y
+ is that at t = 0. This suggests that the
control forcing targets the mean-square pressure gradient, the most dominant term
associated with the mean-square acceleration. For the control restricted to (kx; kz) 
40, gures 4.22 (a) and 4.22 (b) show that the controller substantially reduces the
mean-square pressure gradient over time. At t = 50, the mean-square pressure
gradient in the inner layer is signicantly less than the mean-square viscous terms.
Next, the temporal evolution of the wall-parallel-averaged ow quantities of tur-
bulent channel ow at Re = 400 subject to the control restricted to (kx; kz)  14
is presented in gures 4.23 and 4.24. Clearly, the ow is not fully controlled since
the control is restricted to (kx; kz) < (kx; kz)min. Figures 4.23 (a), 4.23 (b), 4.23 (c),
and 4.23 (d) show the temporal evolution of velocity and pressure perturbations.
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u2

(y; t) gradually decreases over time.


v2

(y; t),


w2

(y; t), and


p2

(y; t) de-
crease in the short term, and then they gradually increase with high-intensity areas
spreading from the inner layer into the outer layer. Figures 4.24 (a), 4.24 (b), 4.24
(c), 4.24 (d), and 4.24 (e) show the temporal evolution of


PE

(y; t),


DE

(y; t),
 
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(y; t), and 2
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(y; t). All ow quantities also de-
crease in the short term, and then they gradually increase with high-intensity areas
spreading from the inner layer into the outer layer. Interestingly, the evolutionary
patterns of

 
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(y; t) and
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(y; t) are similar (gures 4.24(c) and 4.24(d)).
High-intensity areas of

 
@p=@xi
2
(y; t) and


f 2

(y; t) are correlated and they are
located in the inner layer at y+  25. This evidence supports that the controller
targets the mean-square pressure gradient.
Figure 4.25 shows, for uncontrolled ow, that mean-square viscous force is much
smaller than mean-square pressure gradient and that the latter shows a greater
intermittency. This is examined further in chapter 5.
4.5 Energy
The energy of velocity perturbations from the parabolic laminar ow-velocity
prole is examined and it is given by
E(t) =
1


ZZZ


(u2 + v2 + w2) dx dy dz; (4.15)
where 
 = 2LxLzh is a volume of the computational domain. As already reported
in gure 4.15 (a), the energy of the wall-normal velocity perturbation decays most
rapidly. The energy of the spanwise velocity perturbation subsequently decreases,
and the energetic streamwise velocity perturbation decreases most slowly of all. This
ordering of decay supports the idea that the interaction of the wall-normal velocity
uctuation with the mean shear vU
0
, the major source of the system non-normality,
plays an important role in the maintenance of near-wall turbulence structures (Kim
& Lim, 2000). Chernyshenko & Baig (2005) also stated that the interaction between
the wall-normal motion and the shearing is at least required for the control of streaks.
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The present results suggest that the control eort applied to the wall-normal velocity
eld is sucient to attenuate near-wall turbulence structures.
Further investigation on the rate of change of the total perturbation energy
dE=dt over a rectangular domain 
 = LxT  [a; b]  LzT is carried out using the
Reynolds-Orr equation (Schmid & Henningson, 2001). Note that T represents the
periodic unit interval and [a; b] = [ h; h]. In parallel viscous shear ow, the rate
of change of the total perturbation energy is given by equation 3.29, presented in
x3.2.6. The temporal evolution of the rate of production PE and dissipation DE
of perturbation energy in turbulent channel ows subject to passivity-based linear
feedback control is presented in gures 4.26 (a) and 4.26 (b). It is certain that
the control operates via the interaction of the wall-normal velocity perturbation
with the shear of the base prole vU
0
L(y) since a signicant amount of the rate of
production PE decreases promptly after the control is activated. The dissipation
rate DE subsequently lessens due to the declining production rate. The application
of control to higher wavenumbers results in a faster decrease in the rate of production
PE and dissipation DE.
In order to relaminarise the ow, the control is required to provide the actuation
such that dE=dt < 0. Figures 4.27 (a) and 4.27 (b) show the rate of change of the
total perturbation energy dE=dt in turbulent channel ows at Re = 180 and 400.
They show that for the control restricted to (kx; kz)  (kx; kz)min the rate of change
of the total perturbation energy dE=dt is always negative.
In the context of Landahl's timescales, PE operates on the shear interaction
timescale associated with the interaction between the wall-normal motion and the
shearing, while DE is much slower operating on the viscous interaction and nonlinear
turbulence timescales. The presence of Landahl's timescales in turbulent channel
ows will be investigated in chapter 6.
4.6 Flow visualisation
Flow visualisation is employed to identify characteristic features of the ow eld
subject to passivity-based linear feedback control. The results could provide a better
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understanding on how the control works to attenuate turbulent channel ows at
Re  400. Contours of the velocity and pressure elds together with contours of
the control forcing are investigated. Then, the temporal evolution of hairpin-like
structures is presented and discussed.
4.6.1 Instantaneous ow eld
The instantaneous ow eld of turbulent channel ow at Re = 400 subject to
passivity-based linear feedback control restricted to (kx; kz)  (kx; kz)min = 20 is
studied. Contours of the ow eld and the control forcing in a wall-parallel plane
at y+  25, corresponding to the location of the short-term maximum forcing, are
shown in gures 4.28-4.32.
Contours of velocity and pressure perturbations of initially fully-developed tur-
bulent channel ow at t = 0 is rstly examined. Figures 4.28 (a), 4.29 (a), and 4.31
(a) show that the ow structures are consistent with those obtained from the direct
numerical simulations by Robinson et al. (1990). The low-speed streamwise velocity
streaks are thin and they are elongated in the streamwise direction. The high-speed
regions are less elongated and they are wider than the low-speed streaks (gure 4.28
(a)). These low-speed streaks do not only advect in the streamwise direction, but
also meander in the spanwise direction. The mean spanwise spacing of streaks of
approximately 100 wall units is observed. The patterns of the wall-normal veloc-
ity (gure 4.29 (a)), spanwise velocity (gure 4.30 (a)), and pressure perturbations
(gure 4.31 (a)) are rounded rather than stretched.
As time advances, gures 4.28-4.31 show that the velocity and pressure pertur-
bations continuously decay. The relative rates of decay has already been discussed
in x4:3:4. The low-speed streamwise velocity streaks are straightened. Contours
of all the velocity perturbations exhibit streaky structures with the mean span-
wise spacing of streaks of about one hundred wall units. Contours of the pressure
perturbation demonstrate the signicant spanwise correlation and the streamwise
correlation appears to be wavy. Figures 4.32 (a), 4.32 (b), 4.32 (c), and 4.32 (d)
show that on average the control eort decreases over a period of time. The patterns
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of forcing are elongated in the streamwise direction. Over an extensive period of
time, the average value of forcing signicantly decreases from its short-term value,
whereas the maximum forcing magnitude is still relatively high (gure 4.32 (d)) as
the control eort is required to suppress high-strength hairpin-like structures which
locally appear in the ow eld (gure 4.35 (d)). In the region of small forcing, there
is no hairpin-like structures.
4.6.2 Hairpin structures
The temporal evolution of hairpin-like structures in turbulent channel ows sub-
ject to passivity-based linear feedback control at Re = 180 and 400 is investigated.
Hairpin-like structures are identied using the second largest eigenvalue of the sym-
metric tensor S2+A2 (the 2-criterion), rstly introduced by Jeong & Hussain (1995).
S and A are the symmetric and antisymmetric parts of the velocity gradient tensor
rU^, respectively. Figures 4.33 (a) and 4.33 (b) show instantaneous isosurfaces of
the 2-criterion of initially fully-developed turbulent channel ows (uncontrolled)
at Re = 180 and 400, respectively. At both friction Reynolds numbers, numerous
hairpin-like structures (Theodorsen, 1952; Adrian, 2007) aligned along the stream-
wise direction, appear in the near-wall region.
Then, instantaneous isosurfaces of the 2-criterion of turbulent channel ows
subject to passivity-based linear feedback control at Re = 180 and 400 are presented
in gures 4.34 and 4.35. At each friction Reynolds number, two controlled cases
are examined. The rst controlled case is when the control action is restricted
to (kx; kz)  (kx; kz)min; the other one is when the control action is restricted to
(kx; kz) < (kx; kz)min. For turbulent channel ows subject to the control restricted
to (kx; kz)  (kx; kz)min = 9 at Re = 180 (gures 4.34 (b), 4.34 (d), and 4.34 (f))
and to (kx; kz)  (kx; kz)min = 20 at Re = 400 (gures 4.35 (b), 4.35 (d), and 4.35
(f)), the amount of hairpin-like structures in the ow eld gradually decreases. This
implies that turbulent channel ows are fully controlled and relaminarised. Figures
4.34 (a), 4.34 (c), and 4.34 (e) show instantaneous isosurfaces of the 2-criterion of
turbulent channel ow subject to the control restricted to (kx; kz)  8 at Re = 180.
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The number of hairpin-like structures signicantly decreases over a short period of
time and a denser population of hairpin-like structures is observed as time advances.
For the control restricted to (kx; kz)  18 at Re = 400, gures 4.35 (a), 4.35 (c),
and 4.35 (e) show that the number of hairpin-like structures gradually decreases over
time. This ow visualisation study supports that the control is strictly required up to
the scales of motion of the mean streak spacing, (kx; kz)  (kx; kz)min, to completely
suppress near-wall turbulence structures at Re  400. For the control restricted to
(kx; kz) < (kx; kz)min, a denser population of hairpin-like structures can be observed
as time advances (gures 4.34 (a), 4.34 (c), and 4.34 (e)). The regeneration of
hairpin-like structures implies that the ow is not fully controlled.
Last, instantaneous isosurfaces of the 2-criterion together with contours of the
wall-pressure uctuation of turbulent channel ow subject to the control restricted
to (kx; kz)  (kx; kz)min = 20 at Re = 400 are shown in gure 4.36. As before,
the number of hairpin-like structures in the ow eld gradually decreases with time.
Similar to the pressure uctuation at y+ = 25, the wall-pressure uctuation signif-
icantly decreases; it also demonstrates the signicant spanwise correlation and the
streamwise correlation appears to be wavy over a long period of time. Figure 4.36
also shows that there is no indication of a direct relationship between wall-pressure
uctuations and hairpin-like structures above the wall since the pressure eld is
the integral of the velocity eld: while the control is local, but the wall-pressure
uctuations are not.
4.7 The inuence of the control penalty
In this section, the inuence of the control penalty is presented and discussed.
As previously mentioned in x3.3.2, a penalty on the control is needed to avoid the
singular control problem and corresponding large control signals. However, the
penalty weighting " needs to be carefully assigned since it is the main obstacle to
minimise , the innity norm of the closed-loop of ~G with K. In the present study,
the inuence of the control penalty " on the value of  and on the control forcing is
investigated at three dierent Reynolds numbers. First, the values of  for assigned
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values of the control penalty " are examined and quantied. Then, the inuence of
the control penalty on the control forcing is investigated. Last, turbulent channel
ows at Re = 180 for dierent values of the control penalty are studied.
Table 4.3 shows the values of  for dierent values of the control penalty at
Re = 100; 180, and 400. Note that (kx; kz)  5, (kx; kz)  9, and (kx; kz)  20 are
applied for Re = 100, 180, and 400, respectively, because these are the minimum
wavenumbers required for control. The value of the control penalty is varied from
" = 0:0001 to " = 0:1. Clearly, at each Reynolds number, the value of  increases
when the control penalty is increased. For any particular value of ", the value of
 also increases when the Reynolds number is increased. This evidence indicates
diculties in preventing large control signals, while the minimum value of  is also
required, especially at higher Reynolds numbers. For " = 0:0001, it shows that
 = 1:0000 can be achieved, implying that the closed-loop linear system is positive
real. However, the numerical scheme becomes unstable for " = 0:0001 due to large
control signals (gure 4.37). Figure 4.37 also shows that relatively large control
signals still exist for " = 0:001, causing the instability of the numerical scheme. For
" = 0:01, the stability of the numerical scheme can be achieved with the value of 
around 1.01-1.02. It is therefore suggested that the penalty weighting " = 0:01 is
a proper value which is employed for every test case in this research project. The
closed-loop linear system is very close to passive and the stability of the numerical
scheme can be obtained. Table 4.4 shows the inuence of controlled wavenumbers
on the value of  for turbulent channel ow at Re = 180. The value of controlled
wavenumbers is varied from (kx; kz)  1 to (kx; kz)  20. Note that the control
penalty " is constant at 0.01. Clearly, the value of  increases when controlled
wavenumbers are increased. This nding indicates that the ner the controlled
wavelength resolution, the greater the value of .
Figure 4.38 presents the plane-averaged mean-square forcing


f 2

at t = 10. The
control forcing varies along the wall-normal distance. Clearly, the order of magnitude
of the control forcing gradually decreases when the value of " is increased. The large
control forcing can be avoided by increasing the value of "; however, the value of 
is also increased (see table 4.3). Hence, the value of " needs to be carefully assigned.
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Nominal Re
Control penalty (")
" = 0:0001 " = 0:001 " = 0:01 " = 0:05 " = 0:1
100 1.0000 1.0000 1.0103 1.1305 1.4209
180 1.0000 1.0000 1.0109 1.1414 1.4325
400 1.0000 1.0016 1.0242 1.2766 1.5628
Table 4.3: The values of  for dierent values of the control penalty at
Re = 100; 180, and 400. (kx; kz)  5, (kx; kz)  9, and
(kx; kz)  20 are used for Re=100, 180, and 400, respectively.
Nominal Re
Controlled wavenumbers
kx; kz  1 kx; kz  5 kx; kz  9 kx; kz  15 kx; kz  20
180 1.0054 1.0107 1.0109 1.0116 1.0121
Table 4.4: The values of  for dierent controlled wavenumbers at Re=180.
Note that the control penalty (") is constant at 0.01.
For any particular value of ", the control forcing is greater at higher Reynolds
number.
Simulations of turbulent channel ow at Re = 180 with dierent values of " are
shown in gure 4.39. (kx; kz)  9 is applied to every controlled test case. Simulations
at " = 0:0001 and 0.001 are carried out, but they are unstable due to large control
signals. Thus, the results are presented only at " = 0:01; 0:05 and 0.1. For " = 0:1,
the ow is not fully controlled. The mean pressure gradient dP=dx becomes lower,
but an increase in dP=dx can be observed. For " = 0:01 and 0.05, the ows are fully
controlled since dP=dx for both controlled test cases is monotonically decreasing.
At t = 300, dP=dx for simulation at " = 0:01 is lower than dP=dx for simulation at
" = 0:05 because the value of  for " = 0:01 is lower than the value of  for " = 0:05.
Hence, the closed-loop linear system at " = 0:01 becomes closer to passive than the
system at " = 0:05.
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4.8 The maximum streamwise wavelength resolu-
tion
As previously discussed in x4.3.1, the maximum spanwise wavelength resolution
that can be used while retaining full control is approximately equal to 125 wall units,
which is of the order of the mean streak spacing. A value of kx=kz is chosen because
of its simplicity in the numerical set-up provided by Koberg (2007) and Sharma et al.
(2011) even though the streamwise wavenumber kx is higher than necessary owing
to the streamwise wavelength of streaks. With the aid of the minimal ow unit
simulation, the maximum streamwise wavelength resolution can be considered using
the numerical set-up provided by Koberg (2007) and Sharma et al. (2011). Note
that details of the minimal ow unit (MFU) simulation will be described in chapter
6.
The streamwise length Lx of MFU provides an initial idea about the required
streamwise resolution. To begin with, the minimal ow unit (MFU) simulation at
Recl = 5000 is simulated. Then, the streamwise length Lx is gradually increased,
while the spanwise length Lz is kept constant at 0:18h, approximately to 110 wall
units. Parameters and ow characteristics are presented in table 4.5. To obtain
an acceptable grid resolution for every test case, Nx is increased for the greater
streamwise length Lx. The ow eld is advanced in time using a three-substep, third-
order semi-implicit Runge-Kutta time-integration scheme, RK3. The maximum
variable time step is restricted to ensure that the CFL number is always less than
0.15.
Next, the control restricted to (kx; kz)  1 with " = 0:01 is applied for every
test case. This implies that the streamwise wavelength resolution is equal to the
streamwise length Lx and it is therefore varied with Lx. On the other hand, the
spanwise wavelength resolution is equal to the spanwise length Lz and it is kept
constant at the order of the mean streak spacing. Figure 4.40 shows the temporal
evolutions of the mean pressure gradient dP=dx for turbulent channel ows subject
to the control restricted to (kx; kz)  1 at Recl = 5000. For L+x = 372, 763,
and 1025, the ows are fully controlled since dP=dx decreases monotonically. For
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L+x = 1548 and 2098, the ows are not fully controlled. The mean pressure gradient
dP=dx becomes lower, but an increase in dP=dx can be observed. Therefore, it is
suggested that the maximum streamwise wavelength resolution that can be used
while retaining full control is approximately equal to 1000 wall units at Recl = 5000.
Clearly, the maximum streamwise wavelength resolution is about ten times greater
than the maximum spanwise wavelength resolution, resembling to the pattern of
elongated low-speed streaks (Robinson, 1991). This evidence supports that low-
speed streaks do not only appear in the ow eld as a consequence of physical
processes, but also play an important role in the dynamics of near-wall turbulence.
In addition, the minimal ow unit at Recl = 5000 subject to the control restricted
to (kx; kz)  1 is simulated up to t = 10000. According to equation 3.70, the mean
pressure gradient dP=dx for the laminar ow state can be calculated and it is equal
to 0.0004 at Recl = 5000. Figure 4.41 shows that the mean pressure gradient dP=dx
decreases monotonically. dP=dx reaches the laminar ow state at t  2000, and
then it is constant up to t = 10000. Figure 4.42 shows the temporal evolution of the
mean velocity prole of the minimal ow unit at Recl = 5000 subject to the control
restricted to (kx; kz)  1. As time advances, the mean velocity gradient gradually
decreases, implying a decrease in the skin-friction drag. At t = 2000, it shows that
the mean velocity prole has already reached the laminar ow state. This nding
demonstrates that the minimal ow unit at Recl = 5000 can be returned to the
laminar ow state with the aid of passivity-based linear feedback control.
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Figure 4.2: Mean velocity proles of fully-developed turbulent channel
ows: (a) Re = 100; (b) Re = 180; (c) Re = 300;
(d) Re = 400. Dashed line is U
+ = y+; dash-dot line is
U+ = 2:5ln(y+) = 5:0. : from Channelow-1.4.2; solid line:
from Kuroda and Kasagi, 1998 for Re = 100; 300; 400 and from
Moser et al:, 1999 for Re = 180.
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Figure 4.3: RMS velocity uctuation proles of fully-developed turbulent
channel ows: (a) Re = 100; (b) Re = 180; (c) Re = 300;
(d) Re = 400: : from Channelow-1.4.2; blue, urms; black,
vrms; pink, wrms. Solid line: from Kuroda and Kasagi, 1998 for
Re = 100; 300; 400 and from Moser et al:, 1999 for Re = 180;
red, urms; green, vrms; blue, wrms.
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Figure 4.4: Reynolds shear stress and total shear stress proles of fully-
developed turbulent channel ows: (a) Re = 100; (b) Re =
180; (c) Re = 300; (d) Re = 400. :  uv; solid green line:
 ; solid red line:  uv from Kuroda and Kasagi, 1998 for Re =
100; 300; 400 and from Moser et al:, 1999 for Re = 180.
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Figure 4.5: Two-point correlations of the velocity components with stream-
wise and spanwise separations for fully-developed turbulent
channel ows: (a) Rii(x; y
+ = 10) at Re = 180; (b)
Rii(z; y
+ = 10) at Re = 180; (c) Rii(x; y
+ = 15) at
Re = 400; (d) Rii(z; y
+ = 15) at Re = 400. Solid line: from
Channelow-1.4.2; red, Ruu; blue, Rvv; black, Rww. Dashed line:
from Moser et al:, 1999 for Re = 180 and from Kuroda and
Kasagi, 1998 for Re = 400; red, Ruu; blue, Rvv; black, Rww.
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Figure 4.6: One-dimensional streamwise and spanwise spectra of the veloc-
ity components for fully-developed turbulent channel ows: (a)
ii(kx; y
+ = 20)=u2 at Re = 180; (b) ii(kz; y
+ = 20)=u2
at Re = 180; (c) ii(kx; y
+ = 20)=u2 at Re = 400; (d)
ii(kz; y
+ = 20)=u2 at Re = 400: Solid line: from Channelow-
1.4.2; blue, uu; red, vv; black, ww. Dashed line: from Moser
et al:, 1999; blue, uu; red, vv; black, ww.
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(b)
Figure 4.7: One-dimensional spectra of the streamwise velocity component
uu(kx; y)=(
5)1=4 for fully-developed turbulent channel ows:
(a) Re = 180; (b) Re = 400.
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(b)
Figure 4.8: Turbulence statistics of fully-developed turbulent channel ow
at Re = 80: (a) Mean velocity prole; dashed line is U
+ = y+;
dash-dot line is U+ = 2:5ln(y+) = 5:0; solid red line: from
Channelow-1.4.2; (b) RMS velocity uctuation proles: red,
urms; green, vrms; blue, wrms.
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Reτ = 80 (kx, kz ≤ 3)
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Figure 4.9: Temporal evolution of the mean pressure gradient for the un-
controlled and controlled ows at Re = 80; 100; 180; 300, and
400.
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Figure 4.10: The minimum required spanwise wavelength resolution re-
quired for the control at Re = 80; 100; 180; 300, and 400.
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Reτ = 400 (Uncontrolled)
Reτ = 400 (kx, kz ≤ 14)
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Figure 4.11: Temporal evolution of the skin-friction drag coecient, Cf , for
the uncontrolled and controlled ows at Re = 400:
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Figure 4.12: Temporal evolution of the mean pressure gradient, dP=dx, for
the uncontrolled and controlled ows at Re = 400:
133
0 0.2 0.4 0.6 0.8 1
−1
−0.5
0
0.5
1
〈
U
〉
/Uc,laminar
y
/h
 
 
(a)
0 0.2 0.4 0.6 0.8 1
−1
−0.5
0
0.5
1
〈
U
〉
/Uc,laminar
y
/h
 
 
(b)
0 0.2 0.4 0.6 0.8 1
−1
−0.5
0
0.5
1
〈
U
〉
/Uc,laminar
y
/
h
 
 
(c)
0 0.2 0.4 0.6 0.8 1
−1
−0.5
0
0.5
1
〈
U
〉
/Uc,laminar
y
/
h
 
 
(d)
0 0.2 0.4 0.6 0.8 1
−1
−0.5
0
0.5
1
〈
U
〉
/Uc,laminar
y
/h
 
 
(e)
Figure 4.13: Temporal evolution of the mean velocity prole for the uncon-
trolled and controlled ows at Re = 400: (a) kx; kz  14; (b)
kx; kz  16; (c) kx; kz  18; (d) kx; kz  20; (e) kx; kz  40.
Solid line: green, laminar ow; grey, t = 1; black, t = 50; red,
t = 100; blue, t = 200.
134
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
〈
U
〉
/Uc,laminar
y
/
h
 
 
kx, kz ≤ 14
kx, kz ≤ 16
kx, kz ≤ 18
kx, kz ≤ 20
kx, kz ≤ 40
Laminar flow
Fully − developed
Figure 4.14: Temporal evolution of the mean velocity prole for the uncon-
trolled and controlled ows at t = 200 (Re = 400).
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Figure 4.15: Temporal evolution of the volumetric spatial averages of
u2; v2; w2, and p2, as dened in equations 4.12 and 4.13, for
the uncontrolled and controlled ows at Re = 400: (a) the
long-term evolution; (b) the short-term evolution.
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Figure 4.16: Temporal evolution of the wall-parallel-averaged ow quanti-
ties at y+ = 25 of turbulent channel ow subject to the con-
trol restricted to (kx; kz)  20 at Re = 400: (a)


u2

(t); (b)

v2

(t); (c)


w2

(t); (d)


p2

(t).
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Figure 4.17: Plane-averaged mean-square forcing


f 2

(y; t) (as dened in
equation 4.14) of the control restricted to (kx; kz)  20 at
Re = 400.
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Figure 4.18: Mean-square pressure gradient and mean-square viscous force
of fully-developed turbulent channel ow at Re = 400, accord-
ing to equation 2.14, normalised by Uc;l and h: (a) the velocity
perturbations are based on the turbulent mean-velocity pro-
le (b) the velocity perturbations are based on the parabolic
laminar ow-velocity prole.
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Figure 4.19: Temporal evolution of the ratio of the mean-square pressure
gradient to the mean-square viscous force at y+ = 25 for the
uncontrolled and controlled ows at Re = 400. Note that
the velocity perturbations are based on the parabolic laminar
ow-velocity prole.
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Figure 4.20: Temporal evolution of the wall-parallel-averaged ow quanti-
ties at y+ = 25 of turbulent channel ow subject to the control
restricted to (kx; kz)  20 at Re = 400: (a)

 
@p=@xi
2
(t);
(b) 2


(@2ui=@x
2
j)
2

(t); (c)


f 2

(t).
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Figure 4.21: Mean-square pressure gradient and mean-square viscous force
of turbulent channel ow subject to the control restricted to
(kx; kz)  20 at Re = 400: (a) t = 1; (b) t = 50. Note that
the velocity perturbations are based on the parabolic laminar
ow-velocity prole. Note that there is a change in the scale
of vertical axis.
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Figure 4.22: Mean-square pressure gradient and mean-square viscous force
of turbulent channel ow subject to the control restricted to
(kx; kz)  40 at Re = 400: (a) t = 1; (b) t = 50. Note that
the velocity perturbations are based on the parabolic laminar
ow-velocity prole. Note that there is a change in the scale
of vertical axis.
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Figure 4.23: Temporal evolution of the wall-parallel-averaged ow quanti-
ties of turbulent channel ow subject to the control restricted
to (kx; kz)  14 at Re = 400: (a)


u2

(y; t); (b)


v2

(y; t); (c)

w2

(y; t); (d)


p2

(y; t). Note that the velocity perturbations
are based on the parabolic laminar ow-velocity prole.
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Figure 4.24: Temporal evolution of the wall-parallel-averaged ow quanti-
ties of turbulent channel ow subject to the control restricted
to (kx; kz)  14 at Re = 400: (a)


PE

(y; t); (b)


DE

(y; t);
(c)

 
@p=@xi
2
(y; t); (d)


f 2

(y; t); (e) 2


(@2ui=@x
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j)
2

(y; t).
Note that the velocity perturbations are based on the parabolic
laminar ow-velocity prole.
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Figure 4.25: Temporal evolution of the mean-square pressure gradient and
the mean-square viscous force (equation 2.14) at y+ = 25 for
uncontrolled ow at Re = 400. Note that the velocity pertur-
bations are based on the turbulent mean-velocity prole.
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Figure 4.26: The temporal evolution of the rate of production PE and
dissipation DE of perturbation energy: (a) Re = 180; (b)
Re = 400.
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Figure 4.27: The rate of change of the total perturbation energy dE=dt: (a)
Re = 180; (b) Re = 400.
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Figure 4.28: Contours of the streamwise velocity perturbation at y+ = 25
for turbulent channel ow subject to the control restricted to
(kx; kz)  20 at Re = 400: (a) t = 0; (b) t = 10; (c) t = 50;
(d) t = 100.
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Figure 4.29: Contours of the wall-normal velocity perturbation at y+ = 25
for turbulent channel ow subject to the control restricted to
(kx; kz)  20 at Re = 400: (a) t = 0; (b) t = 10; (c) t = 50;
(d) t = 100.
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Figure 4.30: Contours of the spanwise velocity perturbation at y+ = 25
for turbulent channel ow subject to the control restricted to
(kx; kz)  20 at Re = 400: (a) t = 0; (b) t = 10; (c) t = 50;
(d) t = 100.
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Figure 4.31: Contours of the pressure perturbation at y+ = 25 for turbulent
channel ow subject to the control restricted to (kx; kz)  20
at Re = 400: (a) t = 0; (b) t = 10; (c) t = 50; (d) t = 100.
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Figure 4.32: Contours of the forcing provided by the control restricted to
(kx; kz)  20 at y+ = 25 for turbulent channel ow at Re =
400: (a) t = 0; (b) t = 10; (c) t = 50; (d) t = 100.
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Figure 4.33: Instantaneous isosurfaces of the second largest eigenvalue of
the symmetric tensor S2 + A2 (the 2-criterion) coloured with
contours of the streamwise velocity magnitude for initially
fully-developed turbulent channel ows (uncontrolled) at t = 0:
(a) Re = 180 (
+
2 = 0:0907); (b) Re = 400 (
+
2 = 0:0653).
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Figure 4.34: Instantaneous isosurfaces of the second largest eigenvalue of
the symmetric tensor S2 + A2 (the 2-criterion) coloured with
contours of the streamwise velocity magnitude for turbulent
channel ow subject to the control restricted to (kx; kz)  8
(a,c,e) and to (kx; kz)  (kx; kz)min = 9 (b,d,f) at Re = 180
(+2 = 0:0907): (a,b) t = 28; (c,d) t = 114; (e,f) t = 200.
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Figure 4.35: Instantaneous isosurfaces of the second largest eigenvalue of
the symmetric tensor S2 + A2 (the 2-criterion) coloured with
contours of the streamwise velocity magnitude for turbulent
channel ow subject to the control restricted to (kx; kz)  18
(a,c,e) and to (kx; kz)  (kx; kz)min = 20 (b,d,f) at Re = 400
(+2 = 0:0653): (a,b) t = 10; (c,d) t = 40; (e,f) t = 200.
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Figure 4.36: Contours of the wall-pressure uctuation and instantaneous
isosurfaces of the second largest eigenvalue of the symmetric
tensor S2 +A2 (the 2-criterion) coloured with contours of the
streamwise velocity magnitude for turbulent channel ow sub-
ject to the control restricted to (kx; kz)  20 at Re = 400
(+2 = 0:0653): (a) t = 0; (b) t = 10; (c) t = 20; (d) t = 50;
(e) t = 100; (f) t = 200.
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Figure 4.37: Plane-averaged mean-square forcing


f 2

at the beginning of
simulations for controlled ow at Re = 180 with dierent
values of the control penalty ("). (kx; kz)  9 is applied to
every control test case.
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Figure 4.38: Plane-averaged mean-square forcing


f 2

at t = 10 for con-
trolled ows with dierent values of the control penalty (").
(kx; kz)  5 and (kx; kz)  9 are applied to Re=100 and 180,
respectively.
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Figure 4.39: Temporal evolution of the mean pressure gradient (dP=dx) of
turbulent channel ows at Re = 180 with dierent values of
the control penalty ("). Note that the control restricted to
(kx; kz  9) is applied for every case.
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Figure 4.40: Temporal evolution of the mean pressure gradient (dP=dx) of
turbulent channel ows subject to the control restricted to
(kx; kz)  1 at Recl = 5000. L+z is approximately constant
at 110, while L+x is varied. Note that the control restricted to
(kx; kz  1) is applied to every case.
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Figure 4.41: Temporal evolution of the mean pressure gradient (dP=dx) of
the minimal ow unit in turbulent channel ow at Recl = 5000.
The control restricted to (kx; kz  1) is applied.
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Figure 4.42: Temporal evolution of the mean velocity prole of the minimal
ow unit in turbulent channel ow at Recl = 5000. The control
restricted to (kx; kz  1) is applied.
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Chapter 5
Pressure uctuations in turbulent
channel ow with linear feedback
control
In chapter 4, the relaminarisation of turbulent channel ow with linear feedback
control was investigated. It is demonstrated that the pressure and wall-normal ve-
locity elds respond more quickly to the control forcing than the horizontal velocity
elds. In addition, it is shown that the control operates via the interaction of the
wall-normal velocity perturbation with the shear of the base prole vU
0
L(y). Ac-
cording to equation 2.8, the pressure uctuation is determined from two distinct
velocity-eld sources, the mean shear (\linear" or \rapid") source term and the
turbulence-turbulence (\nonlinear" or \slow") source term. The rapid source term
is associated with the linear interaction between the streamwise gradient of the
wall-normal velocity uctuation and the mean shear, U
00 @v
@x
. The slow source term is
associated with the nonlinear turbulence-turbulence interaction. In incompressible
ow, Chou (1945) demonstrated that separate solutions (pressure uctuations) of
the Poisson equation for pressure uctuations can be achieved for each of these two
source terms.
The purpose of this chapter is to investigate further how the uctuating pressure
p in incompressible plane channel ow responds to passivity-based linear feedback
control. The response of the \rapid" pressure pr and the response of the \slow" pres-
sure ps to control can be examined separately with the aid of the Green's function
approach. To begin with, the Poisson equation for pressure uctuations in incom-
pressible plane channel ow is introduced. The decomposition of the uctuating
pressure associated with its velocity-eld sources is outlined. The Green's function
solution of the Poisson equation for pressure uctuations is described. Then, the
solutions obtained from the Green's function approach are compared to those ob-
tained directly from DNS computations. Detailed statistics of pressure uctuations
in fully-developed turbulent channel ows are compared to the literature. Last,
the characteristic features of pressure uctuations in controlled and uncontrolled
turbulent channel ow are compared.
5.1 Poisson equation for pressure uctuations in
incompressible plane channel ow
In incompressible ow, Kim (1989) and Pope (2000) show that the turbulent
pressure eld P^ conforms to the following Poisson equation:
r2P^ =  @U^i
@xj
@U^j
@xi
: (5.1)
It can be obtained by taking the divergence of the Navier-Stokes momentum equa-
tions. In plane Poiseuille (channel) ow, the Reynolds decomposition of equation
(5.1) leads to the Poisson equation for pressure uctuations:
r2p =  

2
dU
dy
@v
@x
+
@2
@xi@xj
(uiuj   uiuj)

; (5.2)
where ui (i = 1; 2; 3) or u; v; w represent the three velocity uctuations in the stream-
wise, wall-normal, and spanwise directions, respectively. The velocity-eld sources
on the right-hand side of equation (5.2) can be split into the linear and nonlinear
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source terms as already described in x2:1:7. The linear term includes only one strain
rate from @Ui
@xj
@uj
@xi
since dU=dy is the only non-zero mean velocity gradient for the
present ow. The boundary conditions of equation 5.2 are given by
@p
@y

y=1
=
1
Re
@2v
@y2

y=1
: (5.3)
The Neumann boundary condition can be obtained by evaluating the wall-normal
component of the momentum equation at the wall (Pope 2000, p. 439). Moin &
Kim (1980) and Gresho & Sani (1987) demonstrated that the Dirichlet boundary
condition obtained by applying the tangential momentum equation is also satised
at the wall. Therefore, both Neumann and Dirichlet boundary conditions provide
the same result for any appropriate velocity eld. Mansour et al. (1988) and Kim
(1989) suggested that equation (5.2) can be decomposed into three parts as follows:
r2pr =  2dU
dy
@v
@x
;
@pr
@y

y=1
= 0;
r2ps =   @
2
@xi@xj
(uiuj   uiuj); @ps
@y

y=1
= 0;
r2p = 0; @p
@y

y=1
=
1
Re
@2v
@y2

y=1
;
(5.4)
where pr, ps, and p represent the rapid, slow, and Stokes pressure, respectively.
Since equation (5.4) is linear in p(m) (m 2

r; s; 
	
), the uctuating pressure eld p
can be obtained by independently solving these three parts. As a result,
p = pr + ps + p : (5.5)
The rst two parts of equation (5.4) are associated with the velocity-eld sources;
the inviscid homogeneous boundary conditions are imposed. The third part is the
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Laplace equation of p where the viscous eect of the inhomogeneous Neumann
boundary condition is specied and treated separately from pr and ps. Kim (1989)
shows that the Stokes pressure (p ) is introduced to fulll the wall boundary condi-
tions associated with the wall-normal momentum equation:
@p
@y

y=1
=
1
Re
@2v
@y2

y=1
(5.6)
due to the no-slip boundary conditions at the walls. Mansour et al. (1988) demon-
strated that p is only inuential up to y
+ = 15, and has a trivial contribution to the
Reynolds-stress budgets. Pope (2000) also suggested that it is reasonable to dene
the inviscid boundary conditions on pr and ps, and to assign the viscous boundary
condition on p since the velocity-eld sources in equation (5.2) are independent of
the viscosity.
The individual slow (nonlinear) source terms are given by
fs =
3X
i=1
3X
j=1
f sij =
@2
@xi@xj
(uiuj   uiuj): (5.7)
With the aid of the continuity equation, Chang et al. (1999) demonstrated that the
nonlinear source terms can be further simplied,
@2
@xi@xj
(uiuj   uiuj) = @ui
@xj
@uj
@xi
  @
2
@xi@xj
uiuj: (5.8)
Since the in-plane derivatives of the planar mean terms are equal to zero in plane
Poiseuille (channel) ow, the nonlinear source terms become
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f s11 =

@u
@x
2
; f s12 = f
s
21 =

@u
@y

@v
@x

;
f s13 = f
s
31 =

@u
@z

@w
@x

; f s22 =

@v
@y
2
  @
2
@y2
v2;
f s23 = f
s
32 =

@v
@z

@w
@y

; f s33 =

@w
@z
2
:
(5.9)
5.2 Green's function solution of the Poisson equa-
tion for pressure uctuations
The Poisson equation for pressure uctuations, equation (5.2), is an elliptic par-
tial dierential equation. Thus, the pressure disturbance induced by the velocity-
eld sources at any arbitrary location is felt instantaneously everywhere in the ow
domain. In incompressible plane periodic channel ow, Kim (1989) demonstrated
that the solution to equation (5.4) can be achieved as a function of y for each wall-
parallel wavenumber pair (kx and kz) using the Green's function approach (Ince,
1926; Courant & Hilbert, 1953; Bender & Orszag, 1978; Ockendon et al., 2003; Za-
uderer, 2006; Myint-U & Debnath, 2007). Detailed information on the structure of
the rapid and slow pressure elds can be obtained. The Green's function approach
also provides an understanding of the detailed inuences of the velocity-source terms
from various y locations to the local pressure uctuations. This approach introduced
by Kim (1989) is now a standard procedure to obtain the separation of rapid pr and
slow ps parts in incompressible plane periodic channel ow (Kim, 1989; Chang et al.,
1999; Hoyas & Jimenez, 2006; Gerolymos et al., 2013). It was also further developed
for compressible ow studies (Foysi et al., 2004).
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5.2.1 Ordinary dierential equations for the Fourier trans-
forms
Due to periodic boundary conditions in the streamwise and spanwise homoge-
neous directions, the Fourier transform of equations (5.4) in the x- and z- directions
results in a system of inhomogeneous, second-order ordinary dierential equations,
the modied Helmholtz equations (Cheng et al., 2006), in planar Fourier/wave space
along the wall-normal direction as follows:

d2
dy2
  (k2x + k2z)

p^r(kx; y; kz; t) = f^r(kx; y; kz; t);
d
dy
p^r(kx; y = 1; kz) = 0;

d2
dy2
  (k2x + k2z)

p^s(kx; y; kz; t) = f^s(kx; y; kz; t);
d
dy
p^s(kx; y = 1; kz) = 0;

d2
dy2
  (k2x + k2z)

p^ (kx; y; kz; t) = 0;
d
dy
p^ (kx; y = 1; kz; t) = B^(kx; kz; t);
(5.10)
where p^r, p^s, and p^ represent the rapid, slow, and Stokes pressure, respectively.
f^r and f^s are the rapid and slow source terms, respectively. B^+ is the Neumann
boundary condition at the upper wall; B^  is the Neumann boundary condition at
the lower wall. Note that the symbol `^' represents ow quantities and parameters
in Fourier/wave space. k =
p
k2x + k
2
z 2 R  0. The xz  inverse Fourier transforms
of p(m); f(m) with (m 2

r; s; 
	
), and B are given by
p(m)(x; y; z; t) =
Z +1
 1
Z +1
 1
p^(m)(kx; y; kz; t)e
ikxx+ikzzdkxdkz;
f(m)(x; y; z; t) =
Z +1
 1
Z +1
 1
f^(m)(kx; y; kz; t)e
ikxx+ikzzdkxdkz;
B()(x; z; t) =
Z +1
 1
Z +1
 1
B^()(kx; kz; t)e
ikxx+ikzzdkxdkz:
(5.11)
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Note that the case k = 0 corresponds to the xz-averaged pressure uctuation at
each wall-normal location y:
p^(kx = 0; y; kz = 0; t) =


p(x; y; z; t)

xz
2 R; (5.12)
while
p
B
(t) =


p(x; y; z; t)

xyz
=
1
2
Z +1
 1
p^(kx = 0; y; kz = 0; t)dy (5.13)
is the volume-averaged (bulk) pressure uctuation.
5.2.2 Green's function solution of the modied Helmholtz
equation
As presented in x5.2.1, the solutions of the modied Helmholtz equations, equa-
tions 5.10, provide the terms of the uctuating pressure decomposition (equation
5.5) as a function of y for each wall-parallel wavenumber pair (kx and kz). In this
subsection, the classical solution of equation (5.10) given in Kim (1989) is derived.
It is summarised from Gerolymos et al. (2013) who further developed the Green's
functions of Kim (1989) to study the eects of wall-reection on the uctuating pres-
sure eld. The generic modied Helmholtz equation (Cheng et al., 2006) is given by
d2
dy2
q^(y; k)  k2q^(y; k) = Q^(y; k) y 2 (L  ; L+) (5.14)
with boundary conditions imposed at y 2 fL  ; L+g. q^ : R ! C is the complex-
valued function for a given complex-valued function Q^ : R! C and k = pk2x + k2z 2
R  0. Note that equation (5.14) depends on k2 and is not therefore dependent of
the sign of k. Bender & Orszag (1978) proposed that the general method of the
solution of the linear ordinary dierential equation (equation 5.14) is based on the
determination of the proper Green's function G^(y; y0; k). The solution of
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@2G^(y; y0; k)
@y2
  k2G^(y; y0; k) = (y   y0) 8y; y0 2 [L  ; L+ ];
lim
!0+

@G^
@y
(y = y0 + ; y0; k)  @G^
@y
(y = y0   ; y0; k)

= 1 8y0 2 [L  ; L+ ];
G^(y; y0; k) 2 C0(L  ; L+);
G^(y; y0; k) 2 C1(L  ; L+)nfy0g;
(5.15)
in order that
q^(y; k) =
Z L+
L 
G^(y; y0; k)Q^(y0; k)dy0 (5.16)
satises equation (5.14) because of equations (5.15). It can be proved by substi-
tuting equation (5.16) into equation (5.14). The Green's function also fullls the
reciprocity condition
G^(y; y0; k) = G^(y0; y; k) 8y; y0 2 (L  ; L+) 8k 2 R  0 (5.17)
since the modied Helmholtz operator [ d
2
dy2
()   k2()] is a self-adjoint linear dier-
ential operator (Ince, 1926; Courant & Hilbert, 1953). Bender & Orszag (1978)
demonstrated that the general solution of equations (5.15) is given by
G^(y; y0; k) = A1(y0; k) q^1(y; k) + A2(y0; k) q^2(y; k) for y  y0;
G^(y; y0; k) =

A1(y
0; k)  q^2(y
0; k)
[W (q^1; q^2)](y0; k)

q^1(y; k)
+

A2(y
0; k) +
q^1(y
0; k)
[W (q^1; q^2)](y0; k)

q^2(y; k) for y  y0;
(5.18)
where q^1(y; k) and q^2(y; k) are two linearly independent solutions of the correspond-
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ing homogeneous equation d
2
dy2
q^(y; k)  k2q^(y; k) = 0. [W (q^1; q^2)](y; k) is the Wron-
skian:
[W (q^1; q^2)](y; k) = det
24 q^1(y; k) q^2(y; k)
q^01(y; k) q^
0
2(y; k)
35 6= 0: (5.19)
Note that ()0 in equation (5.19) denotes the y  dierentiation, where k is a pa-
rameter. [W (q^1; q^2)](y; k) 6= 0 if the two solutions, q^1(y; k) and q^2(y; k), are linearly
independent. The functions A1(y
0; k) and A2(y0; k) are chosen so as to satisfy the
boundary conditions. G^(y; y0; k) is continuous at y = y0. The dierentiation of
equation (5.16) is given by
d
dy
q^(y; k) =
Z L+
L 
@G^
@y
(y; y0; k) Q^(y0; k)dy0: (5.20)
The cases k 6= 0 and k = 0 are principally dierent. Not only because the two linearly
independent solutions of the homogeneous equation d
2
dy2
q^(y; k)   k2q^(y; k) = 0 are
dierent, but also because k = 0 is a characteristic number (eigenvalue) of equation
(5.14). d
2
dy2
q^(y; k = 0)   k2q^(y; k = 0) = d2
dy2
q^(y; k = 0) = 0 with homogeneous
Neumann boundary conditions results in the constant function as an eigensolution
(Ince, 1926; Courant & Hilbert, 1953).
A. (k =
p
k2x + k
2
z 6= 0)
For the case k 6= 0 (xz  varying components), the two linearly independent
solutions of the homogeneous equation d
2
dy2
q^(y; k 6= 0)  k2q^(y; k 6= 0) = 0 are
q^1(y; k 6= 0) = e+ky
q^2(y; k 6= 0) = e ky;
(5.21)
where the Wronskian
[W (q^1; q^2)](y; k 6= 0) = det
24 e+ky e ky
+ke+ky  ke ky
35 =  2k 6= 0: (5.22)
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Therefore, the Green's function G^(y; y0; k) for the case k 6= 0 is given by
G^(y; y0; k 6= 0) = A1(y0; k) e+ky + A2(y0; k) e ky for y  y0;
G^(y; y0; k 6= 0) = A1(y0; k) e+ky + A2(y0; k) e ky
+
1
k
sinh[k(y   y0)] for y  y0:
(5.23)
The functions A1(y
0; k) and A2(y0; k) are chosen so as to fulll the boundary condi-
tions.
A.1 G^(y; y0; k 6= 0)
According to equation (5.16), the homogeneous Neumann boundary conditions
of equation (5.10) is given by
@q^
@y
(y = 1; k) = 0 () @G^
@y
(y = 1; y0; k) = 0 (5.24)
Kim (1989) demonstrated that the functions A1(y
0; k) and A2(y0; k) in equation
(5.23) that satisfy equation (5.24) result in the Green's function
G^(y; y0; k 6= 0) =  cosh[k(2  jy   y
0j)] + cosh[k(y + y0)]
2k sinh(2k)
; (5.25)
which also fullls the reciprocity condition. Due to the fact that
2 cosh[k(1  y0)] cosh[k(1 + y)] = cosh[k(2  y0 + y)] + cosh[k( y0   y)]
= cosh[k(2  jy   y0j)] + cosh[k(y + y0)]
for 8y  y0
(5.26)
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and
2 cosh[k(1  y)] cosh[k(1 + y0)] = cosh[k(2  y + y0)] + cosh[k( y   y0)]
= cosh[k(2  jy   y0j)] + cosh[k(y + y0)]
for 8y  y0;
(5.27)
this results in the following Green's function G^(y; y0; k 6= 0):
G^(y; y0; k 6= 0) =  cosh[k(1  y
0)] cosh[k(1 + y)]
2k cosh(k) sinh(k)
for y  y0;
G^(y; y0; k 6= 0) =  cosh[k(1  y)] cosh[k(1 + y
0)]
2k cosh(k) sinh(k)
for y  y0;
(5.28)
which provides the solution for the rapid pr and slow ps parts.
A.2 The inhomogeneous Neumann boundary conditions (k 6= 0)
According to equation (5.10), the inhomogeneous Neumann boundary conditions
are the normal gradients d
dy
q^(y1; k 6= 0) = B(k 6= 0) 6= 0 at the walls, correspond-
ing to the Stokes pressure p . Chang et al. (1999) introduced a boundary-condition
term q^
BC
to equation (5.16):
q^(y; k 6= 0; B^) =
Z +1
 1
G^(y; y0; k 6= 0) Q^(y0; k 6= 0)dy0 + q^
BC
(y; k 6= 0; B^) (5.29)
In consequence,
d2
dy2
q^(y; k 6= 0; B^)  k2q^(y; k 6= 0; B) = Q^(y; k 6= 0) y 2 ( 1;+1) (5.30)
and
d2
dy2
q^
BC
(y; k 6= 0; B^)  k2q^BC (y; k 6= 0; B^) = 0 y 2 ( 1;+1) (5.31)
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with the boundary conditions
dq^
dy
(y  1; k 6= 0; B^) =
dq^
BC
dy
(y  1; k 6= 0; B^) = B^(k 6= 0): (5.32)
Equation (5.29) is the solution of equation (5.30) with the boundary conditions
(equation 5.32). The solution of equation (5.31) with the boundary conditions (equa-
tion 5.32) can be obtained by the direct integration (Chang et al., 1999; Foysi et al.,
2004), and it is given by
q^
BC
(y; k 6= 0; B^) =
B^+ cosh[k(1 + y)]  B^  cosh[k(1  y)]
k sinh(2k)
: (5.33)
B. (k =
p
k2x + k
2
z = 0)
For the case k = 0 (xz  constant components), equation (5.14) becomes a Pois-
son equation (Katz & Plotkin, 1991)
d2
dy2
q^(y; k = 0) = Q^(y; k = 0) y 2 ( 1;+1) (5.34)
As k ! 0, the solutions obtained from equation (5.14) for k 6= 0 are all singular.
The integration of equation (5.34) yields
dq^
dy
(y = +1; k = 0)  dq^
dy
(y =  1; k = 0) =
Z +1
 1
Q^(y0; k = 0)dy0: (5.35)
This implies that the solution of equation (5.34) with Neumann boundary conditions
d
dy
q^(y = 1; k = 0) = B(k = 0) can be obtained only if the compatibility condition
(equation 5.35) is satised.
B.1 G^(y; y0; k = 0)
For the case of homogeneous Neumann boundary conditions B(k = 0) = 0,
the solutions of the homogeneous equation, d
2
dy2
q^(y; k = 0) = 0 with boundary con-
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ditions d
dy
q^(y 1; k = 0) = 0, are any constant function (eigenfunction) (Ince, 1926;
Courant & Hilbert, 1953; Myint-U & Debnath, 2007). Since k = 0 is a characteris-
tic number of the homogeneous equation, d
2
dy2
q^(y; k)  k2q^(y; k) = 0 with boundary
conditions d
dy
q^(y  1; k) = 0, the solutions of equation (5.34) with homogeneous
Neumann boundary conditions d
dy
q^(y = 1; k = 0) = 0 can be obtained only if the
compatibility relation holds, i:e: the integral in equation (5.35) is equal to 0 (Ince,
1926; Courant & Hilbert, 1953):
Z +1
 1
Q^(y0; k = 0)dy0 = 0: (5.36)
This compatibility condition is similar to the three-dimensional compatibility rela-
tion for the Poisson equation with Neumann boundary conditions (Ockendon et al.,
2003; Zauderer, 2006).
There are two distinct approaches to determine the appropriate Green's function
G^(y; y0; k = 0) for solving equation (5.34) with homogeneous Neumann boundary
conditions. The rst approach employs the explicit use of the eigensolution of equa-
tion (5.34) (Courant & Hilbert, 1953). However, the modications of the denition
of equations (5.15) and (5.16) are required. The second approach (Zauderer, 2006),
which results in the Green's function appeared in Kim (1989), utilises the standard
denition of the Green's function (equation 5.15) together with the standard inte-
gral solution (equation 5.16). The Green's function G^(y; y0; k = 0) corresponding
to equation (5.34) is enforced by the compatibility relation (equation 5.36) in order
that equation (5.24) for k = 0 is satised. G^(y; y0; k = 0) is determined based on
the following relations:
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@2G^(y; y0; k = 0)
@y2
= (y   y0)
lim
!0+

@G^
@y
(y = y0 + ; y0; k = 0)  @G^
@y
(y = y0   ; y0; k = 0)

= 1
G^(y; y0; k = 0) 2 C0( 1;+1)
G^(y; y0; k) 2 C1( 1;+1)nfy0g:
(5.37)
In consequence, G^(y; y0; k = 0) consists of two straight lines connected to each other
at y = y0 since @
2
@y2
G^(y; y0; k = 0) = 0 8y 6= y0. Due to the fact that [ d2
dy2
()] is a
self-adjoint linear dierential operator (Ince, 1926; Courant & Hilbert, 1953), the
reciprocity condition G^(y; y0; k = 0) = G^(y0; y; k = 0) can be obtained. This results
in G^(y; y0; k = 0) = G^(jy   y0j; k = 0) (Katz & Plotkin, 1991) in order that
G^(y; y0; k = 0) =
jy   y0j
2
+ c; (5.38)
where c 2 R is a constant. The factor 1
2
is needed to satisfy equation (5.37). Ac-
cording to the integral in equation (5.16),
Z +1
 1
 jy   y0j
2
+ c

Q^(y0; k = 0)dy0 =
Z +1
 1
jy   y0j
2
Q^(y0; k = 0)dy0
+ c
Z +1
 1
Q^(y0; k = 0)dy0:
(5.39)
It is obvious that the value of c has no inuence on the solution (equation 5.16) due
to the compatibility relation (equation 5.36). Thus,
Z +1
 1
 jy   y0j
2
+ c

Q^(y0; k = 0)dy0 =
Z +1
 1
jy   y0j
2
Q^(y0; k = 0)dy0 (5.40)
and it is reasonable to assign the value of c = 0. This leads to
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G^(y; y0; k = 0) =
jy   y0j
2
: (5.41)
According to equation (5.20),
dq^
dy
(y = 1; k = 0) =
Z +1
 1
@G^
@y
(y; y0; k = 0)Q^(y0; k = 0)dy0
= 1
2
Z +1
 1
Q^(y0; k = 0)dy0 = 0:
(5.42)
Equation (5.42) shows that both the compatibility relation and the Green's function
are responsible for fullling the boundary conditions.
B.2 The inhomogeneous Neumann boundary conditions (k = 0)
For the case of inhomogeneous Neumann boundary conditions B(k = 0) 6= 0,
the solutions of the homogeneous equation,
d2
dy2
q^
BC
(y; k = 0; B^) = 0 y 2 ( 1;+1); (5.43)
with boundary conditions,
dq^
BC
dy
(y = 1; k = 0; B^) = B^(k = 0); (5.44)
can be obtained by the direct integration. According to equations (5.35) and (5.36),
the solution exists if
B^ (k = 0) = B^+(k = 0): (5.45)
Hence, the solution for the Stokes pressure p is clearly a straight line, the y  de-
pendence, up to an additive constant, i:e:
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q^
BC
(y; k = 0; B^) =
1
2
B^ y +
1
2
B^+y + qBC0 ; (5.46)
where q^
BC
(y = 0; k = 0) = q
BC0
is the solution at the centreline.
5.2.3 The classical solution of (5.10)
According to x5.2.1, the rapid pr and slow ps pressure elds are the integration
of the convolution of the velocity-eld sources with a Green's function along the
wall-normal distance y0 and they are given by
pr(x; y; z; t) =
Z 1
 1
G  fr dy0;
ps(x; y; z; t) =
Z 1
 1
G  fs dy0;
(5.47)
where the convolution G  fr and G  fs represent the inverse Fourier transforms of
G^(y; y0; k)f^r(kx; y0; kz; t) and G^(y; y0; k)f^s(kx; y0; kz; t), respectively. In planar Fourier/wave
space, p^r and p^s at any wall-normal location y are given by
p^r(kx; y; kz; t) =
Z 1
 1
G^(y; y0; k)f^r(kx; y0; kz; t)dy0;
p^s(kx; y; kz; t) =
Z 1
 1
G^(y; y0; k)f^s(kx; y0; kz; t)dy0:
(5.48)
According to xA.1 and xB.1, the Green's function of equation (5.48), which is a func-
tion of wavenumber magnitude k and wall-normal distance y, is given by equation
(5.28) for k 6= 0 and
G^(y; y0; k = 0) = 0:5(y0   y) for y  y0;
G^(y; y0; k = 0) = 0:5(y   y0) for y  y0;
(5.49)
where k =
p
k2x + k
2
z for k = 0.
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According to xA.2 and xB.2, the solution to the homogeneous second-order or-
dinary dierential equation with inhomogeneous Neumann boundary conditions for
each xz  Fourier component at any wall-normal location y of the Stokes pressure
p is demonstrated by Chang et al. (1999) and it is given by
p^ (kx; y; kz; t) =
B^+(kx; kz; t) cosh[k(1 + y)]  B^ (kx; kz; t) cosh[k(1  y)]
k sinh(2k)
for k 6= 0;
p^ (kx; y; kz; t) =
1
2
B^+(kx; kz; t)y +
1
2
B^ (kx; kz; t)y + pBC0 (t) for k = 0;
(5.50)
where the additive constant p
BC0
2 R is selected to fulll the constraint (equation
5.13) pB(t) =


p(x; y; z; t)

xyz
= 0, i:e the constant bulk pressure. As presented in
xB, for the singular case (k = pk2x + k2z = 0), the solution exists if the compatibility
relations (equations 5.36 and 5.45)


fr

xyz
(t) =
1
2
Z +1
 1
f^r(kx = 0; y
0; kz = 0; t)dy0 = 0;


fs

xyz
(t) =
1
2
Z +1
 1
f^s(kx = 0; y
0; kz = 0; t)dy0 = 0;
(5.51)
and
B^+(kx = 0; kz = 0; t) = B^ (kx = 0; kz = 0; t)()


B+

xz
(t) =


B 

xz
(t)
(5.52)
hold. Note that

  
xyz
and

  
xz
are the bulk (volume) average and the surface
average in the homogeneous x  and z  directions, respectively. Monin & Yaglom
(1971) suggested that the compatibility conditions in equations (5.51) and (5.52)
hold if the computational domain is suciently large in the homogeneous directions
in order that the ergodic hypothesis is satised. In practice, the compatibilty con-
dition (equations 5.51) is numerically imposed in the Fourier transforms (equations
5.11). The compatibilty relation (equations 5.52) is automatically imposed by tak-
ing the average gradient 1
2
(B^+ + B^ ) leading to the form of q^BC (y; k = 0; B^) in
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equation (5.46). In general, B^+(kx = 0; kz = 0; t)  B^ (kx = 0; kz = 0; t)  0,
especially when the computational domain is larger. As a result, equations (5.10)
with Neumann boundary conditions at the walls and periodic boundary conditions
in the homogeneous directions can be achieved up to an additive function of time
(Ince, 1926; Courant & Hilbert, 1953; Myint-U & Debnath, 2007), which depends
on the choice of p
BC0
in the Stokes part p (the constant bulk pressure constraint).
According to Chang et al. (1999) and Gerolymos et al. (2013), p
BC0
is chosen to be
zero in the present study.
5.2.4 Inuences of the velocity-eld sources
According to equation (5.5), Kim (1989) demonstrated that the Stokes part p2 is
relatively small compared with the rapid p2r and slow p
2
s parts across the channel and
it can be neglected. Kim (1989) further stated that the inuence of the walls on the
uctuating pressure eld p has already been included in the velocity-eld sources
via the no-slip boundary conditions at the walls. It is therefore suggested that the
explicit Neumann boundary conditions imposed on both walls are not signicant
and the inuences of the Stokes part p to the uctuating pressure eld p can be
neglected. As a result, it is reasonable to dene the uctuating pressure eld p at
any arbitrary point as follows:
p(x; y; z; t) =
Z 1
 1
G  f(x; y; y0; z; t)dy0;
pr(x; y; z; t) =
Z 1
 1
G  fr(x; y; y0; z; t)dy0;
ps(x; y; z; t) =
Z 1
 1
G  fs(x; y; y0; z; t)dy0;
(5.53)
where f = fr + fs is the total velocity-eld sources. From equations (5.53), it is
indicated that contributions of the velocity-eld sources, f , fr, and fs, along wall-
normal locations y0 to the instantaneous uctuating pressure elds, p, pr, and ps, at
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any specic location y can be represented via the convolutions G  f(x; y; y0; z), G 
fr(x; y; y
0; z), andGfs(x; y; y0; z), respectively. The total sum of contributions of the
velocity-eld sources along the wall-normal locations y0 is equal to the instantaneous
uctuating pressure eld at the specic location y. For example, the total sum of
Gfr(x; y =  1; y0; z) along the wall-normal locations y0 is equal to the instantaneous
uctuating rapid pressure pr at the specic location y =  1.
Furthermore, contributions of the velocity-eld sources along wall-normal loca-
tions y0 to the mean-square pressure uctuation at any specic location y can be
expressed as follows:


p2

(y) =
Z 1
 1


p(y)G  f(y; y0)dy0;
=
Z 1
 1
h(y; y0)dy0;
(5.54)
where

   stands for an average over the x  and z  directions and it is used
throughout this chapter. h(y; y0) denotes an average of the multiplication of the
instantaneous uctuating pressure eld at any specic location y with contributions
of the velocity-eld sources along wall-normal locations y0. Thus, the value of h(y; y0)
at any wall-normal location y0 can be negative, but the total sum of h(y; y0) along
the wall-normal locations y0 is always greater than or equal to zero.
5.3 Validation
The uctuating pressure eld in fully-developed, turbulent channel ow at Re =
400 without control is rst examined and compared to the previous results of Kim
(1989). To begin with, the instantaneous uctuating pressure, p = pr + ps + p ,
derived via the Green's function approach is investigated. Figure 5.1 shows that
the instantaneous uctuating pressure p at the wall reconstructed from the Green's
function solution is comparable with the instantaneous p directly obtained from the
DNS computations. This indicates that the Green's function solution adequately
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represents the uctuating pressure eld p. The dierence between these two solutions
might be due to the dierent methods used to calculate velocity-eld sources in
physical domain (Green's function solution) and in Fourier domain (DNS solution).
To conrm that the Stokes part p is negligible compared with the other two
parts, both the instantaneous and the root-mean-square pressure uctuations ob-
tained from the triple decomposition (equation 5.4) are examined. Figure 5.2 shows
contours of the instantaneous uctuating rapid, slow, and Stokes pressure at the
wall, where the Stokes part has its maximum RMS value. It is obvious that the
Stokes part is much smaller than the rapid and slow parts. The patterns of p are
elongated in the streamwise direction, while the patterns of pr and ps are rather
rounded. The proles of the RMS uctuation of pr, ps, p , and p obtained by time
averaging over two thousand realisations are reported in gure 5.3(a). It shows that
the Stokes part is small compared with the rapid and slow parts throughout the
channel; hence it can be neglected. The slow part is clearly larger than the rapid
part except near the wall where both the rapid and slow parts are comparable. The
prole of the RMS uctuation of p from the Green's function solution coincides with
the one directly calculated from DNS. The value of the RMS wall-pressure uctu-
ation is reported to be 2.1 which is slightly greater than the value of 1.9 noted by
Kim (1989). It is however consistent with the studies by Bradshaw (1967), Townsend
(1976), and Spalart (1988).
Figure 5.3(b) shows that there are large atness factors for ps and p across the
channel. Fprpr has the same order magnitude as Fpp and Fpsps near the wall and it
gradually decreases toward the centre of the channel. Negative skewness factors for
pr, ps and p are presented in gure 5.3(c). The magnitude of Sprpr is signicantly
smaller than the magnitudes of Spsps and Spp. Figures 5.3(b) and 5.3(c) suggest
that ps make a greater contribution to atness and skewness factors as compared to
pr. Figure 5.4 shows that mean-square rapid pressure gradient is much smaller than
mean-square slow pressure gradient. Mean-square slow pressure gradient exhibits a
greater intermittency.
Further investigation into the velocity-eld sources present in equation (5.4) is
carried out. The proles of the RMS linear, nonlinear, and total source terms are
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shown in gure 5.5(a); they agree well with those of Kim (1989) and Chang et al.
(1999). It is obvious that the nonlinear source term fs is signicantly larger than
the linear source term fr throughout the channel. The relatively small linear source
term is due to the fact that @v=@x is relatively small near the wall where the mean
shear dU=dy is very strong. The peak locations of the RMS uctuation of pr and ps
roughly coincide with the peak locations of the corresponding RMS source terms.
Further decomposition of the nonlinear velocity-eld source into six dierent terms
is performed. The proles of the RMS nonlinear source terms are shown in gure
5.5(b); they are also in good agreement with those of Kim (1989) and Chang et al.
(1999). It clearly demonstrates that the nonlinear velocity-eld source is dominantly
inuenced by (@v=@z)(@w=@y) which has the largest RMS value all over the channel.
The peak location of (@v=@z)(@w=@y) is at y+  20, corresponding to the average
core position of quasi-streamwise vortices (!x = @w=@y @v=@z) (Kim et al., 1987).
Chang et al. (1999) also suggested that (@v=@z)(@w=@y) is related to the streamwise-
aligned leg of hairpin-like vortical structures. However, the relationship between the
velocity-eld sources and turbulent structures remains the subject of debate (see
also gure 4.36).
Last, contributions of the velocity-eld sources along wall-normal locations y0 to
the local pressure uctuations at any specic location y are investigated. Figures
5.6(a) and 5.6(b) show contributions of the velocity-eld sources along wall-normal
locations y0 to the instantaneous pressure uctuations at y =  1 and  0:94, corre-
sponding to the locations at y+ = 0 (wall) and y+ = 25, respectively. It illustrates
that all instantaneous pressure uctuations, pr, ps, and p, at y =  1 and  0:94 are
mainly inuenced by the local corresponding velocity-eld sources. In addition, ps
and p are also inuenced by the corresponding source terms from near the far wall
(at y = 1), while contributions to pr from the other side of the channel are negligi-
ble. Kim (1989) suggested that the non-local dependence of ps and p is induced via
the slowly decaying Green's function at low wavenumbers. Furthermore, contribu-
tions of the velocity-eld sources along wall-normal locations y0 to the mean-square
pressure uctuations at y =  1 and y =  0:94 are shown in gures 5.7(a) and
5.7(b). It demonstrates that the mean-square pressure uctuations at y =  1 and
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y =  0:94 are mainly inuenced by the local corresponding source terms. Even
though the instantaneous pressure uctuations are inuenced by the source terms
from the other side of the channel, most contributions to the mean-square pressure
uctuations are from the local velocity-eld sources. This indicates that the non-
local contributions from near the far wall are not suciently correlated to provide
a signicant contribution to the mean-square pressure uctuations.
5.4 Results and discussion
In the present study, the responses of the uctuating pressure elds, p, pr, and
ps, in incompressible plane turbulent channel ow at Re = 400 subject to control
are investigated. The control is restricted to (kx; kz  18) and (kx; kz)  20. For
(kx; kz)  20, the ow is fully controlled such that it is relaminarised.
5.4.1 The Green's function solutions to statistically non-
stationary ow
Since the ow eld is statistically non-stationary over the course of the simu-
lations in the controlled turbulent channel ow, it is necessary to ensure that the
Green's function solution adequately represents the uctuating pressure eld. The
instantaneous mean velocity


U

(y; t) is employed and the Poisson equation for pres-
sure uctuations in controlled ows is given by
r2pr =  2
d


U

dy
@v
@x
;
@pr
@y

y=1
= 0;
r2ps =  @ui
@xj
@uj
@xi
+
@2
@xi@xj


uiuj

;
@ps
@y

y=1
= 0;
r2p = 0; @p
@y

y=1
=
1
Re
@2v
@y2

y=1
;
(5.55)
where the instantaneous uctuating velocities are based on the instantaneous mean
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velocity


U

. Equation (5.55) is the same as equation (5.4), except that dU=dy is
replaced by d


U

=dy. Figures 5.8 show contours of the instantaneous uctuating
pressure p at the wall for turbulent channel ow subject to the linear control re-
stricted to (kx; kz)  20 at Re = 400. Figures 5.8(a), 5.8(c), and 5.8(e) show the
contours derived from the Green's function approach, while gures 5.8(b), 5.8(d),
and 5.8(f) obtained from the DNS computations. At t = 0 and t = 10, gures 5.8(a),
5.8(b), 5.8(c), and 5.8(d) show that the instantaneous wall-pressure uctuation p
reconstructed via the Green's function approach agrees well with the instantaneous
p directly obtained from the DNS computations. At t = 50, gures 5.8(e) and 5.8(f)
show that p obtained from both methods are slightly dierent. This indicates that
the Green's function solution of equation (5.55) is able to eectively represent the
statistically non-stationary uctuating pressure eld p at least up to t = 50.
5.4.2 The instantaneous root-mean-square quantities in con-
trolled ow
The instantaneous root-mean-square (RMS) uctuations of pr, ps, and p and
their corresponding instantaneous RMS velocity-eld sources are investigated. The
temporal evolutions of the proles of the instantaneous RMS uctuation of all quan-
tities are considered. Figures 5.9 show the temporal evolutions of the proles of the
instantaneous root-mean-square (RMS) uctuations of pr, ps, and p. Figures 5.9(a),
5.9(b), and 5.9(c) show that at t = 0 the proles of


p2r

,


p2s

, and


p2

are similar
to the proles of p2r, p
2
s, and p
2, presented in gure 5.3(a), respectively. The values
of


p2r

,


p2s

, and


p2

from x  z plane, including their peak locations and values
at the wall, are comparable to the results obtained by ensemble averging over two
thousand realisations. This indicates that the computational domain is suciently
large to provide the adequate number of samples. Figures 5.10(a), 5.10(b), and
5.10(c) show that at t = 0 the proles of all velocity-eld sources are similar to the
proles presented in gure 5.5(a), respectively. As time advances, gures 5.9 and
5.10 show that both the pressure uctuations and their corresponding velocity-eld
sources signicantly decrease over time. The peak locations of the RMS uctua-
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tion of pr, ps, and p still approximately coincide with the peak locations of their
corresponding RMS source terms. This indicates a close relationship between the
pressure uctuations and their corresponding velocity-eld sources even in statisti-
cally non-stationary ow. Their peak locations moving towards the channel centre
line is due to a decrease in the eective friction Reynolds number, i.e. when scaled
with the reduced value of u at that time, the peak remains at roughly the same y
+.
5.4.3 Inuences of velocity-eld sources in controlled ow
Contributions of the velocity-eld sources along wall-normal locations y0 to the
instantaneous or mean-square pressure uctuations at any specic location y in
controlled (statistically non-stationary) ow are examined during the course of sim-
ulations. First, the temporal evolutions of contributions of the velocity-eld sources
from various wall-normal locations y0 to the instantaneous pressure uctuations pr,
ps, and p at y =  1 are investigated. Similar to contributions of the velocity-eld
sources in statistically stationary (fully-developed) ow, gures 5.11(a), 5.11(b), and
5.11(c) indicate that all instantaneous pressure uctuations, pr, ps, and p, at y =  1
are mainly inuenced by the local corresponding velocity-eld sources near the wall
(y =  1). In addition, they are also inuenced by the corresponding source terms
from near the far wall (at y = 1). As time advances, the magnitudes of contribu-
tions dramatically decrease. Next, the temporal evolutions of contributions of the
velocity-eld sources from various wall-normal locations y0 to the mean-square pres-
sure uctuations at y =  1 are examined. Figures 5.12(a), 5.12(b), and 5.12(c) illus-
trate that most contributions to the mean-square pressure uctuations at y =  1 are
from the local corresponding velocity-eld sources.


p2s

(y =  1) and 
p2(y =  1)
are also slightly inuenced by the corresponding source terms from near the far wall
(at y = 1), while contributions to


p2r

(y =  1) from the other side of the channel
can be negligible. As time advances, the magnitudes of contributions signicantly
decrease over time.
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5.4.4 Characteristic features of pressure uctuations in con-
trolled ow at y+ = 25
Further investigation on the characteristic features of pressure uctuations is
carried out at y+ = 25, where the initial forcing peak is located. For the control
restricted to (kx; kz)  20, the ow at Re = 400 is fully controlled such that it is
relaminarised. The restriction of the control to (kx; kz)  18 (partly controlled) is
also conducted to compare the responses of ow eld with the case of (kx; kz)  20
(fully controlled).
5.4.4.1 The instantaneous root-mean-square pressure uctuations, pr
and ps
The temporal evolutions of the instantaneous RMS pressure uctuations, pr and
ps, are presented in gures 5.13. As time advances, both the rapid pr and slow ps
pressure uctuations continuously decrease. It is clear that the restriction of control
to (kx; kz)  20 results in a more rapid decrease in both the rapid and slow pressure
uctuations compared with the case of (kx; kz)  18.
During the short-term evolution, gure 5.13(b) shows that the rapid pressure pr
decreases at a rate greater than that of the slow pressure ps. This nding could be
explained by the fact that the linear control operates on the wall-normal velocity
uctuations v, corresponding to the linear velocity-eld sources, 2(dU=dy)(@v=@x).
In addition, Lumley (1978), Piquet (1999), Pope (2000), and Jovanovic (2004) stated
that the interaction of velocity uctuations with an imposed mean-velocity gradi-
ents is responsible for an immediate reaction of pr since the interaction is linear in
velocity uctuations. This results in a more rapid response of pr compared to a re-
sponse of ps. In the framework of Landahl's theory for timescales (Landahl, 1993),
it could be explained by the fact that the linear control proceeds via the linear
shear-interaction timescale, which is much shorter than the nonlinear turbulence-
turbulence interaction timescale. Over the short time for which the linear control
is eective, the longer nonlinear turbulence-turbulence interaction timescale is not
signicant. The linear shear-interaction timescale is eective because of the linear
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velocity-eld sources, 2(dU=dy)(@v=@x).
Over the long-term evolution, gure 5.13(a) shows that pr and ps roughly de-
crease at the same rate after t  50 for the case of (kx; kz)  20 and after t  200
for the case of (kx; kz)  18. This indicates that the linear control is less eec-
tive during the long-term evolution. This could be explained by the fact that the
inuence of nonlinearity via the turbulence-turbulece interaction becomes impor-
tant over a longer time. Lumley (1978), Piquet (1999), Pope (2000), and Jovanovic
(2004) stated that the turbulence-turbulence interaction is responsible for the slower
reaction of ps compared to the reaction of pr since the interaction is quadratic in
velocity uctuations.
5.4.4.2 The instantaneous premultiplied one-dimensional spectra of ve-
locity and pressure uctuations
In this section, the instantaneous premultiplied one-dimensional spectra of ve-
locity and pressure uctuations for streamwise and spanwise wavenumbers are ex-
amined.
A. Velocity uctuations
Figures 5.14 show the instantaneous premultiplied one-dimensional spectra of u,
v, and w for streamwise and spanwise wavenumbers. Clearly, both the streamwise
and spanwise spectra of all velocity components gradually decrease over time. The
initial overshoot and subsequent decay of the spanwise spectra of u are probably due
to the control activation. The restriction of control to (kx; kz)  20 results in a more
rapid decrease in the spectra compared to the case of (kx; kz)  18. Figures 5.14(b),
5.14(d), and 5.14(f) demonstrate that, for the restriction of control to (kx; kz)  20,
the spanwise spectra of all velocity components at kz  20 exhibit a signicantly
more rapid decrease compared to the slowly decreasing ones at kz > 20. This
characteristic feature corresponds to ow visualisation presented in gures 4.28-4.30
in that over the long-term evolution energetic ow structures of u, v, and w only
appear at high spanwise wavenumbers (small-scale motions). The largest spanwise
lengthscale is approximately at +z  100, corresponding to straightened streamwise
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streaky structures. For the case of (kx; kz)  18, it is similar to the previous case.
The spanwise spectra of all velocity components at kz  18 exhibit a signicantly
more rapid decrease compared to the slowly decreasing ones at kz > 18. This nding
indicates that the spanwise spectra of all velocity components up to the maximum
spanwise wavenumber kz of control are eectively suppressed.
B. Pressure uctuations
Figures 5.15 show the instantaneous premultiplied one-dimensional streamwise
and spanwise spectra of p, pr, and ps. Clearly, both the streamwise and spanwise
spectra of p, pr, and ps gradually decrease over time. The restriction of control to
(kx; kz)  20 results in a more rapid decrease in the spectra compared to the case
of (kx; kz)  18. It is interesting that, for the restriction of control to (kx; kz)  20,
the spanwise spectra of pr at kz  20 exhibit a signicantly more rapid decrease
compared to the slowly decreasing ones at kz > 20. For the case of (kx; kz)  18,
the spanwise spectra of pr at kz  18 exhibit a signicantly more rapid decrease
compared to the slowly decreasing ones at kz > 18. Only the spanwise spectra
of pr up to the designated controlled spanwise wavenumber kz are eectively sup-
pressed by the linear control. This nding conrms that the linear control operates
on the wall-normal velocity uctuations v, corresponding to the linear (\rapid")
velocity-eld sources, 2(dU=dy)(@v=@x). Luhar et al. (2014a) demonstrated that
the pressure elds derived from the resolvent analysis principally correspond to the
linear (\rapid") velocity-eld sources. The eectiveness of the linear control to
suppress inherently nonlinear wall turbulence could be qualitatively explained by
Landahl's theory for timescales, in that the linear control proceeds via the linear
shear-interaction timescale which is signicantly shorter than both the nonlinear and
viscous timescales for turbulence. Over a short period of time for which the linear
control is in eect, the longer nonlinear turbulence-turbulence interaction timescale
is not signicant. The linear shear-interaction timescale is eective as a result of
the linear (\rapid") source term of the Poisson equation for pressure uctuations.
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(a)
(b)
Figure 5.1: Contours of the instantaneous uctuating pressure at the wall
for fully-developed turbulent channel ow at Re = 400: (a)
derived from the Green's function solution; (b) obtained directly
from the DNS computations.
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(a)
(b)
(c)
Figure 5.2: Contours of the instantaneous uctuating pressure elds at the
wall for fully-developed turbulent channel ow at Re = 400:
(a) rapid; (b) slow; and (c) Stokes.
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Figure 5.3: Proles of (a) the root-mean-square uctuating pressure elds,
: ptotal obtained from DNS. Solid line: green, ptotal obtained
from Green's function; blue, ps; red, pr; black, p ; (b) the at-
ness factors, Fpp, Fprpr , and Fpsps ; and (c) the skewness factors,
Spp, Sprpr , and Spsps for fully-developed turbulent channel ow
at Re = 400.
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Figure 5.5: (a) Proles of the root-mean-square source terms and (b) pro-
les of the root-mean-square slow (nonlinear) source terms for
fully-developed turbulent channel ow at Re = 400. Note that
all source terms are scaled in wall units.
193
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
y′/h
G
∗
f
(y
=
−
1,
y
′
)
 
 
Rapid
Slow
T otal
(a)
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
y′/h
G
∗
f
(y
=
−
0.
94
,y
′
)
 
 
Rapid
Slow
Total
(b)
Figure 5.6: Contributions of the velocity-eld sources from across the chan-
nel to (a) the instantaneous uctuating pressure elds at the
wall, p(x = 0; y =  1; z = 0) and to (b) the instantaneous uc-
tuating pressure elds at y+ = 25; p(x = 0; y =  0:94; z = 0)
for fully-developed turbulent channel ow at Re = 400. Note
that the contributions are normalised relative to the maximum
magnitude.
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Figure 5.7: Contributions of the velocity-eld sources from across the chan-
nel to (a) the mean-square uctuating pressure at the wall and
to (b) the mean-square uctuating pressure at y+ = 25 for fully-
developed turbulent channel ow at Re = 400. Note that the
contributions are normalised relative to the maximum magni-
tude.
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Figure 5.8: Contours of the instantaneous uctuating pressure p at the wall
for turbulent channel ow with control restricted to (kx; kz) 
20 at Re = 400 (a, c, e) derived from the Green's function
approach and (b, d, f) obtained directly from the DNS compu-
tations: (a, b) t = 0; (c, d) t = 10; (e, f) t = 50.
196
0 50 100 150 200 250 300 350 400
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
y+
p
r
,r
m
s
 
 
t = 0
t = 10
t = 50
t = 100
t = 200
(a)
0 50 100 150 200 250 300 350 400
0
0.5
1
1.5
2
2.5
y+
p
s
,r
m
s
 
 
t = 0
t = 10
t = 50
t = 100
t = 200
(b)
0 50 100 150 200 250 300 350 400
0
0.5
1
1.5
2
2.5
3
y+
p
r
m
s
 
 
t = 0
t = 10
t = 50
t = 100
t = 200
(c)
Figure 5.9: Temporal evolutions of the proles of the instantaneous root-
mean-square uctuating pressure elds for turbulent channel
ow subject to the linear control restricted to (kx; kz)  20 at
Re = 400: (a) rapid; (b) slow; and (c) total.
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Figure 5.10: Temporal evolutions of the proles of the root-mean-square
velocity-eld sources for turbulent channel ow subject to the
linear control restricted to (kx; kz)  20 at Re = 400: (a)
rapid; (b) slow; and (c) total. Solid line: red, t = 0; blue,
t = 10; green, t = 50; black, t = 100.
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Figure 5.11: Contributions of the velocity-eld sources from across the
channel y0 to the instantaneous uctuating pressure elds at
the wall, p(x = Lx=2; y =  1; z = Lz=2), for turbulent channel
ow subject to the linear control restricted to (kx; kz)  20 at
Re = 400: (a) rapid; (b) slow; (c) total.
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Figure 5.12: Contributions of the velocity-eld sources from across the
channel y0, h(y; y0), to the mean-square uctuating pressure
elds at the wall,


p2

(y =  1), for turbulent channel ow
subject to the linear control restricted to (kx; kz)  20 at
Re = 400: (a) rapid; (b) slow; (c) total.
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Figure 5.13: Temporal evolutions of the root-mean-square uctuating pres-
sure elds at y+ = 25 for turbulent channel ow subject to the
linear control restricted to (kx; kz)  18 and (kx; kz)  20 at
Re = 400: (a) long-time evolution; (b) short-time evolution.
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Figure 5.14: Temporal evolutions of instantaneous premultiplied one-
dimensional streamwise and spanwise velocity spectra of
turbulent channel ow subject to the linear control re-
stricted to (kx; kz)  18 and (kx; kz)  20 at Re =
400: (a) kxuu(kx; y
+)=u2 ; (b) kzuu(kz; y
+)=u2 ; (c)
kxvv(kx; y
+)=u2 ; (d) kzvv(kz; y
+)=u2 ; (e) kxww(kx; y
+)=u2 ;
(f) kzww(kz; y
+)=u2 . Solid black line: t = 0; solid red line:
t = 10 (kx; kz  18); solid blue line: t = 10 (kx; kz  20);
dashed red line: t = 50 (kx; kz  18); dashed blue line:
t = 50 (kx; kz  20); dash-dot red line: t = 100 (kx; kz  18);
dash-dot blue line: t = 100 (kx; kz  20).
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Figure 5.15: Temporal evolutions of instantaneous premultiplied one-
dimensional streamwise and spanwise pressure spectra of
turbulent channel ow subject to the linear control re-
stricted to (kx; kz)  18 and (kx; kz)  20 at Re = 400: (a)
kxpp(kx; y
+)=u4 ; (b) kzpp(kz; y
+)=u4 ; (c) kxprpr(kx; y
+)=u4 ;
(d) kzprpr(kz; y
+)=u4 ; (e) kxpsps(kx; y
+)=u4 ; (f)
kzpsps(kz; y
+)=u4 . Solid black line: t = 0; solid red
line: t = 10 (kx; kz  18); solid blue line: t = 10 (kx; kz  20);
dashed red line: t = 50 (kx; kz  18); dashed blue line:
t = 50 (kx; kz  20); dash-dot red line: t = 100 (kx; kz  18);
dash-dot blue line: t = 100 (kx; kz  20).
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Chapter 6
Direct numerical simulations of
turbulent channel ow in a
minimal ow unit
In this chapter, direct numerical simulations of turbulent channel ow in a min-
imal ow unit (MFU) are employed to explore the relevance of Landahl's timescales
in the near-wall region and to investigate the responses of velocity and pressure elds
to passivity-based linear feedback control. The MFU, the minimal computational
domain in which turbulence can be maintained, was rst introduced by Jimenez &
Moin (1991). It contains a fundamental set of near-wall structures that are essen-
tial to sustain turbulent uctuations. Jimenez & Kawahara (2013) stated that the
temporal evolution of a fundamental set of near-wall structures is much simpler to
elucidate compared to the results obtained from a full turbulent channel. The use
of the MFU in the present study is also motivated by the ability of the MFU to
successfully predict the low-order turbulence statistics of experimental results in the
near-wall region.
In the present study, Landahl's theory for timescales is explored in the near-wall
region of turbulent channel ow at y+  20 where the initial forcing peak of the
passivity-based linear feedback control, reported in x4.4, is located. Then, the MFU
of turbulent channel with the passivity-based linear feedback control is investigated.
This chapter is organised as follows. First, parameters and ow characteristics
used to govern the MFU of turbulent channel ow are dened and their values are
assigned. Then, turbulence statistics of the MFU are compared to the previous
results of Jimenez & Moin (1991). Landahl's timescales in the near-wall region of
the MFU are presented and discussed. Last, the results obtained from the MFU of
turbulent channel with the passivity-based linear feedback control are reported and
compared to the results of the full turbulent channel in chapter 4.
6.1 Parameters
Similar to the previous studies in chapter 4, simulations are performed in a plane
Poiseuille channel ow using a direct numerical simulation (DNS). A bulk velocity
Ub is maintained constant in the course of a simulation. Channelow-1.4.2 (Gibson
et al., 2008) is also employed; its congurations, such as the form of the nonlinear
term and the time-stepping algorithm, are the same as given in x4.1. A summary of
the parameters and ow characteristics is given in table 6.1, also including the ones
of a full turbulent channel. The Reynolds number and the size of the computational
domain are chosen to be the same as those in the simulations of Jimenez & Moin
(1991). The Reynolds number Recl is given by
Recl =
Uclh

; (6.1)
where Ucl is the centreline velocity of a laminar parabolic prole. The spatial res-
olution is ner than that of Jimenez & Moin (1991). The spanwise size of the
computational domain of about 110 wall units, approximately equal to the average
spanwise streak spacing, and the streamwise size of the computational domain is
about 370 wall units. The maximum variable time step is restricted to ensure that
the CFL number is always less than 0.2 over the course of the simulation. Compar-
ing the MFU to the full channel, the large eddy turnover time, h=Ucl, for both cases
are the same. For controlled ow, the passivity-based linear feedback control is re-
stricted to (kx; kz)  1. The value of control penalty is chosen to be 0.01 according
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to x4.7.
A comparison of coherent structures between the MFU and the full turbulent
channel is presented in gure 6.1. Clearly, the MFU is about 6.66 times shorter and
is roughly 11.11 times narrower than the full channel. Only one pair of coherent
motions, including a low-speed streak and a high-speed region, is observed in the
MFU (gure 6.1 (a)). In the full turbulent channel, the ow eld is very complicated
containing several pairs of coherent motions (gure 6.1 (b)). Figure 6.2 shows the
temporal evolution of the instantaneous mean velocity gradient at the wall, 
w(t),
of turbulent channel ow at Recl = 5000. 
w(t) is given by

w(t) =
1
A
ZZ
A
@U
@y

w
(x; y =  1; z; t) dx dz; (6.2)
where @U=@y

w
at the bottom wall. Clearly, a high degree of intermittency of 
w(t)
is observed in the MFU since 
w(t) is specic to one streak/vortex pair only. In
consequence, the corresponding dynamics embedded in the near-wall region can be
investigated using basic techniques, such as ow visualisation and quadrant analysis.
In the full turbulent channel, it seems dicult to extract the corresponding dynam-
ics since 
w(t) includes information from several near-wall structures. Dierent
features and events, which occur locally at the same time, are involved. Conditional
sampling techniques, such as the variable-interval time-averaging (VITA) algorithm,
are required to extract the important dynamics. Therefore, it is instructive to utilise
the MFU to predict the dynamics embedded in the near-wall region of real turbulent
channel ows.
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6.2 Validation
The procedures to conrm that Channelow-1.4.2 adequately represents the
MFU of turbulent channel ow at Recl = 5000 are the same as those described
in x4.2. From the statistically stationary state, the ow eld is further integrated
for 395 time units (39500 timesteps) to acquire the statistical information which de-
scribes the ow structures. Turbulence statistics are examined and compared with
the results of Jimenez & Moin (1991). Figures 6.3, 6.4, and 6.5 show that most
of the turbulence statistics, including the mean streamwise velocity, RMS velocity
uctuations, Reynolds shear stress, total shear stress, two-point spatial autocorrela-
tion functions, and spatial velocity power spectra, agree well with those of Jimenez
& Moin (1991). Slight discrepancies appear in the RMS velocity uctuation proles
(gure 6.3 (b)). Signicant dierences appear in the spanwise two-point spatial au-
tocorrelation functions, Ruu(z
+) and Rww(z
+). At large separations, Ruu(z
+)
and Rww(z
+) (gure 6.4 (a)) decay slower than the results of Jimenez & Moin
(1991) (gure 6.4 (b)). This may be due to the spanwise spatial resolution which
is much ner than that of Jimenez & Moin (1991) (see table 6.1). It is likely
that Ruu(z
+) and Rww(z
+) in the present study are more accurate than those
of Jimenez & Moin (1991). Overall, Channelow-1.4.2 is capable to represent the
MFU of turbulent channel ow at Recl = 5000, compared to corresponding results
for full channel.
6.3 Landahl's timescales in the MFU
6.3.1 Physical processes associated with Landahl's timescales
According to x2:2:3, the evolution of low-speed streaks and high-speed regions
is examined. In the MFU, the wall shear is primarily used to indicate the state of
the ow (Jimenez & Moin, 1991; Jimenez & Kawahara, 2013). Figure 6.6 shows the
temporal evolution of the spatially averaged instantaneous wall shear 
w(t). Inter-
mittency of the wall shear is clearly distinguishable. A high degree of intermittency
is due to the limited number of near-wall structures in the computational domain.
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Interestingly, the signal clearly has a periodic nature: for example, in the range
1289  t+  1730. In this range eight points are identied as important parts of
the cycle. Figures 6.7 show the contours of the instantaneous streamwise velocity
uctuations u at y+  20 during the regeneration of a single low-speed streak. The
behaviour of the wall shear and a low-speed streak during the regeneration cycle is
examined (gures 6.6 and 6.7) at the same times: the dots in gure 6.6 correspond
to the snapshots in gures 6.7. At t+  1289, the low-speed streak is almost straight
(gure 6.7 (a)) and the value of wall shear is small. Then, the low-speed streak be-
comes wavy and the wall shear increases rapidly. When the wall shear reaches its
peak value, the low-speed streak breaks up into small patches. Thereafter, the wall
shear decreases and the small patches are elongated resulting in the regeneration of
a low-speed streak.
6.3.2 Flow quantities and the choice of L
All of ow quantities are summarised in table 6.2. The kinematic viscosity  is
equal to Uclh=Recl. uo is the scale of the initial streamwise disturbance velocity, of
the order of the friction velocity u (Landahl, 1993). The choice of the streamwise
length scale L was considered in the study of turbulent sublayer streaks (Landahl,
1990). Landahl (1990) stated that in his theoretical model L was selected with
respect to the conditions in the investigation of Johansson et al. (1988). The inte-
gration length L+int = 200 was used in their variable-interval space-averaging (VISA)
studies of numerically generated near-wall turbulence. Johansson et al. (1988) stated
that this integration length L+int corresponds to the integration time T
+
int = 10 in
the VITA time averaging studies of Johansson & Alfredsson (1982). Consequently,
L was chosen to maximise the variance, for a given value of the mean square of the
streamwise disturbance velocity and a chosen value of the integration time. This
selection provided the value for L of roughly 100 viscous wall units. Landahl (1993)
also suggested that L is a conventional streamwise length scale of the initial distur-
bance generated by the breakup of a low-speed streak.
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 uo L U
0
U
0
w
2 10 4 3:95 10 2 5:26 10 1 5:68 7:80
Table 6.2: Flow quantities related to Landahl's timescales in the MFU of
turbulent channel ow at y+ = 20 (Recl = 5000).
In his simplied theoretical model, Landahl (1990) gives the streamwise dis-
turbance velocity u during the shear interaction stage at t+ = 5 from its initial
condition as shown in gure 6.8 (a). The u  contour plot in the plane y+ = 15
shows small patches of positive and negative disturbances. This instantaneous u 
contour is quite smooth since it is obtained from the the theoretical model (Landahl,
1990, p.607). Along the x  axis at z+ = 40, the contour of constant u at -0.2
shows the patch of negative disturbances with a streamwise length of roughly 100
viscous wall units situated upstream of the patch of positive disturbances. It repre-
sents the formation of a low-speed streak from its initial condition. Therefore, in the
present study, the contour of constant u at -0.2 is used to identify the streamwise
length scale L, which is considered as a streamwise length scale for the initial dis-
turbance produced by the breakup of a low-speed streak. Figure 6.8 (b) shows the
contour of the instantaneous streamwise disturbance velocity u at t+ = 1583 when
the initial disturbance begins to elongate forming a low-speed streak. The contour
of constant u at -0.2 (a red dashed line) shows the patch of negative disturbances
with a streamwise length of 104 wall units, which is hence adopted as L.
Further investigation of the evolution of a low-speed streak at t+ = 5 from
its initial condition is carried out. Figure 6.8 (c) shows the streamwise disturbance
velocity at t+ = 1588, equivalent to t+ = 5 from its initial condition. The contour
of constant u at -0.2 shows that the patch of negative disturbances is elongated in
the streamwise direction. Its streamwise length is approximately 135 viscous wall
units, which is of the order of magnitude of a streamwise length appearing in the
simplied theoretical model of Landahl (1990), gure 6.8 (a). It is demonstrated
that the selection of L based on the streamwise length of the contour of the initial
disturbance u at -0.2 is appropriate. Moreover, the value for L of roughly 100 viscous
210
wall units, suggested by Landahl (1993) as a typical streamwise length scale of the
initial disturbance generated by the breakup of a low-speed streak, is reasonable.
The shear interaction, viscous interaction, and nonlinear interaction timescales are
calculated using equations (2.26), (2.27), and (2.39). Table 6.3 shows that Landahl's
timescales obtained from the MFU of turbulent channel ow at Recl = 5000 agree
well with those proposed by Landahl (1993).
Time scales
t+s t
+
 t
+
n
Present simulation 1 27 104
Landahl (1993) 1 20 100
Table 6.3: Landahl's timescales in the MFU of turbulent channel ow at
y+ = 20 (Recl = 5000).
6.3.3 Landahl's timescales in the MFU
The evidence for the existence of Landahl's timescales in the MFU of turbulent
channel ow is demonstrated. The temporal evolution of the spatially averaged in-
stantaneous production and dissipation rate of turbulent kinetic energy,


P

(t) and



(t), are examined at y+  20. The production rate 
P(t) is given by


P

(t) =
1
As
ZZ
As
uv
@U
@y
dAs; (6.3)
where a time-varying area As is the area coverage in the wall-parallel plane at
y+  20 of the low-speed streak or of the high-speed region. The symbol 
   repre-
sents instantaneous averaging of ow quantities in the wall-parallel (homogeneous)
directions and it is used throughout this chapter. The low-speed streak is the area
where u  0; the high-speed region is the area where u > 0. The dissipation rate



(t) is given by
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

(t) =
1
As
ZZ
As


@ui
@xj
@ui
@xj

dAs: (6.4)
Figure 6.9 (a) shows the temporal evolution of the spatially averaged instantaneous
production and dissipation rate of turbulent kinetic energy,


P

(t) and




(t) at
y+  20. Overall, 
P is greater than 
 both on a low-speed streak and a high-
speed region. There is no balance between


P

and




in the plane y+  20.

P

on both a low-speed streak and a high-speed region play a pivotal role in the
maintenance of the uctuating ow eld.


P

(t) and




(t) are highly correlated
with the evolution of wall shear presented in gure 6.9 (b), suggesting that all ow
quantities are active when the wall shear increases. This also implies that the wall
shear is a proper indicator to identify the state of the ow. Note that gure 6.6 is
reproduced in gure 6.9 (b) in order for the reader to easily compare with gure 6.9
(a). Generally, an increase in


P

is simultaneously matched by an increase in




.
However, there is evidently a time lag between


P

and




during the lift-up of a
shear layer. The production of turbulence, related to a linear interaction between
the mean shear and Reynolds shear stresses, evolves more rapidly than the viscous
dissipation. This suggests that the production of turbulence is associated with
Landahl's shear interaction timescale t+s (the shortest timescale) and the viscous
dissipation mechanism is associated with Landahl's viscous interaction timescale t+ .
Further investigation on the existence of Landahl's viscous timescale t+ is now
carried out by inspection traces for


P

,




, and 
wh=Ucl at 1289  t+  1730,
gure 6.10. The time when the initial disturbance in the form of small patches
appears is rst identied. Figures 6.6 and 6.7 (e) show that small patches are found
at t+ = 1583 of the wall shear signal, corresponding to the left-hand side vertical
black line in gure 6.10 (b). The time in the production


P

(t) signal when small
patches appear is then identied. It can be approximated by considering the time
lag between


P

signal on a low-speed streak and the wall shear signal when small
patches occur. Figures 6.10 (a) and 6.10 (b) show that the time delay between the
peak of


P

, corresponding to the vertical green line in gure 6.10 (a), and the peak
of the wall shear signal, corresponding to the right-hand side vertical black line in
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gure 6.10 (b), is about 100 viscous time units. Thus, the time in the production

P

(t) signal when small patches appear is roughly at t+  1483, which is a local
minimum point of


P

. It is suggested that an increase in


P

from this local
minimum point is associated with an elongation of a low-speed streak from its initial
disturbance. The increase in


P

at t+  1483 is then suppressed by the increase in



(gure 6.10 (a)). The time lag between


P

and




is quantied by considering
the period of time between the peak of


P

, corresponding to the vertical green line
in gure 6.10 (a) and the peak of




, corresponding to the vertical orange line in
gure 6.10 (a). It shows that the time lag between


P

and




during the early
development of a low-speed streak is approximately t+  32, which corresponds to
the viscous interaction timescale t+ in table 6.3. This nding suggests the existence
of t+ in the MFU of turbulent channel ow.
Figures 6.6, 6.7, and 6.9 also demonstrate that the period of time T+ = Tu2= in
which the regeneration of a low-speed streak periodically occurs is approximately 435
viscous time units and it agrees well with the value of roughly 400 viscous time units
reported by Jimenez & Moin (1991); Hamilton et al. (1995); Jimenez et al. (2005).
It is likely that the period of time during the regeneration of low-speed streaks,
an inherently nonlinear process, is associated with Landahl's nonlinear interaction
timescale t+n = O(100).
Further investigation on the physical processes associated with Landahl's timescales
is carried out using ow visualisation techniques. Figure 6.11 shows the temporal
evolution of the iso-surfaces of the streamwise velocity uctuation u during the re-
generation of a low-speed streak. At the beginning, the negative u iso-surface is
long and straight, gure 6.11 (a). The rising phase of an instability is depicted in
gures 6.11 (b-d), corresponding to a sharp increase in the wall shear shown in gure
6.6. The iso-surfaces become more intense and less organised. When the wall shear
reaches its peak value, the negative u iso-surface breaks up into small iso-surfaces
and they become less intense, gure 6.11 (e). Thereafter, the wall shear decreases
and the negative u isosurface is elongated forming another long and straight negative
u iso-surface.
Figure 6.12 shows the instantaneous streamwise vorticity, !x, in the near-wall
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region (y+  0 70). The streamwise vorticity !x grows during the growth phase of
an instability. In a vertical plane along the channel centreline, !x of opposite sign
always appears adjacent to each other (gure 6.13). The spanwise vorticity !z also
shows a growth phase during an instability (gure 6.14). In a vertical plane along
the channel centreline, gure 6.15 shows that the elongated spanwise vorticity !z
appears very close to the wall indicating the presence of a shear layer. Figure 6.15 (a)
shows that !z with low intensity occurs when a low-speed streak is long and straight.
The strength of !z gradually increases when the low-speed streak becomes wavy and
then breaks up into small patches, gures 6.15 (b-d). The lift-up of a shear layer
is presented in gure 6.15 (c) as !z is migrated away from the wall. The highest
intensity of !z is shown in gure 6.15 (e) when small patches appear due to the
streak breakup. The strength of !z gradually decreases when the small patches are
elongated, forming a low-speed streak, gures 6.15 (f-h). Last, pressure uctuations
at the wall are examined in gure 6.16. Figures 6.16 (a) and 6.16 (g) show that
the spanwise-aligned coherent structures of wall pressure uctuations appear when
a low-speed streak is long and straight (gures 6.7 (a) and 6.7 (g)). The lift-up of
a low-speed streak, closely connected to a lift-up of a shear layer as shown in gure
6.15 (c), is likely to occur at t+ = 1471 (gure 6.16 (c)) when the magnitude of
pressure uctuations is relatively large. Positive pressure appears beneath a \splat"
and low pressure beneath a lift-up;
To summarise, this study conrms the relevance of Landahl's timescales in the
MFU of turbulent channel ow, where t+s < t
+
 < t
+
n . The regeneration of a low-
speed streak is well described by Landahl's theory for timescales. The evolution of a
low-speed streak from its initial disturbance is initially dominated by the linear shear
interaction mechanism and then the viscous and nonlinear eects become signicant.
Landahl's timescales in the MFU are relevant to those timescales in fully turbulent
wall ows where the interactions between various structures play signicant roles.
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6.4 Controlled ow in the MFU
Figure 6.17 shows that the temporal evolution of the mean pressure gradient
dP=dx monotonically decreases in the controlled MFU. This demonstrates that tur-
bulence is suppressed. As time advances, the mean velocity prole moves towards
the laminar one (gure 6.18). Therefore, mean wall-normal velocity gradient also
continuously decreases, indicating a decrease in the skin-friction drag. The temporal
evolution of the volumetric averages of


u2

,


v2

,


w2

, and


p2

are computed.
Figure 6.19 shows that the pressure and wall-normal velocity uctuations are rapidly
attenuated, while the streamwise and spanwise velocity uctuations decrease only
very slowly.
The plane-averaged mean-square forcing at three time instants is presented in
gure 6.20. The forcing varies along the wall-normal distance and gradually de-
creases over time. A signicant decline in control eort indicates that the laminar
ow state is approached. The forcing peak gradually decreases over time and moves
toward the channel centreline. In the short term, at t = 5, the forcing peak is
located at y+  20, corresponding to the location of the peak of the instantaneous
mean-square pressure gradient as shown in gure 6.21 and so may be understood
via the mean-square acceleration equations (equations 2.10 and 2.14). Moreover,
the secondary forcing peak can also be observed at larger y+. The controller works
to suppress the mean-square pressure gradient, which is a dominant term in equa-
tion 2.10, causing a signicant reduction in the pressure terms and a monotonic
decrease in the viscous terms. Figures 6.21 (a) and 6.21 (b) show that the instanta-
neous mean-square pressure gradient decreases more rapidly than the instantaneous
mean-square viscous terms.
The temporal evolution of the rate of production PE and dissipation DE of the
perturbation energy subject to the linear control is presented in gure 6.22. The rate
of production PE decreases quickly after the controller is activated. This suggests
that the linear control operates via the interaction between the wall-normal velocity
perturbation and the base shear, vU 0L(y). The dissipation rate DE subsequently
reduces owing to the decreasing production rate. The rate of change of the total
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perturbation energy dE=dt is always negative in conformity with the Reynolds-
Orr equation (equation 3.29) over the course of time, indicating that the ow is
completely controlled.
In the context of Landahl's timescales, it is suggested that PE is associated with
Landahl's shear interaction timescale t+s since it involves the interaction between
the wall-normal velocity perturbation and the base shear. DE may be associated
with Landahl's viscous interaction timescale t+ . The eectiveness of linear control
to attenuate essentially nonlinear turbulent ow is explained by the fact that the
control proceeds via the shear interaction timescale, which is signicantly shorter
than both the nonlinear and viscous timescales for turbulence. Contours of the
streamwise velocity uctuation u in the plane y+  20, corresponding to the location
of the initial forcing peak, are shown in gure 6.23. At t = 0, a single low-speed
streak appears in the ow eld (gure 6.23 (a)). After the controller is activated,
the low-speed streak splits into two wavy low-speed streaks (gure 6.23 (b)). Then,
the streamwise velocity uctuation u gradually decays and the low-speed streaks are
straightened (gures 6.23 (c), 6.23 (d), 6.23 (e), and 6.23 (f)). The persistence of
streaks can be observed albeit with a spanwise wavelength of about 50-60 wall units
compared to 125 in the fulll channel. Temporal evolution of the spatially averaged
instantaneous production and dissipation rate of turbulent kinetic energy,


P

(t)
and




(t), at y+  20 is presented in gure 6.24 (a). It shows that 
P of both low-
speed streak and high-speed region decrease quickly after the controller is activated.

P

reaches zero at t  30 and it is constant up to t = 200. On the other hand,
the eect of the controller results in an increase of




of both low-speed streak
and high-speed region up to t  50. Then, they gradually decrease over time with
out-of-phase variation between them. Figure 6.24 (b) shows the temporal evolution
of the instantaneous mean velocity gradient at the wall. The dots correspond to
the snapshots in gure 6.23(a) to 6.23(f), t = 0, t = 5, t = 10, t = 20, t = 30,
t = 50, respectively. Clearly, 
wh=Ucl gradually decreases over time. Figure 6.25
shows that the temporal evolution of the iso-surfaces of the streamwise velocity
uctuation u are well correlated with the temporal evolution of the contours of the
streamwise velocity uctuation u presented in gure 6.23. At t = 0, the negative u
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isosurface is elongated in the streamwise direction. After the controller is activated,
the negative u isosurface splits into two negative u isosurfaces (gure 6.25 (b)).
Then, the negative u isosurfaces gradually decay and they are straightened (gures
6.25 (c), 6.25 (d), 6.25 (e), and 6.25 (f)). The persistence of streaks can also be
observed.
Last, the instantaneous premultiplied one-dimensional velocity and pressure spec-
tra are examined. Figure 6.26 shows the instantaneous premultiplied one-dimensional
spectra of u, v, and w. All of the velocity spectra decrease over time. Here, the con-
troller is restricted to (kx; kz)  1, where kx and kz are based on the streamwise and
spanwise size of the computational domain, respectively. They are then converted
with respect to the standard length of 2. This results in the values of kx = 3:33
and kz = 11:11, corresponding to the rst point in the horizontal axis. Figures 6.26
(b), 6.26 (d), and 6.26 (f) show that at kz = 11:11 the spanwise spectra of u, v,
and w dropped rapidly, suggesting the eectiveness of linear control to suppress the
spanwise spectra of u, v, and w at kz  11:11. A decrease in the spanwise spectra
results in a decrease in the streamwise spectra. Figure 6.27 shows the instantaneous
premultiplied one-dimensional spectra of p, pr, and ps. It seems dicult to investi-
gate whether the spanwise spectra of pr rapidly responds to the control forcing as
reported in x5.4 since the spectral distribution at kx < 3:33 and kz < 11:11 cannot
be observed. At kz = 11:11 (
+
z  110), a decrease in the spanwise spectra of pr is
relatively faster than a decrease in the spanwise spectra of ps, suggesting the eec-
tiveness of linear control to suppress the spanwise spectra of pr at kz  11:11 which
is approximately equal to a mean streak spacing.
In summary, the results obtained from the controlled MFU are very similar to
the results obtained from the full turbulent channel in chapter 4. This indicates
the ability of the MFU to predict the dynamics embedded in the near-wall region
of real turbulent channel ows. It is also suggested that a preliminary study of
the eectiveness of the linear feedback control at higher Reynolds numbers can be
performed using the MFU. Most of characteristic features can be obtained using
the MFU; however, the larger computational domain is required to examine the
responses of the velocity and pressure spectra.
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(a)
(b)
Figure 6.1: Contours of the instantaneous streamwise velocity uctuation
u at y+  20: (a) MFU at Recl = 5000 with L+x  L+y  L+z
= 372  395  110; (b) full turbulent channel at Recl = 5000
with L+x  L+y  L+z = 2637  420  1318.
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Figure 6.2: Temporal evolution of the instantaneous wall-average velocity
gradient at the wall of turbulent channel ow at Recl = 5000.
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Figure 6.3: MFU: (a) Mean velocity prole; (b) RMS velocity uctuation
proles; (c) Reynolds shear stress and total shear stress proles.
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Figure 6.4: Two-point spatial autocorrelation function in the MFU at
Recl = 5000: (a) Ruiui(x
+; y+ = 7:2); (b) Ruiui(z
+; y+ =
7:2). Solid line: from Channelow-1.4.2; red, Ruu; blue, Rvv;
black, Rww. Dashed line: from Jimenez and Moin (1991); red,
Ruu; blue, Rvv; black, Rww.
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Figure 6.5: Spatial velocity spectra in the MFU at Recl = 5000: (a)
uiui(kx; y
+ = 34); (b) uiui(kz; y
+ = 34). Solid line: from
Channelow-1.4.2; black, uu; blue, vv; red, ww. Dashed
line: from Jimenez and Moin (1991); black, uu; blue, vv; red,
ww.
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Figure 6.6: Temporal evolution of the instantaneous mean velocity gradient
at the wall in the MFU. The dots correspond to the snapshots in
gure 6.7 (a-h) in sequence t+ = 1289, 1426, 1471, 1508, 1583,
1603, 1637, and 1730.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 6.7: Contours of the instantaneous streamwise velocity uctuation u
at y+  20 during the regeneration of a single low-speed streak
in the MFU. The ow is in the sequence (a) to (h), correspond-
ing to the points in the instantaneous mean velocity gradient at
the wall (gure 6.6).
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(a)
 
(b)
 
(c)
Figure 6.8: Contours of the instantaneous streamwise disturbance velocity
u: (a) reproduced from Landahl (1990) in the plane y+ = 15 at
t+ = 5 from its initial condition. Contours start at -0.2 with
spacing of 0.05. Solid lines represent positive perturbations;
dashed lines represent negative perturbations; (b) obtained from
the MFU at t+ = 1583 (gure 6.7 (e)); (c) obtained from the
MFU at t+ = 1588. Note that contours of constant u at -0.2,
red dashed line, at y+  20 are investigated in the MFU.
224
0 500 1000 1500 2000 2500 3000
0
0.5
1
1.5
2
2.5
x 10
−3
t+
〈 P
〉 ,
〈 0
〉
a
t
y
+
=
2
0
(a)
0 500 1000 1500 2000 2500 3000
5
6
7
8
9
10
11
t+
Ω
w
h
/U
cl
(b)
Figure 6.9: MFU: (a) Temporal evolution of the spatially averaged instan-
taneous production and dissipation rate of turbulent kinetic en-
ergy,


P

(t) (equation (6.3)) and




(t) (equation (6.4)), at
y+  20. Solid line: blue, 
P on a low-speed streak; green,

P

on a high-speed region; red,




on a low-speed streak;
black,




on a high-speed region; (b) Temporal evolution of
the instantaneous mean velocity gradient at the wall. This is
the same as gure 6.6 reproduced here for direct comparison.
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t+≈1583, small patches occur 
as shown in figure 6.7 (e) 
Peak of wall shear  
Peak of <P> 
Peak of <ϵ> 
t+≈1483, local minimum of <P> 
Figure 6.10: P , , and 
w of the MFU from t
+ = 1289 to t+ = 1730: (a)
Temporal evolution of


P

(t) and




(t) on a low-speed streak
at y+  20; Solid line: blue, 
P; red, 
; (b) Temporal
evolution of the instantaneous mean velocity gradient at the
wall.
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(a) (b)
(c) (d)
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(g) (h)
Figure 6.11: Iso-surfaces of the streamwise velocity uctuation u during the
regeneration of a single low-speed streak in the MFU. The ow
is in the sequence (a) to (h) at t+ = 1289, 1426, 1471, 1508,
1583, 1603, 1637, and 1730, corresponding to the points in
the instantaneous mean velocity gradient at the wall (gure
6.6). The orange and blue iso-surfaces represent u+ = 2:5,
respectively.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 6.12: Iso-surfaces of the instantaneous streamwise vorticity !x dur-
ing the regeneration of a single low-speed streak of the MFU.
The ow is in the sequence (a) to (h) at t+ = 1289, 1426, 1471,
1508, 1583, 1603, 1637, and 1730, corresponding to the points
in the instantaneous mean velocity gradient at the wall (g-
ure 6.6). The red and green iso-surfaces represent !x = 1:5,
respectively.
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(a) (b)
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(g) (h)
Figure 6.13: Contours of the instantaneous streamwise vorticity !x in a ver-
tical plane along the channel centreline during the regeneration
of a single low-speed streak in the MFU. The ow is in the se-
quence (a) to (h) at t+ = 1289, 1426, 1471, 1508, 1583, 1603,
1637, and 1730, corresponding to the points in the instanta-
neous mean velocity gradient at the wall (gure 6.6).
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(a) (b)
(c) (d)
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(g) (h)
Figure 6.14: Iso-surfaces of the instantaneous spanwise vorticity !z during
the regeneration of a single low-speed streak in the MFU. The
ow is in the sequence (a) to (h) at t+ = 1289, 1426, 1471,
1508, 1583, 1603, 1637, and 1730, corresponding to the points
in the instantaneous mean velocity gradient at the wall (g-
ure 6.6). The red and blue iso-surfaces represent !z = 1:5,
respectively.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 6.15: Contours of the instantaneous spanwise vorticity !z in a verti-
cal plane along the channel centreline during the regeneration
of a single low-speed streak in the MFU. The ow is in the
sequence (a) to (h) at t+ = 1289, 1426, 1471, 1508, 1583, 1603,
1637, and 1730, corresponding to the points in the instanta-
neous mean velocity gradient at the wall (gure 6.6). Note
that there is a change in the scale of !z.
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Figure 6.16: Contours of the wall-pressure uctuation pw during the regen-
eration of a single low-speed streak in the MFU. The ow is
in the sequence (a) to (h) at t+ = 1289, 1426, 1471, 1508,
1583, 1603, 1637, and 1730, corresponding to the points in the
instantaneous mean velocity gradient at the wall (gure 6.6).
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Figure 6.17: Temporal evolution of the mean pressure gradient, dP=dx, for
controlled ow in the MFU.
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Figure 6.18: Temporal evolution of the mean velocity prole for controlled
ow in the MFU.
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Figure 6.21: Mean-square pressure gradient and mean-square viscous force
for controlled ow in the MFU: (a) t = 5; (b) t = 20. Note that
there is a change in the scale of vertical axis and the streamwise
velocity uctuation u is based on a parabolic base ow.
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Figure 6.22: The temporal evolution of the rate of production PE and the
dissipation rate DE of the perturbation energy for controlled
ow in the MFU.
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Figure 6.23: Contours of the streamwise velocity perturbation u at y+  20
for controlled ow in the MFU: (a) t = 0; (b) t = 5; (c) t = 10;
(d) t = 20; (e) t = 30; (f) t = 50.
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Figure 6.24: Controlled MFU: (a) Temporal evolution of the spatially av-
eraged instantaneous production and dissipation rate of tur-
bulent kinetic energy,
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(t) and
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(t) at y+  20. Solid
line: red,


P

on low-speed streaks; blue,
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on high-speed
regions; green,




on low-speed streaks; black,
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speed regions; (b) Temporal evolution of the instantaneous
mean velocity gradient at the wall. The dots correspond to
the snapshots in gure 6.23(a) to 6.23(f), t = 0, t = 5, t = 10,
t = 20, t = 30, t = 50, respectively.
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Figure 6.25: Iso-surfaces of the instantaneous streamwise velocity uctua-
tion u for controlled ow in the MFU: (a) t = 0; (b) t = 2; (c)
t = 5; (d) t = 10; (e) t = 15; (f) t = 20. The orange and blue
iso-surfaces represent u+ = 2:5, respectively.
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Figure 6.26: Instantaneous premultiplied one-dimensional streamwise and
spanwise velocity spectra for controlled ow in the
MFU: (a) kxuu(kx; y
+)=u2 ; (b) kzuu(kz; y
+)=u2 ; (c)
kxvv(kx; y
+)=u2 ; (d) kzvv(kz; y
+)=u2 ; (e) kxww(kx; y
+)=u2 ;
(f) kzww(kz; y
+)=u2 . Solid line: black, t = 0; blue, t = 10;
red, t = 20; green, t = 30.
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Figure 6.27: Instantaneous premultiplied one-dimensional streamwise and
spanwise pressure spectra for controlled ow in the MFU: (a)
kxpp(kx; y
+)=u4 ; (b) kzpp(kz; y
+)=u4 ; (c) kxprpr(kx; y
+)=u4 ;
(d) kzprpr(kz; y
+)=u4 ; (e) kxpsps(kx; y
+)=u4 ; (f)
kzpsps(kz; y
+)=u4 . Solid line: black, t = 0; blue, t = 10; red,
t = 20; green, t = 30.
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Chapter 7
Dynamic mode decomposition of
turbulent channel ows
7.1 Introduction
A more thorough understanding of the underlying mechanisms in wall turbulence
can be achieved by extracting dynamic information from ow elds. Over the past
decades, several techniques have been applied to extract modes in turbulence. While
Fourier spectra can be used to identify modes, proper orthogonal decomposition
(POD), introduced to turbulence research by Lumley (1967), does this much more
eciently. The POD modes are ranked in descending order of the amount of energy
in the L2 norm. However, each POD mode may include more than one frequency.
Its calculation is also based on an average quantity, the two-point correlation tensor,
which may not be appropriate for the statistically non-stationary ow (controlled
ow) in the present study. Another technique is the so-called global stability analysis
results in a large stability matrix which is computationally expensive to solve.
Dynamic mode decomposition (DMD) was introduced by Schmid (2010). This
technique is able to extract dynamic information from any data sequence without
understanding the underlying system (Schmid, 2010; Schmid et al., 2011). Schmid
(2010) stated: \the extracted dynamic modes, which can be interpreted as a gener-
alisation of global stability modes, can be used to describe the underlying physical
mechanisms captured in the data sequence or to project large-scale problem onto
a dynamical system of signicantly fewer degrees of freedom". This decomposition
is based on the Koopman operator of a dynamical system, where the extracted
dynamic modes are ranked in descending order of the magnitude of the norms at
distinct frequencies. Unlike POD modes, each DMD mode has a single distinct fre-
quency. The dominant characteristics which describe the principal dynamics may
be captured in the data sequence (see x3:5 for the mathematical description).
The dynamics of turbulence and, in particular energy transfer, is governed by the
nonlinear Navier-Stokes equations. The applicability of DMD to nonlinear systems
was assessed by Mizuno et al. (2011). First, its ability to decompose a temporal
signal that consists of dierent modes was investigated. The temporal signal that
consists of three dierent modes with the same spatial wavelength and intensity was
analysed. Mizuno et al. (2011) demonstrated that DMD is not able to separate this
temporal signal into three dierent modes, but it provides a single mode with mixed
growth rate and phase velocity. However, the DMD signal approximates the original
signal well. Second, whether the dynamics of the system with a dierent degree of
polynomials, n, can be described by a linear mapping was studied and compared.
Mizuno et al. (2011) showed that DMD is able to approximate the original signal that
has low-order polynomials and slower growing functions over a short-time interval.
The phase velocity is well detected. A large dierence between the DMD signal and
the original signal appears at the high-order polynomial system. Over the short-
time interval, Mizuno et al. (2011) suggested that DMD may be able to extract the
short-time dynamics via the linear mapping if the linear process is dominant. In
the present study, DMD is applied to turbulent channel ows, both uncontrolled
and controlled ows over a short-time interval following the work of Mizuno et al.
(2011). The short-time dynamics may be extracted by locally approximating it
by equation 3.85. Attempts at applying the DMD analysis to a statistically non-
stationary system (controlled ow) and a fully nonlinear system (full channel) are
also reported.
As discussed in x2:1:6, linear mechanisms play an important role in the dynamics
of turbulence. Kim & Lim (2000) demonstrated that near-wall turbulence decays
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without the linear coupling term of the linearised Navier-Stokes system. del Alamao
& Jimenez (2006) performed a linear analysis in turbulent channels with a turbulent
mean velocity prole and an eddy viscosity model. They demonstrated that even
though all the modes eventually decay, perturbations can initially grow due to the
non-normality of the system. The most amplied modes organise turbulent struc-
tures in real channel ows. As illustrated in gure 2.8, self-sustaining mechanisms
in near-wall turbulence are involved in the evolution of low-speed streaks. In the
near-wall region, quasi-periodic behaviour of low-speed streaks, including growth,
instability, bursting, and decaying, maintains turbulent uctuations (Jimenez &
Moin, 1991; Hamilton et al., 1995; Jimenez et al., 2005). The instability of low-
speed streaks occurs abruptly leading to a rapid increase in the instantaneous mean
velocity gradient at the wall (gures 6.6 and 6.7). Schoppa & Hussain (2002) sug-
gested that low-speed streaks are susceptible to transient growth due to the non-
normality of the linearised Navier-Stokes system causing the instability. Therefore,
it is instructive to apply the dynamic mode decomposition algorithm to investi-
gate the instability of low-speed streaks. For controlled ow, Sharma et al. (2011)
showed that passivity-based linear feedback control is able to attenuate near-wall
turbulence by suppressing the linear coupling term of the linearised Navier-Stokes
system, v @U
@y
. Figure 5.13 (a) shows that the rapid (linear) pressure pr decreases at
a rate greater than that of the slow (nonlinear) pressure ps for t  50. The dynamic
mode decomposition algorithm is then applied during this short-term evolution.
7.2 Objectives
The objectives of the present chapter for both uncontrolled and controlled ows
are to extract DMD modes which can be used to describe the dynamics over a short-
time interval where linear mechanisms are dominant and to obtain related dynamic
information. Even though convergence of the spectrum might not be achieved due to
a short-time interval, it is interested to investigate ow characteristics by observing
the DMD as a local linearisation about that state. For uncontrolled ow, the study
is carried out where the instability of low-speed streaks occurs. For controlled ow,
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the study is conducted at the beginning of a simulation where the linear controller
is initially actuated, but after the transient period. Note that the DMD analysis
is performed in the minimal domain which contains only a single low-speed streak.
Underlying mechanisms related to the evolution of a single low-speed streak can
be examined without the interaction from other streaks. In the present chapter,
the instability of a single low-speed streak due to transient growth (a linear mecha-
nism) can be investigated without the interaction from other mechanisms. Results
from applying the DMD analysis to fully-developed turbulent channel ow over a
relatively large computational domain are also reported and discussed.
7.3 Numerical setup and parameters
To achieve the objectives, numerical data obtained from DNS of turbulent chan-
nel ow in the minimal ow unit are analysed using the DMD algorithm at Reynolds
number based on the channel half-height Recl = 5000. Periodicity is applied in the
x  and z  axes, which are the streamwise and spanwise directions, respectively. A
summary of the parameters and ow characteristics is given in table 6.1. The DMD
analysis is conducted over the full computational domain in the horizontal plane at
y+  20. The time sequences of the streamwise, u, and spanwise, w, velocity uc-
tuations over time are processed by the DMD algorithm. u and w are used because
the uid motion in the xz  plane is investigated. For uncontrolled ow, the total
time interval is chosen to be T = 5, from t = 175 (gure 7.2 (a)) to t = 180 (gure
7.2 (b)). Figures 7.1 and 7.2 show that the DMD analysis is performed where the
instability of a low-speed streak occurs, corresponding to a rapid increase in the
fourth-quadrant Reynolds shear stress (uv4) at y
+  20. Figures 6.9 and 7.1 show
that the uv4 signal is well correlated with the wall-shear signal, while uv1, uv2, and
uv3 are not. Consequently, only the uv4 signal is used to identify the evolution of a
low-speed streak. Figure 7.1 also shows a time delay between the fourth-quadrant
sweep of high-speed uid at y+  20 moving toward the wall and the instantaneous
mean velocity gradient at the wall, illustrating a relationship between these two
quantities. The sweep of high-speed uid moving toward the wall causes an increase
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in the instantaneous mean velocity gradient at the wall. For controlled ow, the
analysis is conducted at the beginning of a simulation where the controller is ini-
tially actuated, but after the transient period (gure 7.3). The total time interval
is chosen to be T = 5, from t = 5 (gure 7.4 (a)) to t = 10 (gure 7.4 (b)).
In a large computational domain, the time sequences of the streamwise and span-
wise velocity uctuations over time obtained through direct numerical simulations
in fully-developed turbulent channel ow at Re = 180 are analysed. Periodicity
is applied in the streamwise and spanwise directions. A summary of the parame-
ters and ow characteristics is given in table 4.1. The DMD analysis is carried out
over the full computational domain in the horizontal plane at y+  20. When the
ow is fully-developed, the streamwise, u, and spanwise, w, velocity uctuations are
sampled over time. The total time interval is selected to be T = 5.
7.4 Validation
The DMD algorithm is adopted from Grilli (2013); the algorithm follows the
standard procedure given by Schmid (2010). Before the DMD algorithm is ap-
plied to the case studies in turbulent channel ows, it is validated using the sig-
nals provided in Mizuno et al. (2011). It shows that the results obtained from the
DMD analysis are identical with those of Mizuno et al. (2011). First, the signal
u(x; t) = sin(x   t)exp(1:5t) + sin(x   3t + =4)exp(2t) + cos(x   4t)exp(t) is in-
troduced. It is obvious that the original eigenvalues of this signal can be obtained
analytically. A comparison of the original eigenvalues and its DMD approximation
is reported in gure 7.5. It shows that the dynamic mode decomposition is not able
to separate the signal into three dierent modes, but it provides only one mode with
mixed growth rate and phase velocity. However, the DMD analysis provides a good
approximation of the original signal as shown in gure 7.6.
Second, the signal u(x; t) = sin(x   10t)(t + 1)n is introduced (gure 7.7). It
provides the signal in which the order of a polynomial, n, is gradually increased.
Accoring to equation (3.93), a comparison of the original signal and the signal ob-
tained from the DMD reconstruction, sin(x   !t)exp(t) at x = 2, is reported in
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gure 7.7. It shows that the DMD analysis is able to approximate the original signal
that has low-order polynomials. A signicant deviation of the DMD signal from the
original signal occurs at a high-order polynomial, n = 2. The obtained growth rate
 = 0:33; 0:64 and 1:21 for n = 1=2; 1; and 2, respectively. The phase velocity is
well detected at ! = 10.
7.5 Convergence behaviour and the number of
snapshots
As the number of snapshots N increases, the ow is assumed to approach a linear
dependency, Schmid (2010). After a sucient number of snapshots, the eigenvalues
of S tend to converge toward some of the eigenvalues of the matrix of a linear dynam-
ical system A. In this section, over a short-time interval, the convergence behaviour
of the dynamic mode decomposition in turbulent channel ows is investigated and
the number of snapshots required for converged DMD modes is considered. The
study is carried out in the minimal ow unit of uncontrolled ow at Recl = 5000.
The total time interval is selected to be T = 5, from t = 175 to t = 180 (gure
7.1). The number of snapshots is increased from N = 100 to 125, 250, and 500,
corresponding to t = 0:05, t = 0:04, t = 0:02, and t = 0:01, respectively, but
the total time interval T is the same,
The extracted spectrum, ~S, is rst investigated. Figure 7.8 shows that the num-
ber of extracted modes increases when the number of snapshots N is increased.
However, the convergence pattern of the dynamic mode decomposition cannot be
observed. This is probably because the total time interval T is small. The am-
plitude distribution of detected modes is then investigated. Figure 7.9 shows that
an increase in the number of snapshots resolves more frequencies and the frequency
band of each mode becomes narrower. In other words, one mode for a low number of
snapshots is decomposed into several modes for a higher number of snapshots. This
results in a change in the shape of the modes. Figure 7.10 shows that the shape
of the dynamic mode corresponding to the most dominant eigenvalue, at ! = 0
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(the steady-state component of the ow), is invariant for all choices of N . However,
the shape of the dynamic mode corresponding to the second most dominant eigen-
value varies with the choice of N and the detected frequency is also dierent (gure
7.11). Therefore, it seems rather dicult to observe the convergence behaviour of
the dynamic mode decomposition of the system over a short-time interval.
Next, the number of snapshots required for the DMD analysis is considered. The
ow eld reconstructed from the rst fteen most dominant modes is compared to
the original DNS ow eld as shown in gure 7.12. As the number of snapshots
increases from N = 100 to 250, the accuracy of the reconstructed ow eld is
improved. At N = 250, the reconstructed ow eld agrees well with the original
DNS ow eld. A further increase in the number of snapshots to N = 500 reduces
the accuracy of the DMD approximation. This is probably because the additional
250 modes obtained by increasing the snapshots from 250 to 500 provides errors.
Therefore, the sampling interval is chosen to be t = 0:02 for every case study.
7.6 Results and discussion
In this section, the results obtained from the dynamic mode decomposition of
the turbulent channel ows are reported and discussed. First, the results from un-
controlled ow in the minimal ow unit at Recl = 5000 are presented, including the
application of DMD over a longer time interval which also contains the time interval
where the nonlinearity is signicant. Then, the results obtained from controlled ow
in the minimal ow unit at Recl = 5000 are given. Last, the attempt at applying
the DMD algorithm in fully-developed turbulent channel ow at Re = 180 over a
large computational domain is reported.
7.6.1 Uncontrolled ow in the minimal ow unit
7.6.1.1 The short-time interval
The DMD analysis is employed to describe the dynamics in the minimal ow
unit of uncontrolled ow at Recl = 5000 over a short-time interval. The spanwise
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size of the computational domain is about 110 wall units, roughly equal to the aver-
age streak spacing; the streamwise size of the domain is about 370 wall units. The
total time interval is chosen to be T = 5, from t = 175 to t = 180 (gure 7.1).
The streamwise and spanwise velocity uctuations are sampled at y+ = 20. Note
that the velocity uctuations are based on the laminar parabolic prole. A total
number of 250 snapshots are processed in the DMD algorithm. Figure 7.13 shows
that the streamwise velocity uctuations u reconstructed from the rst fteen most
dominant modes are in good agreement with the original DNS ow eld through-
out the sampling time interval. Contours of the instantaneous streamwise velocity
uctuations at y+ = 20 during the instability of a single low-speed streak is shown
in gure 7.2. The elongated low-speed streak aligned in the direction of the ow
becomes wavy and begins to oscillate.
The extracted spectrum of ~S is displayed in gure 7.14. The eigenvalues i of
~S are transformed via the logarithmic mapping providing the eigenvalues i, which
indicate growth rates i and frequencies !i. The coloured circle symbols indicate
the rst fteen most dominant modes, based on the amplitude of the corresponding
dynamic mode. The amplitude of each dynamic mode i is computed from its norm
kik. The symmetry of the spectrum with respect to the imaginary axis !i = 0 is
observed.
Most of extracted modes are stable, i  0. Several pairs of unstable modes,
i > 0, are also detected. The most dominant mode appears at the origin. It
represents the steady-state component of the ow. Next, the rst fteen most
dominant modes are focused. Figure 7.14 (b) shows that all of them are neutrally
stable or damped, i  0. All of the most dominant modes, the rst fteen modes,
are stable, but there are a lot of unstable modes with a very low amplitude. The
extracted spectrum can also be presented by the distribution of the eigenvalues i,
the Ritz values. Figure 7.15 (a) shows that nearly all the eigenvalues i are on the
unit circle kik = 1. The distribution of the rst fteen most dominant modes is
shown in gure 7.15 (b). The eigenvalues i lying on the unit circle indicate the
neutrally stable modes, while the eigenvalues lying inside and outside the unit circle
indicate the stable and unstable modes, respectively.
249
The amplitude distribution of the detected modes, plotted versus the frequency,
is presented in gure 7.16 (a). Each mode is presented with a vertical line scaled
with its amplitude at its respective frequency. The coloured circle symbols indicate
the rst fteen most dominant modes, based on the amplitude of the corresponding
dynamic modes. The most dominant ones are conned to low frequencies. The
amplitude gradually decreases as a function of frequency. The most dominant mode,
marked by a red symbol in gure 7.16 (b), is detected at ! = 0; it represents the
steady-state component of the ow. The corresponding dynamic mode, visualised
by the streamwise velocity uctuations, is shown in gure 7.17 (a). The straight
low-speed streak aligned in the x  direction is observed. This dynamic mode seems
to be associated with the cross-sectional view through the horizontal plane of the so-
called roll mode identied by Webber et al. (1997) using POD. For all choices of N ,
this dynamic mode is always detected and is always the most dominant mode (gure
7.10). The fourth mode, marked by grey symbols in gure 7.16 (b), is interesting.
It is detected at !  2, corresponding to the oscillation frequency of the observed
low-speed streak, where the corresponding dynamic mode is shown in gure 7.17
(d). Large structures of positive and negative streamwise velocity uctuations are
observed with this periodic behaviour. This mode is also detected for all choices of
N as shown in gure 7.18.
The rst six most dominant DMD modes are visualised by the streamwise ve-
locity uctuations as shown in gures 7.17. Mode 2 and higher show oscillations
at several distinct frequencies superimposed on the steady-state component. They
also represent the spatial ow structures exhibiting intermittent behaviour. Finer-
scale structures are identied with the increasing frequency. Figure 7.19 shows that
the ow eld reconstructed from the rst fteen most dominant modes is able to
represent the original DNS ow eld.
7.6.1.2 The long-time interval
The total time interval is extended to cover one complete cycle of the periodic
behaviour of a single low-speed streak, including growth, instability, bursting, and
decaying, from t = 275 to t = 325 (gure 7.20). This sampling time interval
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includes both the period where transient growth is dominant and the period where
the nonlinearity becomes important due to an increase in the Reynolds stress. The
nonlinearity in the system becomes signicant when the fourth quadrant (sweep)
uv4 increases, generating Reynolds stresses to sustain the uctuating ow eld. The
sampling time interval t is selected to be 0.02. A total number of 2500 snapshots
are processed in the DMD algorithm. Note that the streamwise velocity uctuation
u is based on the laminar parabolic prole.
The streamwise velocity uctuations u reconstructed from the rst fteen most
dominant modes are compared to that of the original DNS ow eld (gure 7.21).
DMD approximates the original ow eld quite well during the short period of time
when linear mechanisms are dominant. On the other hand, DMD cannot represent
the original ow eld when the nonlinearity is signicant. This suggests that the
application of DMD to nonlinear systems should be used with caution.
The extracted spectra are shown in gure 7.22. Several pairs of unstable modes,
i > 0, are detected. The most dominant mode is noticed at the origin; it represents
the steady-state component of the ow. The distribution of the eigenvalues i
mapping in the complex plane is shown in gure 7.23. Most of the eigenvalues
are located on the unit circle; unstable eigenvalues are identied. The amplitude
distribution of the detected modes, plotted versus the frequency, is displayed in
gure 7.24. The amplitude gradually decreases as a function of frequency. The
most dominant mode is detected at ! = 0, representing the steady-state component
of the ow. The rst eight most dominant DMD modes are visualised in gures
7.25. The DMD mode 2, detected at !=0.1, looks similar to the DMD mode 1
of the short-time interval case (gure 7.17 (a)). It is likely that this DMD mode
is also associated with the steady-state component of the ow since the detected
frequency is relatively low. The DMD mode 7 (gure 7.25 (g)), detected at !=1.5,
is almost identical to the DMD mode 4 of the short-time interval case (gure 7.17
(d)), detected at !=2.0. It illustrates that even though the sampling time interval
includes both the period where linear mechanisms are dominant and the period
where the nonlinearity is not negligible, the DMD algorithm is able to detect some
of DMD modes associate with the period where linear mechanisms are dominant.
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However, the ow eld cannot be approximated by the linear mapping when the
nonlinearity is signicant.
7.6.2 Controlled MFU ow
The DMD analysis is employed to describe the dynamics embedded in the min-
imal ow unit of controlled ow at Recl = 5000 over a short-time interval after the
transient control period. The computational domain is the same as that of uncon-
trolled ow. The passivity-based linear feedback control is adopted. The controlled
wavenumbers are restricted to (kx; kz)  1. The total time interval is chosen to be
T = 5, from t = 5 to t = 10 (gure 7.3). Contours of the instantaneous streamwise
velocity uctuations at t = 5 and at t = 10 are shown in gure 7.4. The streamwise
and spanwise velocity uctuations at y+ = 20 are sampled. A total number of 250
snapshots are processed in the DMD algorithm.
Figure 7.26 shows that the streamwise velocity uctuations u reconstructed from
the rst fteen most dominant modes agree well with that of the original DNS ow
eld throughout the sampling time interval. This conrms that the DMD analysis
is able to apply to the statistically non-stationary system. Note that the streamwise
velocity uctuation u is based on the laminar parabolic prole.
The extracted spectrum is presented in gure 7.27. It shows that all of detected
modes are stable, i  0, implying that all of unstable modes appeared in uncon-
trolled ow are moved to the left-half plane with the aid of passivity-based linear
feedback control. This nding suggests that passivity-based linear feedback control
is able to make the linear operator stable, but only local stability about that state
can be achieved. The distribution of the eigenvalues i mapping in the complex
plane is shown in gure 7.28. All eigenvalues are located on the unit circle; no
unstable eigenvalue is detected.
The amplitude distribution of the detected modes, plotted versus the frequency,
is shown in gure 7.29. The amplitude gradually decreases as a function of frequency.
The most dominant mode is detected at ! = 0, representing the steady-state com-
ponent of the ow. The rst six most dominant DMD modes are visualised in gure
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7.30. It clearly shows that ner-scale spatial structures are dominant at higher fre-
quencies. Figure 7.31 shows that the ow eld reconstructed from the rst fteen
most dominant modes agrees well with the original DNS ow eld.
7.6.3 Uncontrolled ow in the large computational domain
An attempt at applying the DMD analysis to a fully nonlinear system is carried
out in fully-developed turbulent channel ow at Re = 180 over a large computa-
tional domain. The spanwise size of the computational domain is about 1130 wall
units; the streamwise size of the computational domain is about 2260 wall units.
The total time interval is chosen to be T = 5. The short-time interval is used so
that the short-time dynamics may be captured and locally approximated by equa-
tion 3.85 (Mizuno et al., 2011). The streamwise and spanwise velocity uctuations
are sampled at y+ = 20. Note that the velocity uctuations are based on the laminar
parabolic prole. A total number of 250 snapshots are processed in the DMD algo-
rithm. At 0  tUcl=h  2, gure 7.32 shows that the streamwise velocity uctuation
u reconstructed from the rst fteen most dominant modes is slightly dierent from
the original uctuating ow eld.
The extracted spectrum is presented in gure 7.33. It shows that all of detected
modes are stable, i  0. The distribution of the eigenvalues i mapping in the
complex plane is shown in gure 7.34. Most of the eigenvalues are located on the
unit circle; no unstable eigenvalues are detected. The amplitude distribution of
the detected modes, plotted versus the frequency, is displayed in gure 7.35. The
amplitude gradually decreases as a function of frequency. The most dominant mode
is detected at ! = 0:76. The rst six DMD modes are visualised in gure 7.36. Apart
from the phase-shift, the DMD mode 2, detected at ! = 0, can extract nearly all the
characteristic features of the original ow eld as shown in gure 7.37. This result
is consistent with the study reported by Mizuno et al. (2011). Mizuno et al. (2011)
demonstrated that the most growing mode (only a single mode) can capture nearly
all the characteristic features of the original ow eld. This case study indicates
that even though the dynamic information is able to extract via DMD, it seems
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rather dicult to interpret the dynamics embedded in turbulent nonlinear channel
ow. It is likely that a larger time interval T is needed.
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Figure 7.1: Temporal evolution of the fourth-quadrant Reynolds shear
stress at y+  20 and the temporal evolution of the instan-
taneous velocity gradient at the wall for uncontrolled ow in
the MFU at Recl = 5000. DMD analysis is carried out from
t = 175 to t = 180 (between vertical lines).
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(a)
(b)
Figure 7.2: Contours of the instantaneous streamwise velocity uctuation
at y+  20 during the instability of a single low-speed streak
in the MFU at Recl = 5000 (the original DNS ow eld): (a)
t = 175; (b) t = 180.
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Figure 7.3: Temporal evolution of the mean pressure gradient for controlled
ow in the MFU at Recl = 5000. DMD analysis is carried out
from t = 5 to t = 10.
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(b)
Figure 7.4: Contours of the instantaneous streamwise velocity uctuation
at y+  20 for controlled ow in the MFU at Recl = 5000 (the
original DNS ow eld): (a) t = 5; (b) t = 10.
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Figure 7.5: Comparison of the original eigenvalues () and its DMD ap-
proximation () of the signal u(x; t) = sin(x   t)exp(1:5t) +
sin(x  3t+ =4)exp(2t) + cos(x  4t)exp(t).
(a)
(b)
Figure 7.6: (a) The original signal u(x; t) = sin(x t)exp(1:5t)+sin(x 3t+
=4)exp(2t)+cos(x 4t)exp(t) and (b) the signal reconstructed
from DMD. u is plotted against x and t.
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Figure 7.7: Comparison of the original signal, u(x; t) = sin(x   10t)(t +
1)n (Solid lines), and the signal reconstructed from DMD (),
sin(x  !t)exp(t), at x = =2.
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Figure 7.8: DMD spectrum for uncontrolled ow in the MFU at Recl =
5000. DMD analysis is carried out from t = 175 to t = 180.
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Figure 7.9: Amplitude distribution of the detected modes for uncontrolled
ow in the MFU at Recl = 5000: (a) N = 100; (b) N = 500.
DMD analysis is carried out from t = 175 to t = 180.
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(c)
Figure 7.10: The shapes of the dynamic mode corresponding to the most
dominant dynamic mode in the amplitude distribution for un-
controlled ow in the MFU at Recl = 5000 (DMD mode 1):
(a) N = 100; (b) N = 250; (c) N = 500. DMD analysis is
carried out from t = 175 to t = 180. All the contours visualise
the dynamic modes via the streamwise velocity component.
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Figure 7.11: The shapes of the dynamic mode corresponding to the second
most dominant dynamic mode in the amplitude distribution:
uncontrolled ow in the MFU at Recl = 5000 (DMD mode 2);
(a) N = 100; (b) N = 250; (c) N = 500. DMD analysis is
carried out from t = 175 to t = 180. All the contours visualise
the dynamic modes via the streamwise velocity component.
263
tUcl=h
175 175.1 175.2 175.3 175.4 175.5 175.6 175.7 175.8 175.9 176
+ u
2,
0.0178
0.0179
0.018
0.0181
0.0182
0.0183
0.0184
0.0185
DMD ("t = 0:01)
DMD ("t = 0:02)
DMD ("t = 0:04)
DMD ("t = 0:05)
DNS
Figure 7.12: Temporal evolution of the streamwise velocity utuation,


u2

at y+ = 20, from t = 175 to t = 176 for uncontrolled ow in
the MFU at Recl = 5000. DMD analysis is carried out from
t = 175 to t = 180.
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Figure 7.13: Temporal evolution of the streamwise velocity utuation,


u2

at y+ = 20, from t = 175 to t = 180 for uncontrolled ow in
the MFU at Recl = 5000. DMD analysis is carried out from
t = 175 to t = 180.
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Figure 7.14: DMD spectrum for uncontrolled ow in the MFU at Recl =
5000 (N=250): (a) All modes; (b) is a magnied plot over a
reduced range of gure 7.14 (a). DMD analysis is carried out
from t = 175 to t = 180.
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Figure 7.15: DMD spectrum mapping in the complex plane for uncontrolled
ow in the MFU at Recl = 5000 (N=250): (a) All modes; (b) is
a magnied plot over a reduced range of gure 7.15 (a). DMD
analysis is carried out from t = 175 to t = 180.
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Figure 7.16: Amplitude distribution of the detected modes, plotted versus
the frequency, for uncontrolled ow in the MFU at Recl = 5000
(N=250): (a) All modes; (b) is a magnied plot over a reduced
range of gure 7.16 (a). DMD analysis is carried out from
t = 175 to t = 180.
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Figure 7.17: DMD modes, visualised by the streamwise velocity uctuation,
for uncontrolled ow in the MFU at Recl = 5000 (N=250): (a)
Mode 1; (b) Mode 2; (c) Mode 3; (d) Mode 4; (e) Mode 5; (f)
Mode 6. DMD analysis is carried out from t = 175 to t = 180.
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Figure 7.18: The shapes of the dynamic mode corresponding to the detected
frequency !  2 for uncontrolled ow in the MFU at Recl =
5000: (a) Mode 2, ! = 2:0 (N = 100); (b) Mode 2, ! = 2:0
(N = 125); (c) Mode 4, ! = 1:8 (N = 250); (d) Mode 4,
! = 2:0 (N = 500). DMD analysis is carried out from t = 175
to t = 180. All the contours visualise the dynamic modes via
the streamwise velocity component.
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Figure 7.19: Contours of the instantaneous streamwise velocity uctuation
at y+  20 during the instability of a single low-speed streak in
the MFU at Recl = 5000 (t = 180): (a) the DMD approxima-
tion reconstructed from the rst fteen most dominant modes;
(b) the original DNS ow eld. DMD analysis is carried out
from t = 175 to t = 180.
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Figure 7.20: Temporal evolution of the fourth-quadrant Reynolds shear
stress at y+  20 for uncontrolled ow in the MFU at
Recl = 5000. DMD analysis is carried out from t = 275 to
t = 325 (between two vertical lines).
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Figure 7.21: Temporal evolution of the streamwise velocity utuation,


u2

at y+  20, for uncontrolled ow in the MFU at Recl = 5000.
DMD analysis is carried out from t = 275 to t = 325 (N =
2500).
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Figure 7.22: DMD spectrum for uncontrolled ow in the MFU at Recl =
5000 (N=2500): (a) All modes; (b) is a magnied plot over a
reduced range of gure 7.22 (a). DMD analysis is carried out
from t = 275 to t = 325.
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Figure 7.23: DMD spectrum mapping in the complex plane for uncontrolled
ow in the MFU at Recl = 5000 (N=2500): (a) All modes; (b)
is a magnied plot over a reduced range of gure 7.23 (a).
DMD analysis is carried out from t = 275 to t = 325.
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Figure 7.24: Amplitude distribution of the detected modes, plotted versus
the frequency, for uncontrolled ow in the MFU at Recl = 5000
(N=2500): (a) All modes; (b) is a magnied plot over a reduced
range of gure 7.24 (a). DMD analysis is carried out from
t = 275 to t = 325.
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Figure 7.25: DMD modes, visualised by the streamwise velocity uctuation,
for uncontrolled ow in the MFU at Recl = 5000 (N=2500):
(a) Mode 1; (b) Mode 2; (c) Mode 3; (d) Mode 4; (e) Mode 5;
(f) Mode 6; (g) Mode 7; (h) Mode 8. DMD analysis is carried
out from t = 275 to t = 325.
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Figure 7.26: Temporal evolution of the streamwise velocity uctuation,


u2

at y+  20, for controlled ow in the MFU at Recl = 5000
(N = 250). Note that u is based on the parabolic ow prole.
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Figure 7.27: DMD spectrum for controlled ow in the MFU at Recl = 5000
(N=250): (a) All modes; (b) is a magnied plot over a reduced
range of gure 7.27 (a).
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Figure 7.28: DMD spectrum mapping in the complex plane for controlled
ow in the MFU at Recl = 5000 (N=250): (a) All modes; (b)
is a magnied plot over a reduced range of gure 7.28 (a).
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Figure 7.29: Amplitude distribution of the detected modes, plotted versus
the frequency, for controlled ow in the MFU at Recl = 5000
(N=250): (a) All modes; (b) is a magnied plot over a reduced
range of gure 7.29 (a).
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Figure 7.30: DMD modes, visualised by the streamwise velocity uctuation,
for controlled ow in the MFU at Recl = 5000 (N=250): (a)
Mode 1; (b) Mode 2; (c) Mode 3; (d) Mode 4; (e) Mode 5; (f)
Mode 6.
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Figure 7.31: Contours of the instantaneous streamwise velocity uctuation,
at y+  20, for controlled ow in the MFU at Recl = 5000
(t = 10): (a) the DMD approximation reconstructed from the
rst fteen most dominant modes; (b) the original DNS ow
eld.
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Figure 7.32: Temporal evolution of the streamwise velocity utuation,


u2

at y+  20, for fully-developed turbulent channel ow at Re =
180 (N = 250).
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Figure 7.33: DMD spectrum for fully-developed turbulent channel ow at
Re = 180 (N=250): (a) All modes; (b) is a magnied plot
over a reduced range of gure 7.33 (a).
283
  
(b) 
(a) 
 
Figure 7.34: DMD spectrum mapping in the complex plane for fully-
developed turbulent channel ow at Re = 180 (N=250): (a)
All modes; (b) is a magnied plot over a reduced range of gure
7.34 (a).
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Figure 7.35: Amplitude distribution of the detected modes, plotted versus
the frequency, for fully-developed turbulent channel ow at
Re = 180 (N=250): (a) All modes; (b) is a magnied plot
over a reduced range of gure 7.35 (a).
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Figure 7.36: DMD modes, visualised by the streamwise velocity uctua-
tion, for fully-developed turbulent channel ow at Re = 180
(N=250): (a) Mode 1; (b) Mode 2; (c) Mode 3; (d) Mode 4;
(e) Mode 5; (f) Mode 6.
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Figure 7.37: Contours of the instantaneous streamwise velocity uctuation,
at y+  20, for fully-developed turbulent channel ow at
Re = 180 (t = 5): (a) the magnitude of the DMD mode
2, visualised by the streamwise velocity component; (b) the
DMD approximation reconstructed from the rst fteen most
dominant modes; (c) the original DNS ow eld.
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Chapter 8
Conclusions and outlook
This project provides a better understanding of the underlying mechanisms in
wall turbulence. In particular, the research has attempted to investigate linear mech-
anisms and pressure uctuations in the near-wall region in the presence of passivity-
based linear feedback control. The passivity-based control approach is adopted and
explained by the conservative nature of the nonlinear terms in the Navier-Stokes
equations with respect to the disturbance energy (Sharma et al., 2011). The im-
plementation and testing of a control algorithm are performed in a plane Poiseuille
channel ow at Re = 80; 100; 180; 300; and 400 using a direct numerical simula-
tion (DNS). A modied version of Channelow-1.4.2 (Gibson et al., 2008), available
under the GNU General Public License, is employed.
The ability of passivity-based linear feedback control to suppress turbulent chan-
nel ows at moderate Reynolds numbers is assessed. Full-domain, linear feedback
control acting on the wall-normal velocity eld is limited to low wavenumbers, cor-
responding to large energy-containing eddies, while viscous eects are sucient to
dissipate energy at the highest wavenumbers. The restriction of control is then
progressively increased to higher wavenumbers until the mean pressure gradient de-
creases monotonically, indicating that the ow is fully controlled. The minimum
streamwise and spanwise wavenumbers required for the control increase with in-
creasing Re , as would be expected from a broader range of scales present at higher
Reynolds numbers. The maximum spanwise wavelength resolution that can be used
while retaining full control, +z;max, is calculated at each friction Reynolds number, is
approximately equal to 125, and is invariant with Reynolds number. To eectively
attenuate turbulent channel ow at Re  400, it is likely that the control is strictly
required to resolve the scales of motion of the mean streak spacing. Streaks are
associated with the production of energy.
With the aid of the minimal ow unit simulation (Jimenez & Moin, 1991), the
maximum streamwise wavelength resolution that can be used while retaining full
control, +x;max, can be computed. At Recl = 5000, it shows that 
+
x;max is approx-
imately equal to 1000 which is about ten times greater than +z;max. The ratio of
+x;max to 
+
z;max resembles the pattern of elongated low-speed streaks. This nding
indicates that low-speed streaks do not only appear in the ow eld as a consequence
of physical processes, but also play an important role in the dynamics of wall tur-
bulence. The minimal ow unit at Recl = 5000 can be returned to the laminar ow
state in the presence of passivity-based linear feedback control. At t  2000, the
mean pressure gradient and the mean velocity prole reach the laminar ow state.
During the short-term evolution after the control is actuated, the control forcing
peak is located at y+  25 which corresponds to the location of the maximum mean-
square pressure gradient of fully-developed unmanipulated turbulent channel ow at
Re = 400. As time advances, the location of the control forcing peak corresponds
to the location of the maximum mean-square pressure gradient. This can be under-
stood via the mean-square acceleration equation proposed by Batchelor & Townsend
(1956), who have shown that the mean-square pressure gradient is the most domi-
nant term in the mean-square acceleration equation. The mean-square acceleration
of a uid particle at high Reynolds numbers is driven by the mean-square pressure
gradient and the mean-square viscous force since the viscous diusion term is neg-
ligible at suciently high Reynolds numbers where the hypothesis of local isotropy
is valid. They have further suggested that the mean-square pressure gradient is
signicantly larger than the mean-square viscous force. In fully-developed turbulent
channel ow at Re = 400, the results indicate that, at y
+  25, the average ratio
of the mean-square pressure gradient to the mean-square viscous terms is about 8.
The temporal evolution of the mean-square pressure gradient shows intermittent
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behaviour, while the mean-square viscous terms are less so. This indicates that the
near-wall motion is likely to be driven by prolonged viscous periods periodically
pulsed by the pressure gradient.
The rate of change of the total perturbation energy, dE=dt, over time is exam-
ined using the Reynolds-Orr equation. In order to relaminarise the ow, the control
is required up to the scales of motion of the mean streak spacing, resulting in the
negative dE=dt. The rate of production PE decreases rapidly after the control is
activated, while the dissipation rate DE subsequently decreases due to the declining
production rate. The use of the control to higher wavenumbers results in a more
rapid decrease in the rate of production PE and dissipation DE. It is clear that
the control operates via the interaction of the wall-normal velocity perturbation
with the shear of the base prole vU
0
L(y) since a signicant amount of the rate of
production PE decreases promptly after the control is activated. In the context of
Landahl's timescales, PE may represent the mechanism related to the shear inter-
action timescale associated with the interaction between the wall-normal motion
and the shearing, while DE may account for the mechanism related to the viscous
interaction and nonlinear turbulence timescales. Even though energy is ultimately
dissipated at the smallest timescales, the spectral transfer is dominated by nonlinear
interactions.
The inuence of the control penalty, introduced to avoid a singular control prob-
lem and corresponding large control signals, is investigated. The penalty weighting
" needs to be carefully assigned since it is the main obstacle in minimising , the
innity norm of the closed-loop linear system of ~G with K. Relatively large control
signals exist for small values of ", causing the instability of the numerical scheme.
Larger values of " result in greater values of  and smaller control signals. For any
particular value of ", the value of  and the magnitude of the control forcing become
greater at higher Reynolds number. At Re  400, the stability of the numerical
scheme can be achieved with the value of  around 1.01-1.02, very close to passive
( = 1), for " = 0:01. It is therefore suggested that the penalty weighting " = 0:01
is an appropriate value to be used in the present study.
The uctuating pressure eld is further examined since it responds quickly to
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the control forcing. With the aid of the Green's function approach, the response of
the \rapid" pressure pr, associated with the \linear" velocity eld source, and the
response of the \slow" pressure ps, associated with the \nonlinear" velocity eld
source, can be examined separately. The Green's function solution for the rapid
and slow pressure of Kim (1989) is introduced. During the short-term evolution
after the control is activated, the rapid pressure (pr) decreases at a rate greater
than that of the slow pressure (ps). In addition, only the spanwise spectra of pr
up to the designated controlled spanwise wavenumber kz are eectively suppressed
by the control. This indicates that the linear control operates on the wall-normal
velocity uctuations v, corresponding to the linear (\rapid") velocity-eld sources,
2(dU=dy)(@v=@x). The eectiveness of the linear control in suppressing inherently
nonlinear wall turbulence could be qualitatively explained by Landahl's theory for
timescales (Landahl, 1993), in that the linear control proceeds via the linear shear-
interaction timescale which is signicantly shorter than both the nonlinear and vis-
cous timescales for turbulence. Over a short period of time for which the linear
control is in eect, the longer nonlinear turbulence-turbulence interaction timescale
is not signicant. The linear shear-interaction timescale is eective as a result of
the linear (\rapid") source term of the Poisson equation for pressure uctuations.
The interaction of velocity uctuations with an imposed mean-velocity gradients is
responsible for an immediate reaction of pr since the interaction is linear in velocity
uctuations (Lumley, 1978; Piquet, 1999; Pope, 2000; Jovanovic, 2004).
The minimal ow unit (MFU) simulation is employed to explore the relevance
of Landahl's timescales in fully-developed turbulent channel ow at Recl = 5000.
At y+  20, where the initial forcing peak is located, it shows that Landahl's
timescales, t+s ; t
+
 ; and t
+
n , obtained from the minimal ow unit agree well with those
proposed by Landahl (1993). The evolution of the uctuating ow eld from its
initial disturbance, produced by the breakup of low-speed streaks, is considered to
occur on three dierent and separate timescales, a shear interaction timescale t+s , a
viscous interaction timescale t+ , and a nonlinear interaction timescale t
+
n , where t
+
s <
t+ < t
+
n (Landahl, 1993). In the present study, it is shown that an increase in


P

from the local minimum point is associated with an elongation of a low-speed streak
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from its initial disturbance. The time lag between


P

and




during the early
development of a low-speed streak is approximately t+  32, which corresponds
to the viscous interaction timescale t+ . Thus, the production of turbulence may be
represented by the mechanism in the linear shear interaction stage associated with
the interaction between the wall-normal motion and the shearing, while the viscous
dissipation may account for the mechanism in the viscous interaction stage. The
period of time in which the regeneration of a low-speed streak periodically occurs
is approximately 435 viscous time units which agrees well with the value of roughly
400 viscous time units reported by Jimenez & Moin (1991); Hamilton et al. (1995);
Jimenez et al. (2005). It is likely that the period of time during the regeneration
of low-speed streaks, an inherently nonlinear process, is associated with Landahl's
nonlinear interaction timescale t+n = O(100). This indicates that the regeneration of
a low-speed streak in the minimal ow unit is well described by Landahl's theory for
timescales which could be regarded as a rst-order approximation of timescales in
real turbulent ows where the interactions between various structures play signicant
roles. For controlled ow, the ability of the minimal ow unit to predict the dynamics
embedded in the near-wall region of real turbulent channel ows is presented. It
is suggested that a preliminary study of the eectiveness of passivity-based linear
feedback control at higher Reynolds numbers can be performed using the minimal
ow unit simulation. Most of characteristic features can be obtained using MFU;
however, the larger computational domain is required to examine the responses of
the velocity and pressure spectra.
Dynamic mode decomposition (DMD) is employed to extract dynamic infor-
mation which can be used to describe the underlying physical mechanisms. It is
applied to the MFU, both uncontrolled and controlled ows, over a short-time in-
terval, where ow characteristics is investigated by observing the DMD as a local
linearisation about that state. For uncontrolled ow, the DMD analysis is performed
where the instability of a single low-speed streak occurs. The result shows that all
of the most dominant modes, the rst fteen modes, are stable, but there are a lot
of unstable modes with a very low amplitude. In addition, DMD is able to extract
the dynamic mode corresponding to the oscillation frequency of a low-speed streak
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due to instability at !  2.
Application of DMD over a longer time interval, covering one complete cycle of
the regeneration of a single low-speed streak, is also investigated. This sampling
time interval includes both the period where transient growth is dominant and the
period where the nonlinearity becomes important due to an increase in the Reynolds
stress. It shows that DMD approximates well the original ow eld during the period
of time when transient growth is dominant, but it cannot represent the original ow
eld when the nonlinearity is signicant. This nding suggests that the application
of DMD, a linear technique, to nonlinear systems should be performed with caution.
For controlled ow, the DMD analysis is conducted at the beginning of a simulation
over a short-time interval after the transient period. It indicates that the DMD
analysis can be applied to statistically non-stationary systems. It also shows that
passivity-based linear feedback control is able to make the linear operator stable,
but only local stability about that state can be achieved. An attempt at applying
the DMD analysis to a fully nonlinear system is carried out in fully-developed tur-
bulent channel ow at Re = 180 over a large computational domain. It shows that
even though the dynamic information can be extracted using DMD, it seems rather
dicult to describe the dynamics embedded in fully nonlinear systems. The DMD
mode, detected at ! = 0, can extract nearly all the characteristic features of the
original ow eld. It is likely that a larger time interval T is needed to make the
spectrum converge.
All ndings were obtained at relatively low Reynolds numbers (Re  400).
Further investigation will be required at higher Reynolds numbers where most engi-
neering applications appear. Channelow-1.4.2, a serial Navier-Stokes solver, needs
to be parallelised. Since the value of , for any particular value of ", increases as the
Reynolds number (Re ) is increased, the ability of passivity-based linear feedback
control to relaminarise the ow at large Reynolds numbers would require assessment.
At each Reynolds number, the optimal value of control penalty (") will be examined
to minimise the value of . The maximum spanwise wavelength resolution that can
be used while retaining full control, +z;max, should be calculated that is to determine
whether +z;max increases as the Reynolds number (Re ) is increased or it is invariant
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with Reynolds number at the order of the mean streak spacing, +z;max  125. The
ratio of the streamwise wavelength resolution to spanwise wavelength of about 10:1
should also be assessed in a full channel simulation. A preliminary study of the
eectiveness of passivity-based linear feedback control at large Reynolds numbers
should be performed using a minimal ow unit simulation since it is computationally
cheaper than a full channel simulation.
In the present study, full-domain actuation and sensing were employed, which are
not practical. This theoretical approach is dicult to apply in real-life applications
(Koberg, 2007; Luhar et al., 2014b). Heins et al. (2014) shows that passivity-based
linear feedback control using actuation and sensing only at the walls fails to relami-
narise turbulent channel ow at Re = 100. The total perturbation energy decreases
during the short-term evolution, then it increases to a certain level which is lower
than the uncontrolled ow condition. This indicates that the ow is not fully con-
trolled, but turbulence is attenutated. Therefore, future work will aim to provide
physical insight into the underlying mechanisms in wall turbulence with the aid of
passivity-based linear feedback control. A better understanding of these mechanisms
could be benecial to ow control applications. By applying passivity-based linear
feedback control to suppress turbulent motions in the outer layer, self-sustaining
mechanism without outer layer motions could be investigated.
On the other hand, self-sustaining mechanism without inner layer motions could
be studied by applying the control forcing to attenuate turbulent motions in the inner
layer. Moreover, self-sustaining mechanism at large and small scales could be exam-
ined by quenching turbulent motions at small and large scales, respectively. Wavelet
analysis is an attractive technique due to its ability to analyse non-stationary and
intermittent signals (Farge, 1992). It can be employed to examine turbulent chan-
nel ow with passivity-based linear feedback control, a statistically non-stationary
system. The instability of a single low-speed streak in the minimal ow unit can be
also investigated using wavelet analysis since a signicant change of ow quantities
occurs over a short-time interval. In the present study, the dynamic mode decompo-
sition (DMD) was employed to extract dynamic information from the xz  plane in
the minimal ow unit at y+ = 20. Further DMD analysis can be performed in the
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whole ow domain. It could be compared with the results of Webber et al. (1997)
obtained from the Karhunen-Loeve (POD) decomposition.
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Appendix A
A.1 The controller synthesis procedure
A discrete controller K is synthesised such that the discretised closed-loop linear
system Q is strictly positive real, Q(s) + Q(s) > 0 or dE=dt < 0. The synthesis
process is presented with sucient details to reproduce the desired controller K. For
proofs related to the synthesis procedure, see Green & Limebeer (1995). The discrete
controller K is synthesised with the aid of the robust control toolbox in MATLAB R
software package (MATLAB, 2010). The MATLAB script for the synthesis process
was written by Sharma et al. (2011).
A.1.1 Approach
Several approaches are available to solve the passivity control problem. One pos-
sible approach is to directly solve the problem via state-space methods as described
in Sun et al. (1994). This approach was employed by Heins et al. (2014). Necessary
and sucient conditions result in the existence of the solution of two algebraic Ric-
cati equations. Therefore, a linear controller K can be synthesised. One algebraic
Riccati equation is related to the sensing problem; another equation is related to
the actuation problem. It is thus simple to investigate whether the solution of two
algebraic Riccati equations exists. If it does not exist, this is whether as a result of
insucient actuation or insucient sensing.
In the present study, alternative approach is employed. The positive real synthe-
sis problem is transformed into a general H-innity problem via the Cayley trans-
formation. In other words, the positive-real control problem is converted to a new
problem where a controller K is synthesised such that the innity norm, , of the
closed-loop of K with the transformed plant is less than unity (Safonov et al., 1987).
The solution to the general H-innity problem is rather complicated. However, it
can be solved with the aid of loop-shifting transformations (Green & Limebeer, 1995;
Safonov & Limebeer, 1988). The general H-innity problem is then converted to
a simplied H-innity problem which can be solved via Riccati-based state space
methods (Green & Limebeer, 1995; Doyle et al., 1989). The solution of two algebraic
Riccati equations at each wavenumber pair is needed. The synthesis process, the
method of Safonov (Safonov et al., 1987), is outlined in gure A.1. The selected
approach is not direct, but it enables the use of tools for the -optimisation problem
which are commonly available in software packages such as the MATLAB R robust
control toolbox (MATLAB, 2010). A background reference on the robust control
theory is available in Kailath (1998).
To solve the passivity control problem via the aforementioned approach, the fol-
lowing conditions are required. First, the desired ow state must be dened. In
the present study, the laminar ow state is used. Second, a state-space representa-
tion of perturbations away from the desired ow state, including proper actuation
and sensing, must be found. Third, a penalty on the control eort is introduced to
prevent the singular control problem and corresponding large control signals. Last,
sucient actuation and sensing are required to guarantee the existence of a solution
to the algebraic Riccati equations originating from the positive real control problem
( < 1); however, this requirement may be relaxed resulting in the -optimisation
problem for   1, presented in section A.1.3.
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A.1.2 The synthesis process
The controller synthesis process, presented in gure A.1, can be divided into three
stages. First, the transformation of the positive real synthesis problem to a general
H-innity synthesis problem is presented. Second, the loop-shifting transformations
which convert the general H-innity synthesis problem into a simplied H-innity
synthesis problem are given. Last, the solution to the simplied H-innity synthesis
problem is presented. Note that the notation used in sections A.1.2.1, A.1.2.2, and
A.1.2.3 is independent from each other.
A.1.2.1 The transformation of the positive real synthesis problem to a
general H-innity synthesis problem
Let G be the system matrix. Its compact matrix notation is given by
G =
26664
A B1 B2
C1 0 0
C2 0 0
37775 : (A.1)
Safonov et al. (1987) demonstrated that the closed-loop of G with a controller K
is strictly positive real if and only if the innity norm of the closed-loop of ~G with
K is less than 1. The Cayley transform ~G of the system G in the compact matrix
notation is given by
~G =
26664
A  B1C1 B1 B2
 2C1 I 0
C2 0 0
37775 : (A.2)
The control problem is therefore to nd a controller K to minimise the innity norm,
, of the closed-loop of ~G with K. If  < 1, the original closed-loop system of G
with K is strictly positive real. The original positive real control problem is solved.
In the case where   1, a controller K is then designed to make the innity norm
of the closed-loop of ~G with K less than  (Safonov et al., 1987). Note that the
iterative search of  is needed since there is no direct method to nd a minimal .
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A. Control penalty
The aforementioned control problem allows large control signals since the control
eort is not penalised. A penalty on the control and on a model for sensor noise is
then introduced to prevent a singular control problem and corresponding unbounded
control signals. The orthogonality between the penalties and the dynamics is made
by adding the scalar " to ~G. This results in the system equations ~G+. Its compact
matrix notation is given by
~G+ =
26666664
A  B1C1
h
B1 0
i
B224  2C1
0
35 24 I 0
0 0
35 24 0
"I
35
C2
h
0 "I
i
0
37777775 : (A.3)
The scalar " is called the penalty weighting. The value of " needs to be carefully
assigned since it is the main obstacle to minimise  (Koberg, 2007; Sharma et al.,
2011).
A.1.2.2 The loop-shifting transformations
The general H-innity synthesis problem is converted into a simplied H-innity
synthesis problem via the following loop shifting transformation. Given that the sys-
tem P , equation A.3, in the compact matrix notation is
P (s) =
26664
A B1 B2
C1 D11 D12
C2 D21 D22;
37775 (A.4)
where A 2 Cnn; B1 2 Cnm; and C2 2 Cqn. Dimensions of the other matrices are
complied with the matrices A;B1; and C2, accordingly.
To simplify the H-innity synthesis problem, it is assumed that D11; D22 = 0 and
that D12 and D21 satisfy certain rank assumptions. Note that the control penalty is
needed to satisfy the rank assumptions on D12 and D21. This results in the system
equations which satisfy the following conditions,
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1. (A;B2; C2) is observable and controllable,
2. rank (D12) = m and rank (D21) = q,
3. rank
24 j!I   A  B2
C1 D12
35 = m+ n for all real !, and
4. rank
24 j!I   A  B1
C2 D21
35 = q + n for all real !.
The system P , equation A.4, is then transformed to a new system P^ ,
P^ (s) =
26664
A^ B^1 B^2
C^1 0 D^12
C^2 D^21 0
37775 ; (A.5)
where
1. rank (A^; B^2; C^2) is observable and controllable,
2. D^12D^12 = Im and D^21D^

21 = Iq,
3. rank
24 j!I   A^  B^2
C^1 D^12
35 = m+ n for all real !, and
4. rank
24 j!I   A^  B^1
C^2 D^21
35 = q + n for all real !.
A. Minimising jjD^11jj
Given that
P (s) =
26664
A B1 B2
C1 D11 D12
C2 D21 D22
37775 ; (A.6)
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where
A = A+B2F (I  D22F ) 1C2
B1 = B1 +B2F (I  D22F ) 1D21
B2 = B2(I   FD22) 1
C1 = C1 +D12F (I  D22F ) 1C2
C2 = (I  D22F ) 1C2
D11 = D11 +D12F (I  D22F ) 1D21
D12 = D12(I   FD22) 1
D21 = (I  D22F ) 1D21
D22 = (I  D22F ) 1D22:
F is selected such that jj D11jj = 0 is minimised, where 0 = max
jjD^12D11jj; jjD11D^21jj	.
B. Eliminating D^11
Given that
24 11 12
21 22
35 =  1
24  1 D11 (I    2 D11 D11)1=2
 (I    2 D11 D11)1=2  1 D11:
35 (A.7)
By making a substitution, D^11 can be eliminated.
P^ (s) =
26664
A^ B^1 ~B2
C^1 0 ~D12
~C2 ~D21 D^22
37775 ; (A.8)
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where
A^ = A^+ B^122(I   D^1122) 1C^1
B^1 = B1(I  22 D11) 121
~B2 = B2 + B122(I   D1122) 1 D12
C^1 = 12(I   D111122) 1 C1
~C2 = C2 + D2122(I   D1122) 1 C1
D^11 = 0
~D12 = 12(I   D1122) 1 D12
~D21 = D21(I  22 D11) 1
D^22 = D22 + D2122(I   D1122) 1 D12:
C. Eliminating D^22
By connecting  D^22 along with P^22, D^22 can be eliminated.
D. Rank conditions on D^12 andD^21
Scaling matrices S1 and S2 are synthesised such that D^12 = ~D12S1 where D^

12D^12 =
Im and D^21 = S2 ~D21 where D^21D^

21 = Iq. Then, the rescaled system is
P^ (s) =
26664
A^ B^1 B^2
C^1 0 D^12
C^2 D^21 0
37775 : (A.9)
E. Controller synthesis
A controller ~K is synthesised to solve the small-gain problem for the system P^
in equation A.9 via the controller synthesis process in section A.1.2.3.
F. Reversing the loop shifting
The inverse loop-shifting is performed. The controller ~K,
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~K =
24 ~AK ~BK
~CK 0
35 ; (A.10)
obtained from the controller synthesis process in section A.1.2.3., is then trans-
formed. This results in the nal controller K as follows:
K =
24 ~AK + ~BKS1D^22(I + FD^22) 1S2 ~CK ~BKS1   ~BKS1D^22(I  D ~DKD^22) 1F
S2 ~CK   FD^22(I + FD^22) 1S2 ~CK  F + FD^22(I + FD^22) 1F
35 :
(A.11)
A.1.2.3 The solution to the simplied H-innity synthesis problem
The small-gain problem for the system P^ in equation A.9 can be solved via the
following controller synthesis process. Given that the system P , equation A.9, in
the compact matrix notation is
P (s) =
26664
A B1 B2
C1 0 D12
C2 D21 0
37775 (A.12)
and it complies with the simplied assumptions presented in section A.1.2.2. The
control problem is to nd a controller K such that the innity norm of the closed-
loop of K with the transformed plant P is less than . A controller K can be
synthesised if and only if
1. A solution X to the algebraic Riccati equation (equation A.13) exists such
that A  (B2B02    2B1B01)X is asymtotically stable and X  0.
2. A solution Y to the algebraic Riccati equation (equation A.14) exists such that
A  Y (C2C 02    2C1C 01) is asymtotically stable and Y  0.
3. The spectral radius (XY ) < 2.
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Two algebraic Riccati equations for this control problem are
X A+ A0X  X(B2B02    2B1B
0
1)X + C
0
1(I  D12D012)C1 = 0; (A.13)
where A = A  B2D012C1 and
AY + Y A0   Y (C 02C2    2C 01C1)Y +B1(I  D021D21)B01 = 0; (A.14)
where A = A B1D021C2. When these conditions are satised, the controller K can
be obtained as follows:
K =
24 AK BK
CK 0
35 ; (A.15)
where
AK = A+ 
 2B1B01X   B2D012C1 +B02X +BK(C2 +  1D21B01X);
BK = B1D
0
21Y (I    2XY ) 1(C2 +  1D21B01X)0;
CK =  D021C1   B02X:
A.1.3 The -optimisation problem for   1
For  < 1, the auxiliary small-gain problem, derived from the original positive
real control problem, is solved. Its solution results in a gradual decrease in the
perturbation energy. In the case where the actuation or sensing is insucient to
meet the conditions for existence of a solution to the algebraic Riccati equations, a
controller K is unable to make the closed-loop linear system Q strictly positive real.
The innity norm of the closed-loop of K with the transformed plant is greater than
or equal to 1 (  1).
However, the iterative synthesis process, presented in section A.1.2, is able to
provide the best available controller given limitations on the actuation and sens-
ing. A controller K is iteratively searched to get the closed-loop of K with the
transformed plant as close as possible to positive real,  ! 1. This -optimisation
problem for   1 cannot guarantee stability for the entire nonlinear system, but it
is possible to quantify and optimise bounds on the maximum perturbation energy
production as shown in the following argument.
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A closed-loop linear system Q is strictly positive real if and only if the innity
norm of the Cayley transform ~Q of the system Q is less than 1, i.e. jj ~Qjj1 < 1
(Safonov et al., 1987). Note that the Cayley transform ~Q of the system Q is given
by
~Q(s) = (Q(s)  I)(Q(s) + I) 1: (A.16)
In the case that   1, the problem of making the closed-loop linear system Q as
close as possible to positive real is transformed into a new problem of making ~Q
bounded real, i.e. jj ~Qjj1 < . Then,
det[I    1 ~Q(s)] 6= 0; for Re(s) > 0: (A.17)
From equation A.16, it follows that
~Q(s) ~Q(s) = (Q(s)  I)(Q(s) + I) 1(Q(s) + I) 1(Q(s)  I) < 2I: (A.18)
Rearrangement of equation A.18 gives
Q(s) +Q(s)  1  
2
1 + 2
(Q(s)Q(s) + I): (A.19)
As  ! 1, Q(s) is turning into positive real. Given that
  = inf
s=j!

1  2
1 + 2
(Q(s)Q(s) + I)

: (A.20)
Thus, the right-hand side of equation A.19 is bounded by  . This implies that
  0 since   1. If u = Qe, it shows that


u; e
   
2


e; e
 8e: (A.21)
Since the L2 norm of velocity perturbations jjujj2 is the perturbation energy, it shows
that the perturbation energy produced by any bounded disturbance e is bounded.
Optimising  improves this bound. Note that the symbol

;  in this section rep-
resents a space-time inner product.
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