A method for reducing time sequences of raw scattering images to intensity time-autocorrelation functions is presented. The procedure is based on the use of a charge coupled device ͑CCD͒ area detector, and optimized for operating in the regime of short data batches. Its application to x-ray photon correlation spectroscopy ͑XPCS͒ measurements is described in detail. Using a slow-scan CCD, we explain how to achieve data acquisition on a 30 ms or faster time scale, while simultaneously acquiring data from many coherence areas in parallel. The statistical uncertainties of the acquired XPCS data are quantified experimentally, and compared to the theoretically expected noise levels of the correlation functions.
I. INTRODUCTION
The use of an area detector can greatly improve the performance of photon correlation methods. Two-dimensional detectors have often been praised as a means for drastically improving signal-to-noise levels of acquired data. Equally important, they afford new possibilities of data analysis which are difficult to match with single-channel correlators. Specifically, when investigating isotropic systems, the azimuthal degree of freedom provided by an area detector can be utilized to yield ensemble averages without having to rely on ergodicity. This approach to detection is therefore well suited to investigations of nonergodic systems such as glasses and gels. In addition, area detectors allow one to experimentally quantify the statistical uncertainties in the observed data by exploiting the ensemble information contained in two-dimensional scattering images.
In this article, area detector based photon correlation in the regime of short data batches, for which the total duration of a measurement does not significantly exceed the coherence time of the sample under study, is applied to the emerging technique of x-ray photon correlation spectroscopy ͑XPCS͒.
1-7 XPCS has become feasible through the unprecedented brightness of new synchrotron sources, allowing one to probe slow dynamics on microscopic length scales, and granting access to a previously unexplored region in the dynamic phase space of condensed matter systems. XPCS applies the principles of dynamic light scattering in the x-ray regime. A sample is illuminated by a partially coherent x-ray beam, with the result that there are fluctuations in the scattered intensity as a consequence of interference among the fields scattered by different particles. The timeautocorrelation function of such speckled scattering patterns yields the characteristic relaxation times of the sample. 8, 9 Optimizing a data reduction procedure for XPCS data poses a substantial challenge since XPCS measurements are much more difficult-have much poorer signal-to-noise levels-than laser PCS measurements. This is because coherent x-ray beams contain fewer photons than laser beams, and because the scattering cross section for x rays is smaller than that for optical photons. Charge-coupled device ͑CCD͒ based area detectors, comprising about 10 6 pixels, possess the spatial resolution required to resolve x-ray speckle. This detection scheme therefore allows data to be acquired from many speckles ͑coherence areas͒ simultaneously, and offers the possibility of mitigating the difficulty posed by the small photon count rates encountered in XPCS measurements. 3, 6, 7 Combining this advantage with the benefits of the ensemble information afforded by a two-dimensional detector, it becomes clear that XPCS constitutes the paradigm case where the use of an area detector should enable a fundamental improvement in data quality over what would be possible by use of a single detector channel. As noted above, however, multichannel detection possesses additional advantages, so that CCD-based correlation schemes have also been developed and refined for laser PCS measurements. 10, 11 The short wavelength and long time scales characteristic of XPCS promise to extend the phase space of scattering studies beyond some of the limitations which hamper light and neutron scattering experiments. Consequently, XPCS has the potential to become an important technique with a major impact on our understanding of the slow dynamics of condensed matter. In particular, XPCS is naturally matched to studies of the dynamics of polymer blends and dense colloidal suspensions. For polymer blends, the length scales of most interest are generally set by the polymer radii of gyration, which are typically a few hundred angstroms, quite accessible to x-ray measurements. At the same time, the rel-evant time scales are quite slow-up to several seconds-as a result of the entangled motions of individual polymer molecules. In concentrated suspensions, multiple scattering of light often renders the simultaneous characterization of the dynamic mode structure and the static correlations very difficult even in special cases where near-perfect refractiveindex matching is possible. By contrast, multiple scattering is generally negligible in the x-ray regime.
Previously, the use of slow-scan CCD cameras has limited the data acquisition rate to about one image per second, similarly limiting the minimum time scale that can be probed. In this article, we describe how to partially overcome this limitation and to achieve data acquisition on a 30 ms time scale, while at the same time probing many speckles simultaneously. In addition, we characterize the noise of the XPCS data acquired, and compare the measured noise level to what may be expected theoretically. We review the quantity measured by the XPCS technique in Sec. II. Further details on the optical characterization and layout of the beamline employed for the measurements ͑Sector 8-ID at the Advanced Photon Source͒ can be found in Appendices A and B. Section III details how we acquire time-resolved x-ray scattering data, suitable for determining intensity autocorrelation functions. In Sec. IV, we explain how to reduce these data to correlation functions, evaluate the bias in the correlation function estimators, and discuss the trade-offs involved in performing azimuthal averages. In Sec. V, we contrast the noise performance of different estimators, and compare the measured experimental errors with theoretical expectations. The methods described in this article have already been employed in a study of concentrated suspensions of polystyrene spheres in glycerol, 12 as well as in measurements on a homogeneous homopolymer blend of poly͑ethyl-ene oxide͒ and poly͑methyl methacrylate͒.
II. X-RAY PHOTON CORRELATION SPECTROSCOPY
The principles of photon correlation spectroscopy are well established. 8 A sample is illuminated coherently, resulting in a random speckle pattern which varies in time as the sample undergoes thermal fluctuations. The time autocorrelation of the speckle pattern yields the characteristic times of the sample. In this section, we will briefly review the physical quantity that is measured by XPCS, and will then describe our data acquisition scheme.
A. The measured quantity
XPCS measures the normalized intensity-intensity timeautocorrelation function, g 2 (Q,t), defined as Here, I(Q,tЈ) refers to the scattering strength at the momentum transfer vector Q in reciprocal space at time tЈ, and the brackets ͗•••͘ refer to averages over time tЈ. The quantity t denotes the delay time. We will only be considering isotropic samples in this article, and will ultimately only calculate correlation functions as a function of the magnitude of the wave vector, Q. The function g 2 (Q,t) is related to the normalized intermediate scattering function, f (Q,t), of the sample via g 2 (Q,t)ϭ1ϩA f 2 (Q,t), where A denotes the speckle contrast, a sample-independent beamline parameter. 13 The normalized intermediate scattering function is given by f (Q,t) ϭS(Q,t)/S(Q), where S(Q)ϭS(Q,0) refers to the static structure factor.
In addition to performing a spatial integration over the pixel area, the effects of which are discussed and quantified in Appendix A, the CCD also collects photon events over a finite accumulation time, T. In this context, it is helpful to consider the case that the sample dynamics follows a singleexponential decay. The corresponding autocorrelation function is
where ⌫ denotes the relaxation rate of equilibrium fluctuations. Integrating the photon count rates over time before correlating corresponds to triangularly averaging the instantaneous correlation function ͓Ref. 14, p. 106, Eq. ͑4.5͔͒. For the single-exponential case considered, such an average is straightforward to evaluate, yielding
This result implies that a correlation function given by a single-exponential decay is not distorted by an integration over a finite exposure time. Instead, the effect of the time integral can be accounted for by introducing an effective optical contrast, A T , which depends on the exposure time.
For all of the data presented in this article, however, it will turn out that ⌫TӶ1, so that A T ӍA. The invariance of a single-exponential correlation function presents a rather special case. More generally, some distortion does take place, as discussed by Jakeman.
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B. Experiments on a colloidal suspension of polystyrene latex in glycerol
We will illustrate the data reduction technique presented in this article by reference to measurements on a dense system of hard-sphere colloidal polystyrene particles suspended in glycerol. A sample of particles with a nominal radius of 71 nm, suspended in glycerol at a volume fraction of ϭ0.28, was prepared as described previously. 12 For the x-ray measurements, the sample was mounted in an evacuated, temperature-controlled sample chamber and cooled to Ϫ5°C. Because of strong opacity, due to multiple scattering, it would be very difficult to carry out light scattering studies of the dynamic mode structure and static correlations in this sample, even using the two-color technique. 15 In a dilute suspension of colloidal particles, the diffusion equation can be expected to provide a good description of the collective dynamics, predicting that the intensity correlation function decays exponentially in time as in Eq. ͑2͒. In the case of simple Brownian dynamics, one finds that the relaxation rate is given by ⌫ϭD 0 Q 2 , where D 0 ϭk B T/6R refers to the diffusion coefficient, R to the radius of the diffusing particles, and to the viscosity of the suspending fluid. Up to volume fractions as large as ϭ0.28, the intermediate scattering function is well described by a single-exponential decay, but the wave vector dependence of ⌫ is modified through the effect of interparticle interactions. We thus expect the application of XPCS to our reference suspension to yield a correlation function of the form given by Eq. ͑2͒.
III. DATA ACQUISITION IN KINETICS MODE
Although we collect x-ray scattering data at Beamline 8-ID with a camera that requires a readout time of 1.6 s, we can achieve data acquisition on a 30 ms time scale, by means of the kinetics mode feature of our camera. 16 Kinetics mode enables measurements of intensity autocorrelation functions on time scales much shorter than the full readout time of the CCD. Specifically, kinetics mode allows us to rapidly take multiple-21 in the present example-successive exposures of programmable duration, using only a fraction ͑ideally 1/21͒ of the CCD area for illumination, and thus for data acquisition. The previously illuminated CCD image is subsequently shifted electronically into the unilluminated parts of the CCD area for interim storage. The partial images ͑hereafter to be termed ''slices''͒ are read out as a full CCD ''frame'' after the acquisition of all 21 slices. In doing so, we have effectively traded a sequence of large images with poor time resolution for a sequence of smaller images with improved time resolution. The interval between slices is typically 50 s. Several sequences of 30-100 kinetics mode frames are acquired, yielding improved noise levels for short-time, slice-to-slice intensity autocorrelations. In addition, we may calculate long-time, frame-to-frame autocorrelations. Several such measurements with different slice exposure times then permit us to construct intensity autocorrelation functions spanning several orders of magnitude in time.
For the experiments reported here, we used exposure times of 30, 100, 300, and 1000 ms to build intensity autocorrelation functions that span delay times from 30 ms to more than 100 s. Shown in Fig. 1 is a typical CCD image obtained with kinetics mode, acquired while studying the colloidal suspension introduced above. In this particular setup, a total of 21 slices per frame-the ones numbered from 2 to 22-were used for data reduction.
It may be noted, however, that a reduction of the present CCD readout time would realize a very major improvement in the noise levels of the measured correlation functions. The interval required for readout amounts to a dead time in detection. For exposure times in the range of 30 ms, a readout time comparable to 30 ms would easily increase the overall data acquisition rate by an order of magnitude beyond the present situation. This conclusion can be illustrated by reviewing the data acquisition scheme described above: in order to obtain 21 effective slices, we would ideally take 21 slice exposures of 30 ms accumulation time, followed by a readout interval of 1600 ms. This implies that the total time required for the acquisition of a single full CCD frame would amount to 2230 ms, more than 70% of which would correspond to dead time due to detector readout. A single pixel on this CCD would have been exposed to radiation for 30 ms. If we were able to perform an instantaneous CCD readout, we could acquire an entire CCD frame over a time period of 30 ms, thus improving the data acquisition rate by a factor of about 74. More importantly, the latter data would cover a larger area in reciprocal space, since the number of pixels exposed to radiation within a single 30 ms exposure would have been increased from that of a slice to that of a full frame. There is no doubt that such an improvement in data acquisition rate and reciprocal space access would enable us to examine the dynamics on 30 ms time scales in systems that scatter many times less than can be studied at present. This observation points to the major improvements in XPCS that can be expected to follow from improvements in detector technology.
IV. REDUCING SCATTERING DATA TO TIME-AUTOCORRELATION FUNCTIONS
In this section, we describe how to obtain intensity autocorrelation functions from time-resolved images of the sort shown in Fig. 1 . Our calculational approach will be illustrated by considering a specific data set: 30 frames of data, each consisting of 21 effective slices, each with an exposure time of 100 ms. The scattering cross section evident in these data is shown in Fig. 2 . We note that the solid angle subtended by the pixel area equals ␦⍀ϭ2.0ϫ10
Ϫ11 steradians. The sample thickness was about 1 mm, corresponding to roughly one x-ray attenuation length, and the detector efficiency is about 20%. Comparison of the measured count rate to the cross section then implies that the incident count rate for these measurements was about 1.5ϫ10 10 x-rays per second, consistent with our expectation based on the undulator brightness.
A. Averages
The analysis described below will make use of averages over three different parameters. ͑1͒ Time averages over data frame sequences will be indicated by ͗•••͘. ͑2͒ Azimuthal averages, to be denoted by •••, make use of the circular symmetry of the smoothed scattering pattern from an isotropic sample. While our experimental method is not restricted to isotropic samples, only those will be considered in this article. It should be stressed that the appearance of speckle per se breaks the azimuthal symmetry of single scattering patterns recorded by an area detector. Only long-time averages exhibit azimuthal symmetry. ͑3͒ Spatial averages over subregions of pixels on the detector area-or equivalently over finite-sized regions in reciprocal space-are used as natural generalizations of azimuthal averages either as a means of reducing the noise levels on our data, or as a means of excluding specific detector sections from the analysis which happen to be contaminated with parasitic scattering. These spatial averages will be indicated by avg R (•••), where R denotes the subregion of pixels to be included in the average.
B. Pre-processing of images
Scattering patterns are retrieved from the CCD detector as a time series of two-dimensional arrays, each resulting from exposing the detector to scattered radiation for a preset accumulation time denoted by T. For notational brevity, we refer to this digitized signal as raw (q, j), omitting explicit mention of the exposure time or pixel area. We note that raw (q, j) is a two-dimensional array of integer numbers measured in analog-to-digital units ͑ADUs͒. The vector q ϭ(q x ,q y ) contains integer pixel positions indexing a grid of Uϭ22.5 m unit spacing, and the index j labels time steps with an equidistant spacing of ␦t, which is the time separating subsequent bins that are to be correlated. When correlating full CCD frames, for example, ␦t refers to the time needed to acquire, digitize, and store one frame of data. In the more complicated case of employing kinetics mode, we have two different fundamental delay times: the delay time between slices, which is roughly equal to the slice accumulation time, T, and the delay time between corresponding slices on subsequent frames, T fr . In the latter scenario, the slice-slice correlations are performed independently of the frame-frame correlations, so that in every one of these two calculations, we are dealing with a single fundamental delay time ␦t only.
In addition, we acquire a sequence of CCD images in the absence of detector illumination, all other parameters being equal. This sequence of ''dark patterns'' is averaged across frames, yielding the single array D(q). We also determine the standard variation of the dark pattern through time, similarly yielding a single, two-dimensional array, denoted as D (q). The dark pattern D(q) exhibits significant variations as a function of q, and is subtracted on a pixel-by-pixel basis from every scattering pattern acquired. In contrast, D (q) exhibits much smaller spatial deviations of about 15%. Its spatial average over the entire CCD area, D0 ϭavg CCD D (q), is of the order of 1.4 ADU for our 12 bit analog-to-digital converter ͑ADC͒. We employ this characteristic measure of the dark noise to perform a lower-level discrimination on the background-corrected detector signal, raw (q, j)ϪD(q). All detector channels for which this difference is smaller than 4ϫ D0 are set to zero, for all others the difference is left unaltered. The result of performing this operation on all acquired data frames is the array sequence (q, j), representing the integral of the scattered intensity over the exposure time, T, and the pixel area, U 2 , at time index j. The autocorrelation of this sequence will provide us with information on the relaxation times of the sample.
If the exposure time, T, during which each scattering pattern is acquired is smaller than the microscopic relaxation times, , of the sample, we will observe a speckled instance of the scattering function. The goal of our analysis is to determine the variation of the normalized intensity autocorrelation function, g 2 , versus time from a sequence of such speckled patterns. This procedure is in principle well known from the analysis of laser light scattering. 8, 9, 17 Here, however, we must meet the challenge of the low photon count rates encountered in XPCS measurements, and aim to perform the analysis for a range of scattering wave vectors simultaneously. Moreover, unlike in usual dynamic light scattering experiments, our data analysis takes place in the regime of short data batches, 18 for which the total duration of the experiment is not significantly larger than the longest relaxation time of the sample. The procedure presented allows a direct experimental quantification of the uncertainties involved in the measurement.
C. Symmetric normalization
The first step of the analysis is to evaluate an estimator for the correlation function g 2 separately for each pixel of the exposed CCD area. In fact, we will present two different approaches to accomplish this. The crucial difference between the two lies with the different normalization schemes employed, resulting in different noise performances for the two cases. In this subsection, we introduce the symmetric normalization scheme, [19] [20] [21] [22] which leads to noise levels lower than those obtained with the standard normalization scheme, which will be described in the next subsection.
The temporal autocorrelation function for a pixel at wave vector Qϭ(Q x ,Q y ) is given by
where N is the total number of time steps, and k is the delay argument in number of time steps. The wave vector of a pixel with index (q x ,q y ) is given by
where (p x ,p y ) is the incident beam pixel, R det is the distance between the sample and the detector, and is the x-ray wavelength. A similar relationship holds for the transformation between q y and Q y . The average momentum transfer within the subregion R i is then simply
The symmetric normalization scheme makes use of two partially independent time averages,
as well as
which depend on k, rendering any further correction for overall intensity fluctuations in time unnecessary. The normalized autocorrelation function, g 2 (Q,k), is then given by
To derive g 2 sym (Q,t) in the time domain, we use the relationship tϭk␦t. This method represents our routine scheme for reducing raw scattering data to intensity time-correlation functions.
D. Standard normalization
A more intuitive approach to obtaining an estimator for the normalized time-correlation function might be based on using the time average over the entire sequence of N scattering patterns, ͗(Q)͘, as an unbiased estimator of the mean intensity. 18 However, in a typical synchrotron experiment, one expects the gradual decay of the electron current in the synchrotron to lead to an overall decrease of the count rate with time, affecting data at all scattering angles simultaneously. Compensation for the current decay may sensibly be accomplished via a renormalization of the intensity in a given pixel at a particular time, achieved through division by the scattering integrated over the entire CCD area at that time. However, because parasitic scattering can sometimes change during the course of a time series but usually affects only one or two subregions, predominantly those at small scattering angles, it is preferable to choose a wave vectordependent normalization of the form
where it is understood that Q lies inside the subregion R i . Using Eq. ͑8͒, the effects of parasitic scattering will remain restricted to a limited number of data subregions.
, we have constructed the quantity whose temporal autocorrelation Ĝ 2 (Q,k) we aim to calculate. Reminiscent of Eq. ͑4͒, we can write
Subsequent normalization with the time-averaged scattering pattern yields an estimator for the normalized intensity timeautocorrelation function that we intended to measure,
Finally, we employ the relationship tϭk␦t for obtaining g 2 std (Q,t).
E. Varying the effective accumulation time in kinetics mode: Pre-averaging slices
The statistical accuracy of correlation functions decreases with the number of photons in the correlated bins, and thus decreases with decreasing accumulation time. The details of this dependence are explored in Sec. V. In order to optimize our data reduction procedure, we must increase the effective accumulation time up to a value where the concomitant distortion in g 2 is still tolerable. This ultimately requires an arbitrary choice. Schätzel, considering the case of a sample exhibiting a single-exponential correlation function, expands the mean of the triangularly averaged correlation function in terms of ⌫T in order to quantify the degree of distortion. He shows that the fractional increase in the amplitude of the correlation function is of order 1 12 ⌫ 2 T 2 ͓Ref. 20, p. 300, Eq. ͑53͔͒. For ⌫Tр0.1, this quantity lies below 0.001, an acceptable degree of distortion, according to Schät-zel.
For our routine kinetics mode operation, we adjust the accumulation time, T, such that the dominant relaxations of the sample under study can be probed by the time domain we access, ⌫TϽ1, thereby also aiming to minimize distortion. However, apart from the delay time between subsequent slices, T, we correlate slices across different CCD frames. In doing so, we introduce a second, fundamental delay time, T fr , which is usually an order of magnitude larger than the slice-slice delay time, T. We are now faced with a choice. We can correlate the corresponding slices on subsequent frames, and average the resulting correlation functions afterwards. Alternatively, we can first average all slices on a frame, and then correlate those slice averages over subsequent frames. The order in which correlation and averaging are performed is significant since the pre-averaging of slices will significantly reduce the statistical noise of the results, but will also increase the degree of distortion in the measured correlation function.
Let us consider a detector setup with N sl effective slices in kinetics mode. Performing the pre-averaging over slices amounts to using an accumulation time of N sl T which has to be compared to the delay times k fr T fr ,where k fr is a nonzero integer denoting the frame delay index. In light of the above considerations, we will perform the average over slices before correlating whenever the frame delay index meets the condition
For k fr of order unity, this condition is usually not met, and the frame-frame correlations are determined by an independent correlation of corresponding slices and subsequent averaging of the results. It should be noted that the presented pre-averaging of slices may be viewed as the simplest implementation of what is referred to in the literature as the ''multiple-tau correlation'' technique: the effective accumulation time is dynamically increased with the delay time under consideration, leading to dramatically reduced noise levels, especially for large delay times.
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F. Results of coarse graining
For the purpose of further data analysis, we average g 2 (Q,t) over regions of reciprocal space in order to obtain data with sufficiently low noise levels. The procedure is independent of our choice of estimator. Basing our coarse graining on the subregions R i introduced previously, we calculate
In practice, each R i is usually delineated by concentric circles about the origin of reciprocal space. The operation avg R i (•••) thus comprises an azimuthal average and a radial average over a ring of finite width ⌬Q i . The width of the rings is determined by a simple algorithm designed to achieve a compromise between maintaining good wave vector resolution, where the scattering is strong, and averaging over a large number of pixels, where the scattering is weak. In cases where obvious parasitic scattering contaminates the data, the affected parts of the image are excluded from the subregions R i . The calculational procedures described above have been implemented in a code written in the interpreted Yorick language, 23 and provide a simultaneous evaluation of g 2 (Q i ,t) for all subregions R i constituting the detector area. Figure 3 shows the normalized intensity autocorrelation functions calculated for both normalization schemes presented, applying our procedures to a time series of 30 frames with 21 exposures of 0.1 s each. The numbers of pixels contributing are 822 for Fig. 3͑a͒, 1019 for Fig. 3͑b͒ , and 1570 for Fig. 3͑c͒ . It is evident in Figs. 3͑a͒ and 3͑b͒ that the autocorrelation function decays from a value of about 1.11 at a delay time of 0.1 s to values slightly below 1.0 for delay times beyond about 10 s. The statistical uncertainties of both estimators increase with wave vector due to the decrease in count rate. This decrease in count rate at larger wave vectors is only partially compensated for by the larger number of spatial channels over which we average. Figure 3͑a͒ shows that at high count rates, for delay times up to about 34 s, the results of both estimators coincide. The symmetrically normalized estimator, however, only assumes an interim base FIG. 3 . Normalized intensity time-correlation functions, g 2 (Q ,t), derived from a single batch of 30 CCD frames, each of which contained 21 effective slices. The solid dots (᭹) were obtained with the estimator of Eq. ͑10͒ using the standard normalization, whereas the open symbols (᭺) result from employing the symmetrically normalized estimator of Eq. ͑7͒. In panel ͑c͒, the solid dots are omitted for clarity. The inset of panel ͑a͒ presents a subset of the data in panel ͑a͒. The scattering originated from the colloidal suspension introduced in the text. All error bars were calculated from Eq. ͑16͒. In the inset of panel ͑a͒, error bars are omitted for clarity. Otherwise, where error bars are absent, they are smaller than the symbols shown. Solid lines in panels ͑a͒ and ͑b͒ denote single-exponential fits to the given correlation functions. The solid line in panel ͑c͒ shows a single-exponential fit to a data set with improved counting statistics.
line for delay times between 10 and 34 s, and then slowly increases to its ideal, unbiased value of 1.0. For the intermediate count rates shown in panel ͑b͒, we notice that this same upward trend is less pronounced, but we find an overall offset between the results of both estimators.
We have performed least-squares fits of a singleexponential decay to the data in Figs. 3͑a͒ and 3͑b͒, where we fit the symmetrically normalized data only up to a delay time of 34 s, indicated by the vertical lines in the figures. The measured correlation functions are well described by the single-exponential form, a fact that becomes particularly clear at large count rates. In Fig. 3͑c͒ , the noise for this data set alone is too large to make a definitive statement concerning the time evolution. It may be noted that the measured zero-time intercept of the autocorrelation function, especially when corrected for the observed bias, agrees well with our expectations for the optical contrast, which are based on the properties of the undulator source and of the beamline setup employed for these measurements, as detailed in Appendix A.
It is well known that Eqs. ͑7͒ and ͑10͒ represent biased estimators of the normalized intensity time-autocorrelation function defined in Eq. ͑1͒. Schätzel calculates the expected bias for both normalization schemes ͓Ref. 21, pp. 136-139͔. For the symmetrically normalized estimator in the case of a single-exponential decay, he finds, in our notation,
In Eq. ͑13͒, the index k refers to the delay in terms of time steps, M ϭNϪk is the number of correlation pairs averaged per spatial channel, and ⌫ is the sample relaxation rate in terms of time steps. The quantity N s denotes the number of frames for slice-slice correlations, and the number of slices for the frame-frame correlations. As usual, A is the optical contrast, and the variable n refers to the average number of photon events detected in a single spatial channel over the duration of the exposure time.
Since we are operating in the regime of short data batches, we cannot afford to ignore boundary effects in the evaluation of the estimator bias. Using the parameters corresponding to the three panels in Fig. 3 , we calculate the theoretical expectation for the base line, shown in Fig. 4 as the functions labeled ͑a͒-͑c͒. The magnitude of the bias is predicted to decrease with increasing count rate, and the expected base line reaches its ideal value of 1.0 for the largest lag times at all count rates. We should emphasize that Eq. ͑13͒ does not take into account systematic effects which could arise from drifts in the overall scattering intensity with time. In order to compare Eq. ͑13͒ to our experimental findings, we should therefore consider a scenario in which the bias is relatively large, which is undoubtedly the case for panel ͑c͒ in Fig. 3 . We may then quantitatively compare Fig.  3͑c͒ with Fig. 4 . The solid line in Fig. 3͑c͒ illustrates that the correlation function essentially reaches its base line at about 3 s. To overcome the large noise, we average the symmetrically normalized correlation function for delay times between 3 and 34 s, yielding a base line of 0.962Ϯ0.028. The theoretical base line estimate predicts 0.958 for the same average, in good agreement with our experimental findings.
More qualitatively, it is evident that the correlation functions presented in Fig. 3 show several features which can be traced back to the base line predictions of Fig. 4 . For the largest delay times, the predicted base line approaches the unbiased limit of 1.0. The onset of this increasing tendency is located in the vicinity of a delay time of 34 s, marked in both figures by a vertical line. Similarly, the predicted base line also exhibits a local maximum at the longest delay times of the slice-slice correlations. This maximum around 1.8 s delay time can easily be identified as the range of delay times where the data in Fig. 3͑b͒ deviate systematically from the least-squares fit to a single-exponential decay. In light of these observations, we conclude that the measured correlation functions conform well to the theoretical expectations.
G. Trade-offs with azimuthal averages
In general, the estimator g 2 sym is used for the routine reduction of scattering data to correlation functions. As is shown in Sec. V, its advantage compared to g 2 std is that it leads to reduced statistical noise in the correlation function. This result is expected since the symmetric normalization scheme corrects for boundary terms which tend to have larger relative effects in the case of short data batches, and since it yields a superior correction for small intensity fluctuations, especially for lag times comparable to the overall duration of the data acquisition sequence.
The choice of normalization between g 2 sym and g 2 std is independent of the question where azimuthal data averages over detector regions ought to be employed in the data reduction scheme. In this section, we show how we can utilize the azimuthal degree of freedom to obtain the optical contrast of our apparatus from the scattering of a static sample. This procedure is equally applicable to estimators of either normalization scheme, and for simplicity, we will illustrate our approach by using the standard normalization. We implement an azimuthal average into Eq. ͑10͒ by modifying it to read g 2 std,az
The estimator g 2 std,az allows us to determine the speckle contrast given the scattering from a static sample. The speckle contrast is given as the extrapolated zero-time intercept of the normalized time-autocorrelation function, but it may also be determined from the spatial variation of the intensity across a single image, provided that the image has sufficiently small counting noise. 13, 24, 25 The particular choice of normalization made in Eq. ͑14͒ enables us to carry out the dynamic analysis described in Sec. IV D to characterize the stability of our setup. In addition, in some cases, it may be important to determine the speckle contrast independently of a particular dynamic sample, so as to be able to exclude or require the existence of a fast decay process, which may lead to a decrease of g 2 on time scales shorter than can be accessed with our present techniques. Figure 5 shows intensity autocorrelation functions for an aerogel sample at several different wave vectors, determined according to Eq. ͑14͒. They are nearly flat for hundreds of seconds, at a value of about 1.17. Note that these data were obtained with slit settings different from those employed for the measurements on polystyrene spheres in glycerol. We may conclude that the period over which the synchrotron and our setup are sufficiently stable easily exceeds several times the longest decay times measured for any of our colloid samples. Figure 5 also illustrates that the data reduction procedure presented here is capable of determining an absolute value for the normalized intensity time-autocorrelation function from a data set that only covers a minor fraction of the coherence time of the sample. In doing so, we have implicitly employed the azimuthal information for estimating the correlator base line on the basis of a limited number of scattering images. This conclusion signifies that we are operating in the limit of short data batches.
The numerator in Eq. ͑14͒ is deliberately determined by first evaluating a time average on a pixel-by-pixel basis to obtain Ĝ 2 (Q,k). Only afterwards do we perform the coarse graining over detector regions of Eq. ͑12͒ to obtain g 2 (Q i ,t). The order of carrying out these two operations is significant, since it enables us, for any of the estimators presented, to extract the measurement errors directly from the azimuthal variation of g 2 (Q,k). The details of this procedure will be described in Sec. V below. However, the advantages of making the alternative choice are also apparent. Performing the azimuthal average first amounts to modifying Eq. ͑10͒ as follows:
When evaluating an estimator of this form, one will have to keep only a single correlation function for each reciprocal space region in the computer memory. For evaluating the estimator of Eq. ͑14͒, in contrast, one must store one correlation function for each detector pixel, posing high demands on the system and slowing down the processing speed. We emphasize, nonetheless, that all estimators employed in this article perform the time average on the unnormalized correlation function, G 2 , before carrying out any azimuthal average. Doing so affords us the possibility of evaluating the experimental uncertainties directly from the data. The crucial requirement that permits the proper analysis of isotropic scattering from nonergodic samples is that the estimator for g 2 be normalized by an azimuthally averaged denominator, denoted as ͗͘ 2 . Both estimators, Eqs. ͑14͒ and ͑15͒, meet this requirement. The estimator of Eq. ͑14͒ thus combines two desirable features: it is capable of properly reducing data from nonergodic samples, and at the same time it provides us with the azimuthal information needed for an experimental determination of the statistical uncertainties in the measured data.
Throughout this section, we illustrated our conclusions by reference to the estimator of Eq. ͑10͒ using the standard normalization. However, the same conclusions hold for the symmetrically normalized estimator of Eq. ͑7͒. The fashion in which azimuthal normalization is employed in the data reduction scheme is independent of the choice of normalization. For the following discussion, we will not employ azi- muthal averages in the normalization, but only in the final coarse graining over detector regions that is described in Sec. IV F.
V. MEASUREMENT ERRORS
In this section, we describe how we may infer the error bars for g 2 (Q i ,t). This can be achieved by two different approaches: either by calculating the error bars directly from the statistical variation of our results for g 2 (Q,t) in reciprocal space, or alternatively by theoretically predicting the expected error bars on the basis of the statistical parameters which characterize our experiment. Both the experimental and the theoretical approaches to the determination of error bars will be presented. We will show that they agree quite well, especially at low count rates.
A. Experimental determination of measurement errors
Using an area detector allows us to determine the statistical accuracy of our measurements of g 2 (Q i ,t) experimentally. Specifically, every subregion R i consists of N i independent detector channels each of which provides a separate measurement of the desired time-correlation function. One can infer the statistical error in g 2 (Q i ,t) from the fluctuation of g 2 (Q,t) within the subregion R i . That is, we can determine the variance in our measurements via
It should be noted that this expression neglects the possibility of spatial correlations among the g 2 (Q,t). Consequently, it can provide a good estimate for the statistical error in g 2 (Q i ,t) only if the speckle size is on average not significantly larger than the area of a single detector pixel. This condition is satisfied for the measurements described in this article. The spatial extent of the detector response due to a single photon event may also in principle establish correlations among neighboring detector channels. However, since the single-photon response is mostly concentrated in a single spatial channel, Eq. ͑16͒ can be expected to provide a reliable estimate of the measured variance. A measure of the signal-to-noise levels in a correlation measurement is generally given by
In the following, however, we will focus on the statistical accuracy of the correlation functions themselves. Any further calculations can easily be carried out on the basis of the mean correlation functions and their variances.
B. Shot-noise limit for long time sequences
Jakeman 14 has calculated the statistical error in measurements of g 2 for an estimator of the form provided in Sec. IV D. For a single detector, counting for a long time at low count rates, Jakeman derives that the variance of the timecorrelation function can be estimated as
Here, M is the number of correlated pairs averaged to yield g 2 (k), and n is the mean number of counts per channel detected over an accumulation time. Inserting Eq. ͑18͒ into Eq. ͑17͒, and extrapolating k→0, we obtain a very rough estimate for the signal-to-noise levels expected in an XPCS experiment, r snJ ϭA͗I͘TͱN. ͑19͒
To arrive at this result, we replaced the time-integrated counts in a detector channel, n , by the product of detected photon count rate, ͗I͘, and exposure time, T. The quantity N is used as introduced in Sec. IV C, as the total number of time steps in the data sequence. Equation ͑19͒ motivates why the experimental apparatus should be adjusted to maximize the product of optical contrast, A, and detected photon count rate, ͗I͘. The details of realizing such an alignment are described in Appendices A and B.
In the context of our multichannel CCD area detector, we must generalize M so that it is expressed as the product of a temporal and a spatial factor. Accordingly, we make the substitution
where tϭk␦t allows us to establish the relation to the time domain. The delay dependent factor M (k) refers to the number of pairs contributing to the average g 2 (t) for a single spatial channel, and is thus given by (NϪk). By contrast, the spatially dependent factor N i denotes the number of pixels in a specific detector subregion R i , and is thus independent of the delay index k. The evaluation of Eq. ͑18͒ requires determining the average number of detected photons, n . With our 12 bit analogto-digital converter, a single detected photon event causes on average an area-integrated, digitized response of 63.7Ϯ0.6 ADU. In fact, the mean photon count rate shown in Fig. 2 was calculated by means of this conversion factor. For the evaluation of Eq. ͑18͒, however, a different proportionality constant between the detected photon count rate and the detector response must be employed. The inequality of these two conversion factors is a consequence of leakage, i.e., the fact that the signature of a single photon event may extend over several detector pixels. 26 Given that the scattered photons obey Poisson statistics, it can be shown with the help of Eq. ͑3.31͒ in Ref. 14 that
where we have exploited the symmetry of the scattering patterns (Q,t) by performing azimuthal averages. For the estimation of statistical variances, the conversion factor c must be used, which is assumed to be identical for all pixels. In order to determine c, we carry out a linear regression between the two variables ͓͗ styrene suspension introduced earlier, as well as on 23 additional data sets obtained on the same sample under identical experimental conditions. In each case, we determined the values of c and A. Calculating the mean and standard deviation of all of the fitting results yields cϭ38.4 Ϯ0.4 ADU/photon, and Aϭ0.103Ϯ0.002, in good agreement with the zero-time limit of g 2 . As explained earlier, the images (Q,t) are obtained by subtracting a measured dark signal from the raw CCD output, followed by performing a lower-level discrimination on this difference. The resulting (Q,t) is thus in principle sensitive to fluctuations in the measured dark signal, 26 an effect which is not explicitly taken into account in Eq. ͑21͒. However, since the standard deviation of the dark signal only amounts to less than 3% of the total, area-integrated number of ADUs detected in a single photon event, and since the lower-level discriminator cuts off dark-level fluctuations in regions of low count rate, the effect of dark noise on Eq. ͑21͒ turns out to be negligible. Having determined the conversion factor c from linear regression, and employing Eqs. ͑18͒ and ͑20͒, one obtains
which is used to evaluate Jakeman's 14 theoretical prediction of our statistical inaccuracies.
C. Predicted statistical errors for arbitrary count rates
Schätzel 20 derives the statistial variance of the intensity time-correlation function, g 2 , for arbitrary count rates, taking into account cross-correlation effects between nonidentical delay times, i.e., correlations among g 2 (k) and g 2 (l) with k l. For the case of a correlation function described by a single-exponential decay, he obtains
Here, we use ⌫ to refer to the decay rate of the intensity time-correlation function at a given spatial channel, evaluated in terms of time steps in the data sequence. As before, M denotes the number of correlated pairs averaged to yield g 2 (k), k being the delay in terms of time steps. In addition to the information needed for the evaluation of Jakeman's error model of Eq. ͑22͒, Schätzel's prediction also requires us to know the correlation time, (Q i ), corresponding to a subregion R i of the detector area, thus enabling us to calculate ⌫ (Q i )ϭ␦t/(Q i ). As in Eq. ͑18͒, the quantity n in Eq. ͑23͒
was estimated via ͗͘/c. This is exact when n is used as a measure for the second moment of n. Like Jakeman's Eq. ͑18͒, Schätzel's expression of Eq. ͑23͒ is derived under the assumption of long time sequences, and thus neglects the effects of boundary terms by assuming that the total measurement time is much larger than the coherence time of the sample. The latter assumption is clearly not met by most XPCS data sets. Moreover, Eq. ͑23͒ is based on an expansion of the correlation function estimator in ␦, and the accuracy of this expansion therefore depends on the relative variance ␦ 2 / 2 being small. It remains to be seen how these predictions compare to our experimental results.
D. Comparing estimator performances
In Fig. 3 we have presented an example of the mean correlation functions obtained for our reference colloidal suspension. The correlation functions were obtained by applying the correlation function estimators to a data batch containing 30 frames with 21 effective slices each. Employing Eq. ͑16͒, we can experimentally determine the statistical uncertainties of the measured correlation means. By doing so, we can directly compare the noise performance of the symmetric normalization of Eq. ͑7͒ to that of the standard normalization of Eq. ͑10͒.
The findings are presented in Figs. 6 and 7 . By presenting the data as a function of wave vector at fixed delay times, Fig. 6 effectively describes the statistical uncertainties as a function of time-integrated detector counts, n . Figure 7 , in contrast, shows the data as a function of delay at fixed wave vector, and thus provides insight into the dependence on the number of correlated pairs, M (k). The panels of the latter figure are divided into two parts, one showing the uncertainties for the slice-slice correlations within single frames, the other one showing those for the correlation of slices across frames.
Comparing the two estimator performances, both figures illustrate that the symmetric normalization yields a significantly better noise performance overall. Figures 6 and 7 make it clear that this relative advantage of the symmetric normalization holds true especially for large count rates. In Fig. 7 , we notice a dip in the time dependence of the statistical errors for the standard estimator. The statistical uncertainty assumes a local minimum at a delay index corresponding to half the total length of the data sequence, visible at intermediate and small wave vectors for both slice-slice and frame-frame correlations. The described feature exhibits an amplitude that is roughly unchanged between Figs. 7͑a͒ and 7͑b͒. The error in the symmetric estimator, in contrast, is increasing with decreasing count rate. In Fig. 7͑c͒ , the statistical uncertainties for both estimators have merged, at an even higher absolute level, and the local minimum cannot be identified anymore.
The solid lines in Figs. 6 and 7 show Jakeman's error prediction of Eq. ͑18͒, evaluated by explicit application of Eq. ͑22͒. It appears that Jakeman's prediction underestimates the effective noise systematically, with the exception of a few scattered points in Fig. 7͑c͒ at very large delay times. We attribute these outliers to scatter in the noise estimation itself. The same panel illustrates that Jakeman's noise estimate is in closest agreement with the data at very low count rates. These findings are consistent with our theoretical expectation that Jakeman's Eq. ͑18͒ sets a lower limit to the noise performance of a correlation scheme. This is exactly why both estimators generally merge for small count rates, as can be seen best in Fig. 6 at large wave vectors. For small count rates, the Jakeman term will dominate all other contributions to the estimator noise. It is sensible that the local minimum apparent in the standard estimator noise in Fig. 7 will be rendered insignificant under such circumstances.
Similar considerations hold when considering Schätzel's model for the statistical errors, which is shown as the dashed line in Figs. 6 and 7. The model merges with Jakeman's for small count rates, since the Jakeman term is the only one of order n Ϫ2 in Eq. ͑23͒. At higher count rates, however, the differences are significant. Up to intermediate count rates, Schätzel's model provides an accurate description of the symmetrically normalized estimator uncertainties, if slightly underestimating the measured noise level. At the highest count rates, however, Schätzel's prediction does not seem to provide a reliable estimate.
None of the models considered has been able to capture the most unusual feature of the data presented in Fig. 7 : the dip in the time dependence of the standard estimator noise, which is evidently removed by use of a symmetrically normalized estimator. The amplitude of this feature appears to be roughly independent of count rate, and is dominated by other noise contributions at small count rates.
E. Combining different exposure times
As emphasized above, to characterize the sample dynamics over as wide a range in time as possible, we generally acquire data with several different exposure times. Equation ͑3͒ points to how correlation functions acquired with different exposure times might be combined: different exposure times lead to a variation in the apparent optical contrast, but do not affect the form of the correlation function in the regime in which we operate. Let us then consider the case that we have measured two correlation functions, g 2a and g 2b , which were acquired using different exposure times, T a and T b , respectively. Then, aiming to construct a physically sensible combined correlation function, we can ensure the continuity and smoothness of the combined function by performing a linear transformation on the second correlation function before merging it with the first. The two coefficients of the transformation are chosen such that the temporally interpolated values of the linearly transformed function lead to a least-square match with the values of the first correlation function. This linear transform was also suggested by Stěpánek ͑Ref. 27, pp. 228-230͒ for merging correlation functions measured over varying time domains, a procedure referred to by him as ''splicing.'' Figure 8 shows intensity autocorrelation functions obtained by combining several measurements employing different exposure times. To ensure that the presented procedure yields a proper representation of the correlation function at all delay times, it is essential that the overlap between the two time domains be sufficiently extensive. For a single-exponential decay in the correlation function, this method is, as was explained earlier, expected to be exact. Moreover, any variation of the base line, possibly due to static parasitic scattering contributing to the raw scattering data, will also be adjusted. The described combining procedure must be carried out separately for all independent subregions, R i , of reciprocal space. For data acquired with more than two exposure times, the procedure can simply be repeated, merging any further correlation function with the combination of the previous ones.
When combining several sets of correlation functions acquired with differing acquisition times, the corresponding statistical uncertainties must be scaled appropriately. It is worth noting that the extent of scatter apparent in the correlation functions of Fig. 8 is comparable to the size of the measured error bars, as is especially evident for the data at the largest wave vector.
VI. RESULTS
We have presented a CCD-based procedure for reducing short data batches of two-dimensional scattering images to intensity time-autocorrelation functions. In doing so, we have shown that an area detector not only reduces correlator noise by means of the sheer number of its spatial channels.
Importantly, it also adds functionality to the correlator performance which would be difficult to match with a singlechannel scheme.
Explicit expressions for correlation estimators were presented. Our data reduction procedure was applied to the scattering from a prototypical colloidal suspension. The bias in the correlator base line could be compared to the theoretical base line predictions. Similarly, the two-dimensionality of the detection scheme was used for deriving a direct measure of the statistical uncertainties in the measured correlation functions, allowing us to compare the noise performances of different correlation function estimators with each other, and with the corresponding theoretical predictions. For both noise performance and bias, boundary effects turn out to be significant, as expected in the regime of short data batches considered here. The symmetrically normalized correlation estimator is observed to lead to better noise performance than an estimator using the standard normalization scheme. To our knowledge, this is the first time that correlator noise performance has been determined directly from experimental data, independent of any theoretical model for noise in photon correlation functions.
The data reduction procedure presented here was shown to be capable of determining an absolute value for the normalized correlation function from a data set that only covers a minor fraction of the coherence time of the sample. Considering the isotropic scattering of a static aerogel sample, the azimuthal degree of freedom of the CCD could be employed for inferring the optical contrast on the basis of only a limited number of scattering images, signifying that we are operating in the limit of short data batches. 
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APPENDIX A: OPTIMIZING THE BEAMLINE OPTICS
In order for there to be nonzero contrast in an XPCS measurement, it is necessary to use a partially coherent x-ray beam. The coherence of a beam has two components: transverse or lateral coherence, and longitudinal or temporal coherence. For a source with an approximately Gaussian intensity distribution, the ''one-sigma'' transverse coherence lengths at the sample are ϭRЈ/(2 x ) in the horizontal direction and ϭRЈ/(2 z ) in the vertical direction, where is the x-ray wavelength, and RЈ is the source-to- sample distance. At the Advanced Photon Source, the onesigma Undulator A source sizes are x Ӎ350 m and z Ӎ50 m in the horizontal (x) and vertical (z) directions, respectively, although z can be significantly smaller, depending on the coupling. 28 Noting that RЈϭ55 m for the sample position during the measurements presented here, the transverse coherence lengths can be estimated as Ӎ28 m in the vertical direction and Ӎ4 m in the horizontal direction.
For a Lorentzian energy spectrum, the longitudinal coherence length of the beam is given by ⌳ c ϭ Ϫ1 (E/⌬E), where Eϭ7.66 keV is the energy of the x-ray beam, and ⌬E is the full width at half maximum ͑FWHM͒ of the spectrum. In fact, the numerical factor relating the longitudinal coherence length to the spectral FWHM depends on the details of the energy spectrum. 29 For the measurements described in this article, we employed a Ge͑111͒ crystal monochromator, yielding ⌬E/EӍ3ϫ10
Ϫ4 for the relative FWHM. In this case, for the wave vectors of interest in this article, the optical path length difference between x rays scattered from different parts of the sample is much smaller than the longitudinal coherence length, so that the bandwidth does not affect the speckle contrast. Although the transversely coherent flux for a ''pink'' beam setup ͑which employs the entire undulator first harmonic͒ is larger than that with a monochromatic beam, the concomitant increased bandwidth considerably reduces the speckle contrast. In fact, the expected statistical noise at larger scattering angles, where the scattering is weakest, is comparable for the two cases. We preferred monochromatic beam for studies of soft-matter samples because of the reduced flux and correspondingly reduced risk of radiation damage.
The quantity actually measured in XPCS experiments is the normalized intensity autocorrelation function, g 2 (s 1 Ϫs 2 ,t 1 Ϫt 2 ), averaged over the pixel area, U 2 , and triangularly averaged over the accumulation time, T. Using ͉E s (t 1 )͉ 2 to refer to the intensity of the scattered radiation, we obtain
with s 1 and s 2 denoting the deviations from the origin within a given pixel. 14, 30, 31 In the remainder of this section, we calculate a theoretical value for the speckle contrast.
Calculating the optical contrast
Following Ref. 30 , we consider an x-ray scattering experiment in which a highly collimated beam of x rays with mean wave vector k i ϭkŷ is incident on a sample, for which the number density of electrons is (r,t) at location r and time t. The corresponding incident electric field at r and t may be written as E i (r,t)ϭE i (r,t)⑀ i e ik i •rϪt , where ϭck is the mean frequency, c is the speed of light, and ⑀ i specifies the polarization of the incident x rays, which we assume to be pointed along the x direction, ⑀ i ϭx. The variable E i denotes a complex amplitude that varies slowly in time compared to Ϫ1 and slowly in space compared to k Ϫ1 . With the further assumption that the charge density at any point varies slowly compared to Ϫ1 , the electric field at a distance R det from the sample, scattered to wave vector k s , is given by
where ⑀ s is the polarization of the scattered x ray, Qϭk s Ϫk i is the wave vector transfer, tЈϭtϩR det /c is the time at which x rays scattered at time t are detected, and r 0 is the Thomson radius of the electron. The integration volume, V, in Eq. ͑A2͒ is the illuminated sample volume, which we will take to be a right-angle parallelopiped of dimensions L along x, M along z, and W along y. Given these assumptions, Eq. ͑A1͒ can be expressed as
as is shown in the derivation of Eqs. where ⌳ c ϭ 2 /⌬ denotes the longitudinal coherence length, and ⌳ refers to the optical path length difference between x rays scattered from two points within the sample at r 1 ϭ(x 1 ,y 1 ,z 1 ) and r 2 ϭ(x 2 ,y 2 ,z 2 ). To arrive at Eq. ͑A5͒, we neglected s 1 and s 2 compared to Q, and assumed that the source exhibits ''cross-spectral purity,'' 32 that it exhibits a Gaussian intensity distribution, and that the frequency spectrum of the radiation is Lorentzian, giving rise to an exponential time-correlation function.
In the following, we assume a sample of uniform thick-ness WӍ1 mm along the y direction, and consider the case of a uniform illumination through an aperture of dimensions Lϭ20 m and M ϭ50 m along the x and z directions, respectively. The sample is taken to be immediately adjacent to the aperture, where ''immediately adjacent'' may be expressed quantitatively as D/LϽL, with D the slit-tosample distance and L the slit width. This condition is satisfied for the slit settings employed in our measurements. Also, since most of each measured image corresponds approximately to scattering in the horizontal ͑see Fig. 1͒ , and because consideration of zero azimuth permits considerable simplifications, we will make the approximation that ⌳ Ӎ2(x 2 Ϫx 1 )sin cos Ϫ2(y 2 Ϫy 1 )sin 2 , where 2 refers to the total scattering angle. It follows that the six-dimensional integral of Eq. ͑A5͒ factors into the product of a fourdimensional integral I 1 (s), involving x 1 , x 2 , y 1 , and y 2 , and a two-dimensional integral I 2 (s), involving z 1 and z 2 . The integral over x 1 , x 2 , y 1 , and y 2 is
where AЈϭ(⌬/)Qͱ1ϪQ 2 /4k 2 , and BЈϭ(⌬/) ϫ(Q 2 /2k). Making use of the transformations given in Ref. 33 , the four-dimensional integral of Eq. ͑A6͒ may be transformed into a two-dimensional integral In fact, for measurements at small scattering angles we find s y Ӎ0, and we will suppose that each CCD pixel accepts x rays scattered into a range 0Ͻs x ϽS and 0Ͻs z ϽS, where we use SϭkU/R det . The quantity Uϭ22.5 m denotes the dimension of a pixel, and R det ϭ5 m the sample-to-detector distance. For the integral over z 1 and z 2 , we find
with s z ϭs 2z Ϫs 1z . In the present experiment the bandwidth is sufficiently narrow that in order to estimate the expected XPCS contrast, we may set AЈϭBЈϭ0 in Eq. ͑A7͒. Then, we obtain an expression for I 1 which is formally identical to Eq. ͑A8͒, with L and replacing M and , respectively. To compare theoretical expectations to our measurements we should integrate the expressions for I 1 (s,L,) and I 2 (s,M ,) over the pixel acceptance. Thus 
Estimating XPCS signal-to-noise levels
In the context of the previous derivations, we will now provide a rough estimate for the dependence of the XPCS signal-to-noise level on the various experimental parameters. To do so, we will consider the shot-noise, low-contrast limit.
We denote the mean detected photon count rate per detector channel with ͗I͘, and the accumulation time with T, and further assume that the data sequence contains N bins linearly displaced in time. We can then use Eq. ͑19͒ to estimate the signal-to-noise level as
where AϭI 1 I 2 denotes the optical contrast. We emphasize that this expression describes the shot-noise limit after extrapolating to zero delay time, for a single detector channel.
In the idealized case that the data acquisition scheme exhibits no dead time after detection, we can write Nϭ⌬T/T, where ⌬T refers to the total duration of the measurement. Only under this condition will we recover the familiar result that r snJ ϰͱT⌬T. Let ⌺ refer to the differential scattering cross section per unit volume of the sample, to its absorption length, and W to its width. Using the notation introduced in the previous section, the product L M expresses the size of the beam illuminating the sample. Assuming the flux density on the sample is given by ⌽, and the detector efficiency by , we can express the photon count rate detected over the solid angle ␦⍀ϭU 2 /R det 2 via ͗I͘ϭ⌽LMW␦⍀⌺e ϪW/ . ͑A14͒
The flux density, ⌽, can in turn be expressed in terms of the source brilliance B , the relative energy bandwidth ⌬E/E, the effective source area 4 x z , and the source-to-sample distance RЈ, yielding 
͑A17͒
This result applies when the relative bandwidth is sufficiently narrow to not appreciably diminish the contrast, and when the illuminated sample dimensions in the horizontal and vertical directions are larger than their respective transverse coherence lengths. Equation ͑A17͒ describes the signal-to-noise level for a single detector channel. Using a multichannel detector with N s independent spatial channels, we expect the noise of the averaged signal to scale according to r snJ ϰN s Ϫ1/2 . It is interesting that in these limits the signalto-noise ratio r snJ is independent of the beam sizes L and M. Equation ͑A17͒, in conjunction with the desirability of a contrast as large as possible in order to minimize systematic errors, affirms that it was reasonable to choose the sampleto-detector distance to be R det ϭ5 m.
APPENDIX B: BEAMLINE LAYOUT
The measurements described in this article were carried out at the MIT-McGill-IBM Insertion-Device Beamline ͑8-ID͒ at the Advanced Photon Source ͑APS͒. 25 For the present experiment the undulator gap was set to 18.0 mm, which places the first harmonic at a measured energy of Eϭ7.66 keV. Radiation propagates to the beamline via a windowless differential pump. White-beam slits are placed immediately downstream of the differential pump. Currently, the maximum aperture of these slits is 275 m in both the vertical and the horizontal direction. The use of such a small aperture limits the heat load on the downstream optics.
The first optical element is a horizontally deflecting mirror. The mirror is made from a polished single-crystal silicon flat and its glancing-incidence angle is 2.6 mrad, yielding critical energies for total external reflection of 10 keV. Undulator radiation up to the critical energy is reflected from the mirror while higher energy radiation is absorbed by or transmitted through the mirror.
A Ge͑111͒ single-bounce monochromator crystal is located inside the first experimental enclosure, separated from the mirror vacuum by three polished beryllium windows. The monochromator selects a portion of the pink beam of relative bandwidth 3ϫ10
Ϫ4 . Between two of the beryllium windows sits a nitrogen flight path, which is used to monitor the beam intensity by measuring the x rays scattered by the gas with a PIN diode x-ray detector. Next, at a distance 40 cm upstream of the sample, a pair of precision crossed slits is used to select a partially transversely coherent portion of the x-ray beam. The slit assembly is a custom design which allows the slit blades to be entirely contained within vacuum. The slit blades are made of 2-mm-thick tantalum and their beam-defining edges are rounded and polished to reduce parasitic scattering. The slits have independently adjustable openings in the horizontal and vertical directions from about 1 m to 2 mm. Independent horizontal and vertical apertures allow us to choose slit openings that best match the different transverse coherence lengths produced by the very different horizontal and vertical source sizes. The resolution and repeatability of the slit blades are approximately 0.2 and 1 m, respectively. For most of the measurements described in this article, we used 20 m slits in the horizontal direction and 50 m slits in the vertical direction. A second, identical slit assembly located 10 cm upstream of the sample serves as a guard to eliminate as far as possible parasitic scattering from the beam-defining slits.
The detector we use is a Princeton Instruments directillumination CCD camera manufactured by Roper Scientific, Trenton, NJ. It contains an EEV Model 37, thermoelectrically cooled CCD chip with a 1152ϫ1242 grid of 22.5-mwide square pixels. It was located a distance R det ϭ5 m downstream of the sample. The quantum efficiency of the detector for 7.66 keV x rays was about 20%. Readout time between successive full-frame exposures was either 1.6 or 3.2 s, depending on whether the detector's fast ͑12 bit͒ or slow ͑16 bit͒ ADC was used. The CCD was protected from the direct x-ray beam by a tungsten beamstop, which is mounted in vacuum on a motorized stage. By observing the scattered intensity recorded by the CCD in real time, we are able to optimize the positions of the beam stop and of the guard slits so as to minimize the parasitic scattering. The various apertures and distances in the beamline determine the wave vector resolution to be about 7ϫ10 Ϫ4 nm Ϫ1 in the horizontal direction and about 4ϫ10 Ϫ4 nm Ϫ1 in the vertical direction.
When the first harmonic of the undulator spectrum is set to 7.66 keV, the count rate through a 20 m by 50 m aperture located 55 m from the source within a relative bandwidth of 3ϫ10 Ϫ4 , as after reflection from the Ge͑111͒ monochromator crystal, is expected to be about 4ϫ10 10 photons per second. 34 At 8-ID, three beryllium windows and the nitrogen-containing beam intensity monitor attenuate the beam slightly. In addition, the mirror and the monochromator do not achieve 100% reflectivity. Consequently, with the above slit settings the x-ray beam delivered to the sample at 8-ID contains about 2ϫ10 10 x rays per second at a synchrotron ring current of 100 mA.
