3D reconstruction is a major problem in computer vision. This paper considers the problem of reconstructing 3D structures, given a 2D video sequence. This problem is challenging since it is difficult to identify the trajectory of each object point/pixel over time. Traditional stereo 3D reconstruction methods and volumetric 3D reconstruction methods suffer from the blank wall problem, and the estimated dense depth map is not smooth, resulting in loss of actual geometric structures such as planes. To retain geometric structures embedded in the 3D scene, this paper proposes a novel surface fitting approach for 3D dense reconstruction. Specifically, we develop an expanded deterministic annealing algorithm to decompose 3D point cloud to multiple geometric structures, and estimate the parameters of each geometric structure. In this paper, we only consider plane structure, but our methodology can be extended to other parametric geometric structures such as spheres, cylinders, and cones. The experimental results show that the new approach is able to segment 3D point cloud into appropriate geometric structures and generate accurate 3D dense depth map.
I. INTRODUCTION 3D reconstruction is a major problem in computer vision. In the past, quite a few approaches have been developed for modeling and rendering 3D scene from 2D image sequences [1] [2] [3] [4] . Currently, most of the systems and applications in 3D reconstruction are used for visual inspection and architecture modeling. However, there is an increasing demand for 3D entertainment, for example, 3D movies. The change of demand results in an attention for smooth visual quality of the reconstructed 3D scene. In this case, visual quality of reconstructed 3D scene becomes a dominant performance measure, while the foremost goal in previous approaches is accuracy of the estimated position of each point in 3D geometry.
In the last two decades, tremendous progress has been made on self-calibration and 3D surface modeling [5] [6] [7] [8] . Most of the methods use 2D video sequences or 2D images as input and try to retrieve the depth information of the scene captured by the input images. The estimated depth helps to reconstruct the full 3D view of the scene. The existing techniques are able to accurately estimate the camera motion and compute a sparse depth map from the original image sequence [9] [10] [11] [1] [12] [13] [14] . Here, sparse depth map means a depth map that only contains depths of 'a small portion' of object points in a 3D scene. However, full reconstruction of a 3D scene requires knowledge of depth of every object point in a 3D scene. To obtain a dense depth map, one needs to solve the problem of dense matching/correspondence, i.e., alignment of every pixel between two adjacent input images [15] [16] [17] .
A traditional solution to the dense matching problem is called epi-line searching. Epi-line search method uses geometric constraints to reduce the problem of 2D search to the problem of 1D search [18] [19] [20] . Although the search is constraint to 1D which seems easier to search, the blank wall problem, which is not solved in 2D feature correspondence, still exists in epi-line search. The blank wall problem is that given a textureless blank wall, it is very hard to find an accurate pixel-to-pixel correspondence between two input images.
Recently, more algorithms are proposed to solve the dense matching problem. Jangheon Kim and Thomas Sikora [21] proposed a dense disparity estimation algorithm which employs Gaussian scalespace with anisotropic disparity-field diffusion. Strecha and Van Gool [22] proposed a PDE based depth estimation algorithm based on the relative confidence that the system has in the data coming from the different views. Lhuillier and Quan proposed a quasi-dense approach to surface reconstruction in which they used a best first search based on combined 3D and 2D information [3] [23] . Instead of using pixelbased searching and matching, volumetric reconstruction takes the scene as a tessellation of 3D cubes, called voxels. Each voxel may be either empty or occupied by the scene structure. Various methods have been proposed to build the volumetric model. Volumetric reconstruction could well recover the scene of the moving foreground, however, it is hard to reveal the static background structure using volumetric methods. In Arce and Marroquin paper [24] , they proposed a stereo disparity reconstruction algorithm. By partitioning the reference image into a set of non-overlapping regions, the disparity reconstruction problem is formulated as a parametric segmentation problem.
In this paper, we propose a novel 3D dense reconstruction method based on geometric segmentation and surface fitting. We use the existing techniques for feature correspondence, projective reconstruction and self-calibration to achieve sparse 3D reconstruction. To obtain dense 3D reconstruction, we need to solve the dense matching problem. To address this, we use geometric segmentation to segment the 3D point cloud (obtained from sparse 3D reconstruction) into multiple geometric structures, and estimate the parameters of each geometric structure by surface fitting.
Different from previous 3D point segmentation algorithms [25] [26] [27] [28] [29] , we develop an expanded deterministic annealing algorithm for geometric segmentation; under the assumption that each resulting geometric structure is a (linear) plane, we use surface fitting to estimate the depth of each object point in the geometric structures. Although we only consider plane structure in this paper, our methodology can be extended to other parametric geometric structures such as spheres, cylinders, and cones. Compared to the existing epi-line searching methods, our proposed approach is able to produce accurate dense depth map for textureless structures since we use geometric segmentation and surface fitting to bypass the blank wall problem. Compared to the existing volumetric reconstruction methods, our approach is able to produce accurate dense depth map for the static background structures due to geometric segmentation and surface fitting. In addition, our approach is able to generate smoother 3D dense reconstruction than the traditional methods. The experimental results show that our approach is able to segment 3D point cloud into appropriate geometric structures and generate accurate 3D dense depth map.
The rest of the paper is organized as follows. Section II describes the background and formulates the problem. Section III presents our system for 3D reconstruction. Section IV presents our methods for geometric segmentation and surface fitting. Experimental results are shown in Section V. Section VI concludes this paper.
II. BACKGROUND AND PROBLEM FORMATION
In this section, we briefly review the 3D reconstruction techniques and formulate the geometric fitting problem mathematically.
A. 3D Reconstruction
3D reconstruction has been a major topic in computer vision for decades. Most 3D reconstruction approaches follow the same procedure [20] shown in Fig. 1 .
As shown in Fig. 1 , the first step in 3D reconstruction from a video sequence is to partition the whole video sequence into multiple scenes. For each scene, motion detection is needed to separate moving objects from the static background. Then, 3D reconstruction for moving foreground and static background are conducted separately; and the reconstructed 3D points from the foreground and background are combined to reconstruct the scene as a whole. 0   50   100   150   200   250   300   350   400   450   46  37  62  58  52  22  67 55  44   45  71  50  63   68  30  25   32   54  69   28   70   43   41  35   48   59   13  29  34  57   66   64  39   Euclidean reconstruction from multiple views   61   18  12  9   31   4  15 16  56 47   49   26 21  60  8  10  23  7 11  33  20  51  65  1  6  72  2  17  53  14  5  24  19  38  42  36  40 The second step is sparse reconstruction. Sparse reconstruction consists of feature correspondence, projective reconstruction and Euclidean reconstruction. The camera motion is estimated and the Euclidean structure of the static background scene is recovered. For the moving regions, we introduce the virtual camera concept and apply the same reconstruction algorithm to recover the 3D structure. During the last two decades, tremendous progress has been made to camera self-calibration and structure computation. Sparse reconstruction starts from feature correspondence which is the most crucial part of the process. The goal of image correspondence, also called feature correspondence, is to identify two pairing points that are from two different image frames and correspond to the same 3D point [30] [31] . It is known that not all points in a frame are suitable for matching or tracking; so only a few points are selected as feature points for matching [32] . Sparse reconstruction only relies on (sparse) feature point matching, which is different from dense reconstruction. Furthermore, feature points may be mismatched, known as outliers [33] , which may degrade the accuracy of the sparse reconstruction result. After feature correspondence is done, projective reconstruction is conducted. Given correctly matched feature points from two input images, projective reconstruction is to find the relative pose between the two views. A projection is mathematically expressed by fundamental matrix. Given a sufficient number of matched feature point pairs, we are able to compute the fundamental matrix. The projective reconstruction is determined by a projective transformation. To identify this projective transformation, canonical decomposition is applied. However, the resulting projection is not suitable for visualization and an update to a full-fledged Euclidean reconstruction is required to recover the metric 3D geometric structure. The update to a metric structure, determined up to an unknown scalar factor, needs the information of intrinsic parameters of the camera. Since we have no prior knowledge of the camera, this approach is called self-calibration and has received a lot of attention in recent years. The approach we present here is called absolute conic constraint, or absolute quadric constraints.
The sparse reconstruction gives a sparse structure of the desired scene; however, it could not give a satisfied visual presentation. Thus, we still need to compute the depth of a lot more points, which is known as dense reconstruction or surface reconstruction. In this paper, we propose a novel approach to obtain the dense depth map. Unlike the previous approaches, we apply geometrical segmentation and surface fitting instead of dense searching and matching. Here we assume that the static background could be decomposed into multiple parametric surfaces, which allows us to partition the 3D point clouds into multiple clusters based on their geometric properties. For each cluster/region, we obtain a parametric model of the region via surface fitting. Under the assumption that each region has a sufficient number of feature point pairs, combined with the sparse depth map, we could then compute the depth of each pixel via the obtained parametric model of each region/sufface. Combining the depth maps of different regions, we finally obtain the depth map of the whole 3D scene. The merit of our approach is that it is able to generate smoother 3D dense reconstruction than the traditional methods. The geometric fitting problem is formulated in Section II-B and we give the solution to the geometric fitting problem in Section IV.
B. Geometric Fitting
The classic geometric fitting problem is to find a geometrical surface that best fits a set of 3D points. Geometric fitting is commonly used in 3D model fitting and 3D visual reconstruction in computer vision.
Given a 3D point data set X = {y i }, y i ∈ R
3
, i = 1, 2, ..., n, a geometrical fitting problem can be formulated as the problem of minimizing a cost that measures how well the parametric model of a surface g θ (y) = 1 fits the data set X , where θ is the parameter vector of the surface model. A commonly used cost function is quadratic cost as below,
where · 2 is the Euclidean norm of a vector; and S = {y : g θ (y) = 1}. The parameter θ of function g θ (y) can be estimated by the method of least squares, i.e., minimizing D over θ.
There is another problem we need to consider here: how many surfaces are contained in the given 3D scene. Obviously, the more surfaces, the smaller D, resulting in over-fitting the data set X . But too few surfaces will lead to under-fitting the data set X . The principle of Occam's razor states that the simplest model that accurately represents the data is most desirable. So we prefer to use a few surface functions, which yield smoother surfaces that could well approximate the data set X . Generally, there are three approaches to the over-fitting problem. The first approach is to add a penalty function to D; the penalty function increases with the number of surfaces. The second approach is to add smoothness or regularization constraints to the problem that minimizes (1) . The third approach is to first assume a large number of surfaces and then identify a small number of (true) surfaces by compressive sensing techniques. Although the three approaches can generate parsimonious models, the three approaches typically use a gradient based computation procedure to solve the problem, which may produce local optimal solutions that are far away from the global optimal solution.
To improve the three approaches, one possible method is to use a clustering algorithm to partition the data set X into multiple clusters, each of which is used to estimate the parameter of a single surface. One of the most popular clustering algorithm is Lloyd algorithm, which starts with randomly selecting k initial centroids. Lloyd algorithm iteratively associates each point with the closest centroid and recalculates the centroids of the new clusters. Although widely used in real world applications, there are two serious limitations of Lloyd algorithm. The first limitation is that the partitioning result depends on the initialization of the cluster centroids, which may lead to poor local minima. The second limitation is that Lloyd algorithm can only partition points in linearly separable clusters rather than more complicated geometric structures such as spheres. In order to avoid initialization dependence, a simple but useful solution is to use multiple restarts with different initializations and select the best local minimum. Global k-means [34] is proposed to build the clusters deterministically, which use the original k-means algorithm as a local search step. At each step, global k-means add one more cluster based on previous partitioning result. Deterministic annealing [35] is another optimization technique to find a global minimum of a cost function. Deterministic annealing explore a larger cost surface by adding a penalty on the product of temperature and the degree of randomness, i.e., entropy. At each iteration, the temperature is reduced and then a local optimization is performed. Finally, the temperature is reduced to zero and hence the imposed degree of randomness is reduce to zero, and the algorithm optimizes the original cost function D. Kernel method [36] can be used to mitigate the second limitation of Lloyd algorithm by nonlinearly mapping a data point in the input space to a higher dimensional feature space through an expanded transformation. Then the clustering problem is solved in the feature space. The linear separation in the feature space turns out to be a nonlinear separation in the original input space.
III. 3D VIDEO RECONSTRUCTION In this section, we describe our 3D reconstruction system. As shown in Fig. 2 , our 3D reconstruction consists of the following steps: 1) feature points are extracted/selected from each image; 2) feature correspondence is established between any two consecutive images; 3) camera motion is estimated and the camera is calibrated; 4) the depth of each feature point is estimated; 5) our algorithm for geometric segmentation and surface fitting is applied to the 3D point cloud (corresponding to the feature points); 6) a dense depth map is obtained by using the parametric models of the surfaces. Next, we explain each component in Fig. 2 .
A. Feature Selection
The first step in 3D reconstruction is to select candidate features in all images for tracking across different views. Point features can be identified by Harris' criterion [37] , which is defined by
where
T denotes the transpose of a vector/matrix; C(x) is the quality of the feature; k is a user-specified parameter and G is a 2 × 2 matrix that depends on x, given by
where W (x) is a rectangular window centered at x and I x and I y are the gradients along the x and y directions which can be obtained by convolving the image I with the derivatives of a pair of Gaussian filters. The size of the window can be decided by the user, for example 7 × 7. If C(x) exceeds a userspecified threshold, then the point x is selected as a candidate point feature.
B. Feature Correspondence
Once the candidate point features are selected, the next step is to identify a pair of feature points (in two consecutive images), which correspond to the same object point in 3D space. The classic image alignment algorithm was the Lucas-Kanade algorithm [30] . In this subsection, we present the Lucas-Kanade algorithm for feature correspondence based on a translational model.
We use sum of squared differences (SSD) to quantify the dissimilarity of two point features. The objective of Lucas-Kanade algorithm is to minimize the SSD between two images. The feature correspondence problem is formulated by the following optimization problem:
where d is the displacement of a feature point at position x in Frame I 1 , with respect to Frame I 2 . The solution to (5) is given by
and G is given by (4), and I t .
C. Estimation of Camera Motion Parameters
In this subsection, we present a method for estimating camera motion parameters from the established feature correspondence [38] . We will follow the notation used in Ref. [7] .
The method is based on a perspective projection model with a pinhole camera. Suppose we have a generic point p ∈ R T relative to a world coordinate frame. Given two image frames of one scene which is related by a motion g = (R, T ), the two image projection point x 1 and x 2 are related as follows:
T is measured in pixels; λ 1 and λ 2 are the depths of x 1 and x 2 , respectively; Π 1 = [J, 0] and Π 2 = [JR, JT ] are the camera projection matrices; and J is the camera calibration matrix.
The camera calibration matrix J is also known as the intrinsic matrix. It contains 5 intrinsic parameters, including camera focal length, image format, and principal point. There are two classic approaches for camera calibration, one is Tsai's two stage algorithm [39] and the other is Zhang's algorithm [1] based on homography constrains. In our paper, we use Tsai's algorithm to estimate the camera calibration matrix J.
In order to estimate λ 1 , λ 2 , Π 1 and Π 2 , we need to introduce the epipolar constraint. From Eq. (7), we havex
The fundamental matrix is defined as:
With the above model, we could estimate the fundamental matrix F m via the eight-point algorithm [7] . Then we could decompose the fundamental matrix to recover the projection matrices Π 1 and Π 2 and the 3D structure. We only give the solution here by canonical decomposition [38] :
D. Depth Estimation
The Euclidean structure X e is related to the projective reconstruction X p by a linear transform
where ∼ means equality up to a scale factor and
With the assumption that J is constant, we could estimate the unknowns J and ν with a gradient decent optimization algorithm [7] . In order to obtain a unique solution, we also assume that the scene is generic and the camera motion is rich enough.
E. Geometric Segmentation and Surface Fitting
One disadvantage of point feature correspondence is that only a small number of points are qualified as feature points. So, with the depth estimation, the previous 3D depth map recovery is sparse. The problem with sparse structure is that it is not suitable for human visualization. Therefore, in this paper, we propose a new dense matching method based on geometric segmentation.
We first segment the 3D point cloud (obtained from sparse 3D reconstruction) into multiple regions, each of which represents a geometric structure, i.e., surface. For simplicity, we model each surface by a parametric plane model. With the depth information of the feature points obtained from the sparse 3D reconstruction, we can compute the depth of each pixel on a plane, via the parametric model of the plane. Since the depth information we obtained is based on a plane model, the image rendered from the 3D model is much smoother than the traditional approaches. In order to simplify the problem of surface fitting (i.e., estimation of the parameters of the plane model), we first segment the input image based on its geometric structure. It is different from the traditional object-based image segmentation. The segmentation process is critical because proper segmentation could simplify the surface fitting. On the contrary, improper segmentation will result in too many surfaces/planes, leading to high complexity in surface fitting. Our algorithm for geometric segmentation and surface fitting will be presented in Section IV.
F. Dense 3D Reconstruction
Here, we only consider two images. Suppose for the first image, we have the 3D point set {X j e } n j=1 , which could be divided into K clusters, denoted by X 1 , X 2 , · · · , X K . For each cluster, we assume there are at least three non-collinear points, which usually can be satisfied. Then we model each cluster by a plane. We use X 1 as an example. We can use the following plane model to fit the points in X 1 ,
T is the plane parameter vector and can be estimated by the least squares method, given 3D points in X 1 .
For an arbitrary image point
, which is an image of a 3D point in X 1 , we could estimate its depth λ Since we are able to obtain the depth of any image point via the above procedure, we can obtain a dense depth map of each frame.
IV. GEOMETRIC SEGMENTATION AND SURFACE FITTING As we have discussed, not all points in an image are suitable for matching or tracking. The feature points that we have selected are only a small portion of a whole image. Therefore, the first reconstruction is a sparse 3D reconstruction. The sparse structure is not suitable for human visualization. For this reason, a dense matching is necessary to establish a 3D geometric view. It is known that the most popular solution for dense matching is based on the epi-polar constraint. This approach uses geometric constraints to restrict correspondence search from 2D to 1D range. The main disadvantage of this approach is that the dense depth map is not smooth because of outliers. Lhuillier and Quan [3] proposed a dense matching method called quasi-dense approach. However, the non-smoothness problem still exists.
In this section, we propose an expanded deterministic annealing approach for space partitioning and surface fitting in 3D Euclidean space. Under the assumption that the 3D scene under study consists of a few geometric structures, we design a non-linear function to map the data point from geometrical space to surface model space and apply deterministic annealing in the feature space to partition the feature space into multiple regions. For each region, we use a linear plane model to fit the 3D points in the region. We call our method as expanded deterministic annealing method. Our method has three merits: 1) the ability to avoid many poor local optima; 2) the ability to minimize the cost function even if its gradients vanish almost everywhere; 3) the ability to achieve non-linear separation of 3D points. However, there is no closed form solution to the expanded deterministic annealing problem; therefore we use a gradient descent algorithm to solve this problem. Next, we present the problem of geometric segmentation and surface fitting.
Given a set of 3D points {y i }, we would like to find multiple geometric surfaces that best fit the 3D point cloud {y i }. The problem can be formulated as below
where K is the number of surfaces (i.e., planes here); {θ k } K k=1 denotes the set {θ 1 , θ 2 , · · · , θ K }; C k denotes the cluster of 3D points that belong to the k-th plane;
is the parameter vector of the k-th plane model, where 
This is a joint problem of model selection and parameter estimation, i.e., we need to determine how many surfaces (or the number of clusters of 3D points) and estimate the parameters of the parametric model of each surface. This problem is particularly challenging because the more surfaces, the smaller fitting error but the higher probability of over-fitting; the fewer surfaces, the larger fitting error.
The problem in (15) can be solved by deterministic annealing (DA) [35] . The DA approach to clustering has demonstrated substantial performance improvement over traditional supervised and unsupervised learning algorithms. DA mimics the annealing process. DA works as below. First, it minimizes the cost function subject to a constraint on the degree of randomness of the solution. The constraint on Shannon entropy, is gradually shrunk as the temperature reduces, and the constraint eventually vanishes as the temperature goes to zero; hence the solution of DA converges to the solution of minimizing the original cost function. Similar to the simulated annealing [40] , the cooling schedule allows DA to avoid many poor local optima. The DA approach has been adopted in a variety of research fields, such as graph-theoretic optimization and computer vision. Rao et al. [41] apply DA to solving a piecewise regression problem.
In this paper, we propose a new approach, called expanded deterministic annealing (EDA), to solve the geometric segmentation and surface fitting problem. Specifically, we first use a non-linear function to map the input 3D points to a high dimensional feature space using the local geometric structure of each 3D point. Then we apply deterministic annealing to the points in the feature space for clustering (i.e., geometric segmentation) and surface fitting. Different from Ref. [41] , our EDA approach leverages local geometric structure for clustering. Next, we present our EDA approach.
The input data is a set of 3D points,
Under the assumption that L nearest 3D points of a given point y i are on the same local plane, we use the least squares method to estimate this local plane model parameters, denoted by
So we expand a 3D point y i to 6D point f i ; then we apply DA to this expanded 6D space to solve the geometric segmentation and surface fitting problem. Define In our EDA algorithm, we use the following (new) distortion function
and β is a positive real number, which balances the two types of distortions D 1 and D 2 . Note that D 1 quantifies the fitting error between a given 3D point y i and the global plane, which y i belongs to; D 2 quantifies the difference between the local plane model of y i and the global plane model of y i ; and P 2 f T i · θ k is a cosine similarity between the two plane models. One novelty of our EDA algorithm is the introduction of D 2 , which can be regarded as locally averaged distortion and help mitigate the effect of outliers, i.e., an outlier 3D point only contributes distortion D 1 weighted by β. E.g., if we choose β = 0.1, then the contribution from D 1 is reduced by a factor of 10.
Denote the number of clusters by K. We apply DA to partition {y i } into K clusters and estimate the parameters of planes, each of which corresponds to one cluster. Since K is not a given parameter, our EDA algorithm will search for the optimal value of K, as shown in Algorithm 1. For a given value K, our EDA algorithm solves the following problem.
is the surface model parameter to be estimated; D is defined in (17) ; and E is the entropy constraint. We define D and E as follows:
We use a gradient descent algorithm to solve the problem (19) as shown in Algorithm 1. We explain Step 2 of Algorithm 1 as below. Since a plane model is specified by equation g θ (y) = y
, for K = 1, we can estimate the parameter vector θ of the plane that fits all the 3D points, by solving the following problem
Hence,θ can be obtained by the least squares solution as beloŵ
T is a matrix of dimension N × 3, and
; ∇ Θ F denotes the gradient of F with respect to Θ.
V. EXPERIMENTAL RESULTS
In this section, we conduct experiments to demonstrate that our proposed approach is able to segment 3D point cloud into appropriate geometric structures and generate accurate 3D dense depth map. The rest of the section is organized as below. Section V-A shows the estimation accuracy of our proposed Algorithm 1 (EDA) for synthetic data with the knowledge of ground truth. In Section V-B, we present the results of the estimation accuracy of Algorithm 1 for noisy synthetic data with the knowledge of ground truth. Section V-C investigates the estimation accuracy of Algorithm 1 for real-world data.
In this section, we compared three geometric segmentation algorithms, Projection based iterative geometric segmentation algorithm (PI), Adaptive projection based iterative algorithm (API), and expanded DA based geometric segmentation algorithm(EDA), based on both synthetic data and real world data.
A. EDA on Synthetic Data without Noise
In this section, we show the estimation accuracy of Algorithm 1 (EDA) for synthetic data with the knowledge of ground truth; the synthetic data here does not contain noise. We also compare EDA to Algorithm 2 and Algorithm 3. Algorithm 2 is a projection based iterative geometric segmentation algorithm (PI for short); we design Algorithm 2 (PI) based on the same principle of the Lloyd algorithm (a.k.a., K-means). Algorithm 3 is an adaptive projection based iterative algorithm (API for short); we design Algorithm 3 (API) based on the same principle of ISODATA, which generalizes K-means by allowing K to be unspecified.
To generate synthetic data, we first determine the number of planes, denoted by K; then specify the analytic form of each of the K planes and the area of each plane; for each plane, we uniformly generate 100 3D points on the plane area. The same data set is applied to the three algorithms. In the experiment, we run each algorithm 1000 times; in different run, a different set of 3D points are (randomly) generated; then we compute the average performance of each algorithm in terms of average squared approximation error and correct identification rate. Table I shows average squared approximation error for PI, API, and EDA algorithms, where the squared approximation error is quantified by the Euclidean norm of the estimation error for the plane model parameters. We test four different number of planes, i.e., K = 3, 4, 5, 6. As observed from Table I , the approximation error of EDA is negligible comparing to that of PI and API, which demonstrates that the EDA algorithm significantly outperforms both PI and API algorithms in terms of estimation accuracy for the plane models. This is because EDA is able to separate the 3D point cloud in a non-linear manner, and can avoid many poor local optima. (24);
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, and assign y i to cluster Ck; 3b) Update the surface models ∀k, estimate the plane parameter θ k via (24), using only {y i ∈ C k }; 3c) j=j+1; 3d) If (j < I max and ((θ Table II shows correct identification rate for PI, API, and EDA algorithms. The correct identification rate is quantified by the percentage of 3D points whose plane memberships are correctly identified. Note that there are K planes and we have the ground truth of which plane a 3D point belongs to. We observe that the correct identification rates of EDA and API are much higher than that of the PI algorithm. The reason why the API algorithm outperforms the PI algorithm is that the API algorithm is not sensitive to initialization while the PI algorithm is very sensitive to initialization. Again, EDA performs the best among the three algorithms in terms of correct identification rate. This is again because EDA is able to separate the 3D point cloud in a non-linear manner, and can avoid many poor local optima. We also observe that if the number of plane is too large, like K > 10, the performance get worse. The reason is that as the total number of planes increases, it becomes harder to distinguish two similar planes and it becomes possible that many of the points may be classified into wrong categories. Therefore, we consider it as one of the limitations of the EDA algorithm.
B. EDA on Synthetic Data with Noise
In this section, we show the estimation accuracy of Algorithm 1 (EDA) for synthetic data with the knowledge of ground truth; the synthetic data here contains additive white Gaussian noise. We also compare EDA to Algorithm 2 and Algorithm 3. 
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In the experiment, for each 3D point, the variance of its additive white Gaussian noise is 1/100 of the area of the plane where the 3D point is located. In the experiment, we run each algorithm 1000 times; in different run, a different set of 3D points and their additive white Gaussian noise are (randomly) generated; then we compute the average performance of each algorithm in terms of average squared approximation error and correct identification rate. Table III shows average squared approximation error for PI, API, and EDA algorithms, where the squared approximation error is quantified by the Euclidean norm of the estimation error for the plane model parameters. As observed from Table I, the EDA algorithm outperforms both PI and API algorithms in terms of estimation accuracy for the plane models. However, the performance gain of EDA is much less than that for the noiseless case. The reason is that the nonlinear mapping in EDA depends on the accuracy of estimation of the local geometric structures and the estimation of the local geometric structures is very sensitive to the added noise. Table IV shows correct identification rate for PI, API, and EDA algorithms. We observe that EDA performs the best among the three algorithms. Since EDA is not suitable for large number of planes. In this experiment, we only perform comparison among all three algorithms with K < 10.
C. EDA on Real World Data
In this section, we show the geometric segmentation accuracy of Algorithm 1 (EDA) for real world data. We also compare EDA to Algorithm 2 and Algorithm 3.
The real world data we use is the 'house' video sequence. We first apply the schemes in Section III-A through Section III-D to the 'house' video sequence, and obtain 72 3D points. Specifically, Fig. 3 shows 72 feature points selected from the 1st frame of the 'house' video sequence, by the scheme in Section III-A; Fig. 4 shows two frames used for estimating the depths of the 72 feature points; Fig. 5 shows the estimated camera pose of the 1st and 88th frame, and the estimated 3D positions of the 72 feature points, by the scheme in Section III-C and Section III-D, respectively. From Fig. 3 , it can be seen that most of the 72 feature points are on the walls of the house in the image.
We use the EDA algorithm to segment the 72 3D points shown in Fig. 5 , and identify the geometric structures (i.e., the walls) where the 3D points are embedded. Fig. 6 shows the geometric segmentation result of the EDA algorithm, and Fig. 7 shows the resulting geometric structures (i.e., planes). Note that Fig. 3 is a front view of the house while Fig. 6 and Fig. 7 are top views of the house. From Fig. 6 and Fig. 7 , it is observed that the EDA algorithm segments the 3D points into three groups, each of which correctly corresponds to a wall in the image; in addition, most of the 3D points are correctly classified into the true geometric structure (i.e., wall). Since the EDA algorithm is able to correctly identify the true geometric structures of the scene, the EDA algorithm produces accurate dense 3D reconstruction as shown in Fig. 7 . Fig. 8 and Fig. 9 show the geometric segmentation result of the PI and API algorithm, respectively. It is observed that both the PI and API algorithm produce poor geometric segmentation result; in other words, PI and API algorithms fail to identify the true geometric structures of the scene. Since the geometric segmentation results are very poor, we do not show the parametric models produced by the PI and API algorithm.
VI. CONCLUSION
In this paper, we propose a novel approach to the problem of dense 3D reconstruction. Our approach is based on geometric segmentation and surface fitting. We first use the existing techniques for feature selection, feature correspondence, projective reconstruction and self-calibration to obtain sparse 3D reconstruction. Then, we use an expanded Deterministic Annealing (EDA) algorithm, which is proposed in this paper, to segment the 3D space into multiple geometric structures; at the same time, the EDA algorithm also produces estimates of the parameters of each geometric structure. The resulting geometric structures help achieve dense 3D reconstruction; i.e., for each pixel in an image, its depth can be estimated by computing the parametric model of the geometric structure that the pixel belongs to. Experimental results demonstrate that the EDA algorithm is able to segment the 3D space in a non-linear manner, and is more accurate in geometric segmentation and surface fitting, compared to the PI and API algorithms. Our proposed approach to dense 3D reconstruction can generate smoother dense map, compared to the traditional methods. A limitation of our proposed method is that, just like every feature-point-based algorithm, our method also suffers from the well-known "blank wall" problem (i.e., the problem of having no texture); this is because our method relies on texture so that feature points can be extracted.
In our future work, we will develop surface fitting algorithms for non-linear surface models, e.g., sphere surface. The EDA algorithm used in this paper is based on a plane model g θ k (y). In order to apply EDA for non-linear surface models, we need to use a non-linear surface model g θ k (y) and related distortion function d (y i , g θ k ) . The challenge is that if we simply substitute the plane model with the non-linear surface model, the computational complexity is much higher. Therefore, optimization is needed to apply the EDA for non-linear surface model.
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