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Abstract. In this paper, a robust online sequential extreme learning machine 
(ROS-ELM) is proposed. It is based on the original OS-ELM with an adaptive 
selective ensemble framework. Two novel insights are proposed in this paper. 
First, a novel selective ensemble algorithm referred to as particle swarm opt i-
mization selective ensemble (PSOSEN) is proposed. Noting that PSOSEN is a 
general selective ensemble method which is app licable to any learning algo-
rithms, including batch learning and online learning. Second, an adaptive selec-
tive ensemble framework for online learning is designed to balance the robust-
ness and complexity of the algorithm. Experiments for both regression and 
classification problems with UCI data sets are carried out. Comparisons between 
OS-ELM, simple ensemble OS-ELM (EOS-ELM) and the proposed ROS-ELM 
empirically show that ROS-ELM significantly improves the robustness and sta-
bility.  
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1 Introduction 
Due to the advancement of data acquisition, the amount of information in many 
fields of sciences increases very rapidly. The world is entering the age of big data. 
Large data set is helpfu l to analyze various phenomena because abundant information 
is availab le. However, it  also raises many new problems. First, the computational time 
for big data analytics increasing rapidly. Second, various data sets require more robust 
learning algorithms.  
Feedforward  neural networks is one o f the most prevailing neural networks, which is 
very popular for data processing in the past decades [1-2]. However, all the parameters 
in the networks need to be tuned iteratively. Moreover, the slow gradient descent based 
learning methods are always used to train the networks [3]. Therefore, the learning 
speed of the feedforward neural networks is very slow, which limits its applications. 
Recently, an original algorithm designed for single hidden layer feedforward neural 
networks (SLFNs) named extreme learn ing machine (ELM) was proposed by Huang et 
al.[4]. ELM is a tuning free algorithm for it  randomly  selects the input weights and 
biases of the hidden nodes instead of learning these parameters. And also, th e output 
weights of the network are then analytically determined. ELM proves to be a few orders 
faster than traditional learning algorithms and obtains better generalization perfo r-
mance as well. It lets the fast and accurate big data analytics becomes poss ible and has 
been applied to many fields[5-7]. 
However, the algorithms mentioned above need all the training data available to 
build the model, which is referred to as batch learning. In many industrial applicat ions, 
it is very common that the training data can  only be obtained one by one or chunk by 
chunk. If batch learning algorithms are performed each time new training data is 
available, the learning process will be very time consuming. Hence online sequential 
learning is necessary for many real world applications. 
An online sequential extreme learn ing machine is then proposed by Liang et al.[8]. 
OS-ELM can  learn the sequential training observations online at arb itrary  length (one 
by one or chunk by chunk). New arrived training observations are learned to  modify the 
model of the SLFNs. As soon as the learning procedure for the arrived observations is 
completed, the data is d iscarded. Moreover, it has no prior knowledge about the amount 
of the observations which will be presented. Therefore, OS-ELM is an elegant se-
quential learning algorithm which can handle both the RBF and additive nodes in the 
same framework and can be used to both the classification and function regression 
problems. OS-ELM proves to be a very  fast and accurate online sequential learning 
algorithm[9-11], which can provide better generalizat ion performance in faster speed 
compared with other sequential learning algorithms such as GAP-RBF, GGAP-RBF, 
SGBP, RAN, RANEKF and MRAN etc. 
However, various data sets require more robust learning algorithms. Due to the 
random generation of the parameters fo r the hidden nodes, the robustness and st ability 
of OS-ELM sometimes cannot be guaranteed, similar to ELM. Some ensemble based 
methods and pruning based methods have been applied to ELM to improve its  ro-
bustness[12-15]. Ensemble learning is a learning scheme where a co llection of a fin ite 
number o f learners is trained for the same task[16-17]. It has been demonstrated that the 
generalization ability of a learner can be significantly improved by ensembl ing a set of 
learners. In [18] a simple ensemble OS-ELM, i.e., EOS-ELM, has been investigated. 
However, Zhou et al.[19] proved that selective ensemble is better a choice. We apply 
this idea to OS-ELM. At first, a  novel selective ensemble algorithm--PSOSEN, is 
proposed. PSOSEN adopts particle swarm optimization[20] to select the individual 
OS-ELMs to form the ensemble. It  should be noted that PSOSEN is a general selective 
ensemble algorithm suitable for any learn ing algorithms.  
Different from batch learning, online learning algorithms need to perform learning 
continually. Therefore the complexity of the learning algorithm should be taken into 
account. Obviously, performing selective ensemble  learning each step is not a good 
choice for sequential learning. Thus we designed an adaptive selective ensemble 
framework for OS-ELM. A set of OS-ELMs are trained online, and the root mean 
square error (RMSE) will always be calculated. The error will be compared with a 
pre-set threshold  . If RMSE is bigger than the threshold, it means the model is not 
accurate. Then PSOSEN will be performed and a selective ensemble M  is obtained. 
Otherwise, it  means the model is relatively accurate and the ensemble will not be 
selected. Then the output of the system is calculated as the average output of the indi-
viduals in the ensemble set. And each individual OS-ELM will be updated recursively. 
UCI data sets[21], which contain both regression and classificat ion data, are used to 
verify the feasibility of the proposed ROS-ELM algorithm. Comparisons of three 
aspects including RMSE, standard deviation and running time between OS -ELM, 
EOS-ELM and ROS-ELM are presented. The results convincingly show that 
ROS-ELM significantly improves the robustness and stability compared with OS-ELM 
and EOS-ELM.  
The rest of the paper is organized  as follows: In section 2, prev ious work including 
ELM and OS-ELM are rev iewed. A novel selective ensemble based on particle swarm 
optimization is presented in section 3. An adaptive selective ensemble framework is 
designed for OS-ELM referred to as ROS-ELM, is proposed in section 4. Experiments 
are carried out in section 4 and the comparison results are also presented. In section 5, 
we draw the conclusion of the paper. 
2 Review of related works 
In this section, both the basic ELM algorithm and the online version OS-ELM are 
reviewed in brief as the background knowledge for our work.  
2.1 Extreme Learning Machine (ELM)  
ELM algorithm is derived from single h idden layer feedforward neural networks 
(SLFNs). Unlike trad itional SLFNs, ELM assigns the parameters of the hidden nodes 
randomly  without any iterative tuning. Besides, all the parameters of the hidden nodes 
in ELM are independent with each other. Hence ELM can be seen as generalized 
SLFNs. The only problem for ELM is to calcu late the output weights. 
Given N  training samples  , n mi ix t R R  , where ix  is an input vector of 
n  dimensions and i
t
 is a target vector of m dimensions. Then SLFNs with N

 
hidden nodes each with output function 
 , ,i iG a b x  are mathematically modeled as 
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  Where 
 ,i ia b  are parameters of hidden nodes, and i  is the weight vector con-
necting the i th hidden node and the output node. To simplify, equation (1) can be 
written equivalently as:  
 H T   (2) 
where 
 
   
   
1 1 1 1
1 1 1
1 1
, , , ,
, , , , , , , ,
, , , ,
N N
N NN
N NN N
N N
G a b x G a b x
H a a b b x x
G a b x G a b x

 
 
  
 
  
 

 


     

 (3) 
 
1
T
T
N N m




 
 
  
 
  

      
1
T
T
N N m
t
T
t

 
 
  
 
 

 (4) 
H  is called the hidden layer output matrix of the neural network, and the i th 
column of H  is the output of the i th hidden node with respect to inputs 
1 2, , , Nx x x .  
In ELM, H  can be easily obtained as long as the training set is available and the 
parameters 
 ,i ia b are randomly assigned. Then ELM evolves into a linear system 
and the output weights 

 are calculated as: 
 
†ˆ H T   (5) 
where 
†H  is the Moore-Penrose generalized inverse of matrix H . 
 
 
 
 
 
 
 
 
The ELM algorithm can be summarized in three steps as shown in Algorithm 1:  
 
Algorithm 1 
Input:  
A training set 
  , , , 1, ,n mi i i ix t x R t R i N    
, hidden node output func-
tion
 , ,i iG a b x , and the number of h idden nodes N  
Steps: 
1. Assign parameters of hidden nodes 
 ,i ia b  randomly, 1, ,i N

. 
2. Calculate the hidden layer output matrix H . 
3. Calculate the output weight 

: 
†ˆ H T 
, where 
†H  is the Moore-Penrose    generalized 
inverse of hidden layer output matrix H  . 
2.2 OS-ELM 
In many industrial applications, it is impossible to have all the training data available 
before the learning process. It is common that the training observations are sequentially 
inputted to the learning algorithm, i.e ., the observations arrive one-by-one or 
chunk-by-chunk. In this case, the batch ELM algorithm is no longer applicable. Hence, 
a fast and accurate online sequential ext reme learning machine was proposed to deal 
with online learning. 
  The output weight 

 obtained from equation (5) is actually a least-squares so-
lution of equation (2). Given 
( )rank H N 
, the number of h idden nodes, 
†H  can 
be presented as: 
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1
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
  (6) 
This can also be called the left pseudoinverse of H  for it satisfies the equa-
tion
†
N
H H I 
. If 
TH H  tends to be singular, s maller network size N

 and larger 
data number 0
N
 should be chosen in the initialization step of OS-ELM. Substituting 
equation (6) to equation (5), we can get 
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
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which is the least-squares solution to equation (2). Then the OS-ELM algorithm can be 
deduced by recursive implementation of the least-squares solution of (7).  
  There are two main steps in OS-ELM, in itializat ion step and update step. In the 
initialization step, the number of t rain ing data 0N needed in this step should be equal 
to or larger than network size N . In the update step, the learning model is updated 
with the method of recursive least square (RLS). And only the newly  arrived single or 
chunk train ing observations are learned, which  will be discarded as soon as the learning 
step is completed. 
  The two steps for OS-ELM algorithm in general: 
a. Initializat ion step: batch ELM is used to initialize the learning sys tem with a small 
chunk of initial train ing data    00 1,
N
i i i
x t

  from given training set 
  , , , , 1,n mi i i ix t x R t R i     0N N  .  
1.  Assign random input weights i
a
 and bias i
b
 (fo r additive hidden nodes) 
or center i
a
 and impact factor i
b
 (for RBF hidden nodes), 1, ,i N  . 
2.  Calculate the init ial h idden layer output matrix:  
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3. Calculate the initial output weight 
 0
0 0 0
TPH T  , where 
 
1
0 0 0
TP H H

  and  0 1 0, ,
T
NT t t  . 
4. Set k=0. In itializat ion is finished. 
b. Sequential learning step:  
The  1k  th chunk of new observations can be expressed as: 
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where 1k  represents the number of observations in the (k+1)th chunk newly  
arrived.  
1. Compute the partial hidden layer output matrix 1kH   for the  1k  th 
chunk. 
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To avoid calcu lating inverse in  the iterat ive procedure, 
1
1kK


 is factored as the 
following according to Woodbury formula: 
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1 1k kP K
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3. Calculate the output weight 
 1k

, according to the updating equations:  
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4. Set 1k k  . Go  to step b. 
3 Particle Swarm Optimization Selective Ensemble 
In this section, a novel selective ensemble method referred to as particle swarm op-
timizat ion selective ensemble (PSOSEN) is proposed. PSOSEN adopts particle swarm 
optimization to select the good learners and combine their predictions. Detailed pro-
cedures of the PSOSEN algorithm will be introduced in this section. 
Zhou et al.[19] have demonstrated that ensembling many of the available learners 
may be better than ensembling all of those learners in both regression and classifica-
tion. The detailed proof of this conclusion will not be presented in this paper. However, 
one important problem for selective ensemble is how to select the good learners in a set 
of availab le learners.  
The novel approach--PSOSEN, is proposed to select good learners in the ensemble. 
PSOSEN is based on the idea of heuristics. It assumes each learner can be assigned a 
weight, which  could characterize the fitness of including th is learner in  the ensemble. 
Then the learner with the weight bigger than a pre-set threshold   could be selected 
to join the ensemble. 
  We will exp lain the princip le of PSOSEN from the context  of regression. We use i

 
to denote the weight of the i th component learner. The weight should satisfy the 
following equations: 
 i0 1   (16) 
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Then the weight vector is: 
 1 2( , ,..., )N     (18) 
  Suppose input variables 
mx R  according to the distribution ( )p x , the true 
output of x  is ( )d x , and the actual output of the i th learner is 
( )if x . Then the 
output of the simple weighted ensemble on x  is: 
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Then the generalization error 
( )iE x  of the i th learner and the generalization error 
 ( )E x
 of the ensemble are calcu lated on x  respectively: 
 
2( ) ( ( ) ( ))i iE x f x d x   (20) 
   2( ) ( ( ) ( ))E x f x d x   (21) 
The generalization error i
E
 of the i th learner and that of the ensemble 
E  are 
calculated on 
( )p x
 respectively: 
 ( ) ( )i iE dxp x E x   (22) 
  ( ) ( )E dxp x E x   (23) 
  We then define the correlation between the i th and the j th component learner as 
following: 
 ( )( ( ) ( ))( ( ) ( ))ij i jC dxp x f x d x f x d x    (24) 
  Obviously ij
C
 satisfies the following equations: 
 ii iC E  (25) 
 
ij jiC C  (26) 
Considering the equations defined above, we can get: 
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  To minimize the generalization error of the ensemble, according to equation (28), the 
optimum weight vector can be obtained as: 
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The k th variable of opt

, i.e ., .opt k

, can be solved by Lagrange multip lier: 
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  The equation can be simplified to: 
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Taking equation (2) into account, we can get: 
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  Equation (32) g ives the direct solution for opt

. But the solution seldom work well 
in real word applicat ions. Due to the fact that some learners are quite similar in pe r-
formance, when a number of learners are available, the correlation matrix ij
C
 may be 
irreversible or ill-conditioned.  
Although we cannot obtain the optimum weights of the learner direct ly, we can 
approximate them in some way. Equation (29) can be viewed as an optimization 
problem. As particle swarm optimization has been proved to be a powerful optimiza-
tion tool, PSOSEN is then proposed. The basic PSO algorithm is showed in Figure 1. 
PSOSEN randomly assigns a weight to each of the available learners at first. Then it 
employs particle swarm optimization algorithm to evolve those weights so that the 
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Fig. 1. Flowchart for particle swarm optimization algorithm. 
weights can characterize the fitness of the learners in join ing the ensemble. Finally, 
learners whose weight is bigger than a pre-set threshold   are selected to form the 
ensemble. Note that if all the evolved weights are bigger than the threshold  , then all 
the learners will be selected to join the ensemble.  
PSOSEN can be applied to both regression and classification problems for the 
purpose of the weights evolving process is only to select the component learners. In 
particular, the output of the ensemble for regression are combined via simple averaging 
instead of weighted averaging. The reason is that previous work [19] showed that using 
the weights both in selection of the component learners and combination of the outputs 
tends to suffer the overfitting problem. 
In the process of generating population, the goodness of the individuals are eva-
luated via validation data bootstrap sampled from the train ing data set. We use 
 VE  to 
denote the generalization erro r of the ensemble, which corresponds to individual   
on the validation data V . Obviously 
V
E  can describe the goodness of  . The 
smaller 
 VE  is, the better   is. So, PSOSEN adopts 
( ) 1/
V
f E   as the fitness 
function. 
The PSOSEN algorithm is summarized as fo llows. 1 2
, ,..., TS S S  are bootstrap 
samples generated from original training data set. A component learner t
N
 is trained 
from each T
S
.  And an selective ensemble 
*N  is built from 1 2
, ,..., TN N N . The 
output is the average output of the ensemble for regression, or the class label who 
receives the most number in voting process for classification.  
PSOSEN 
Input: training set S, learner L, trial T, threshold    
Steps: 
1. for t = 1 to T{ 
    TS =bootstrap sample from S 
    TN = ( )TL S  
} 
2. generate a population of weight vectors 
3. evolve the population by PSO, where the fitness of the weight vector   is defined as 
( ) 1/
V
f E  . 
4. * = the evolved best weight vector 
Output: ensemble 
*N : 
    
*
*( ) ( )
i
tN x Ave N x
 
      for regression 
    
*
i
*
, ( )
( ) 1arg max
tN x yy Y
N x
  
 
    for classificat ion 
4 Robust online sequential extreme learning machine 
In this section, the detailed procedure of the proposed robust online sequential 
learning algorithm is introduced. The novel selective ensemble algorithm--PSOSEN is 
applied to the orig inal OS-ELM to improve the robustness. In order to reduce the 
complexity and employ PSOSEN flexibly, an adaptive framewo rk is then designed. 
The new algorithm, which is based on OS-ELM and adaptive ensemble, is termed as 
robust online sequential ext reme learning machine (ROS-ELM).  
The flowchart of ROS-ELM is showed as follows: 
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Fig. 2. Flowchart for the ROS-ELM algorithm. 
Online sequential learning is necessary in many industrial applications. In this situ-
ations, training data can only be obtained sequentially. Although OS-ELM is proposed 
as a fast and accurate online learn ing algorithm, it still suffers from the robustness 
problem, which  results from the random generation of the input weights and biases, 
similar to ELM. Ensemble methods has been investigated in OS-ELM, i.e ., the 
EOS-ELM algorithm[18]. However, it is only very simple ensemble method, which 
just calculates the average of all the N individual OS-ELMs. In this section, selective 
ensemble, which is superior to simple ensemble, is adopted to OS -ELM. The novel 
selective ensemble method--PSOSEN, proposed in section 3, is chose as the algorithm. 
Apparently, performing PSOSEN each step is a time consuming process. We design an 
adaptive framework to determine whether to perform PSOSEN or simple ensemble. 
Thus the robustness and the complexity can be balanced well. The ROS-ELM algo-
rithm can be exp lained as follows: 
First, N indiv idual OS-ELMs are in itialized. The number of nodes is same for each 
OS-ELM. While the input weights and biases for each OS-ELM are randomly gener-
ated. 
Second, the RMSE error is calcu lated: 
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where 
f
 is the expected output, while ,i L
f
 is the actual output of the i th individual 
OS-ELM. 
The RMSE will be compared with a pre-set threshold  . If E  is bigger than  , 
which means simple ensemble is not accurate, PSOSEN is performed and a selective 
ensemble M  is obtained. And if E  is smaller than  , which indicates that simple 
ensemble is relatively accurate, the ensemble will not be selected. 
Third, the output of the system is calcu lated as the average output of the individual in 
the ensemble set: 
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where j
H
 is the output matrix o f the 
j
th OS-ELM, and ,j k

 is the output weight 
calculated by the 
j
th OS-ELM at step k . 
At last, each OS-ELM will update recursively according to the update equations 
presented in section 2. 
5 Performance evaluation of ROS-ELM 
  In  this section, a series of experiments were conducted to evaluate the performance of 
the proposed ROS-ELM algorithm. OS-ELM and EOS-ELM are also compared with 
ROS-ELM in this section. All the experiments were carried out in the MatlabR2012b 
environment on a desktop of CPU 3.40GHz and 8GB RAM. 
5.1 Model selection 
For OS-ELM, the number of h idden nodes is the only parameter needs to be d e-
termined. Cross-validation method are usually used to choose this parameter. Fifty 
trials of simulat ions are performed respectively for classification, regression and 
time-series problems. The number of hidden nodes is then determined by the validation 
error. 
For EOS-ELM and ROS-ELM, there is another parameter that needs to be deter-
mined, i.e., the number of networks in the ensemble. The parameter is set from 5 to 30 
with the interval 5. Finally, the optimal parameter is selected according to the RMSE 
for regression, testing accuracy for classification and standard deviation value. Under 
the same problem, the number of OS-ELMs is selected based on the lowest standard 
deviation and the comparable RMSE or accuracy compared with  OS-ELM. Table 1 is 
an example o f selecting the optimal number of networks for ROS -ELM with RBF 
hidden nodes on New-thyroid dataset. As illustrated by Table 1, the lowest standard 
deviation occurs when the number of OS-ELMs is 20. Meanwhile, the prediction 
accuracy of ROS-ELM is better than OS-ELM. Hence we set the number of networks 
to be 20 for the New-thyroid dataset. The numbers of OS-ELMs for other datasets are 
determined in the same way.   
Both the Gaussian radial basis function (RBF) 
   2, , exp /G a b x x a b  
and 
the sigmoid addit ive 
     , , 1/ 1 expG a b x a x b    
 are adopted as acti-
vation function in OS-ELM, EOS-ELM and ROS-ELM. 
 
Table 1. Network selection for New-thyroid dataset. 
Num of 
networks 
1 5 10 15 20 25 30 
Testing 
accuracy 
90.73 91.25 90.65 90.18 92.24 91.79 91.8 
Testing 
Dev 
0.0745 0.0254 0.0316 0.0276 0.0138 0.024 0.0156 
 
In the experiments, OS-ELM and EOS-ELM were compared with ROS-ELM. Some 
general informat ion of the benchmark datasets used in our evaluations is listed in Table 
2. Both regression and classification problems are included.  
Table 2. Specification of benchmark datasets. 
 Dataset Classes Training data Testing data Attributes 
Regression 
problems 
Auto-MPG - 320 72 7 
Abalone - 3000 1177 8 
California housing - 8000 12640 8 
Mackey-Glass - 4000 500 4 
Classifica-
tion prob-
lems  
Zoo 7 71 30 17 
Wine 3 120 58 13 
New-thyroid 3 140 75 5 
Monks-1 2 300 132 6 
Image segmentation 7 1500 810 19 
Satellite image 6 4435 2000 36 
 
For OS-ELM, the input weights and biases with additive activation function or the 
centers with RBF activation function were all generated from the range [-1, 1]. For 
regression problems, all the inputs and outputs were normalized into the range [0, 1], 
while the inputs and outputs were normalized into the range [-1, 1] for classification 
problems.  
The benchmark datasets studied in the experiments are from UCI Machine Lea rning 
Repository except California Housing dataset from the StatLib Repository. Besides, a 
time-series problem, Mackey-Glass, from UCI was also adopted to test our algorithms. 
5.2 Algorithm evaluation 
To verify the superiority of the ROS-ELM, RMSE for regression problems and 
testing accuracy for classificat ion problems are respectively computed. The evaluation 
results are presented in Table 3 and Table 4, which are respectively corresponding to 
the models with sigmoid h idden nodes and RBF h idden nodes. Each  result is an average 
of 50 trials. And in every trial of one problem, the train ing and testing samples were 
randomly adopted from the dataset that was addressed currently. 
  From the comparison results of Table 2 and Table 3,  we can easily find that 
ROS-ELM and EOS-ELM are more t ime consuming than OS-ELM, but they still keep 
relatively fast speed at most of the time. What’s important, ROS-ELM and EOS-ELM 
attain lower testing deviation and more accurate regression or classificat ion results than 
OS-ELM. In terms of the comparison between ROS-ELM and EOS-ELM, it  can be 
observed that ROS-ELM takes a little more t ime than EOS-ELM, which results from 
the selective ensemble by PSOSEN in  ROS-ELM instead of simply averaging the 
networks in EOS-ELM. It should be noted that the complexity of ROS-ELM is ad-
justable, which depends on the threshold  . Nevertheless, ROS-ELM always out-
performs EOS-ELM in  terms of accuracy and testing deviation. Hence with the adap-
tive ensemble framework, ROS-ELM tends to generate more accurate and robust 
results.  
To verify the reliability o f the proposed ROS-ELM more convincingly, an art if icial 
dataset is dissected for instance. The dataset was generated from the function 
2y 3 2x x   , comprising 4500 training data and 1000 testing data. Figure 3 and 4  
explicit ly depict the variability of training accuracy of ROS-ELM, EOS-ELM and 
OS-ELM with respect to the number of training data in the process of learning. It  can be 
observed that with the increasing number of train ing samples, RMSE values of the 
three methods significantly decline. As the online learning progressed, the trainin g 
models are continuously updated and corrected. We can then conclude that the more 
training data the system learns, the more precise the model is. Whether sigmoid or 
RBF the hidden nodes is, ROS-ELM always obtains smaller RMSE than EOS-ELM 
and OS-ELM, which indicates that the performance of ROS-ELM is considerably 
accurate and robust compared with the other methods. Moreover, the smaller testing 
dev of ROS-ELM in Table 3 and 4 also confirms the robust performance of ROS-ELM. 
Table 3. Comparison of OS-ELM, EOS-ELM and ROS-ELM for sigmoid hidden nodes. 
Datasets  Algorithm  #Node
s  
#Netw
ork 
Training 
time (s) 
RMSE or Accuracy  Testing 
Dev Training RMSE Testing RMSE 
Au-
to-MPG 
OS-ELM 25  0.0121 0.0695 0.0745 0.0087 
EOS-ELM 25 20 0.2385 0.0691 0.0751 0.0065 
ROS-ELM  25 20 1.9083 0.0683 0.0741 0.0053 
Abalone OS-ELM 25  0.1191 0.0758 0.0782 0.0049 
EOS-ELM 25 5 0.5942 0.0754 0.0775 0.0023 
ROS-ELM  25 5 4.1528 0.0742 0.0758 0.0015 
Mack-
ey-Glass 
OS-ELM 120  0.9827 0.0177 0.0185 0.0018 
EOS-ELM 120 5 4.8062 0.0176 0.0183 0.0007 
ROS-ELM  120 5 25.1608 0.0173 0.0179 0.0006 
California 
Housing 
OS-ELM 50  0.6871 0.1276 0.1335 0.0035 
EOS-ELM 50 5 3.2356 0.1280 0.1337 0.0019 
ROS-ELM  50 5 15.6326 0.1238 0.1323 0.0014 
Zoo OS-ELM 35  0.0042 100% 93.09% 0.0498 
EOS-ELM 35 25 0.0986 100% 93.68% 0.0375 
ROS-ELM  35 25 0.8768 100% 94.51% 0.0315 
Wine OS-ELM 30  0.0053 99.83% 97.24% 0.0251 
EOS-ELM 30 5 0.0247 99.79% 97.49% 0.0117 
ROS-ELM  30 5 0.1628 99.88% 98.01% 0.0094 
New-thyr
oid 
OS-ELM 20  0.0043 93.18% 89.66% 0.1138 
EOS-ELM 20 15 0.0627 94.32% 90.92% 0.02765 
ROS-ELM  20 15 0.5012 95.23% 91.78% 0.01986 
Monks-1 OS-ELM 80  0.0378 89.34% 78.77% 0.0325 
EOS-ELM 80 15 0.5432 89.18% 78.79% 0.0187 
ROS-ELM  80 15 4.2804 90.24% 79.85% 0.0138 
Image 
segmen-
tation 
OS-ELM 180  1.8432 97.07% 94.83% 0.0078 
EOS-ELM 180 20 36.2458 97.08% 94.79% 0.0055 
ROS-ELM  180 20 254.0721 97.56% 95.21% 0.0043 
Satellite 
image 
OS-ELM 400  42.2503 92.82% 88.92% 0.0058 
EOS-ELM 400 20 853.2675 92.80% 89.05% 0.0026 
ROS-ELM  400 20 6928.0968 93.96% 90.16% 0.0018 
Table 4. Comparison of OS-ELM, EOS-ELM and ROS-ELM for RBF hidden nodes. 
Datasets  Algorithm  #Nodes  #Net-
work 
Training 
time (s) 
RMSE or Accuracy  Testing 
Dev Training RMSE Testing RMSE 
Au-
to-MPG 
OS-ELM 25  0.0302 0.0685 0.0763 0.0081 
EOS-ELM 25 20 0.5986 0.0681 0.0754 0.0072 
ROS-ELM  25 20 4.1862 0.0672 0.0741 0.0063 
Abalone OS-ELM 25  0.3445 0.0753 0.0775 0.0027 
EOS-ELM 25 25 8.5762 0.0752 0.0773 0.0023 
ROS-ELM  25 25 49.3562 0.0741 0.0761 0.0017 
Mack-
ey-Glass 
OS-ELM 120  1.6854 0.0181 0.0185 0.0092 
EOS-ELM 120 5 8.4304 0.0171 0,0171 0.0028 
ROS-ELM  120 5 55.1469 0.0159 0.0156 0.0016 
California 
Housing 
OS-ELM 50  1.8329 0.1298 0.1317 0.0017 
EOS-ELM 50 5 9.0726 0.1296 0.1316 0.0011 
ROS-ELM  50 5 64.9625 0.1202 0.1243 0.0009 
Zoo OS-ELM 35  0.0074 99.91% 91.15% 0.0508 
EOS-ELM 35 15 0.1028 99.87% 90.47% 0.0429 
ROS-ELM  35 15 0.8543 99.93% 91.26% 0.0315 
Wine OS-ELM 30  0.0132 99.73% 97.09% 0.0225 
EOS-ELM 30 5 0.6015 99.76% 97.18% 0.0138 
ROS-ELM  30 5 4.9028 99.84% 98.14% 0.0087 
New-thyr
oid 
OS-ELM 20  0.0118 93.45% 89.92% 0.0702 
EOS-ELM 20 15 0.1682 93.87% 89.86% 0.0428 
ROS-ELM  20 15 1.2315 94.68% 91.02% 0.0315 
Monks-1 OS-ELM 80  0.1024 94,58% 87.28% 0.0882 
EOS-ELM 80 20 2.1567 93.69% 86.34% 0.0324 
ROS-ELM  80 20 15.2896 95.71% 88.47% 0.0195 
Image 
segmen-
tation 
OS-ELM 180  2.6702 94.98% 91.92% 0.0324 
EOS-ELM 180 5 13.2174 94.39% 91.35% 0.0148 
ROS-ELM  180 5 90.2856 96.02% 953.24% 0.0079 
Satellite 
image 
OS-ELM 400  45.2702 93.62% 89.54% 0.0056 
EOS-ELM 400 10 448.1347 93.86% 89.37% 0.0034 
ROS-ELM  400 10 3145.8528 94.75% 90.48% 0.0019 
 Fig. 3. RMSE with respect to the number of training samples for sigmoid hidden nodes.  
 
Fig. 4. RMSE with respect to the number of training samples for RBF hidden nodes.  
Hence, by analyzing the results in Figure 3, Figure  4, Tab le 3 and Table 4 com-
prehensively, we can draw the conclusion that ROS-ELM improves the accuracy and 
robustness of the online sequential learning algorithm significantly for both regression 
and classification applications, with a still relative fast speed. 
6 Conclusion 
In this paper, a robust online sequential extreme learning machine algorithm is 
proposed. To improve the robustness and stability of the sequential learn ing algorithm, 
we apply the selective ensemble method to OS-ELM. And in purpose of balancing the 
complexity and accuracy, an adaptive selective ensemble framework for OS-ELM is 
designed, which is referred to as ROS-ELM. In addition, before build ing the 
ROS-ELM system, a novel selective ensemble algorithm is proposed which is suitable 
for any learning methods, both batch learning and sequential learning. The proposed 
selective ensemble algorithm-PSOSEN, adopts particle swarm optimization method to 
select individual learner to form the ensemble. Experiments were carried out on UCI 
data set. The results convincingly show that ROS-ELM improves the robustness and 
stability of OS-ELM, while also keeps balance on complexity.  
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