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Bi2Te3 and Bi2Se3 are well known 3D-topological insulators. Films made of these materials ex-
hibit metal-like surface states with a Dirac dispersion and possess high mobility. The high mobility
metal-like surface states can serve as channel material for TI-based field effect transistors. While
such a transistor offers superior terminal characteristics, they suffer from an inherent zero band gap
problem. The absence of a band gap for the surface states prevents an easy turn-off mechanism.
In this work, techniques that can be employed to easily open a band gap for the TI surface states
is introduced. Two approaches are described: 1) Coating the surface states with a ferromagnet
which has a controllable magnetization axis. The magnetization strength of the ferromagnet is
incorporated as an exchange interaction term in the Hamiltonian. 2) An s-wave superconductor,
because of the proximity effect, when coupled to a 3D-TI opens a band gap on the surface. This
TI-superconductor heterostructure is modeled using the Bogoliubov-de Gennes Hamiltonian. A
comparison demonstrating the finite size effects on surface states of a 3D-TI and edge states of a
CdTe/HgTe/CdTe-based 2D-TI is also presented. 3D-TI nanostructures can be reduced to dimen-
sions as low as 10.0 nm in contrast to 2D-TI structures which require a thickness of at least 100.0
nm. All calculations are performed using the continuum four-band k.p Hamiltonian.
I. Introduction
Topological insulators (TI) are a new class of materi-
als whose surfaces/edges host bound spin-polarized Dirac
fermions with high mobility. These states, in a time re-
versal invariant system are protected against perturba-
tion and non-magnetic disorder.1–5 Well-known examples
of materials with such properties include Bi2Te3, Bi2Se3,
Sb2Te3, BixSb1−x alloy, and the CdTe/HgTe/CdTe
quantum well heterostructure. Bi2Te3, Bi2Se3, Sb2Te3,
and BixSb1−x alloy belong to the class of 3D topologi-
cal insulators (3D TI)6–8 and host bound states on their
surface. These states are characterized by a linear Hamil-
tonian and form a band-gap closing Dirac cone on each
surface at the Γ point.
In this work, methods that alter the surface state dis-
persion through proximity induced ferromagnetism, su-
perconductivity, and finite-size effects are described. Al-
teration of the surface dispersion is driven in part by
the need to utilize these materials as field effect tran-
sistors (FETs) that uses the highly mobile zero-gap sur-
face or edge states as the conducting channel. The zero
band gap surface states though prohibit an easy turn-
off mechanism and therefore inducing a band gap is es-
sential for successful transistor operation. A key idea
to open a band gap is destruction of time reversal sym-
metry9,10 which is responsible for protecting the surface
states. Time reversal symmetry, which in principle, can
be destroyed in the presence of an external perpendicu-
lar magnetic field11 and appears to be a straightforward
approach in a standard experimental set-up, may not be
applied easily to a miniaturized device on account of elec-
tromagnetic interference with the surrounding circuitry.
Alternatively, the surface can be coated with a ferro-
magnet with an out-of-plane magnetization component
to replicate this behaviour.
It is now well established that doping with Cu or Pb
can introduce superconducting states in Bi2Se3. Addi-
tionally, through the proximity effect at the interface be-
tween a superconductor (SC) and topological insulator,
the superconductor’s wave functions can penetrate the
surface of a topological insulator and induce supercon-
ductivity. This induced superconductivity, by virtue of
its intrinsic energy gap between the Fermi-level and the
superconducting ground state offers a possible way to
open a band-gap in a topological insulator. A modified
version of the Bogoliubov-de Gennes (BdG) Hamiltonian
for a 3D-TI and an s-wave superconductor is used to com-
pute the dispersion relationship of a TI-SC heterostruc-
ture.
The paper is structured as follows: In Section II, the
4-band k.p Hamiltonian to compute the surface and edge
state energy dispersion is presented. Dispersion relations
obtained through them are utilized later to investigate
finite-size effects on surface and edge states of 3D and
2D TIs respectively. The 4-band Hamiltonian is modi-
fied via an exchange-interaction term to model proximity-
induced ferromagnetism on the surface of a 3D TI. The
TI-SC heterostructure is represented by a BdG Hamil-
tonian and dispersion when the superconductor is an s-
wave or p-wave type is worked out analytically. Spin
matrices using the basis states of the 4-band Hamiltonian
are set up to compute spin-polarization of surface states.
Numerical calculations based on the Hamiltonians cre-
ated for several TI systems in Section II are collected
in Section III. The paper concludes by summarizing key
results in Section IV.
II. Model and Theory
Surface and edge states in topological insulators are
characterized by a linear dispersion and Dirac cones.
They further depend on dimensions and growth condi-
tions of the structure that host them. Low-energy con-
tinuum models for 3D and 2D TIs used in deriving results
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2included in this paper are described in this section.
A. Four-band k.p method for 3D topological
insulators
The dispersion relations of Bi2Te3, Bi2Se3, and Sb2Te3
films are computed using a 4-band k.p Hamiltonian. The
4-band Hamiltonian12 is constructed (Eq. 1) in terms
of the four lowest low-lying states |P1+z ↑〉, |P2−z ↑〉,
|P1+z ↓〉, and |P2−z ↓〉. Additional warping effects13 that
involve the k3 term are omitted in this low-energy effec-
tive Hamiltonian.
H(k) = (k) +
M(k) A1kz 0 A2k−A1kz −M(k) A2k− 00 A2k+ M(k) −A1kz
A2k+ 0 −A1kz −M(k)
 (1)
where (k) = C + D1k
2
z + D2k
2
⊥, M(k) = M0 + B1k
2
z +
B2k
2
⊥ and k± = kx ± iky. For Bi2Te3 and Bi2Se3, the
relevant parameters are summarized in Table. I.
TABLE I: 4-band k.p parameters14 for Bi2Te3 and Bi2Se3.
Parameters Bi2Te3 Bi2Se3
M0 (eV) 0.30 0.28
A1 (eV A˚) 2.26 2.2
A2 (eV A˚) 2.87 4.1
B1 (eV A˚
2) 10 10
B2 (eV A˚
2) 57.38 56.6
C (eV) -0.18 -0.0068
D1 (eV A˚
2) 6.55 1.3
D2 (eV A˚
2) 29.68 19.6
The dispersion for a 20.0 nm Bi2Se3 thick film which
is approximately twenty quintuple-layers is shown in
Fig. 1a. The Dirac cone is formed at an energy equal
to 0.029 eV confirming that it is indeed a mid-gap state.
The bulk band-gap of Bi2Se3 is approximately 0.32 eV at
the Γ point. In contrast to the thick-film dispersion, the
band profile of a 3.0 nm (approximately three quintuple-
layers) Bi2Se3 film has a finite band gap. In the case
of a thin-film, the two surface states hybridize. The
hybridization occurs because each state has a definite
localization or penetration length. When the penetra-
tion length is comparable to film thickness, the opposite
spin-resolved bands of the two surfaces will mix. Since
bands with identical quantum numbers cannot cross, a
gap(Fig. 1b) opens up at the Γ point and the dispersion
changes to Dirac-hyperbolas. It must be stated here, that
though a thin film on account of intrinsic hybridization,
which is a function of dimension, is not a preferred choice
to manipulate the band gap. The band gap control must
be performed externally as described in the latter part of
this paper.
Two variants of a topological insulator film are consid-
ered. The first is a free-standing symmetric thin-film of
Bi2Se3. Two exactly degenerate Dirac cones are formed
FIG. 1: Topological insulator surface states ( 1a) around 0.02
eV for a 20.0 nm thick (around 20 quintuple layers) Bi2Se3
film. The dispersion of the thin film (Fig. 1b) shows two Dirac
hyperbolas when the surface states hybridize.
for a symmetric film. The second thin film considered is
assumed to grow on a substrate which induces an asym-
metry between the two surfaces. The asymmetry can be
explained by assuming that the top surface is exposed to
vacuum while the bottom surface is fixed to a substrate.
Inversion symmetry therefore does not hold15,16 for such
a TI film. This asymmetry is simulated by adding a
small symmetry-breaking potential to the Hamiltonian
along the confinement direction. It can also be viewed
as a simple way of creating two chemically distinct sur-
faces. The Dirac cones, one on each surface, are there-
fore no longer degenerate. They are now split as a func-
tion of the applied symmetry-breaking potential and po-
sitioned at distinct energies. This splitting is similar to a
Rashba-split17 in presence of structural inversion asym-
metry (SIA). The asymmetry of the surfaces, in this case,
causes the SIA.
When the conditions of ultra-thin film and asymmetry
are simultaneously fulfilled, it is observed that the two
surface bands offer another instance of Rashba-type split-
ting. To explain this phenomenon, first a low thickness
film is considered. The two degenerate massless Dirac
cones in this case would mix and open a finite band-gap
as explained above. Each Dirac cone can now be repre-
sented as a massive spin-degenerate Dirac hyperbola.18 If
an additional asymmetry is imposed through a potential,
the spin degeneracy of each Dirac hyperbola is broken
and the bands split along k‖ in opposite directions. The
degeneracy is only maintained at the Γ point. The con-
ventional Rashba-type splitting follows exactly the same
pattern, for example in an asymmetric GaAs quantum
well.19
A hallmark of the surface bands of a 3D-topological
insulator is their intrinsic complete spin-polarization and
locking of the spin perpendicular to the momentum.
Within the framework of the 4-band k.p Hamiltonian,
expectation value of the three spin-polarized vectors is
computed. The operators for the three spin-polarizations
are given by Eq. 2 and Eq. 3 in the Pauli representation
σi {i = x, y, z}.
3Sx =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 ; Sy =

0 0 −i 0
0 0 0 −i
i 0 0 0
0 i 0 0
 (2)
Sz =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 (3)
The above matrices are written under the basis set
ordered as |P1+z ↑〉, |P2−z ↑〉, |P1+z ↓〉, and |P2−z ↓〉. The
expectation value for each spin-polarization operator is
calculated in the usual way in Eq.( 4).
〈Si〉 =
∫
ψ∗Siψdτ (4)
where {i = x, y, z} The spin-polarization shown in Fig. 2
is computed by choosing a k-vector of magnitude 0.01
nm−1 at various polar angles.For each such vector, the
spin-polarization obtained was perpendicular to momen-
tum with a zero out-of-plane component. The red-arrows
in Fig. 2 denote the direction of spin-polarization and is
always tangential to the circular contour traced out by
the k-vector.
FIG. 2: The spin polarization confined to the plane in the
vicinity of the Γ point for a 20.0 nm thick Bi2Se3 film. The
spin is locked to momentum (which is a radial vector on the
circle) shown by the tangential lines on the plot.
B. BHZ Hamiltonian for CdTe/HgTe/CdTe 2D-TI
2D-TIs which exhibit edge states are also highly mobile
and suitable for nanoscale applications.20 One example of
edge states in a 2D-TI is a CdTe/HgTe/CdTe nanorib-
bon obtained by quantizing one of the edges of the cor-
responding quantum well. It would be useful to compare
length scales up to which an edge and surface state can
be sustained in a 3D and 2D topological insulator system.
While an eight-band k.p Hamiltonian describes the full
set of six valence (including spin split-off) and two con-
duction bands and their mutual interaction through the
off-diagonal terms, it is sufficient to focus on bands that
exclusively take part in the inversion process21,22. This
interaction of bands is governed by the coupling of con-
duction and valence states, represented through a linear
term as shown in Eq. (5).
H(k) = (k) +

M Ak+ 0 0
Ak− −M 0 0
0 0 M −Ak+
0 0 −Ak− −M
 (5)
where
(k) = (C −Dk2)I4×4 (6)
and
M = M0 −Bk2 (7)
(k) describes band bending and 2M0 = -E g0 corresponds
to energy gap between bands and is negative in the in-
verted order bands.
This Hamiltonian is written in the basis of the lowest
quantum well sub-bands |E+〉, |H+〉, |E−〉, and |H−〉.
Here ± stands for the two Kramers partners. The sign
of the gap parameter M determines if it is a trivial insu-
lator (M > 0) or a topological insulator (M < 0). Ex-
perimentally, M0 is tuned by changing the quantum well
width. The parameters A,B,C,D,and M0 are geometry
dependent. For numerical calculations performed in this
paper, the parameters were set to: A = 364.5meV.nm,
B = −686meV.nm2, C = 0meV , D = 512meV.nm2, and
M = −10meV .
C. Hamiltonian for 3D-TI and superconductor
heterostructure
Before a complete Hamiltonian for a TI-
superconductor heterostructure can be written, the
conventional BCS description23,24 of an s-wave super-
conductor must be examined. The BCS Hamiltonian
in its simplest form can be written by starting with
a Hamiltonian (Eq. 8) that describes a many-Fermion
system with a spin-independent interaction potential.
Such a Hamiltonian in general form is expressed as:
H =
∑
kσ
εka
+
kσakσ+
1
2Ω
∑
σσ′
∑
kk′q
Vqa
+
k+q,σa
+
k′−q,σ′akσak′σ′
(8)
By restricting to paired fermions with zero total momen-
tum and opposite spin, the BCS Hamiltonian can be writ-
ten as
H =
∑
kσ
εka
+
kσakσ +
1
Ω
∑
kk′
Vk−k′a
+
k′↑a
+
−k′↓ak↑a−k↓ (9)
The spectrum of this Hamiltonian when solved us-
ing the Bogoliubov transformation25 yields a band struc-
ture26 with a gap in the spectrum. For studying proxim-
ity effect between a superconductor27 and a topological
4insulator, the 4-band k.p model and the BCS Hamilto-
nian is used in conjunction. The fundamental assumption
of the BCS Hamiltonian is the formation of Cooper pairs
which are paired electrons with zero momentum and spin.
Superconductivity which is induced on the TI side of the
TI-SC heterostructure must therefore agree to this prin-
ciple. At this point it is worth mentioning again that the
four orbitals participating in the electronic bonding pro-
cess are |P1+z ↑〉, |P2−z ↑〉, |P1+z ↓〉, and |P2−z ↓〉. The
composite Hamiltonian for the TI-SC structure similar
to the BdG Hamiltonian can now be written as
HTS =
(
HT − µ ∆
∆∗ µ− THTT−1
)
(10)
In Eq. 10, µ denotes the chemical potential and T
is the time reversal operator. HTS is the composite
Hamiltonian and HT represents the intrinsic 4-band k.p
Hamiltonian. In the composite Hamiltonian, Eq. 10,
∆ = λ (−→r )F (−→r ) is the pair potential where Fσσ′ (−→r ) =
〈Ψσ (−→r ) Ψσ′ (−→r )〉 is the order parameter and λ (−→r ) char-
acterizes the strength of the attractive interaction poten-
tial as established in the BCS formulation. For the s-
wave superconductor considered here, the pair-potential,
Fσσ′ (
−→r ) = i∆0σy is isotropic and just a number. The
analytic representation of pair-potential changes to a
−→
k
dependent quantity if p or d -type superconductors are
considered. The pair potential Fσσ′ (
−→r ) denotes a cor-
related pair of electrons with opposite momentum and
spin. For the case of a TI, which is turned in to a su-
perconductor, the orbitals with opposite spin and mo-
mentum are paired. The two sets of orbitals in the 4-
band TI Hamiltonian are therefore coupled by two pair
potentials. The full TI-SC Hamiltonian HTS in the ba-
sis set |P1+z ↑〉, |P2−z ↑〉, |P1+z ↓〉, |P2−z ↓〉, −|P1+z ↑〉,
−|P2−z ↑〉, −|P1+z ↓〉, and −|P2−z ↓〉 can be now written
as
HTS =

+M A1kz 0 A2k− 0 0 ∆1 0
A1kz −M A2k− 0 0 0 0 ∆2
0 A2k+ +M −A1kz −∆1 0 0 0
A2k+ 0 −A1kz −M 0 −∆2 0 0
0 0 −∆∗1 0 −−M A1kz 0 A2k−
0 0 0 −∆∗2 A1kz −+M A2k− 0
∆∗1 0 0 0 0 A2k+ −−M −A1kz
0 ∆∗2 0 0 A2k+ 0 −A1kz −+M

− µI8×8
where (k) = C + D1k
2
z + D2k
2
⊥, M(k) = M0 + B1k
2
z +
B2k
2
⊥ and k± = kx ± iky.
In the above Hamiltonian, the Fermi-level µ has been
set to zero. Also, the pair potential ∆1 is assumed for the
zero-momentum fermion pair ψ1↑(k‖, z)ψ1↓(−k‖, z). For
the corresponding, ψ1↓(k‖, z)ψ1↑(−k‖, z), the pair poten-
tial is −∆1.28,29
A more accurate order parameter can be obtained
through a self-consistent calculation. For instance the
order parameter ∆1, is given as
∆1 = f(z)
∫
dk‖〈ψ1↑(k‖, z)ψ1↓(−k‖, z) (11)
In eq. 11, ψ1↑ and ψ1↓ refer to the wave function com-
ponents in the 8 × 1 column vector that correspond to
|P1+z ↑〉 and −|P1+z ↓〉. Details of the self-consistent cal-
culation of the order parameter is discussed in Section III.
As a concrete demonstration of band-gap alteration,
an s-wave superconductor which is characterized by an
isotropic energy-gap and conveniently represented as
∆ = i∆0σy is considered. The surface states can be mod-
eled through a Dirac Hamiltonian written as H0(k) =
vf (σxkx + σyky)− µ. Adding a pair potential such that
fermions with opposite spins and momentum are coupled,
the Hamiltonian takes a simple form(
H0(k) ∆(k)
−∆∗(−k) −H0(−k)
)
(12)
For an s-type superconductor, the pair potential is inde-
pendent of the
−→
k , the Hamiltonian given in Eq.( 12) can
now be solved to obtain a dispersion relationship of the
form
ε = ±
√
(vf |k| ± µ)2 + ∆20 (13)
For a p-type superconductor, the pair potential is gen-
erally expressed as ∆(k) = kx ± iky. The corresponding
dispersion gives the following eigenvalues
ε = ±vf |k| ±∆k (14)
It is easy to see that at the Γ point the pair potential
is equal to zero and band gap closing is preserved. This
is qualitatively different from the s-wave case discussed
earlier.30
5D. Applied Magnetic field
Applied magnetic field represents a significant way to
open a band gap in the spectrum near k = 0. The k = 0
degeneracy is protected by time reversal symmetry which
can be destroyed by a magnetic field. The applied mag-
netic field is incorporated in the Hamiltonian through
the standard Peierls substitution k = k− e
c
A where
−→
A is
the magnetic vector potential. The simplest way to add a
magnetic field is layer the surface of a TI with a ferromag-
net. The ferromagnetic proximity exchange field polar-
ized along an arbitrary direction31 can be written in the
most general way as −→m1 = m1(sinθcosφ, sinθsinφ, cosθ).
To illustrate the effect of a magnetic field, the spectrum
of a TI slab under a
−→
B field directed parallel and per-
pendicular to the surface is computed. For a parallel ori-
entation, the states remain gap-less but are shifted along
the in-plane direction perpendicular to the field. The
surface states around each Dirac cone are approximately
described as
Hxy = vf (σxky − σykx) (15)
This gives a linear dispersion relationship of the form ε =
±vf
√
(k2x + k
2
y). A
−→
B field perpendicular to the surface
(0,0,
−→
B ) can be represented using a Landau gauge
−→
A =
(−−→By, 0, 0). Using the standard Peierls transformation,
the simple Dirac Hamiltonian is transformed to
Hxy = vf
(
0 ky + i(kx + eBy
ky − i(kx + eBy) 0
)
(16)
The eigen values are Landau levels given as ε =
±vf
√
2neB. A simpler Dirac Hamiltonian which cap-
tures the phenomenlogical behaviour of surface electrons
in presence of the exchange field is shown in Eq. 17.
H = ~vfk · σ +m · σ (17)
However, for a surface parallel to the magnetic field,
the same gauge can now be written as
−→
A = (−Bz, 0, 0).
Using the same Peierls transformation, the
−→
k x vector is
now transformed to
−→
kx =
−→
k x + eBz . The
−→
k y vector
remains unchanged. For an x-y surface, z is a constant
which means that eBz is a constant too and commutes
with
−→
k x. The new set of eigen values are therefore writ-
ten as
ε = ±vf
√
(kx + eBz2) + k2y (18)
The only difference is that Dirac cones now appear at
(
−→
kx = −eBz,−→ky = 0). In other words, the eigen energies
of the system are independent of the choice of gauge.
III. Results
A. Comparison between surface states in Bi2Se3
and edge states in HgTe
Two structures are considered to understand the geo-
metric dependence of surface and edge states. 3D topo-
logical insulators with surface states are modeled as thin
films of finite thickness along the z direction while 2D
topological insulators exhibiting edge states are nano-
ribbons with two dimensional confinement along y and
z directions. It must be pointed out here that a nano-
ribbon is constructed out of an inverted quantum well20
to allow topological edge states. 2D TIs are modeled us-
ing the BHZ Hamiltonian described in Section II. For a
Bi2Se3 film, it is observed that surface states are pre-
served for thickness as low as 9.0 nm while the cor-
responding edge states in a CdTe/HgTe/CdTe 2D-TI
nanoribbon requires a thickness of at least 100 nm. This
FIG. 3: Dispersion of a CdTe/HgTe/CdTe nanoribbon con-
struced from an inverted CdTe/HgTe/CdTe quantum well.
Fig. 3a shows a nanoribbon 100.0 nm wide and 8.0 nm thick.
This structure shows a Dirac crossing and topological edge
state. Fig. 3b is 50.0 nm wide and 8.0 nm thick ribbon with
a finite band gap.
suggests that much smaller samples that retain their con-
ducting surface states can be fabricated with 3D TIs than
in the case of a CdTe/HgTe/CdTe 2D-TI. The physi-
cal interpretation of these length scales can be sought in
the delocalization length or penetration depth of these
states. The penetration depth is usually expressed as
ξ = ~vf/M , where M is the bulk band gap and vf is the
Fermi-velocity. By just noting the charge excitation gap,
it is obvious that large difference in penetration depth can
be easily explained. The bulk excitation gap of Bi2Se3
is much higher than that of HgTe, which is a zero band
gap compound.
Another result that supports this observation is the
film thickness at which a gap opens up in a Sb2Te3 com-
pared to Bi2Se3. As a numerical example, the band gap
opening in a 5.0 nm thin-film is 0.0084 eV and 0.0629
eV in Bi2Se3 and Sb2Te3 respectively. Assuming compa-
rable Fermi velocities, Sb2Te3 which has a smaller bulk
band-gap at Γ, the surface states would be more delocal-
ized than Bi2Se3. As a result of greater delocalization,
complete hybridization occurs and gives a larger band
gap opening. The dependence of band-gap for various
Bi2Se3 film-thickness is plotted in Fig. 4.
B. Asymmetric thin films of 3D-TIs
For a symmetric thin film with identical surfaces, the
two Dirac cones representing the surface states are degen-
erate. Asymmetry due to two different surfaces though
can exist on account of inequivalent surface termina-
tion or presence of a substrate. This naturally occurring
asymmetry32 can be reproduced by applying an electric
6FIG. 4: Band-gap opening as a function of Bi2Se3 film thick-
ness. Band gap opens because the two surfaces hybridize.
field along the confinement direction. An example of a
real arrangement of atoms in a Bi2Te3 thin film with Bi
and tellurium surface termination is shown in Fig. 5. Un-
der ideal conditions (ignoring impurity effects), a dipole
is formed between the two surfaces which then host a sin-
gle Dirac cone as shown in Fig. 6. The separation of the
Dirac cones on each surface depends on the asymmetry
induced by the potential.
FIG. 5: A Bi2Te3 thin film with two different surfaces. The
two surfaces have Bi and Te termination thus making them
chemically inequivalent
FIG. 6: A Bi2Se3 thin film with built-in asymmetry. Asym-
metry in this film was artificially introduced by using a small
potential along the confinement direction. The two Dirac
cones are now separated in energy
A more interesting dispersion relationship arises in the
presence of an asymmetric potential in an ultra-thin film.
This situation can be broken in to two parts and results
obtained above can then be combined. For an ultra-
thin film whose surfaces have hybridized, two massive
Dirac hyperbolas are created. Each hyperbola is spin-
degenerate as shown in Fig. 1b. If film asymmetry im-
presses an electrostatic potential breaking inversion sym-
metry, the two Dirac hyperbolas will now split in to four
sets of Dirac hyperbolas (Fig. 7). The spin degeneracy
of the Dirac-hyperbolas is only maintained at the Γ be-
cause it happens to be one of the time-reversal-invariant-
momenta (TRIM) points.33,34
FIG. 7: An ultra-thin Bi2Se3 film with asymmetry. The two
Dirac hyperbolas from the ultra-thin film in presence of asym-
metry are now spin-split. They form four copies, two from
conduction and valence band and maintain degeneracy only
at the Γ point
For a symmetric free-standing film, the spin-up and
spin-down components of the in-plane spin-polarization
are exactly anti-parallel. Interestingly, if spin-
polarization is measured in an asymmetric 3D-TI film,
the two anti-parallel spin components are no longer of
same strength. The amplitude of each spin-component is
now a function of the asymmetry expressed as an electric
potential. The two surfaces of a 3D-TI therefore have
unequal spin-amplitudes. Fig. 8 was obtained by com-
puting the spin polarization for
−→
kx = 0.01nm
−1. The
k -vector is chosen close to the Γ point to satisfactorily
represent the dispersion in the Dirac regime.
C. Superconductor and TI heterostructure
The surface band dispersion of a 3D TI is first pre-
sented followed by a self-consistent calculation of the or-
der parameter. A 50.0 nm Bi2Se3 film was layered with
an s-wave superconductor. The superconductor is as-
sumed to extend up to 25.0 nm. The remaining half
of the slab is pristine Bi2Se3 and possesses regular 3D
TI properties. The s-wave superconductor is assumed to
have the material properties of Aluminium35 whose order
parameter(∆1 in Eq. II C) at T = 0 K is roughly equal
to 0.34 meV. Band dispersion of the surface states for
the Bi2Se3 film coupled to the superconductor is shown
7FIG. 8: Spin-up and spin-down components are of unequal
strength in an asymmetric thin film. The difference in am-
plitude between the two components increase with higher
field/asymmetry.
in Fig. 9a. Since the superconductor extends only un-
til half of the structure, the second surface still shows a
Dirac cone while the top surface has an open band gap.
This is shown in the zoomed out Fig. 9b. Additionally, in
this calculation, the chemical potential µ and the second
order parameters ∆2 has been set to zero.
FIG. 9: The revamped surface dispersion of a 50.0 nm Bi2Se3
film when coated with an s-wave superconductor. Fig. 9a
shows the overall band dispersion while Fig. 9b displays the
energy dispersion around the Dirac cones. The surface with
no superconductor penetration has a TI surface state.
To compute the spatial profile of the order parameter
self-consistently, ∆1 is initially set to the bulk supercon-
ducting gap value for Aluminium. With this value, the
TI-SC Hamiltonian(HTS)is diagonalized and a new or-
der parameter ∆1n using Eq. 11is produced. In Eq. 11,
the function f(z) is set equal to the bulk superconduct-
ing energy gap. ∆1 in the TI-SC Hamiltonian(HTS) is
set to ∆1n and the process is iterated until convergence
is achieved. The spatial profile shows that ∆1 is sig-
nificantly suppressed at 25.0 nm mark which is the TI-
SC interface and drops to zero beyond that as expected
since the superconductor extends only until the halfway
mark. The interface therefore strongly distorts the super-
conductor wave function as demonstrated through this
self-consistent calculation. The oscillations seen in the
FIG. 10: Superconducting order parameter ∆1 calculated self-
consistently at two different chemical potentials is plotted as
a function of the quantized z -axis. The Bi2Se3 film is 50.0 nm
in thickness and superconductor is assumed to extend until
25.0 nm.
order parameter is due to finite discretization along the
quantized z -direction. For calculations presented here, a
matrix of the size 2008 × 2008 was diagonalized. Two
spatial profiles are included for µ = 0 and µ = 0.2 eV.
As evident, the chemical potential does not significantly
impact the order parameter.
D. Spectrum of TI slabs in presence of an
exchange field
An exchange field operational in a ferromagnet and
with a component along the normal (the normal is cho-
sen to be along the z -axis)to the TI film surface opens a
band gap. A relatively thick slab of Bi2Se3 (10.0 nm in
present calculation) which ensures a decoupled top and
bottom surface in presence of a ferromagnetic exchange
field (∆z) shows a band gap opening. A gap equal to
twice the exchange energy appears and the bands acquire
a parabolic character. The linear dispersion, though is
preserved away from the Γ point and the perpendicu-
lar spin-momentum locking, is observed again. For thin
slabs which allow hybridization of the two surfaces, the
Dirac bands change to Dirac hyperbolas as mentioned
elsewhere in this paper. In presence of an exchange
field, which breaks time reversal symmetry, and near k
= 0 the bands split in two states with spin up energies
±Eg/2 + ∆z and two spin down states ±Eg/2−∆z. For
an exchange energy δz = 30meV , the gap induced in a
thick TI slab as shown in Fig. 11a is equal to 0.0585 eV.
This split is roughly twice the chosen exchange energy.
The corresponding split (Fig. 11b) for a thin slab (3.0
nm) is computed to be 0.0510 eV.
Finally, as a demonstration of the assertion made and
analytically derived in Eq.( 18), the axis of magnetiza-
tion for the ferromagnet is assumed to lie along the y-
8FIG. 11: Dispersion plots for two TI slabs in presence of a
30.0 meV z -directed exchange field. The exchange field gives
different band gap openings for a 3.0 nm film (left) with hy-
bridized surfaces in contrast to decoupled surfaces of a thicker
10.0 nm film.
FIG. 12: Dispersion plot for a 10 eV TI slabs with an in-
plane magnetic field (along y-axis) of 10.0 Tesla. The Dirac
cone shifted along kx-axis comes from the ferromagnet coated
surface.
axis. The magnetic field equal to 10.0 Tesla, in Landau
gauge is represented as
−→
A = (Byz, 0, 0) where z is the set
of discretized coordinates along the confined axis. This
choice of magnetic vector potential can be easily verified
through the standard
−→
B = ∇ × ~A relation to represent
a
−→
B field along the y-axis. Further, it was also assumed
that the ferromagnetic proximity effect extends only for
the first three layers of the film. Two Dirac cones are
formed as shown in Fig. 12. One of the Dirac cones which
corresponds to the surface unaffected by the ferromagnet
is at the Γ point. The second Dirac cone which is from
the top surface coated with a ferromagnet has shifted
along the kx-axis to -0.01403 nm
−1. The energies of the
two Dirac cones are equal to 0.02914 eV. The valence
and conduction band component are clearly identified in
blue and red colour respectively in Fig. 12. It is there-
fore imperative to have an out-of-plane magnetization for
a finite band gap and destruction of topological states.
IV. Conclusions
The results presented above demonstrate the finite-
sized effects on 2D and 3D topological insulator states.
3D TI films of thickness as low as 6.0 nm were found
to support surface states. In contrast, a 2D TI
CdTe/HgTe/CdTe nanoribbon must be atleast 100.0 nm
in thickness to prevent hybridization of edge states and
open a band gap. The role of asymmetry in a 3D-TI
was found to gproduce Dirac hyperbolas which for a hy-
bridized thin film is split similar to a Rashba splitting.
It was also shown that influence of an external magnetic
field can be emulated by layering the surface of a 3D TI
with a ferromagnet. The important condition to note
is that the axis of magnetization must have a compo-
nent perpendicular to the surface. A ferromagnet whose
magnetic axis lies in the plane of the surface will shift the
Dirac cone and no band gap opening is observed. Finally,
coating a 3D-TI with an s-wave superconductor leads to a
band gap on account of the well-known proximity effect.
The band-gap opening depends on the strength of the
order parameter which was computed self-consistently in
the calculations shown.
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