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ABSTRACT

CIRCADIAN REGULATION OF THE TIMING OF
PRE-OVULATORY LUTEINIZING HORMONE SURGE
IN MICE AND HAMSTERS
SEPTEMBER 2020
AJAY KUMAR
B.S., GEORGE MASON UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Eric L. Bittman

Endogenous daily (circadian) oscillators ensure the proper timing of physiological
and behavioral processes that are essential to health. A set of core clock genes and their
protein products function in transcriptional/translational feedback loops (TTFLs)
that time and coordinate vital homeostatic, cognitive, and hormonal processes. A
master pacemaker in the suprachiasmatic nucleus (SCN) coordinates circadian function
throughout the organism. Investigating the causal role of genetically defined cell types
in the suprachiasmatic nucleus for circadian rhythms is essential to understand how an
animal’s physiology is temporally organized. This thesis explores the role of molecular
clocks within particular cell types in regulating physiology. This characterization
spans the spectrum from behavior/physiology at the organismal level to characterizing
circadian function at the tissue/cell level. Chapter 1 provides a basic overview of
circadian rhythms and how they regulate physiology and sets the stage for subsequent
sections. In Chapter 2, I describe experiments we performed using conditional mouse
vi

models lacking clock function within a circuit that regulates the Luteinizing Hormone
(LH) surge. I showed that circadian function within multiple cell types is necessary
for the proper timing of LH surge. In Chapter 3, I report on the efforts to determine
whether duper alters autonomous clock mechanism (the TTFL) or whether duper
alters intercellular coupling of circadian oscillators within the SCN. In Chapter 4, I
extend the characterization of the effects of a novel, spontaneous circadian mutation,
duper, on the pre-ovulatory LH surge. I conclude by proposing a model to explain
shifting of phase in a multioscillatory circuit.
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RESEARCH PROBLEM/QUESTION

The SCN sets the phase of, and maintains coherence between, cells elsewhere in
the brain and the body that have a capacity to oscillate on their own. However, we do
not fully understand the physiological significance of this hierarchical organization of
oscillators. The research problem being investigated is the functional significance of
circadian function within nodes of the circadian-neuroendocrine circuit that regulates
timing of the LH surge. Specifically, I address three questions: (i) Are circadian clocks
within SCN necessary and/or sufficient to determine the timing of the LH surge? (ii)
Are circadian clocks within the ovulation circuit outside of the SCN necessary and/or
sufficient to determine the timing of the LH surge? (iii) Do the circadian periods of
neurons in the ovulation circuit have to match in order to generate a normally timed
LH surge? We focus on the cells critical to the LH surge that controls ovulation,
which is under particularly strong circadian control. However, our findings have
further implications in understanding the master-subordinate structure of circadian
organization of other physiological functions.
The spontaneous duper mutation in Syrian hamsters shortens free running period
of locomotor rhythms, expands the range of entrainment, and rapidly amplifies phase
shifting response to acute light pulses in DD [Monecke et al., 2011, Krug et al.,
2011, Bittman, 2014]. Additionally, duper hamsters demonstrate reduced jet lag, with
re-entrainment of locomotor activity rhythms occurring nearly 4 times faster than wild
type hamsters in response to 8 hour phase advance or delay of LD cycle. Therefore,
duper hamsters provide a unique construct to explore circadian organization and
regulation of physiology. I look to answer three questions using duper: (i) Does duper
alter the entrained phase of the LH surge or is its effect on circadian phenotype specific
1

to behavior? (ii) Does the LH surge shift more rapidly in duper hamsters in response
to advances of the LD cycle? (iii) Does the duper mutation differentially affect SCN
(master) and extra-SCN (subordinate) oscillators? To answer the latter question, I
utilize clock gene reporter constructs to record real time in-vitro rhythms of clock
genes. Studies exploring re-entrainment have focused on locomotor behavior. My
findings will not only explore change in re-entrainment speed on LH surge, but also
extend the characterization of duper.
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CHAPTER 1
INTRODUCTION: CIRCADIAN RHYTHMS AND
PRE-OVULATORY LUTEINIZING HORMONE SURGE

1.1

Properties of Circadian Rhythms

In order to maintain appropriate phasing with the external environment, living
organisms need to vary their metabolism, physiology, and behavior to keep them in
tune with the regular environmental changes. The ability to anticipate and prepare for
these environmental cycles are conferred by intrinsic molecular clocks [Shearman et al.,
2000] that are entrained to the 24-hour solar day. The endogenous nature of these
rhythms is revealed experimentally by these daily oscillations persisting in constant
environmental conditions [Duffy and Czeisler, 2009] with a cycle length close to 24
hours (hence circa dian’, Latin for ‘about a day’). In natural conditions, entrainment
of the circadian mechanism to the environment sets the period to exactly 24 hours,
matching internal time to solar time. Typically, entrainment is achieved by the cycle
of light and dark, although relevant non-photic cues (example: food availability) may
also contribute. A key characteristic of these circadian rhythms is that they are
temperature compensated [Bodenstein et al., 2012] without which they would run
faster or slower at higher temperatures and thus be unable to predict solar time.

1.2

The Intracellular Molecular Clock

All mammalian cells express machinery for the molecular clockwork which involves
an intracellular, auto-regulatory, delayed negative feedback model, incorporating transcriptional and posttranslational feedback loops (TTFLs). The molecular clock consists
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of a temporally ordered, self-sustaining and self-initiating sequence of transcriptional
and translational events which at its core consist of BMAL1 forming a dimer with
CLOCK (BMAL1:CLOCK) and activating transcription of not only period (Per )
and cryptochrome (Cry) genes, but also a whole host of clock-controlled genes via
E-box promoter elements [Ko and Takahashi, 2006]. Period (PER) and cryptochrome
(CRY) proteins form heterodimers with each other as well as with serine/threonine
kinases, casein kinase 1 δ (CK1δ) and casein kinase 1  (CK1), in the cytoplasm and
they translocate to the nucleus and inhibit the transcriptional activation provided
by BMAL1:CLOCK. As PER and CRY proteins are degraded through ubiquitin
(Ub)-dependent pathways, repression on BMAL1:CLOCK is relieved and the cycle
begins again with ∼24hr periodicity [Ko and Takahashi, 2006]. In mammals, Per1
and Per2, Cry1 and Cry2, Bmal1, and Clock are considered core clock genes: if they
are manipulated via knockout or mutation, animals become arrhythmic [Vitaterna
et al., 1994, van der Horst et al., 1999, Kume et al., 1999, Bunger et al., 2000, Albrecht
et al., 2001]. However, mice in which just Per1, Per2, Per3 or Cry1, or Cry2 are
deleted are able to maintain behavioral rhythms in constant darkness with an altered
period and achieve phase shifts [van der Horst et al., 1999, Zheng et al., 2001, Bae
et al., 2001]. Clock isoforms may be compensatory or serve different functions [Zheng
et al., 2001]. For instance, PER1 interacts with CRY1/2 to influence the phase of
transcription [Bae et al., 2001], whereas PER2 modifies gene expression and regulates
phosphorylation and transcription by modifying CK1 activity in mice [Qin et al.,
2015]. Cry1 knock-out mice have a ∼22.5 h period [Vitaterna et al., 1999, van der
Horst et al., 1999] and have reduced Per induction in response to light [Vitaterna
et al., 1999]. Cry2 knock-out mice have a longer than usual period, as the loss of
CRY2 unmasks the unopposed effects of the more potent regulator, CRY1 [Anand
et al., 2013]. NPAS2 can serve as a substitute for CLOCK in the SCN [DeBruyne
et al., 2007a] but is insufficient to maintain rhythmicity in peripheral oscillators [De-
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Figure 1.1. Mammalian Molecular Clock. Adapted from [Takahashi, 2017].

Bruyne et al., 2007b]. However, the insufficiency in maintaining peripheral oscillator
rhythmicity has been disputed [Landgraf et al., 2016].
In addition to the Per and Cry target genes, the BMAL1:CLOCK complex also
activates the expression of genes encoding the nuclear receptors REV-ERBα and REVERBβ by acting on the retinoic acid-related orphan receptor (ROR)-binding elements
(ROREs). The rhythmic expression of REV-ERBα and REV-ERBβ leads to the
repression of Bmal1 and Clock which induces a rhythm in Bmal1 that is in anti-phase
with PER expression rhythms (Preitner et al., 2002). REV-ERBα’s participation in
5

regulation of circadian Clock expression could be explained the presence of a direct
repeat element (DR2) in the first intron of human CLOCK gene, which is 16,630 bp
downstream of the putative transcription initiation site [Preitner et al., 2002]. These
interlocked feedback loops of activators and repressors form a canonical positivefeedback and negative-feedback gene network motif [Novák and Tyson, 2008]. A
third BMAL1:CLOCK driven transcriptional loop involves the PAR-bZip (proline and
acidic amino acid-rich basic leucine zipper) factors: DBP (D-box binding protein),
TEF (thyrotroph embryonic factor) and HLF (hepatic leukaemia factor). These
proteins interact at sites containing D-boxes with the repressor NFIL3 (nuclear factor,
interleukin-3 regulated; also known as E4BP4), which is driven by the REV-ERBROR loop [Mitsui et al., 2001,Gachon et al., 2004]. Together, these three interlocking
transcriptional feedback loops [Figure 1.1] can generate cycles of transcription with
various phases of expression depending on the combination of cis-elements (that is,
E-boxes, ROREs and D-boxes) in the promoters and enhancers of specific target
genes [Ueda et al., 2005].
Post-transcriptional modifications also play a large role in rhythmic protein expression. Approximately 20% of liver proteins display circadian oscillations, yet half
of them do not have corresponding rhythmic transcripts [Reddy et al., 2006]. BMAL1
acts as a transcription factor for many clock genes, yet there is a wide range in the
phase relationship between BMAL1 binding and mRNA accumulation suggesting posttranscriptional regulation [Reddy et al., 2006]. Rev-erbα, Rev-erbβ, Dbp, Tef, and
Dec2 pre-mRNA closely follows BMAL1 binding, whereas expression of Per1, Per2,
and Cry2 have ∼4hr delay, and Cry1, Rorγ, and E4bp4 have ∼12hour delay [Rey et al.,
2011]. Studies show that BMAL1 is also an important translational regulator [Lipton
et al., 2015a]. Phosphorylation of BMAL1 by the mTOR-effector kinase, ribosomal
S6 protein kinase 1 (S6K1), allows it to associate with translational machinery for
protein synthesis [Lipton et al., 2015b].
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1.2.1

Monitoring the Molecular Clock

Circadian timing by its nature is a dynamic process and therefore benefits from
real-time imaging approaches compared to snapshots of gene expression in tissue extracts. The development of genetically encoded reporters allows for deep exploration of
the molecular clock. Genetically encoded reporters exploit either luciferase-dependent
bioluminescence or fluorescent proteins for real-time, long-term, high-throughput monitoring of circadian rhythms. Aggregate bioluminescence can be detected by photonmultiplier tubes (PMT) with high throughput, while CCD-based bioluminescence or
fluorescence microscopy provides spatial resolution at the cost of throughput. These
circadian gene reporters can be genomically encoded, as a transgene or a knock-in, or
delivered via adenoviral (Adv)-, or adeno-associated (AAV)-, or lentiviral (LV)- based
viral vectors [Parsons et al., 2015, Enoki et al., 2017]. Despite high titer and transduction efficiency of adenovirus, they only provide transient gene expression as the
vector is not incorporated into the host genome. Differences in packaging capacity (LV
greater than AAV) and efficiency of transduction (Adv greater than AAV greater than
LV in brain slices) and cell type-specific tropisms are important considerations when
using viral vectors, but they nevertheless offer considerable advantages of flexibility,
rapid generation and validation.
The creation of transgenic PER1-Luciferase (PER1-Luc) reporters in mice [Yamaguchi et al., 2000] and rats [Yamazaki et al., 2000] allowed real-time monitoring of
Per1 transcription in primary mammalian tissues. The recorded peak of PER1-Luc
bioluminescence matched the peak of the measured endogenous Per1 mRNA late in
the circadian day, confirming the validity of these circadian reporters. Additional transcriptional reporter mice, Bmal1 -Luc [Robles et al., 2010] and Cry1 -Luc [Maywood
et al., 2013a] have allowed for deeper exploration and understanding of the molecular
clock. The first translational circadian reporter mouse, PER2::LUC, produced as a
knockin fusion protein rather than as a transgene, showed that endogenous Per2 pro-
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tein levels reported as bioluminescence also exhibited robust rhythms in culture [Yoo
et al., 2004]. To avoid possible complications arising from knock-in fusion-protein
reporter constructs, transcriptional luciferase reporters driven by mouse Per2 were
also generated [Yoo et al., 2005]. Additional transcriptional reporter mice, such as
Bmal1 -Luc [Robles et al., 2010] and Cry1 -Luc [Maywood et al., 2013b] allows for
investigation of exploration of the positive limb and negative limb, respectively of the
circadian clock. The advantage of multiplexing has led to generation of fluorescencebased transcriptional reporters, Per1-Venus and Per2-DsRed [Cheng et al., 2009]. Due
to the long half-life of fluorescence proteins, modified versions of GFP have also been
used to capture circadian dynamics [Kuhlman et al., 2000]. With improvements in
quantitative imaging, knockin fluorescent protein reporters, PER2::VENUS [Smyllie
et al., 2016b] and Bmal1V enus [Yang et al., 2020], allow for single-cell, quantitative
tracking of circadian rhythms.

1.3

Central Control of Circadian Rhythms

The suprachiasmatic nucleus of the hypothalamus (SCN) acts as a master pacemaker [Weaver, 1998]: its destruction eliminates circadian rhythms of physiology
and behavior, as well as longer-term rhythms in reproduction including the estrous
cycle and seasonal breeding. Transplantation of the SCN restores behavioral oscillations [Lehman et al., 1987] with the period of the donor [Ralph et al., 1990], even in
genetically arrhythmic hosts [Sujino et al., 2003]. Thus, the SCN is not only necessary but also sufficient to drive behavioral circadian rhythms. The SCN comprises
approximately 20,000 neurons that are subdivided into the ventrolateral (core) and
dorsomedial (shell) regions that are defined based on innervation and neuropeptidergic phenotype. Whereas all SCN neurons express the inhibitory neurotransmitter
GABA [Abrahamson and Moore, 2001], the shell subdivision shows localized expression of arginine vasopressin (AVP) and the core subdivision shows localized expression
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of vasoactive intestinal peptide (VIP), and gastrin-releasing peptide (GRP). Several
other neuropeptides including, neurotensin, somatostatin, Neuromedin S (NMS), and
prokineticin2 (PROK2), are expressed in cells across the SCN, following or traversing
the subdivisions [Abrahamson and Moore, 2001, Lee et al., 2015, Park et al., 2016].
The core region is the principal site of direct and indirect retinal innervation that
sets the internal clock phase relative to the external environment [Dibner et al., 2010].
The direct retinal innervation of the SCN is via the retinohypothalamic tract (RHT),
a monosynaptic pathway from a subset of retinal ganglion cells (RGC) that project
to retinorecipient neurons via the optic nerve and optic chiasm [Abrahamson and
Moore, 2001]. Light-dependent entrainment signals are mediated by glutamatergic
and peptidergic (PACAP) stimulation of VIP and GRP cells in the core SCN by the
RHT terminals [Jagannath et al., 2013]. The core to shell communication is mediated
via GABA-, VIP- and GRPergic signaling [Hastings et al., 2018]. Finally, through
axonal [Leak and Moore, 2001,Kriegsfeld et al., 2004,de la Iglesia and Schwartz, 2006]
and humoral [Silver et al., 1996] outputs, the core and shell SCN sets the phase of and
maintains coherence between cells elsewhere in the brain and ultimately throughout
the body.

1.3.1

Network Timing Properties of the SCN

The neurons of the SCN, elsewhere in the brain, and cells throughout the body
share the same molecular architecture and capacity to generate sustained circadian
rhythms [Yoo et al., 2004]. However, a high degree of intercellular coupling between
the neurons of the SCN forms a robust neuronal network [Welsh et al., 2010] that is
resistant to phase perturbations and can be synchronized to broadcast a unified time
signal [Herzog et al., 2017]. The directionality of connectivity between the subdivisions
of the SCN that gives rise to this emergent robust network property is not uniform,
with more contacts made by core VIP neurons onto shell AVP neurons and core GRP
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neurons receiving more appositions from shell AVP neurons [Varadarajan et al., 2018].
Additionally, cellular activity patterns across the SCN circuit are not simultaneous,
with imaging studies revealing waves of cellular activity that travel across the SCN
circuit in a dorsomedial to ventrolateral trajectory [Yamaguchi et al., 2003,Brancaccio
et al., 2013, Evans et al., 2013].
The loss of VIP or VIP receptor (VPAC2) in the SCN leads to disruption of
circadian behavioral and endocrine rhythms, demonstrating the necessity of VIP
signalling for proper synchronization across the SCN circuit [Sheward et al., 2007].
A VIP-competent SCN is able to initiate and sustain the core molecular clock of
an initially arrhythmic VIP-deficient SCN [Maywood et al., 2011]. This evidence
highlights a paracrine mode of action for VIP in the SCN circuit synchronization. Loss
of G-protein coupled receptors (GPCRs) for AVP weakens coupling and reduces jetlag,
demonstrating the role of AVP signaling in coupling across the SCN circuit [Yamaguchi
et al., 2013]. AVP, like VIP, has a paracrine role where an SCN graft can drive the
molecular clock of a VPAC2-null SCN [Maywood et al., 2011].

1.3.2

Cell-autonomous Timing Properties of SCN

Another critical property of the SCN circuit is the ensemble period. Despite the
multitude of clocks running within the cells of the SCN and the rest of the body, cellular
and circuit-level integrity is maintained in the face of genetic or pharmacological
intervention to push the period out of the usual 24 hours [Patton et al., 2016]. With
physical or pharmacological isolation, individual SCN cells express a range of freerunning periods that deviate around the ensemble mean. An open question raised
by this observation is whether there exists a population of “pacemaker” cells within
the SCN responsible for the ensemble period. Genetic manipulation to lengthen the
period of shell AVP neurons is sufficient to slow behavioral rhythms in mice, however,
the effects dissipated when rhythms were measured in isolated SCN cultures [Mieda
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et al., 2015,Mieda et al., 2016] ruling out the sufficiency of AVP cells as the pacemaker.
Although the NMS peptide is not essential for normal circadian function, the cellautonomous period of NMS cells is sufficient to define both the behavioral circadian
period and the SCN TTFL period, indicating possible pacemaker activity [Lee et al.,
2015]. However, since NMS cells comprise the majority (∼60%) [Lee et al., 2015] of
SCN neurons (Figure 1.2), this effect could be quantitative rather than a qualitative
effect. Another intriguing candidate for pacemaker cells in the SCN is cells expressing
the dopamine 1a receptor (Drd1a). Drd1a cells include most SCN VIP cells and ∼50%
of AVP cells, and overall about 50-60% of the SCN neurons (Figure 1.2) [Smyllie et al.,
2016a]. Optogenetic activation of Drd1a cells is sufficient to entrain the core molecular
clock of the SCN and behavioral rhythms [Jones et al., 2015]. Lengthening the period in
Drd1a cells leads to lengthening of behavior rhythms and SCN TTFL rhythms [Smyllie
et al., 2016a]; however, this effect is not complete, with some animals not displaying
the lengthened period. These data point to ensemble period determination being based
on complex and flexible computations with more flexibility rather than simple, linear
computations based on fixed cellular identities [Abrahamson and Moore, 2001,Smyllie
et al., 2016a] (Figure 1.2).

1.4

Peripheral Control of Circadian Rhythms

The master SCN clock can adjust peripheral clocks via circulating hormones and
other cues [Yang et al., 2007]. Therefore, the peripheral clocks need to integrate
the signals from the SCN as well as local signals to maintain homeostasis. Single
deletions of most essential core clock genes do not entirely disrupt circadian rhythms
due to the robust SCN coupling as well as redundancy in core clock genes [Liu et al.,
2007, Liu et al., 2008]. Bmal1 is the only core clock gene knockout that eliminates
all molecular and behavioral rhythms and deficiency of this gene precipitates other
phenotypes including decreased body weight and activity [Kondratov et al., 2006].
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Figure 1.2. (Left) Venn diagram representation of cell distributions of the SCN.
(Right) AVP, NMS, and Drd1a cells are strongly implicated in pacesetting. Adapted
and modified from [Smyllie et al., 2016a]

Targeted disruption of clock activity in the periphery affects the temporal expression
of some but not all core genes [Kornmann et al., 2007a], indicating integration of local
control along with systemic cues from the master pacemaker to generate tissue-specific,
rhythmic output. The SCN relays temporal information to peripheral oscillators via (i)
autonomic innervation, (ii) humoral signals, and (iii) feeding-related cues. One of the
well investigated humoral signals are rhythmic glucocorticoids via autonomic inputs.
Dexamethasone (a glucocorticoid analog) shifts the phase of clock gene expression
in liver, kidney, heart, and cultured fibroblasts [Balsalobre et al., 2000]. Core clock
genes (Bmal1, Cry1, Per1, Per2 ) contain glucocorticoid-response elements (GREs) in
their regulatory regions [Yamamoto et al., 2005, Reddy et al., 2007, So et al., 2009].
Peripheral oscillators in fibroblasts, liver, kidney, and lung are sensitive to temperature
changes and can be entrained by temperature pulses [Brown et al., 2002, Kornmann
et al., 2007b, Abraham et al., 2010, Buhr et al., 2010]. While the SCN is resistant
to temperature cycles, temperature cycles driven by SCN can be used as entraining
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signal for peripheral oscillators. Rhythms in feeding behavior can also affect peripheral
clocks. The clock in the liver is especially sensitive to feeding rhythms. Scheduled
meal timing leads to a shifted phase in rhythms of clock gene and protein expression in
liver [Damiola et al., 2000, Stokkan et al., 2001]. Also, livers of arrythmic Cry1/Cry2
null mice display rhythms in transcripts when fed in regular 24 hr intervals [Vollmers
et al., 2009]. A recent study found daily molecular oscillations in skin fibroblasts
and liver slices from animals lacking Bmal1 that persisted in the absence of light or
temperature cycles [Ray et al., 2020].

1.5

Circadian Mutations

Much of our understanding of the molecular clock comes from investigations of
circadian mutants. The first of these was tau, a spontaneous mutation in hamsters
that exhibits an endogenous free-running period of 22 hr in heterozygotes [Ralph
and Menaker, 1988]. The heritability of this trait was demonstrated when the cross
between the mutant hamster with wild type hamster resulted in 50% of offspring with
22 hr free-running period and 50% with 24 hr free-running period. Intercrosses of
the F1 progeny produced F2 generation with a 1:2:1 Mendelian ratio of 20 hr: 22hr:
24 hr periods. Thus, the spontaneous tau mutation segregates in a semi dominant
manner [Ralph and Menaker, 1988]. The definitive demonstration of the SCN as
the master circadian pacemaker was obtained from transplantation experiments with
the tau model [Ralph et al., 1990]. Rhythms in firing rates measured in individual
SCN neurons on fixed microelectrode plates revealed that the whole animal circadian
period can be determined by averaging periods of individual SCN cells. These findings
demonstrated that the tau mutation affects circadian function in a cell autonomous
manner [Liu et al., 1997]. Investigation of the tau mutation identified it as a single
nucleotide change in the gene encoding CK1 [Lowrey and Takahashi, 2000] that
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increases the phosphorylation rate of PER2, resulting in a shorter period [Dey et al.,
2005, Gallego et al., 2006, Meng et al., 2008].

1.5.1

The Duper Mutation

A second hamster circadian mutant was discovered in the Bittman lab on the
homozygous “super short” background. These hamsters displayed a shorter freerunning period in constant dark of ∼18 hrs, which was shorter than the ∼20 hrs period
of homozygous “super short” animals, and so were called “super duper”. The mutation
was called “duper” after isolation through backcrosses onto a wild type background.
The duper single mutants displayed a free-running period of ∼23 hrs [Monecke et al.,
2011]. Mutant duper hamsters are also unique in that they show a striking exaggeration
of phase shifts (type 0 Phase Response Curve (PRC)): their clock can be shifted 6-12
hours in response to a 15 minute light pulse 3 or 6 circadian hours after onset of
activity (early and mid-subjective night, respectively; [Krug et al., 2011]). Mutant
duper hamsters that were born and raised in DD also display type 0 PRC [Krug et al.,
2011]. indicating that high amplitude PRC is not an aftereffect of entrainment to a
T cycle that deviates greatly from endogenous free-running period (τ ). Unlike tau
hamsters, duper mutants entrain to a 14:10LD cycle and show greatly expanded range
of the limits of entrainment (down to 14.5 hr) consistent with the high amplitude
phase response curve (PRC) [Krug et al., 2011, Manoogian et al., 2015]. A striking
feature of the duper mutant phenotype is the amplification of the response to light.
The duper mutant phenotype is not attributable to a change in retinal sensitivity,
as the intensity threshold for light-induced phase shifts is similar to the wild type,
suggesting the mutation is not acting on the input to the pacemaker [Bittman, 2014].
Two different models have characterized the effect of light on the circadian clock.
A parametric model, in which light speeds up or slows down the clock depending
on the phase, and a non-parametric model, in which light causes an instantaneous
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discrete phase shift. Entrainment to an environment which has a period different
from the endogenous oscillator can be achieved via daily phase shifts. The phase
at which the light pulse is received determines the direction and amplitude of phase
shift [DeCoursey, 1960, Pittendrigh and Daan, 1976]. Light pulses in early subjective
night cause a delay, whereas light pulses in late subjective night cause a phase advance.
Extending the models to phase shifts, the parametric model suggests core clock gene
expression and clearance of protein products increases gradually after a light pulse.
The non-parametric model suggests that a light pulse causes an instantaneous change
in core clock gene expression.
Aschoff’s rule states that nocturnal animals will increase period in LL due to the
effect of light on pacemaker velocity [Aschoff, 1960,Pittendrigh and Daan, 1976,Taylor
et al., 2010]. When kept in LL for 30 days, the duper mutants showed a decrease of
period, whereas WT hamsters initially showed a decrease in period upon transition
from DD to constant dim, but the period increased as light intensity increased [Bittman,
2014]. Similar to duper hamsters, mice deficient in Clock also violated Aschoff’s rule
and displayed high amplitude PRC [Dallmann et al., 2011]. Rapid (non-parametric)
phase resetting was tested with a double-pulse experiment which revealed that duper
hamsters displayed stronger resetting and exhibited an additive effect of the first pulse.
Previous two-pulse experiments in Syrian hamsters established that the phase-advance
part of the PRC shifts within a few hours after a light pulse at CT 18 by applying a
second light pulse 1 to 2 hr after the first pulse [Best et al., 1999]. Wild type hamsters
displayed weak resetting and did not show an additive effect of the first pulse [Bittman,
2014]. This indicates that larger phase shifts take longer to complete. These findings
suggest that the duper mutation affects the phase response curve, parametric and
non-parametric responses to light, and properties of the central pacemaker [Bittman,
2014].
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Most known clock genes and modifiers have been genetically modified to assess their
role in the molecular clock [Lowrey and Takahashi, 2011], yet no mutation shares the
full phenotype of duper mutants. While like tau, the duper allele shortens free running
period, it is not a change in the coding sequence of CK1 or CK1δ. Experimental and
modeling data hypothesize that the duper phenotype could arise due to weakened
coupling along components of the circadian pacemaker [Manoogian et al., 2015]. In
early RNA-sequencing work, Cry1 mRNA in SCN of duper hamsters was reduced 4
fold and 8 fold in cortex compared to wild type hamsters. Sequencing cDNA’s from
RNA-sequencing failed to identify a change in the coding region of any of the core
clock transcripts. Intensive genomic DNA sequencing identified duper as a C deletion
leading to a stop codon in exon 4 of Cry1 [Bittman & Hogenesch, unpublished].
Cry1 knock-out mice display intact rhythms of locomotor activity in constant
darkness with a shorter period than wild type mice [van der Horst et al., 1999].
Similarly, SCN slices from Cry1 null mice are strongly rhythmic with short period in
parallel with behavior [Liu et al., 2007]. However, non-SCN tissues, fibroblasts, and
dissociated SCN neurons from Cry1 KO mice showed rare, transient rhythms [Liu
et al., 2007]. The coupling among the single cell oscillators of the SCN is responsible
for the compensatory effect observed in Cry1 KO SCN slices [Evans et al., 2012].
Therefore, duper provides a unique opportunity to interrogate and understand
the circadian system. With the knowledge of the duper mutation, we can ask if the
high amplitude PRC in hamsters is species specific or would a mouse carrying the
mutation display it as well? Another open question is despite the knowledge of duper
affecting the cell-autonomous oscillator, does it affect peripheral clocks or does the
truncated protein lead to changes in pacemaker coupling specifically?
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1.6

Circadian Control of Pre-Ovulatory Luteinizing Hormone
(LH) Surge

There is good evidence that the circadian clock in the SCN governs the time of
the pre-ovulatory luteinizing hormone (LH) surge. The LH surge, a pivotal event
regulating fertility, occurs in early evening in nocturnal rodents [Christian and Moenter,
2010], coordinating time of maximal fertility with activity. During most of the rodent
estrous cycle, LH levels are low due to negative feedback effects of gonadal steroid
hormones. On proestrus, there is a switch in action of estradiol to positive feedback
and along with a timed, neural signal from the SCN leads to a coordinated release
of GnRH that drives a surge of LH release from the pituitary. The LH then acts
on the ovary to cause ovulation. In mice, rats, and hamsters, the pre-ovulatory
LH surge is initiated late in the afternoon on the day of proestrus [Norman and
Spies, 1974, Legan et al., 1975, Chappell, 2005]. The daily occurrence of a neural
signal triggering the LH surge was established over 70 years ago by the finding that
daily administration of barbiturates within a specific time period on the afternoon of
proestrus for 1-3 days prevents ovulation or the LH surge for 1-3 days, respectively,
thereby delaying the estrous cycle up to 3 days [Everett and Sawyer, 1950]. Based
on this finding, the “critical period” was defined as the time on proestrus when
barbiturate administration blocks the pre-ovulatory LH surge and ovulation, and
it has been interpreted to indicate that interval during which the neural trigger for
the LH surge occurs. The critical period begins about 2 or 3 h before the first
detectable increase in circulating LH levels in proestrous Syrian hamsters [Stetson
and Watson-Whitmyre, 1977] or rats [Gay et al., 1970], respectively, and lasts for
about 2 h in both species. Presentation of nonphotic timing signals, such as novel
wheel confinement and transfer to a new cage, which caused a >1h phase advance
in male rodents also caused a 1-day delay in estrous cycles [Young Janik and Janik,
2003]. Light cycle manipulations that change the period or phase of the circadian
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locomotor rhythm also modify the timing of the LH surge; however, the new onset
of the LH surge is still tightly coupled to the new onset of locomotor activity [Alleva
et al., 1971, Fitzgerald and Zucker, 1976, Moline and Albers, 1988]. “Split” hamsters
that display disassociated activity rhythms in constant light (LL), display two LH
surges within a single 24 hour window [Swann and Turek, 1985], with a marked leftright asymmetry in activation of GnRH neurons [de la Iglesia et al., 2003]. In Syrian
hamsters with the circadian tau mutation, the onset of the LH surge is still phase
locked with earlier onset of locomotor activity [Lucas et al., 1999].
SCN lesions render rats and hamsters permanently anovulatory and eliminate
LH surges [Wiegand et al., 1980, Meyer-Bernstein et al., 1999]. Lateralization of
GnRH/Fos in split hamsters [de la Iglesia et al., 2003] indicates neuronal rather than
humoral connections between SCN and GnRH cells. Two SCN-derived neurochemical
pathways are often offered as prime candidates to control the initiation of the LH
surge (Figure 1.3). The first is a direct monosynaptic pathway whereby vasoactive
intestinal polypeptide (VIP) secreting neurons of the ventral SCN project directly to
GnRH cells [van der Beek et al., 1993, Kriegsfeld et al., 2002] (Figure 1.3). GnRH
neurons targeted by VIP express FOS around the time of the LH surge and antisense
oligonucleotides directed against VIP attenuate and delay the LH surge in estradioltreated animals [Harney et al., 1996]. Additionally, blocking the VPAC2 receptor
attenuates GnRH neuronal cell firing during the afternoon surge in female, estradioltreated mice [Christian and Moenter, 2008]. The presence of VIP afferents on GnRH
neurons is sexually dimorphic, with female rats exhibiting higher VIPergic innervation
[van der Beek et al., 1993, Horvath et al., 1998], however only a small percentage of
GnRH neurons receive contact from VIP cells across rodent species [Van der Beek
et al., 1997, Kriegsfeld et al., 2002], well below the percentage of GnRH neurons that
are activated at time of surge [Lee et al., 1990].
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The anteroventral periventricular nucleus (AVPV) is also a critical neural locus for
the initiation of the LH surge due to its population of kisspeptin cells which integrate
ovarian (estrogen) feedback with circadian timing signals. Lesions of the AVPV
eliminate estrous cyclicity [Wiegand et al., 1980]. The SCN projects to the AVPV
providing an indirect pathway for temporally controlling cell populations driving
GnRH activity [Kriegsfeld et al., 2004]. Vasopressinergic (AVP) input from the
SCN to the AVPV, target kisspeptin (KISS, the product of the Kiss I gene) cells
in order to activate their discharge and thus trigger the LH surge [Williams et al.,
2011, Palm et al., 2001, Smarr et al., 2012, Khan and Kauffman, 2012, Smith et al.,
2006, Adachi et al., 2007, Clarkson et al., 2008]. These projections are relevant for
phase coordination of downstream oscillators by the AVP cells [Evans et al., 2015b].
AVP injection into pre-optic area (POA) of SCN lesioned rats has been shown to
be sufficient to induce LH secretion in rats [Palm et al., 1999] and mice [Miller
et al., 2006]. KISS1 positive AVPV neurons send axonal fibers to GnRH cells, which
express the kisspeptin receptor (Kissr1), also known as G protein-coupled receptor
54 (Gpr54) [Kinoshita et al., 2005, Clarkson and Herbison, 2006, Irwig et al., 2004].
Arcuate neurons that co-express kisspeptin, neurokinin B, and Dynorphin (KNDy cells)
may also gate the LH surge through both ascending and descending regulation of GnRH
cells (via dynorphin), and recent evidence indicates AVP and VIP may regulate KNDy
electrophysiology [Schafer et al., 2018]. Exogenous KISS administration potently
induces LH release and up-regulates FOS expression in GnRH neurons [Gottsch et al.,
2004]. Additionally, blocking Kiss1 signaling with Kissr1 antagonists or KISS antibody
treatments abolishes the LH surge [Kinoshita et al., 2005, Pineda et al., 2010, Smith
et al., 2011]. A large percentage of KISS-immunoreactive (ir) neurons in the AVPV
express ER-α and Kiss1 mRNA is up-regulated by estradiol administration in OVX
animals [Smith et al., 2005]. Finally, KISS1 cells express FOS at the time of the
LH surge in naturally cycling and OVX + E rats [Smarr et al., 2012, Smith et al.,
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2006, Adachi et al., 2007]. Activation of KISS neurons as marked by increased cFOS
expression around time of LH surge is coincident with increased cFOS expression in
GnRH neurons and is preceded by peaks in cFOS expression in SCN [Tsukahara,
2006], supporting the sequential link of activation between the SCN, AVPV, and
GnRH neurons.
GnRH neurons do not express estrogen receptor (ER)-α, the ER subtype responsible for the positive feedback effects of estradiol (E2) on the LH surge [Wintermantel
et al., 2006]. However, SCN [Shughrue et al., 1997b, Shughrue et al., 1997a] and
GnRH neurons both express ER-β. Experiments with ER-β knock out mice show a
role for these receptors in GnRH neurons in modulating puberty and reproduction
and do not play a critical role in the surge [Novaira et al., 2018]. The AVPV has been
proposed as a candidate point for convergent E2 and circadian signals [Petersen et al.,
2003], as ER-α is abundantly expressed in this nucleus and the cells in the AVPV are
both innervated by [de la Iglesia et al., 1995, Watson et al., 1995] and project to SCN
neurons [De La Iglesia et al., 1999].
GnRH neurons show immunoreactivity for PER1 protein, and GT1-7 immortalized
GnRH cell line exhibits circadian rhythms of clock gene expression after the cells are
synchronized by serum shock [Olcese et al., 2003, Gillespie et al., 2003, Chappell
et al., 2003]. PER2 and BMAL1 proteins oscillate with a 24 hour period in GnRH
cells, although the oscillations are not as homogenous as other tissues [Hickok and
Tischkau, 2010]. A light pulse that induces a phase delay in the locomotor rhythm,
causes a similar delay in peak expression levels of BMAL1 and PER2 in GnRH cells
[Hickok and Tischkau, 2010]. Additionally, KISS neurons in the AVPV display an E2dependent daily rhythm, driven by the intrinsic circadian clock acting in combination
with a timing signal from the SCN [Chassard et al., 2015]. These data point to a
multioscillator organization wherein the SCN times the LH surge by entraining the
endogenous rhythmicity of subordinate oscillators within the GnRH and/or KISS cells.
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Experiments reported in this dissertation will test this hypothesis by addressing the
role of circadian clock function within these neuronal populations.
It is likely that other neural loci upstream of the GnRH cells also contribute to the
timing of the LH surge and could represent additional indirect pathways from the SCN
[Figure 1.3]. RFamide-related peptide (RFRP), the mammalian ortholog of the avian
gonadotropin-inhibitory hormone (GnIH), also modulates the reproductive axis by
inhibiting GnRH neurons. Administration of RFRP-3, both centrally and peripherally,
leads to a rapid and significant inhibition of LH secretion, as first shown in rodents and
later other species [Kriegsfeld et al., 2006, Clarke et al., 2008, Kadokawa et al., 2009].
The arcuate Kisspeptin cells, called KNDy neurons as they coexpress neurokinin B
and dynorphin, provide inhibiton to AVPV kissptin neurons through dynorphin and
play a role in limiting the magnitude of the LH surge along with being essential
for tonic LH secretion and estrous cycles [Helena et al., 2015, Mittelman-Smith et al.,
2016]. RFRP-3-expressing neurons, found exclusively in the hypothalamic dorsomedial
nucleus (DMN) of rodents, send numerous neural projections to GnRH cell bodies
in the forebrain and GnRH axonal fibers in the median eminence; more than 40% of
GnRH neurons receive RFRP-3 projections [Kriegsfeld et al., 2006,Gibson et al., 2008].
RFRP-3 neurons express ER-α and, in at least one study, showed increased c-Fos
expression following E2 administration [Kriegsfeld et al., 2006], and are hypothesized
to “turn off” around the time of the LH surge, thereby removing inhibition from
GnRH neurons. While both AVP- and VIP-positive fibers from the SCN extend to
the DMN in rodents [Gibson et al., 2008, Abrahamson and Moore, 2001], it is not
known which of these, if any, innervate RFRP-3 cells. At the time of the LH surge
on proestrus, RFRP-3-immunoreactive neurons are reduced in number and also show
reduced c-Fos co-expression, relative to earlier or later time-points [Gibson et al., 2008].
This circadian-timed decrease in the RFRP-3 system suggests a reduced inhibition by
RFRP-3 on the GnRH system in the late afternoon. Without E2, RFRP-3 neurons
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do not demonstrate daily Kiss1 changes in c-Fos expression [Gibson et al., 2008].
Additionally, vasopressinergic projections from the SCN to the subPOA activate a
GABAergic relay that could control GnRH cells [Vujovic et al., 2015]. These highlight
a possible redundancy in pathways by which SCN controls GnRH surge.
Dual-phenotype neurons expressing GABA/glutamate within the AVPV, for example, control GnRH activity and are regulated by estradiol [Leranth et al., 1985, Jarry
et al., 1995, Christian et al., 2009]. GnRH neurons express AMPA, NMDA, GABA-A,
and GABA-B receptors [Gore et al., 1996, Spergel et al., 1999, Sullivan and Moenter,
2004, Sliwowska et al., 2006] and blockade of glutamatergic receptors prevents the
LH surge in rats [Lopez and Negro-Vilar, 1990, Brann and Mahesh, 1991]. GnRH
neurons respond to GABA and glutamate differentially across the day in female mice,
with inhibitory responses to both neurotransmitters in the morning during estrogen
negative feedback and excitatory responses in the afternoon during estrogen positive
feedback [Petersen et al., 2003, Christian and Moenter, 2007]. Additionally, the number of AVPV-originating synaptic contacts onto GnRH neurons that express both
GABA and glutamatergic vesicular transporters increases around the time of the LH
surge [Ottem et al., 2004]. Furthermore, these synaptic contacts are estradiol-sensitive,
suggesting the coupling of circadian and estrogenic input mediates GABA/glutamate
signaling to GnRH neurons [Ottem et al., 2004]. Though no direct connections have
been reported between the SCN and GABA/glutamate neurons within the AVPV, the
expression of V1a receptors in GABA neurons within this nucleus [Kalamatianos et al.,
2004] provides a potential SCN-mediated mechanism of control. Administration of either VIP [Christian and Moenter, 2008] or AVP only at specific times of day [Williams
et al., 2011, Palm et al., 2001, Smarr et al., 2012, Smarr et al., 2013, Miller et al., 2006]
can elicit LH surges in mice suggesting the importance of clock function downstream
from the SCN. Additionally, cell-autonomous circadian oscillators appear to function
throughout the brain including GnRH neurons and KISS neurons in AVPV. Studies
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Figure 1.3. Proposed model for circadian control of GnRH/LH surge that includes
direct (VIP) and indirect (AVP) via KISS, connections to GnRH cells. Additional
players are also indicated. Adapted from [Simonneaux and Bahougne, 2015].

23

investigating how the SCN gates the LH surge have pointed to gating mechanisms
residing both at the level of GnRH neurons [Williams et al., 2011] and KISS neurons
in AVPV [Smarr et al., 2012].
The circuit by which the circadian system regulates the LH surge is well established
(Figure 1.3), but the contribution of clocks in the SCN or within the neural elements
of this circuit is not yet known. In this thesis I will determine the role of circadian
function of AVP, KISS1, and GnRH cells in setting the phase of the LH surge of
OVX+E mice and establish whether similarity of circadian periods of these cell types
is critical to the timing of the surge.I will also use the duper mutation in hamsters to
further examine the regulation of the timing of the surge after establishing whether it
affects cellular circadian oscillators in general or is specific to SCN organization. This
work will add to our understanding of the circadian influence on reproduction.
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CHAPTER 2
NECESSITY AND SUFFICIENCY OF CENTRAL AND
PERIPHERAL CLOCK FUNCTION FOR LUTEINIZING
HORMONE SURGE IN MICE

The results described in this chapter were previously published as: Bittman, E. L.
(2019). Circadian Function in Multiple Cell Types Is Necessary for Proper Timing of
the Pre-ovulatory LH Surge. Journal of Biological Rhythms, 34(6), 622–633.

2.1

Abstract

Despite evidence for strong circadian regulation of the pre-ovulatory surge of
luteinizing hormone (LH) in female rodents, the role of clocks within multiple levels
of the circuit is not fully understood. Evidence suggests a role for arginine vasopressin
(AVP) neurons of the suprachiasmatic nucleus (SCN), kisspeptin (Kiss) neurons of the
anteroventral periventricular nucleus (AVPV), and gonadotropin-releasing hormone
(GnRH) neurons of the preoptic area (POA) in controlling the timing of the LH surge.
I studied female mice conditionally deficient in the Bmal1 gene, which is essential for
circadian clock function within the three cell types. I aimed to determine the cell
types in which clock function is necessary for a normal LH surge. Global deletion of
Bmal1 leads to the absence of a proestrus LH surge [Chu et al., 2013]. I found that the
timing of the ovariectomized and estradiol-treated LH surge was altered in mice with
Bmal1 conditionally deleted in AVP, KISS1, or GnRH neurons. I then generated mice
with conditional deletion of Csnk1tau/tau allele from specific cell types, which would
result in a mismatched period between that cell type and rest of the body. Deletion
of Csnk1tau/tau from AVP cells resulted in variable effects on locomotor activity and
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also resulted in a reversion of the surge to the appropriate time of day. This effect
on the LH surge was also observed with conditional deletion of Csnk1tau/tau in Kiss
neurons. Together, my data indicate that circadian function in multiple cell types is
necessary for an appropriately timed LH surge.

2.2

Introduction

The key role of the circadian clock in Luteinizing Hormone (LH) surge timing was
first demonstrated by barbiturate administration during a critical time window on the
afternoon of proestrus acutely suppressing and delaying the pre-ovulatory LH surge
in rats by exactly one day [Everett and Sawyer, 1950]. Additionally, ovariectomized
rats supplemented with estradiol (OVX+E2) exhibited a daily LH surge just before
lights off [Legan et al., 1975], mirroring the timing observed in ovary intact animals
on proestrus. The daily LH surge continued even in constant darkness and was phaselinked with the circadian clock-controlled locomotor activity rhythms [Lucas et al.,
1999].
The suprachiasmatic nucleus (SCN) functions as the master circadian pacemaker
and regulates physiological and behavioral rhythms via direct pathways, or indirectly
by coordinating oscillations of the distributed subordinate clocks [Dibner et al., 2010,
Kalsbeek et al., 2006]. Lesioning the SCN results in behavioral arrhythmicity and
absence of an LH surge [Gray et al., 1978, Stephan and Zucker, 1972, Wiegand and
Terasawa, 1982]. Exposing hamsters to constant light resulted in behaviorally split
animals that show anti-phase rhythms of the molecular clock between the bilateral
SCN and concurrently show two daily anti-phase rhythms of activity [de la Iglesia
et al., 2003]. Additionally, OVX+E2 hamsters exposed to constant light generated
two LH surges per day [Swann and Turek, 1985], each of which was phase-locked to
activation of the ipsilateral SCN [de la Iglesia et al., 2003], suggesting the phase of
the SCN dictates LH surge timing.
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The cell-autonomous molecular circadian clock functions through a series of
transcriptional-translational feedback loops (TTFL) that are expressed in most cells of
the body. BMAL1 forms a transcription factor dimer with CLOCK or NPAS2, driving
expression of the period (Per ) and cryptochrome (Cry) genes via E-box promoter
elements. Period proteins (PER) and cryptochrome proteins (CRY) accumulate over
time and enter the nucleus to repress their transcription. As PER and CRY levels
decrease, the cycle begins anew [Dibner et al., 2010, Mohawk et al., 2012]. The
SCN sends direct vasopressin (AVP) projections to kisspeptin (KISS1) neurons in
the anteroventral periventricular nucleus (AVPV) [Williams et al., 2011, Vida et al.,
2010], and vasoactive intestinal peptide (VIP) projections to Gonadotropin-Releasing
Hormone (GnRH) neurons [Horvath et al., 1998,Van der Beek et al., 1997]. Circadian
clock gene expression and rhythms are not restricted to the SCN but are also observed
in Kiss neurons and GnRH neurons, raising the possibility that multiple oscillators
contribute to reproductive success [Chassard et al., 2015, Hickok and Tischkau, 2010,
Yoo et al., 2004, Nakamura et al., 2010, Guillaumond et al., 2012].
AVP administered during the second half of the light cycle is sufficient to induce
an LH surge in both SCN-lesioned and SCN-intact OVX+E rats, indicating that it
may act as a circadian signal during a specific time window to induce the surge [Palm
et al., 1999, Palm et al., 2001]. Bmal1 has been localized to Kiss neurons in both
the AVPV and arcuate nucleus (ARC) [Chassard et al., 2015, Smarr et al., 2012], and
anti-phase oscillations of PER2 and BMAL1 have been identified in GnRH neurons
[Hickok and Tischkau, 2010]. Disruption of circadian rhythms in immortalized GnRH
neurons in vitro, affects GnRH release and Kiss receptor expression [Chappell et al.,
2009, Tonsfeldt et al., 2011]. Kiss production and cFos, an immediate early gene
and marker of neuronal activation, are upregulated in the AVPV at the time of the
pre-ovulatory LH surge [Robertson et al., 2009], which only occurs in the presence of
estrogen and in the late subjective afternoon. This upregulation persists in constant
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darkness (DD), indicating a circadian component to this regulation, which may arise
from SCN projections to the AVPV or endogenous clocks within AVPV Kiss neurons.
Further support for the relevance of the circadian timing system in the LH surge
has been provided by animals with genetically perturbed clock function.
Clock∆19/∆19 mice, which show locomotor period lengthening in DD that leads to
arrhythmia [Vitaterna et al., 1994], are unable to produce an LH surge [Miller et al.,
2004, Kennaway et al., 2004]. Bmal1−/− mice that are arrhythmic in DD, are also
sub-fertile [Ratajczak et al., 2009, Bunger et al., 2000] and do not show a detectable
pre-ovulatory LH surge on proestrus [Chu et al., 2013]. Selective deletion of Bmal1
in pituitary gonadotropes does not block the LH surge [Chu et al., 2013], implicating
clocks upstream of the pituitary, but does not specify the level of the circuit responsible
for circadian regulation of LH surge.
The circadian rhythm mutants characterized above carry body-wide gene manipulations, which complicates untangling the contributions of SCN and extra-SCN
oscillators for a normally timed LH surge. To address this issue, we created conditional knock-out mice that lack the essential core clock gene Bmal1 selectively in
either Avp, Kiss, or GnRH neurons and tested them for defects in LH surge generation.
Because deletion of the core clock gene could compromise cell-autonomous timing and
intercellular signaling [Mieda et al., 2015] or have non-circadian transcription factor
effects [Bunger et al., 2005], we modulated circadian function in a subset of neurons
and examined the consequences on the timing of LH surge. We used Cre-mediated
deletion of the casein kinase 1 epsilon (Csnk1) tau mutation that accelerates the
TTFL [Meng et al., 2008] to create temporally mismatched mice in which the the
circuit responsible for circadian regulation of LH surge contained cells with contrasting
periods: 20 hr (tau) or 24 hr (tau deleted). We tested these mice for deficits in LH
surge generation as well.
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By systematically manipulating clock function in individual cell types along the
circuit responsible for circadian regulation of LH surge, I show the contribution of
clocks within these neural elements of the circuit.

2.3

Specific Aims

2.3.1

Specific Aim 1

Administration of vasopressin (AVP) by itself has been shown to be sufficient
to induce LH secretion in SCN lesioned rats [Palm et al., 1999] and Clock mutant
mice [Miller et al., 2006]. AVP produced by the SCN has been proposed to be the
circadian signal that regulates LH release. I set out to determine and establish the
necessity of clock function within AVP cells for an appropriately timed and normal
amplitude LH surge.

2.3.1.1

Hypothesis

Clock function within AVP cells is necessary for an appropriately timed LH surge.

2.3.1.2

Prediction

Conditional deletion of Bmal1 in AVP cells will block or alter timing of the LH
surge.

2.3.1.3

Alternative Hypothesis

Clock function within AVP cells is not necessary for an appropriately timed and
normal LH surge.

2.3.1.4

Prediction

Conditional deletion of Bmal1 in AVP cells will not alter timing of the LH surge.
This would indicate clock function within VIP cells or downstream from the AVP cells
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(KISS cells or GnRH cells) or other cell types (PK2) could be sufficient to induce an
appropriately timed LH surge.

2.3.2

Specific Aim 2

The AVPV has been proposed to be the integration site of the estrogen and
circadian signals. The KISS cells in the AVPV receive direct AVP input [Smarr et al.,
2013] and Kisspeptin is necessary for an LH surge [Gottsch et al., 2004, Smith et al.,
2011]. These point to the importance of Kiss cells within the neuroendocrine circuit
responsible for circadian regulation of LH surge. Circadian rhythms in tight phase
relationship with the SCN have been detected within GnRH and KISS cells [Hickok
and Tischkau, 2010, Chassard et al., 2015]. The role of these extra-SCN oscillators
is not fully understood. Given that global disruption of clock function by deletion of
Bmal1 disrupts the LH surge [Chu et al., 2013], I set out to determine if disruption
of clock function within just KISS cells or GnRH cells is sufficient to alter timing or
pattern of LH surge.

2.3.2.1

Hypothesis a

Clock function within KISS cells is necessary for an appropriately timed LH surge.

2.3.2.2

Prediction a

Conditional deletion of Bmal1 within KISS cells will block or alter timing of the
LH surge. Deletion of Bmal1 from KISS cells will alter the production or release of
KISS. Thus, despite appropriate timing signals from the SCN and estrogen signals
from the ovary, KISS release onto GnRH cells in the POA is not sufficient or at the
correct time leading to altered timing of LH surge.
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2.3.2.3

Hypothesis b

Clock function in GnRH cells is necessary for an appropriately timed LH surge.
The circadian clock has been shown to tightly regulate timing of the LH surge, with
very little delay [Hickok and Tischkau, 2010, Legan et al., 2015].

2.3.2.4

Prediction b

Conditional deletion of Bmal1 within GnRH cells will block or alter timing of the
LH surge. Activation of all GnRH cells within the POA is not necessary for a normal
amplitude LH surge. Since these cells do not share the network properties of the SCN
that allows them to maintain robust rhythms despite circadian mutations [Liu et al.,
2008], deletion of Bmal1 from GnRH cells could cause the cells to go further out of
phase with one another. Thus, despite appropriate timing signals from the SCN and
estrogen signals from the ovary, aberrant activation of GnRH cells would block or
alter timing of the LH surge.

2.3.2.5

Alternative Hypothesis

Clock function within KISS or GnRH cells is not necessary or sufficient for an
appropriately timed and normal LH surge. This could indicate that the timing signal
(via direct or indirect pathway) from the SCN (which are intact in mice lacking Bmal1
in either KISS or GnRH cells) is sufficient to cause the release of KISS or GnRH at
the appropriate time to lead to a normally timed LH surge.

2.3.3

Specific Aim 3

Disruption of Bmal1 in specific cell types cannot distinguish between the contribution of loss of timing signals versus the loss of rhythmicity. Several studies have
previously explored SCN control of subordinate oscillators using genetic constructs
that induce period differences between cells in the SCN and the rest of the cells in the
brain and body [Mieda et al., 2016, Smyllie et al., 2016a, Lee et al., 2015]. In internal

31

entrainment of a hierarchical system, long period subordinates must phase advance
to match the pacemaker’s period, while short period subordinates must phase delay.
The importance of the endogenous period of subordinate oscillators is demonstrated
by a change in phase angle in response to an acute input from the pacemaker [Smyllie
et al., 2016a]. Despite the phase advance of the subordinate oscillators, physiological
rhythms (feeding, body temperature, energy expenditure, and blood glucose) were
synchronized with locomotor activity [van der Vinne et al., 2018]. I set out to determine if the period difference between AVP or KISS cells and the rest of the body
would alter the timing of the LH surge.

2.3.3.1

Hypothesis

The relative periods of cells in the ovulatory circuit determines the phase of the
LH surge.

2.3.3.2

Prediction

Selectively lengthening the period by deleting the tau allele of Csnk1 in AVP cells
or KISS cells leads to an altered phase of the LH surge. Given the role of AVP cells
in the SCN as the dominant pacesetting region of the SCN, lengthening the period
of AVP cells relative to the rest of the cells in the circadian regulation of LH surge
circuit and rest of the body will alter the phase of the timing of the LH surge.

2.3.3.3

Alternative Hypothesis

The SCN determines the timing of the LH surge independent of the period of
subordinate oscillators in Kiss or GnRH cells.

2.3.3.4

Prediction

The LH surge phase will not be altered in temporally chimeric mice in which most
cells are tau mutant, with an ∼20 hr period, while AVP cells lacking Csnk1 are
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presumed to have an ∼24 hr period. This indicates the predominance of the signals
from the VIP cells or the endogenous oscillators downstream from the AVP cells. I
might also find that there is no significant increase in LH levels several hours before
or after lights out in these period mismatched animals.

2.4
2.4.1

Material and Methods
Animals

To generate BMAL1-deficient mice in AVP expressing cells, we crossed homozygous
mice with loxP sites flanking exon 8 of Bmal1 (Bmal1f l/f l , [Storch et al., 2007], Jackson
Laboratories, stock No. 007668) with homozygous Avp-ires-Cre, that had an internal
ribosomal entry sequence (ires) linked to Cre-recombinase targeted downstream of
the stop codon of AVP, in a bacterial artificial chromosome (BAC) (AVPcre , [Krashes
et al., 2014], kindly provided by Dr. Brad Lowell (Beth Israel Deaconess Medical
Center, Boston MA)). Resulting double heterozygous mice were crossed with each
other and the progeny genotyped using PCR to identify AVPcre/cre /Bmal1f l/f l , and
AVPcre/+ /Bmal1f l/f l mice. Littermates with one or no floxed alleles of Bmal1 and
cre-positive or cre-negative were used as experimental controls. To silence the activity of AVP cells, we crossed homozygous AVPcre mice with heterozygous mice
(hM4Di, Jackson Laboratories, stock No. 026219) with a floxed-STOP cassette upstream from a CAG promoter-driven hM4Di (a mutant G protein-coupled receptor
(GPCR)). Removal of the STOP cassette by cre-recombinase will allow the expression
of hM4Di, which can induce the canonical Gi pathway after the administration of the
pharmacologically inert clozapine-N-oxide (CNO).
Mice with BMAL1 deleted in KISS1 cells were generated similarly as above using
Kiss1CreBac that had cre-recombinase recombined after the Kiss1 translation start site
on a BAC (Kisscre , [Wang, 2012], kindly provided by Dr. Catherine Dulac (Harvard
University, Boston MA)).
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GnRH cells were targeted similarly using LHRH::Cre that recombined a shuttle
vector containing cre recombinase along with 1.8kb of DNA around the start codon of
the GnRH sequence with a BAC (GnRHcre , [Yoon et al., 2005], also kindly provided
by Dr. Catherine Dulac (Harvard University, Boston MA)). This line expresses cre in
most GnRH neurons and has minimal off-target expression [Hoffmann et al., 2019].
To generate mice with mismatched periods, homozygous AVPcre and Kisscre were
crossed with homozygous mice with loxP sites flanking exon 4 of Csnk1 carrying
the tau mutation (Csnk1tau/tau , [Meng et al., 2008], kindly provided by Dr. Andrew
Loudon (University Manchester, UK)). Resulting double heterozygote mice were
crossed with each other, and the progeny genotyped using PCR to identify cre-positive
mice with two tau floxed alleles. Littermates with one or no floxed alleles and crepositive or cre-negative were used as experimental controls.
All mice were born and raised in a 12-h light/12-h dark lighting cycle, with lights
off (start of darkness) defined as ZT 12, and allowed ad libitum access to food (Rodent
Lab Diet) and water throughout the study. All mice were of mixed background.
Locomotor activity was assessed in LD and DD. Estrous cycles and LH surges were
assesed in LD. All experiments were approved by the Institutional Animal Care and
Use Committee (IACUC) of the University of Massachusetts Amherst.

2.4.1.1

Genotyping

Genotyping for all alleles was done using Polymerase Chain Reaction (PCR) on
genomic DNA obtained from ear biopsies. All PCR was performed using the “BASIC”
cycling profile, described in Table 2.1.
PCR to distinguish wild-type or floxed Bmal1 alleles used two primer sets of three
primers each, Bmal1f l A and Bmal1f l B. The expected product size for primer set
Bmal1f l A was ∼307 bp for wild-type and ∼401 bp for floxed, and ∼307 bp for wildtype and ∼401 bp for floxed for primer set Bmal1f l B (Figure A.1 B). We used two
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Cycles

Temperature
°C

1
35
1

94
94
60*
72
72

Time
3 minutes
30 seconds
30 seconds
1 minute 30 seconds
10 minutes

Table 2.1. General “BASIC” cycling profile. *Annealing temperature optimized
based on primer sequences.

different approaches to identify cre-positive and cre-negative alleles. The first used
primer set Cre370/ClockJ that used internal control and generically identified the
presence or absence of cre recombinase [Weaver et al., 2018]. The expected product
sizes for primer set Cre370/ClockJ was a band at ∼370 bp for Cre and a control band
at ∼470 bp for cre-positive and just one control band at ∼470 bp for cre-negative
(Figure A.1 A). We also used construct specific primer sets, Avpcre (Figure A.1 C),
GnRHcre , and Kisscre to identify the presence or absence of the cre allele. Expected
product sizes for cre-positive alleles were ∼250bp, ∼354bp, and ∼300bp for the three
primer sets, respectively. The three primer Avpcre mix allowed me to assess AVPcre/+
versus AVPcre/cre mice. To identify wild-type or floxed tau allele of Csnk1 we used
primer set Csnk1tau/tau which yields a ∼600 bp band for wild-type and ∼650 bp
band for floxed allele (Figure A.1 D). To identify hM4Di-positive or hM4Di-negative
animals, we used the hM4Di primer set that yields a ∼200 bp or ∼297 bp bands
respectively. All primer sequences are shown in Table 2.2.

2.4.1.2

Activity Monitoring

The circadian period of behavioral activity was assessed in different genotypes.
Mice were singly housed in running-wheel cages. Running-wheel activity was monitored by detecting magnetic switch closures from magnets attached to the running
wheel, detected using ClockLab (Actimetrics) collection software. Mice were exposed
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Primer Set

Primer Name

Avp cre F1
Avp cre F2
Avp cre R
Bmal flox F1
Bmal1f l A
Bmal flox F2
Bmal flox R
Bmal flox F1
Bmal1f l B
Bmal flox F2
Bmal flox R
Crelil-F
Crelil-R
Cre370/ClockJ
ClockGTF-63B
ClockGTR-inB
Tau flox F
Csnk1tau/tau
Tau flox R
GnRH
cre F
GnRHcre
GnRH cre R
CHRM4 F
CHRM4 R
hM4Di
WT F
WT R
Kiss cre F
Kisscre
Kiss cre R
Avpcre

Primer Sequence
5’ to 3’
GAGCTCTTCCTTCAGAGAGC
GTATCTTAACGCGTGATCGCG
CCAGGGCAGAGTAGAAAGTTC
CAAGAATATGTCAGTACAGATTGC
TTGGGACAAACTTGGGAAGG
GTGTGCTGGGATTAAAGGCG
CTCTCTCAAAGGAAGTCCAGGG
CCATTTTGGTGAATGTCGTTCC
GTGTGCTGGGATTAAAGGCG
ACCTGAAGATGTTCGCGATTATCT
ACCGTCAGTACGTGAGATATCTT
GCAAGAAGAA...ACAGTT*
TAGTGCCCTAGATGGCCCTGTTGG
CACCTGGGCATTGGTGAGT
GGAGGTCAAGGGGCCAGT
CTGGTGTAGCTGATGATCCG
ATGGCTAATCGCCATCTTCC
CGAAGTTATTAGGTCCCTCGAC
TCATAGCGATTGTGGGATGA
AAGGGAGCTGCAGTGGAGTA
CCGAAAATCTGTGGGAAGTC
GCTCTGGTGAAGTACGAACTCTGA
TGCGAACCTCATCACTCGTTGCAT

Table 2.2. Primer sequences used for genotyping.
*Full primer sequence:
GCAAGAAGAACTAAGGAAAATTCAAGAGCAACTTCAGATGGTCCATGGTCAAGGGCTACAGTT.

to a 12-h light/12-h dark lighting cycle for seven days, followed by ten days in constant
darkness (DD). The free-running period was determined by fitting a linear regression
line to activity onsets and periodogram analysis.

2.4.2

Estrous Cycle Monitoring

Vaginal cytology of intact females was examined daily at approximately 10:00 AM
to determine the estrous cycle stage for up to 21 days. Mice were handled daily for five
days to acclimate them to manipulation. A vaginal swab was collected using a cotton-

36

tipped swab wetted with ambient temperature physiological saline and inserted into
the vagina of the restrained mouse. The swab was gently turned and rolled against the
vaginal wall and then removed. Cells were transferred to a dry glass slide by rolling
the swab across the slide. The slide was air-dried, overlaid with a cover-slip, and
viewed immediately at 200X magnification under bright field illumination. The estrous
cycle stage was determined based on the presence or absence of leukocytes, cornified
epithelial, and nucleated epithelial cells (Figure A.2). Proestrus is characterized by
the presence of mostly nucleated and some cornified epithelial cells in vaginal swabs.
Estrus is characterized by the presence of mostly cornified epithelial cells. Metestrus is
characterized by the presence of cornified epithelial and leukocytes. Finally, diestrus,
which lasts for two days, primarily show leukocytes with maybe a few epithelial cells.

2.4.3

LH Surge Induction

For induction of positive feedback regulation of LH by ovarian steroids in ovariectomized mice, we used a two-step E2-injection procedure described by [Bosch et al.,
2013] in which a priming dose is followed by a surge-inducing E2 dose. Briefly,
we performed bilateral ovariectomy (OVX) under anesthesia (isoflurane) along with
buprenorphine (0.05mg/kg) provided pre- and post-operatively as an analgesic. On
day five following OVX, the animals were given a subcutaneous injection of a priming
dose of 17β-estradiol benzoate (0.25 µg in 50 µL sesame oil) at ZT 4-5. On day 6, the
animals were given a surge dose of 17β-estradiol benzoate (1.0 µg in 50 µL sesame oil)
at ZT 4-5. The animals were used for experimentation on day 7 following OVX with
samples collected surrounding ZT 12.

2.4.4

Tail Vein Bleeding

Repetitive tail vein blood sampling was undertaken using a modified version of
the method described in [Steyn et al., 2013]. Briefly, mice were restrained using a
mouse tail illuminator restrainer apparatus (MTI STD; Braintree Scientific) every 90

37

minutes starting at ZT 9 and ending at ZT 15. A 27ga needle was inserted into the
tail vein using a GentleSharp probe (GS-101-2; Actuated Medical) starting distally,
and blood was collected using a 5 µL capillary tube. Whole blood was immediately
diluted in 55 µL of 0.1M PBS with 0.05% Tween-20, vortexed, and stored at -20°C
for a subsequent LH ELISA. Subsequent bleeds were performed by collecting samples
from further up the tail.

2.4.5

ELISA for LH Levels

A well-established ultrasensitive ELISA was used to measure circulating LH levels
[Steyn et al., 2013]. Briefly, a 96-well high-affinity binding microplate (650101; Greiner
Bio-One) was coated with 50 µL of capture antibody (monoclonal antibody, anti-bovine
LH beta subunit, 518B7; University of California) at a final dilution of 1:1000 (in
1X PBS, 1.09g of Na2 HPO4 [anhydrous], 0.32g of NaH2 PO4 [anhydrous], and 9g of
NaCl in 1000mL of distilled water) and incubated overnight at 4°C. To minimize nonspecific binding of the capture antibody, wells were incubated with 200 µL of blocking
buffer (5% [w/v] skim milk powder in 1X PBS-T (1X PBS with 0.05% Tween-20)
for 2 hours at room temperature (RT). Circulating hormone levels were determined
using a 2-fold serial dilution of mouse LH standards (reference preparation, AFP5306A; National Institute of Diabetes and Digestive and Kidney Diseases-National
Hormone and Pituitary Program [NIDDK-NHPP]) in 0.2% (w/v) BSA-1X PBS-T.
The 10 serially diluted LH standard replictes ranged from 0.0039 to 2 ng/ml. The
LH standards and blood samples were incubated with 50 µL of the detection antibody
(polyclonal antibody, rabbit LH antiserum, AFP240580Rb; NIDDK-NHPP) at a final
dilution of 1:10,000 for 1.5 hours (at RT). Each well containing bound substrate was
incubated with 50 µL of horseradish peroxidase-conjugated antibody (polyclonal goat
anti-rabbit, D048701-2; DakoCytomation) at a final dilution of 1:2000. After a 1.5hour incubation, 100 µL of o-phenylenediamine (OPD) (002003; Invitrogen), substrate
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containing 0.1% H2 O2 was added to each well and left at RT for 30 minutes. The
reaction was stopped by the addition of 50 µL 3M HCl to each well, and absorbance
of each well was read at a wavelength of 490 nm. The concentration of LH in whole
blood samples was determined by interpolating the OD values of unknowns against a
nonlinear regression of the LH standard curve. The average intra-assay coefficient of
variation was 9.6%, and the inter-assay coefficient of variation was 5.8%.

2.4.6

In vivo Chemogenetic Silencing

CNO (NIMH Chemical Synthesis and Drug Supply Program; C-929; kindly provided by Dr. Elena Vazey (University of Massachusetts Amherst, Amherst MA))
was dissolved in DMSO then diluted to a final concentration of 1.0 mg/mL in 0.5%
DMSO in saline solution. On the day of proestrus at ZT 4-5, animals were given an
intraperitoneal injection of CNO (1.0mg/kg) and were used for experimentation later
in the day.

2.4.7

Tissue Collection

Ovaries collected during OVX were fixed in Bouin’s solution overnight and cleared
and embedded in paraffin. Embedded blocks were shipped to Pioneer Valley Life
Science Institute for sectioning into 5 µm sections and hematoxylin and eosin (H+E)
staining and visualized under light microscopy.
Mice were deeply anesthetized with pentobarbital (50 mg/kg) and transcardially
perfused with 75 mL of 0.1M phosphate buffer (PB) followed by 150 mL of 4%
paraformaldehyde. Brains were removed, post-fixed in 4% paraformaldehyde overnight,
and infiltrated in 20% sucrose in 0.1M PB at 4°C for two days. 40 µm SCN sections
were collected in a 1 in 4 series using a microtome and stored in cryoprotectant at
-20°C until staining.
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2.4.8

Immunocytochemistry (ICC)

Immunocytochemistry for AVP was conducted using SCN sections. After washing
sections with Phosphate buffered saline (PBS) and blocking with PBS+ containing
2% Bovine Serum Albumin (BSA) to block nonspecific staining and 0.1% Triton-X,
sections were incubated overnight at 4°C in primary antibody for AVP made in rabbit
(1:1000; Chemicon International, AB1565), then washed and incubated with secondary
antibody (Alexa488 Goat anti-Rabbit (GAR; 1:500; Jackson Labs, A-11034)) for 1
hour at RT. After the incubation in secondary antibody, tissues were rinsed 4X in
0.1M PB and mounted onto subbed slides. When dry, slides were cover-slipped using
Aqua-Poly (Polysciences, Warrington, PA, 18606-20).

2.4.9

Microscopy and Image Processing

All stained slides were imaged (snap-shots and z-stacks) at 10X and 20X using
a Zeiss LSM 710 confocal microscope. Standard excitation wavelengths of Alexa488
(488nm) and tdTomato (554nm) were used to capture AVP and tdTomato. FIJI (Fiji
Is Just ImageJ; http://fiji.sc/Fiji) imaging software was used for image analysis. All
images were processed uniformly through the following steps:
1. “Gaussian blur 3D” to smooth cells
2. “Subtract background” (rolling ball, 50 pixels): local background is determined
for every pixel by averaging the 50 pixels around that pixel, which is then
subtracted
3. “Threshold” more than 2 standard deviations above background
(threshold=99.54%)
4. “Watershed” to separate touching objects
5. “Erode” to removes pixels from the edges of objects (helps separate cells)
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6. “Dilate” to add pixels to the edges of objects
Steps 4-6 were used to help differentiate individual cells that were near each other.
The extent of colocalization was quantified using the Manders’ coefficient within the
region of interest, as previously described [Mahoney et al., 2013]. Colocalization
within digital images is defined as the amount of overlap of two different channels
within a multichannel image. To remove bias, many algorithms have been developed
to quantify this overlap. The Manders’ coefficient describes the contribution of each
channel to the overlap with minimal influence of fluorophore intensity. A Manders’
coefficient of 0.5 or greater objectively confirms colocalization and represents 50% or
more overlap of the two channels.

2.4.10

Data and Statistical Analyses

Due to the small sample sizes (n = 4 to 8) and variation within groups, we opted
for non-parametric tests that do not include an assumption of normal distribution.
Accordingly, we used the Mann-Whitney test, a non-parametric analog to the independent samples t-test, to compare the differences between genotypes for the free-running
period of locomotor activity, time spent in estrous stage, follicle numbers, and LH
value at ZT 12. We opted for two different statistical approaches to compare the
effects of genotype and time on LH values. We used mixed effects modeling, which is
a modification of repeated measures analysis of variance (ANOVA) for uneven sample
sizes. ANOVA on randomly scrambled time points would report identical results since
ANOVA pays no attention to the order of time points. To keep time point information
intact, we quantified a couple of metrics for each animal, the area under the curve,
fold change, and compared these values between genotypes using a Mann-Whitney
test. We performed a statistical test for time of peak by finding the time where LH
concentrations were greater than 6 ng/ml and asking if that differs across genotypes
by a Kolmogorov-Smirnov non-parametric test to compare cumulative distributions.
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Lastly, we also performed a Chi-squared test to examine the proportion of animals that
were surging at ZT 12, defined as LH concentration greather than 6 ng/ml, between
genotypes. All data were analyzed and plotted using GraphPad Prism statistical
software. Results were considered significant at p < 0.05.

2.5
2.5.1

Results
Deletion of Bmal1 in AVP Cells

AVP cells have been proposed: (i) as comprising part of the pace-setting region
of the SCN [Smyllie et al., 2016a], (ii) exerting control over subordinate oscillators
[Kalsbeek et al., 1992,Evans et al., 2015a], and (iii) inducing an LH surge [Palm et al.,
1999, Miller et al., 2006]. This led me to examine the effects of deletion of Bmal1
within AVP cells (AVPcre /Bmal1f l/f l ). To accomplish this, I crossed AVPcre mice
with mice carrying a floxed Bmal1 allele, leading to the deletion of the basic helixloop-helix (bHLH) domain of Bmal1 in cre-expressing tissues. Animals homozygous
for floxed Bmal1 were heterozygous for Cre. Characterization of the period of wheelrunning activity of Avpcre /Bmal1f l/f l mice (24.00 ± 0.05 hrs, n = 7; mean±SEM)
was significantly longer than that of controls (23.77 ± 0.05 hrs, n = 8; mean±SEM)
(U = 5.50, p < 0.01), as was previously reported (Figure 2.1 A; Figure A.3; [Mieda
et al., 2015]).
Vaginal cytology revealed regular cycles in control mice, but irregular cycles in
Avpcre /Bmal1f l/f l mice, which spent significantly more time in estrus (Figure 2.1 B).
Gross ovarian morphology was not different between control and Avpcre /Bmal1f l/f l ,
but there was a non-significant trend towards lower number of follicles in
Avpcre /Bmal1f l/f l (6.67 ± 0.88, n = 4) compared to control mice (11.75 ± 1.11, n =
4) as assessed by Mann-Whitney test (Figure 2.1 C).
After ovariectomy and the two step LH surge induction procedure, I collected
blood from tail vein every 90 minutes from ZT 9 to ZT 15 to determine the timing of
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the LH surge in control and experimental animals. E2 induced an LH surge at ZT 12
in 6 of 8 control mice (n = 8). The remaining 2 animals peaked in the sample taken
90 min after lights out (Figure 2.1 D). In contrast, none of the Avpcre /Bmal1f l/f l
mice (n = 7) demonstrated an LH surge at ZT 12. Of the three mice that showed a
modest increase at ZT 13.5, one animal showed elevated baseline indicating aberrant
negative feedback (Figure 2.1 D). A Chi-square test to examine the proportion of
female mice displaying an induced LH surge (defined as LH concentration greater
than 6 ng/ml) at ZT 12 was performed. Wild type mice were significantly more likely
than Avpcre /Bmal1f l/f l mice to surge at ZT 12 (χ2 (1, N = 14) = 4.67, p = 0.03).
Quantified another way, LH fold change representing the induced LH surge peak to
baseline ratio was significantly higher in control (2.53 ± 0.62; mean± SEM) than
in Avpcre /Bmal1f l/f l mice (0.63 ± 0.23; mean±SEM) (Figure 2.1 E). Mixed effects
modeling indicated a significant interaction between genotype and time on LH levels
(F (4, 45) = 3.206, p = 0.0213). However, there were no significant differences identified
by multiple comparisons with Bonferroni correction between the two genotypes’ LH
values at the five time points measured. The total amount of LH released within
the measurement window, defined as the area under the curve for each surge, was
not significantly different between genotypes. Together, these experiments reveal
that clock function within AVP cells is not necessary for behavioral rhythms, but
is necessary for normal estrous cycles. Furthermore, clock function in AVP cells
influences circadian period of locomotory activity as well as the timing of the E2induced LH surge in ovariectomized mice.

2.5.1.1

In vivo Silencing of AVP Cells

I next asked whether the altered timing of LH surge in animals lacking Bmal1 in
AVP cells was due to loss of rhythmicity or reflects a critical role of an acute output of
these neurons. To attempt to distinguish this, I ran a pilot chemogenetic experiment
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in order to silence AVP neurons at the start of the critical period for blocking the LH
surge as defined by barbiturate injections [Everett and Sawyer, 1950, Christian and
Moenter, 2010]. To accomplish this, I crossed AVPcre mice with mice that express
the inhibitory designer receptor exclusively activated by designer drugs (DREADD),
hM4Di, downstream from a floxed-STOP cassette. In the presence of cre-recombinase,
the cassette is excised, allowing for expression of hM4Di, which will only be activated
in the presence of its novel ligand, Clozapine-N-Oxide (CNO).
Estrous cycles did not differ between mice which did or did not express DREADD’s
in AVP-cells (AVPcre /hM4Di+ ) by daily vaginal cytology (Figure 2.2 A). I next
collected blood from tail vein for five consecutive days at ZT 9 and ZT 12 to determine
LH levels across the estrous stage. Both AVPcre /hM4Di+ and AVPcre /hM4Di− mice
exhibited elevated LH on proestrus (Figure 2.2 A). Finally, AVPcre /hM4Di− mice (n
= 3) given CNO at ZT 4 on proestrus showed a normal amplitude and timed LH surge
at ZT 12, whereas AVPcre /hM4Di+ mice (n = 3) given CNO at ZT 4 on proestrus did
not show surge levels of LH anytime between ZT 9 to ZT 15 (Figure 2.2 B). While
the low sample sizes do not allow for statistical comparisons, these data point toward
the presence of a timing signal from the pacemaker on proestrus for a normally timed
LH surge.

2.5.2

Deletion of Bmal1 in GnRH and Kiss Cells

To explore the necessity of clock function within extra-SCN oscillators on the
timing of LH surge, I generated mice conditionally lacking Bmal1 function in GnRH
(GnRHcre /Bmal1f l/f l ) or Kiss cells (Kisscre /Bmal1f l/f l ). There was no observed effect of genotype on behavioral rhythms as determined by the free running period of
wheel-running activity (Control: 23.77 ± 0.05 hrs, GnRHcre /Bmal1f l/f l : 23.65 ± 0.07,
Kisscre /Bmal1f l/f l : 23.83 ± 0.08) (Figure A.6). Control mice were a combination of
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wild type or heterozygous floxed allele with wild type, heterozygous, or homozygous
cre alleles.
Kisscre /Bmal1f l/f l mice showed no disruption of estrous cycles (Figure 2.3 A).
Interestingly, Kisscre /Bmal1f l/f l mice (n = 5) showed an altered pattern of LH surge
with three animals that surged before lights out, having elevated levels of LH at ZT
9 (Figure 2.3 B). The proportion of mice that surged at ZT 12 was not significantly
different between wild type and Kisscre /Bmal1f l/f l mice (χ2 (1, N = 14) = 3.75, p =
0.05). The LH fold change was significantly higher in control (2.53 ± 0.62) than in
Kisscre /Bmal1f l/f l mice (0.71 ± 0.23) (t = 2.23, df = 11, p = 0.05) (Figure 2.3 C).
Mixed effects modeling indicated a significant main effect of time (F (2.44, 32.97) =
3.25, p = 0.04) as well as a significant interaction between genotype and time on LH
levels (F (4, 54) = 4.65, p = 0.003). There was also a significant difference between
genotypes identified by multiple comparisons with Bonferroni’s correction at ZT 9,
ZT 13.5, and ZT 15 between genotypes. The total amount of LH released within the
measurement window was also not significantly different between genotypes.
Like AVPcre /Bmal1f l/f l , but unlike Kisscre /Bmal1f l/f l mice, GnRHcre /Bmal1f l/f l
mice displayed irregular estrous cycles with a trend towards increased time spent in
estrus (Figure 2.3 D). While 3 of 8 GnRHcre /Bmal1f l/f l mice (n = 8) showed an elevation in LH levels at ZT 12, the surge was of much lower amplitude compared to controls
(Figure 2.3 E). Wild type mice were significantly more likely than GnRHcre /Bmal1f l/f l
mice to surge at ZT 12 (χ2 (1, N = 14) = 4.00, p = 0.05). Statistical test for time of
peak revealed no difference between wild type and GnRHcre /Bmal1f l/f l mice, with
both genotypes surging around time of lights out. There was no significant difference
in LH fold change between control (2.53 ± 0.62) and GnRHcre /Bmal1f l/f l (1.59 ± 0.55)
animals. Mixed effects modeling indicated a significant effect of genotype on LH
levels (F (1, 14) = 5.80, p = 0.03) as well as a higher peak LH levels for control mice
(13.39 ± 2.92 ng/ml) compared to GnRHcre /Bmal1f l/f l mice (4.87 ± 1.64 ng/ml) at ZT
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12 (Figure 2.3 F). The total amount of LH released within the measurement window
was not significantly different between genotypes.
These results indicate that circadian function in both kisspeptin and GnRH cells
is necessary for a normally timed induced LH surge.

2.5.3

Mismatched Period Between Central and Peripheral Oscillators

I next asked whether the period of clock function within AVP and Kisspeptin cells
must match the rest of the circuit in order to achieve normal timing of the LH surge.
This was accomplished by conditional deletion of the tau allele in these specific cell
types. Although the oscillations of these cells could not be directly observed, this
manipulation is expected to alter the period in these cell types compared to the rest
of the cells, and depending on the nature of internal entrainment, to alter the phase of
activation of the kisspeptin neurons. To accomplish this, I first crossed AVPcre mice
with mice carrying floxed tau allele of Csnk1 (Csnk1tau/tau ). In the absence of crerecombinase, the tau allele shortens the free-running period to 20 hrs. In contrast, in
cell types expressing cre-recombinase, the tau allele is excised, reverting those cells to a
wild-type period [Meng et al., 2008]. I monitored wheel-running activity to assess the
impact of the mismatched period on behavioral rhythms. As expected, Csnk1tau/tau
mice without any cre-recombinase showed a shorter free-running period in DD of
20.37 ± 0.36 hrs. The effect of deletion of the tau allele in AVP cells was not fully
penetrant, with some Avpcre /Csnk1tau/tau mice demonstrating a partial lengthening
of free-running period close to 22.58 ± 0.57 hrs (termed revertant, Figure2.4 A (Left)),
and some mice still demonstrating a short period similar to tau (termed non-revertant,
Figure 2.4 B (Right); Figure A.5). The level of reversion of the free-running period
was also reflected in the phase angle of entrainment of wheel-running rhythms with the
non-revertant mice running with a markedly positive phase angle (e.g., activity onset
occuring before lights-out). This observation was previously reported when the period
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was selectively altered in a different population of cells in the SCN [Smyllie et al.,
2016a]. In order to determine whether the incomplete cre-recombinase expression
in AVP cells could explain the incomplete penetrance, I crossed AVPcre mice with
mice carrying a red fluorescent protein variant (tdTomato) downstream from a floxedSTOP cassette (kindly provided by Dr. Joseph Bergan (University of Massachusetts
Amherst MA)). The stop cassette is excised in the presence of cre-recombinase,
allowing for robust tdTomato fluorescence (Figure 2.4 C; Figure A.4). The Manders’
coefficient of colocalization (0.67 ± 0.09) was greater than 50% across AVP cells (16 ± 6
number of cells) in the SCN across 3 animals. As previously reported, differential
expression of Cre recombinase does not correlate with incomplete reversion [Smyllie
et al., 2016a]. Together, manipulation of the cell-autonomous period in AVP neurons
did not compromise coherent timekeeping but did alter the free-running period in
some but not all mice.
Investigation of the induced LH surge in ovariectomized Csnk1tau/tau mice revealed that in 3 of 4 Csnk1tau/tau mice (n = 4), the LH surge was advanced relative
to lights-off with the peak at ZT 10.5 (Figure 2.5 A). In contrast, 3 of 6 of the
AVPcre /Csnk1tau/tau mice (n = 6) showed a reversion of the timing of the LH surge
to ZT 12, similar to WT (Figure 2.5 B). Mixed effects modeling indicated a significant effect of genotype (F (1, 8) = 5.529, p = 0.05) as well as a significant interaction
between genotype and time on LH levels (F (4, 28) = 2.805, p = 0.05). There were nonsignificant trends for increased fold change for Csnk1tau/tau vs. Avpcre /Csnk1tau/tau
at ZT 10.5 (5.28 ± 1.64 vs. 2.48 ± 1.19), and decreased fold change of LH at ZT 12
(1.26 ± 0.55 vs. 3.660 ± 1.33) (Figure 2.5 D). The total amount of LH released within
the measurement window was not significantly different between genotypes.
I was also interested in finding out if the mismatched period between Kiss cells and
the rest of the body would alter the LH surge’s timing. To accomplish this, we crossed
Kisscre mice to Csnk1tau/tau mice to generate mice where the Kiss neurons’ period is
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reverted close to wild-type period, and the rest of the body has a shorten free-running
period close to 20 hrs. Induced LH surge in 50% of Kisscre /Csnk1tau/tau mice (n
= 4) demonstrated reversion of timing of the LH surge to around lights out at ZT
12, but the duration of the surge was elongated for the duration of the measurement
window (Figure 2.5 C). The other 50% of animals also showed elevated LH levels at
the time of lights out but also demonstrated elevated baseline indicating disruption of
negative feedback. Mixed effects modeling indicated a significant effect of genotype
(F (1, 7) = 8.536, p = 0.02) as well as significantly higher LH concentration at ZT 12
in Kisscre /Csnk1tau/tau (16.49 ± 1.10 ng/ml) compared to Csnk1tau/tau (3.45 ± 1.35
ng/ml) (Figure 2.5 E).
Taken together, these results indicate that selective alteration of the circadian
period of either AVP or Kisspeptin cells alters the timing peak of the surge. The
period of the AVP cells has a determinative role in specifying the phase of the LH
surge, but mismatch between the circadian period of Kisspeptin cells and the rest of
the circuit disrupts its normal timing.

2.6

Discussion

Failure to generate a proestrus LH surge has previously been reported in Clock∆19
[Miller et al., 2004] and Bmal1−/− mice [Chu et al., 2013]. I manipulated clock function
in individual cell types along the hypothalamic-preoptic surge circuit to identify the
necessity and sufficiency of clocks at specific nodes. While the earlier studies reported
on ovary intact mice, the variable onset of LH surge and complications from incorrect
stage determination in ovary intact mice [Czieselsky et al., 2016] led me to investigate
the OVX+E induced LH surge. I found that the LH surge was disrupted by conditional
knock-out of Bmal1 in AVP cells, Kiss, and GnRH cells. Inactivation of AVP neurons
by inhibitory DREADD’s early in the day on proestrus is sufficient to prevent the
LH surge at the appropriate time. Agreement of circadian period is important in
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governing the timing of the surge, with the oscillator of AVP cells exerting a dominant
determinative role. These results suggest AVP entrains but also triggers downstream
targets.
Our identification of the role of circadian clocks at 3 points in the LH surge
circuit presents this system as an attractive model for elucidation of internal circadian
entrainment, an important subject that we know very little about. The dominant
model of non-parametric entrainment stipulates rapid phase advances or delays of
a slave oscillator upon acute presentation of zeitgeber signals from a master. The
rival parametric model postulates a role of the angular velocity of the participating
oscillators. The circdian period of Kiss and/or GnRH cells may dictate the phase
angle of their activation by the pacemaker, and thus the timing of the LH surge. The
effectiveness of silencing the AVP neurons by DREADD to block the surge supports
the idea of an acute regulation of the circuit by vasopressinergic signals. However, a
more gradual adjustment more along the lines of the parametric model is also possible.
If the role of the SCN output is to maintain phase coherence of subordinate oscillators
in Kiss and/or GnRH cells, one might expect surges to gradually diminish upon
removal of SCN output rather than to stop immediately if the AVP signal is blocked
on a single circadian cycle, just as entrained phase is maintained in the short run
when the zeitgeber cycle is interrupted for a day or two.
My results indicating the necessity of Bmal1 in AVP cells for a normally timed
surge is in line with previous studies. AVP output from the dorsal SCN has been
shown to be critical for the timing of behavioral and endocrine outputs [Kalsbeek
et al., 2006, Mieda et al., 2015, Evans et al., 2015b, Mieda et al., 2016]. The role of
AVP in LH surge generation was demonstrated previously by injecting AVP into the
medial preoptic area within a specific time window triggering an LH surge in SCN
lesioned rats [Palm et al., 1999]. Reduced AVP expression in SCN and lower AVP1a
receptor mRNA in the hypothalamus is thought to underlie the reproductive defects
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observed in Clock∆19/∆19 [Miller et al., 2006]. Evidence that hyperpolarization of
AVP cells blocks the LH surge and conditional deletion of mutant tau allele in AVP
cells normalizes the timing of the LH surge, further supports the relevant site as the
circadian pacemaker. These results suggest a model where the output of AVP cells
(possibly including co-release of AVP with GABA and other small neurotransmitters)
is necessary to coordinate the phases of downstream oscillators (in Kiss, GnRH, and
other cell types) to determine the timing of the LH surge. This would also indicate
that the barbiturate induced delay in ovulation reported by [Everett and Sawyer, 1950]
could be via blocking release of GABA from AVP cells. It is of interest that reversion of
the timing of the LH surge in AVPcre /Csnk1tau/tau mice was more consistent than the
establishment of locomotor activity rhythms. The mismatch between the timing of LH
surge and entrained phase angle of locomotor activity rhythms in Avpcre /Bmal1f l/f l
and Avpcre /Csnk1etau/tau indicates that this role for AVP cells could be stronger for
the LH surge circuit than for behavioral rhythms. Distinctions between the circadian
control of endocrine versus behavioral rhythms have been reported: transplantation of
an encapsulated SCN into an SCN lesioned host is sufficient to restore wheel-running
behavior [Silver et al., 1996], but SCN grafts are not sufficient to restore circadian
endocrine rhythms [Meyer-Bernstein et al., 1999]. Furthermore, whereas control of the
LH surge requires lateralized axonal projections [de la Iglesia et al., 2003], diffusible
(humoral) SCN outputs may mediate locomotor rhythmicity. Nevertheless, circadian
control of locomotor and endocrine outputs have rarely been dissociated and the
present findings are the first to distinguish the role in these functions of a particular
cell type.
I observed incomplete penetrance of the lengthened free-running period with conditional deletion of mutant tau allele in AVP cells. The availability of conditional
bioluminescence reporters [Shan et al., 2020] of clock function and, use of TTX and
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in vitro approaches will allow for examination of circadian function in individual cell
types of interest unconstrained by the network.
It is important to note a few considerations with these experiments. The genetic
construct of the AVPcre mice does not allow us to rule out the effect of AVP neurons
outside the SCN or AVP cells elsewhere in the body in controlling the LH surge. In
addition to functioning as the output, AVP has intra-SCN functions [Mieda et al.,
2015, Mieda et al., 2016], which could contribute to the changes in the timing of the
LH surge. [Cheng et al., 2019] reports the insertion of an IRES-Cre cassette may
constitute as a confounding factor by altering AVP expression. Indeed, I noted that
water consumption was higher in AVP-cre animals in these experiments, indicating
diabetes insipidus in these transgenics. However, I found that animals carrying crerecombinase without floxed alleles resembled wild type controls with a normally timed
LH surge thus allaying these concerns. Additionally, Avp mRNA rhythms and AVP
peptide levels are reduced in Clock∆19/∆19 mice and the core molecular clockwork
(CLOCK/BMAL1 heterodimer) exerts transcriptional control on Avp [Jin et al., 1999].
Evaulation of Avpcre /Bmal1f l/f l revealed dysregulated Avp mRNA levels, however
the impact on AVP peptide levels or release are still unclear [Shan et al., 2020]. These
findings highlight the need for including measures of Avp mRNA levels and AVP
peptide levels in SCN in future experiments to evaluate the effect of Bmal1 deletion
in AVP cells on AVP expression versus rhythmic release of AVP.
Conditional knock-out of Bmal1 in Kiss neurons also altered the timing and
amplitude of the LH surge. This indicates that the circadian clock function in Kiss
neurons plays a role in controlling the timing of the LH surge. AVP cells from the
SCN project to Kiss neurons in the AVPV, which mediate the positive feedback
promoting the LH surge [Wintermantel et al., 2006, Wang et al., 2019]. A functional
molecular clock has been described within the AVPV Kiss neurons [Smarr et al.,
2013]. Although circadian expression of Bmal1 was not affected by ovarian hormones,
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ovariectomy altered circadian expression of transcripts of Kiss1 and AVP receptor
Avpr1a [Smarr et al., 2013]. The clock within Kiss1 cells could regulate timing
of the vasopressin receptor expression or affect membrane voltage (depolarization
via Ca2+ influx) altering response to signals. The AVPV Kiss1 neurons have also
been hypothesized as the integrating center of ovarian hormone and SCN timing
signals [Smarr et al., 2013]. However, since the deletion of Bmal1 is not restricted to
AVPV Kiss1 neurons, the Kiss1 neurons in the arcuate nucleus may also participate
in circadian regulation of LH surge.
The arcuate nucleus Kiss neurons mediate the tonic pulsatile mode of LH secretion
and negative feedback and relaxation of the KNDy cell inhibition on proestrus may
contribute to the LH surge [Helena et al., 2015, Helena et al., 2015, Mittelman-Smith
et al., 2016]. Targeted disruption of arcuate Kiss neurons impairs estrous cycles
but also presents altered circadian activity [Padilla et al., 2019]. Characterizing
the induced LH surge in these animals versus animals with a targeted disruption of
the AVPV Kiss cells could help determine the important sites of clock function in
kisspeptidergic control of the LH surge.
My results showed that conditional deletion of Bmal1 in GnRH neurons blunts the
induced LH surge. For an appropriately timed LH surge, a combination of SCN signals
onto GnRH neurons and Kiss stimulation is required [Gillespie et al., 2003, Zhao and
Kriegsfeld, 2009, Tonsfeldt et al., 2011, Williams et al., 2011]. A functional molecular
clock has been detected within GnRH cells in-vivo [Hickok and Tischkau, 2010]. This
clock could regulate expression of GPR54 [Tonsfeldt et al., 2011] or regulate influx
of calcium (Ca2+ ) or chloride (Cl− ) that could lead to the heterogenous response of
GnRH cells to GABA [Watanabe et al., 2014]. The efficacy of Kiss administration to
the preoptic area to activate GnRH cells varies with time of day [Williams et al., 2011].
My findings are consistent with this evidence, and points to the role of the clock in the
GnRH neurons in allowing the cells to respond to SCN and Kiss neuron stimulation.
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The molecular clock within GnRH neurons drives the rhythmic expression of Kiss
receptor (Kiss1R), GnRH, and GnRH peptide release [Chappell et al., 2003, Zhao and
Kriegsfeld, 2009, Williams et al., 2011]. Additionally, it is well established that only a
subset of GnRH neurons are activated at the time of the LH surge [Herbison et al.,
2008, Czieselsky et al., 2016]. Thus, circadian function in only a subset of GnRH
neurons may be necessary for LH surge generation.
My experiments were restricted to measuring LH by repeated tail bleeds between
ZT 9 and ZT 15, and thus we could not determine if the experimental genotypes
displayed LH surges earlier in the day or later at night. While serial sampling strategies
like serial tail-vein bleeding could cause complexities stemming from stress, it is a
reliable method to characterize LH surge [Czieselsky et al., 2016]. The presence of
the LD cycle could also provide a timing signal, masking a more severe effect on the
LH surge with circadian disruption of AVP, Kiss, and GnRH cells. Additionally, the
presence of other oscillators across the network could compensate a cell-autonomous
deficit, influencing the phenotypes I observe.
All conditional knock-out mouse models studies come with certain limitations
such as inefficient flox-allele deletion and ectopic cre-allele expression, which can
impact the studied phenotypes [Hoffmann et al., 2019]. Since Bmal1 functions as
a transcription factor, its disruption can impact the level of expression of many
target genes [Yu and Weaver, 2011]. Furthermore, Bmal1 may exert non-circadian
functions and its deletion can alter the balance of a variety of PAS domain containing
proteins with far reaching impacts on cell function. However, concordance between
our results in Avpcre /Bmal1f l/f l and Avpcre /Csnk1etau/tau animals indicate that the
effect on the LH surge is not exclusively due to Bmal1 disruption-specific effects on
gene expression level. It is also important to note that I used an induced LH surge
paradigm in ovariectomized animals where the only ovarian steroid available was
estradiol. Circadian function in any or all of the cell types studied here may be less

53

important when pre-ovulatory progesterone is available to influence the timing and
amplitude of the LH surge [Stephens et al., 2015, Leite et al., 2016].
Despite the effects of these genetic constructs on the LH surge’s timing and pattern, they are all fertile. Indeed, even mice with a global knock-out of Bmal1 experience relatively subtle disruptions. Furthermore, estrous cycles continue in mice
in which kisspeptin neurons are eliminated by diphtheria toxin [Mayer and Boehm,
2011], although this finding may depend upon reorganization of the surge circuit after
embryonic deletion of Kiss and is difficult to reconcile with other evidence for the
essential role of the AVPV Kiss population in triggering the surge [Clarkson et al.,
2008]. Finally, circadian rhythms in the ovary [Mereness et al., 2016], if not the
pituitary [Chu et al., 2013], may contribute to the timing of ovulation. Despite this
possible redundancy in the systems that regulate ovulation, the present data indicate
that circadian control of its timing is distributed among several cell types.
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Figure 2.1. Conditional deletion of Bmal1 in AVP cells lengthens free-running period of locomotor activity, disrupts estrous cycles and ovarian folliculogenesis, and
alters timing of induced LH surge.- A, Representative, double-plotted wheel-running
actograms of different control and Avpcre /Bmal1f l/f l genotypes and period comparisons between the two genotypes of locomotor behavior. Mice were housed in a 12-h
light/12-h dark lighting cycle for 10 d, followed by 10 d in constant darkness. The
light and dark phases are indicated by the grey and white background, respectively. B,
Estrous cycling in representative control and Avpcre /Bmal1f l/f l females and proportion of time spent per estrous stage. C, Hematoxylin-eosin staining of representative
ovary sections from two different control and Avpcre /Bmal1f l/f l animals. D, Induced
LH profiles of individual control and Avpcre /Bmal1f l/f l ovariectomized females by
two-step E2-injection procedure. E, Fold change of induced LH levels expressed as
the ratio of ZT 12 level versus ZT 9 levels. Bar graphs represent mean ± SEM; n =
8 for control and n = 7 for Avpcre /Bmal1f l/f l . By Mann-Whitney Test: *, p < 0.05;
**, p < 0.01. Abbreviations: D: Diestrus; E: estrus; P: proestrus; M: metestrus; CL:
corpus luteum; FL: follicle.
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Figure 2.2. Expression of DREADDs in AVP cells does not alter estrous cycles
or ovary-intact LH surge but selective inactivation of AVP cells on the morning of
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CHAPTER 3
CHARACTERIZATION OF IN-VITRO CENTRAL AND
PERIPHERAL CLOCK FUNCTION IN DUPER, A
CIRCADIAN MUTANT HAMSTER

3.1

Abstract

The temporal order of physiology and behavior in mammals is regulated by the
coordination of the master circadian clock in the suprachiasmatic nucleus (SCN) and
peripheral clocks in various tissues outside the SCN. The mammalian cell-autonomous
circadian clock is built around a self-sustaining transcriptional-translational negative
feedback loop (TTFL) in which the negative regulators PER and CRY suppress their
own expression, which is driven by the positive regulators CLOCK and BMAL1. Importantly, such TTFL-based clocks are present in all major tissues across the organism,
and the SCN is their central coordinator. Our understanding of the molecular clock
relies greatly on results obtained from studying period mutants. The larger size and
regular estrous cycles in hamsters makes them the ideal species to study circadianbased endocrine physiology. The duper mutation in Syrian hamsters, which arose
on the tau background, shortens the free-running period (τDD ) of locomotor activity
rhythms and powerfully amplifies phase-shifting responses to 15 minute light pulses. It
is not known whether duper alters the TTFL that underlie cell-autonomous circadian
rhythms, or pacemaker function. I examined the period of rhythms of bioluminescent
reporters of core clock gene expression in duper and wild type hypothalamic slices,
in dispersed liver cell cultures, and embryonic fibroblasts (HEF). I first transformed
duper and wild type HEF’s with a plasmid vector that expressed luciferase under the
control of a mouse Per2 promoter (mPer2 -Luc). I also transduced HEF’s and tissue
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slices with an adenoviral vector that expressed luciferase under the control of a mouse
Bmal1 promoter (Adv-Bmal1 -Luc). The circadian period was significantly shorter in
duper than wild type SCN. Additionally, duper HEF’s transformed with mPer2 -Luc
showed a shorter period compared to wild type. These results, combined with the
recent identification of the duper allele, indicate that duper affects the function of
cell-autonomous circadian oscillators.

3.2

Introduction

The suprachiasmatic nucleus (SCN) of the hypothalamus is the principal circadian
pacemaker in mammals, coordinating daily metabolic and physiological rhythms with
the cycle of sleep and wakefulness [Reppert and Weaver, 2002]. In common with other
tissues, SCN neurons define circadian time via transcriptional-translational feedback
loops in which the Period (Per ) and Cryptochrome (Cry) genes are first activated by
CLOCK-BMAL1 heterodimers acting at E-box enhancer sequences, then subsequently
suppressed by their own protein products [Mohawk and Takahashi, 2011, Koike et al.,
2012].
The availability of period mutants provides tools to explore the mechanisms of freerunning rhythms, entrainment, and phase shifts. This strategy has been particularly
well exploited in fruit flies and mice, leading to the discovery of core clock genes
whose protein products feed back to regulate not only their own transcription but
also that of clock-controlled genes that control many physiological and behavioral
functions. The highly regular and well-characterized locomotor rhythm of Syrian
hamsters makes this species a model of choice for circadian studies. The semi-dominant
tau and the recessive duper mutations shorten the free-running period, but they have
different consequences for phase resetting. tau mutant hamsters have a narrow range of
entrainment, and the amplitude of phase resetting changes only gradually after transfer
to constant darkness (DD) [Ralph and Menaker, 1988,Shimomura and Menaker, 1994,
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Martino et al., 2008]. In contrast, the duper mutation is recessive, expands the
range of entrainment, and rapidly amplifies phase shifting response of hamsters to
acute light pulses in DD [Monecke et al., 2011, Krug et al., 2011, Bittman, 2014].
Phenotypic differences between these two short-period mutants raise the question of
whether they alter circadian function in different ways. The tau mutation is a gain
of function in Csnk1, which results in destabilization of PERIOD2 protein [Gallego
et al., 2006, Meng et al., 2008]. The reduction in the half-life of this negative feedback
signal results in the shortening of the period of cell-autonomous circadian oscillators,
affecting both the SCN and the periphery [Dey et al., 2005, Loudon et al., 2007].
Although duper is not a change in the sequence of Csnk1 [Monecke et al., 2011], it
is unknown whether this mutation affects the function of cell-autonomous circadian
oscillators. Alternatively, the duper mutation may specifically alter the behavior of the
circadian pacemaker. For example, the strength of coupling between cell-autonomous
oscillators may determine the range of entrainment. A mathematical model indicates
that such a change can explain the duper phenotype [Manoogian et al., 2015].
Firefly luciferase as a reporter of gene expression and protein activity is well suited
for circadian function owing to the kinetics of firefly luciferase synthesis and catalytic
inactivation. Such studies routinely employ apparatus based around photomultiplier
tubes (PMTs) to monitor light emission [Izumo et al., 2003] and characterize known
or identify new components of the circadian oscillator [Sato et al., 2006]. To validate
the hypothesis that duper alters the behavior of the circadian pacemaker, I utilized
bioluminescent reporters of clock gene expression to characterize circadian rhythms in
tissue slices, primary cultures of hamster fibroblasts, and immortalized hamster cells
derived from duper and wild-type hamsters.
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3.3

Specific Aims

3.3.1

Specific Aim

The semi-dominant tau and the recessive duper mutations both shorten the freerunning period, but they have different consequences for phase resetting. Tau mutant
hamsters have a narrow range of entrainment and the amplitude of phase resetting
changes only gradually after transfer to constant darkness (DD) [Ralph and Menaker,
1988, Martino et al., 2008, Shimomura and Menaker, 1994]. In contrast, the duper
mutation is recessive, expands the range of entrainment, and amplifies phase shifting
response of hamsters to acute light pulses in DD [Monecke et al., 2011, Krug et al.,
2011, Bittman, 2014]. Phenotypic differences between these two short-period mutants
raise the question of whether they alter circadian function in different ways. Although
duper is not a change in the sequence of Csnk1  [Monecke et al., 2011], it was
unknown at the time of the experiment, whether the mutation affects the function of
cell-autonomous circadian oscillators or alters explicitly the behavior of the circadian
pacemaker. I aim to localize the effect of duper to either the cell-autonomous oscillator
or the circadian pacemaker.

3.3.1.1

Hypothesis

The duper mutation affects the circadian pacemaker coupling rather than cellautonomous circadian function.

3.3.1.2

Prediction

This hypothesis will be confirmed if bioluminescent reporters of clock genes report
similar periods in peripheral tissues/cells from duper and wild type hamsters, but has
period differences in SCN slices.
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3.3.1.3

Alternative Hypothesis

Duper affects the cell-autonomous circadian function rather than pacemaker coupling.

3.3.1.4

Prediction

Since every cell in the body possesses similar autonomous molecular clocks, we
should be able to identify period differences between duper and wild type hamsters
in cell cultures, peripheral tissues, as well as SCN slices. It could also be that the
duper mutation affects a core clock component in a way that does not change cellautonomous period. Duper might alter how a coupling signal affects a component of
the pacemaker (by increasing or decreasing responsiveness to the signal).

3.4
3.4.1

Material and Methods
Animals

Syrian hamsters (Mesocricetus auratus) were born and raised in a 14-h light/10-h
dark lighting cycle and allowed ad libitum access to food (commercial rodent chow)
and water throughout the study. Wild type hamsters of the LVG strain were obtained
from the Lakeview hamstery or bred in our lab from that stock. Mutant duper
hamsters used in these studies were derived from the original super duper animals,
which were tau mutants with the additional duper mutation giving a period of ∼18
hrs, crossed to Lakeview wild types, as previously described [Monecke et al., 2011].
They descended from animals that were confirmed by restriction digest mapping of
their genomic DNA [Monecke et al., 2011] to lack the tau mutation and in which
free-running period (τDD ) was approximately 23h. All experiments were approved
by the Institutional Animal Care and Use Committee (IACUC) of the University of
Massachusetts Amherst.
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3.4.1.1

Mutant Duper Hamster Phenotyping and Activity Monitoring

To record the rhythm of locomotor activity, adult hamsters were individually
housed in activity wheel-equipped cages under 14:10. Locomotor activity was recorded
and analyzed using ClockLab software (Actimetrics, Wilmette, IL) as previously described [Monecke et al., 2011]. As the duper sequence is not yet known, animals
homozygous for duper were identified phenotypically before the onset of these experiments. τDD was assessed by maintaining animals in constant darkness for approximately ten days. Wild-type hamsters displayed free-running period of ∼23.8 hr and
duper hamsters displayed free-running period of ∼22.9 hr.

3.4.2

Cell Culture and Stable Transfection

Hamster Embryonic Fibroblast (HEF) cultures were prepared from d10-13 wild
type and duper hamster embryos. In order to prepare embryonic fibroblasts, pregnant wild-type, or duper dams were anesthetized with sodium pentobarbital (Fatal
Plus, 80mg/kg). Embryos were removed and fibroblast preparations were made as
previously described [Welsh et al., 2004]. Mostly confluent cultures of duper and wild
type HEF’s were transfected with the mPer2 -Luc plasmid (Promega pGL4.2 vector,
kindly provided by Dr. John S O’Neill (MRC, Cambridge, UK)) using manufacturers’
instruction for the GeneJuice (Millipore Sigma) transfection reagent. Puromycin resistant colonies were selected for a minimum of 3 weeks to establish stable transfection.
Dexamethasone (Dex, Sigma D1756) dissolved in EtOH at a final concentration of
100nM was added to each cell culture dish for 2 hr to synchronize the culture before
the medium was replaced with HEPES-buffered “Air Medium” (DMEM lacking phenol red [Sigma-Aldrich] supplemented with 10% FBS [Atlanta Biologicals], 2% B27
(Invitrogen), 10mM HEPES [pH 7.2], antibiotics [25U/ml penicillin, 25 µg/ml streptomycin], and 300 µM luciferin [Biosynth AG]) and sealed for long-term bioluminescence
recording by PMT in the luminometer.
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3.4.3

Genome Engineering using PiggyBac Vectors

In order to assess cell autonomous peripheral oscillators in hamsters, I generated
an immortalized line of baby hamster kidney (BHK) cells (courtesy of Dr. Zhongde
Wang (Utah State University, Utah, USA) into which mPer2 -Luc or mBmal1 -Luc
(Promega pGL4.2 vector, kindly provided by Dr. John S O’Neill (MRC, Cambridge,
UK)) were stably introduced using PiggyBac vectors. The PiggyBac vector carrying
either a mPer2 -Luc or mBmal1 -Luc reporter cassette was constructed by transferring
the mPer2-luc or mBmal1 -Luc reporter cassette, respectively, from plasmid pGL4.2
(Sato) into the PB-CMV-MCS-EF1α-GreenPuro PiggyBac vector (Cat. # PB513B1; System Biosciences) by the following steps. First, the reporter cassette, either
mPer2 -Luc or mBmal1 -Luc, was liberated with SpeI and BamHI double digestion.
Second, the PB513B-1 PiggyBac vector was also double cut with SpeI and BamHI,
which not only opened the PiggyBac vector with compatible restriction ends with the
reporter cassettes but also removed the CMV promoter from the PiggyBac vector
(CMV promoter is not needed and its presence may affect the clock gene promoter
activities). Finally, the expression cassette was ligated into the prepared PiggyBac
vector between SpeI and BamHI sites with one step DNA subcloning. The sequence of
the resultant vectors were confirmed by Sanger sequencing. Then the PB-mPer2 -Luc
or PB-mBmal1 -Luc vector was amplified in DH5α cells and was prepared by EnndoFree
Plasmid Maxi Kit (Qiagen). To transfect the PB-mPer2 -Luc or PB-mBmal1 -Luc
vector into BHK cells, it was mixed with the super PiggyBac transposase expression
vector (cat # PB210PA-1; System Biosciences) in a 2.5:1 ratio (2.5ug PiggyBac
vector:1ug transposase for a transfection experiment), and transfection was performed
by using P3 primary solution with program EN-150 (Nucleofector; Lonza). Transfected
BHK cells were cultured in DMEM medium supplemented with 10% FBS and were
treated with 5 µg/mL puromycin 48 hr after transfection until the all control cells
(BHK cells that were not transfected) were killed. The puromycin resistant BHK
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cells were further propagated in culture for 2-3 passages and cryopreserved in liquid
nitrogen until use.

3.4.4

Viral Transduction of Cell and Tissue Cultures

The adenoviral Bmal1 -Luc reporter (Adv-Bmal1 -Luc, kindly provided by Dr. Florian Kreppel (Witten/Herdecke University, Witten, Germany)) vector construct has
been described previously [Asher et al., 2008, Saini et al., 2013]. Briefly, Bmal1 luciferase [Nagoshi et al., 2004] cassette was cloned into pCV100 plasmid, firstgeneration adenoviral vector was amplified in N52.E6-producer cells, and viruses
were generated and purified as previously described [Kreppel et al., 2002]. Primary
duper and wild type HEF’s were seeded into a 35mm dish at 1:5 dilution, and on the
following day, when the confluence was between 50-60%, Adv-Bmal1 -Luc particles
were added to the dish with a multiplicity of infection (MOI) of 5000 and based on
seeding density. The following day, adenoviral conditioned media was replaced with
fresh medium.
Organotypic SCN cultures from adult wild type (n=5) and duper (n=5) hamsters
were prepared as described [Maywood et al., 2006] during the light phase of the LD
cycle. Liver slices from the same hamsters were minced with a razor blade and placed
in 35 mm petri dishes. The following day after the dissection up to 5 µL of concentrated
adenoviral particles (4 × 108 VP/µL) were dropped directly onto slices. On the next
day, adenoviral conditioned media was replaced with fresh medium.
Cell and tissue cultures were then transferred into sealed Petri dishes containing HEPES-buffered “Air Medium” [Yamazaki and Takahashi, 2005] for long-term
bioluminescence recording by PMT in the luminometer.

3.4.5

Real-time Bioluminescence Recordings

Medium in dishes were replaced with “Air Medium” (DMEM lacking phenol red
[Sigma-Aldrich] supplemented with 10% FBS [Atlanta Biologicals], 2% B27 (Invitro-
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gen), 10mM HEPES [pH 7.2], antibiotics [25U/ml penicillin, 25 µg/ml streptomycin],
and 300 µM luciferin [Biosynth AG]). All dishes were sealed with 40-mm circular
coverslips (VWR, 40CIR-1) and a bead of silicone grease. All assays were done in a
luminometer that was placed within a 36.5°C incubator. All samples were measured
every 10 min with an integration time of 75 sec for at least 6 d.

3.4.6

Data and Statistical Analyses

Bioluminescence data for hamster SCN, liver, HEF, and BHK cultures were baseline subtracted to correct for background counts. The time-series data were first
processed by removing a linear trend after excluding the first 12 to 24 hr, leaving a
minimum of 72 hours of data. I then analyzed for luminescence period by Maximum
Entropy Spectrum Analysis (MESA), which can be effective at producing relatively
high resolution period estimates even for short, noisy time series, using code adapted
from CIRCADA-S (Circadian App for Data Analysis - Synthetic Time Series; available
at https://osf.io/er6wj/; [Cenek et al., 2020]). Additionally I analyzed a period estimate and goodness-of-fit measure, which is the percentage of variance accounted for by
a fitted sine wave, by Fast Fourier Transform Non-Linear Least Square (FFT-NLLS)
fit analysis in BioDare software (available at https://biodare2.ed.ac.uk/; [Zielinski
et al., 2014]). The period estimates generated by the two methods were in agreement
with each other as indicated by a linear regression r2 value of 0.79 (Appendix Figure
A.7). A two-tailed t-test evaluated luminescence periods between duper and wild
type tissue and cell cultures. Data analyses and statistical tests performed in Prism
8 (GraphPad). Graphs were prepared in Prism. Results were considered significant
at p < 0.05.
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3.5
3.5.1

Results
Bioluminescence Rhythms in Cell Cultures

Fibroblasts have long been used to study peripheral circadian rhythms [Balsalobre
et al., 1998, Izumo et al., 2003], but this approach has not been applied systematically
to hamsters [Loudon et al., 2007]. To confirm the reporters’ utility in hamster cells,
I induced stable incorporation of luciferase reporters in a line of immortalized baby
hamster kidney (BHK) cells (Hernandez and Brown, 2010). The reporters were driven
by mouse Per2 and mouse Bmal1 promoters and incorporated using a PiggyBac
transposon system (Urschitz et al. 2010; Behringer et al., 2017). Upon incubation at
37°C, Per2 - and Bmal1 -driven bioluminescence occurred in antiphase with a period
of 16.87 ± 0.30 hr. At lower incubation temperatures, circadian period shortened to
15.57 ± 0.37 hr with a Q10 of 1.2.
Having shown the ability of these reporters to assess rhythmicity in a hamster
cell line, I next used them to compare cell autonomous oscillations between duper
and wild type hamsters. I transfected primary cultures of embryonic fibroblasts
(HEF) prepared from duper and wild type hamsters with a plasmid containing firefly
luciferase driven from the promoter of the mouse Per2 gene [Sato et al., 2006]. Realtime bioluminescence recordings of nearly confluent cultures were performed after
synchronization with 100nM Dexamethasone (Dex) for 2 hr. The period of rhythms of
bioluminescence was significantly shorter in duper HEF (19.12 ± 0.90 hr) compared to
wild-type HEF (25.32 ± 1.82 hr) (t = 2.81, df = 7, p = 0.03; Figure 3.1 A, B). Lastly,
I transduced HEF’s from duper and wild-type hamsters with an adenoviral vector
(Adv-Bmal1 -Luc, harboring a Bmal1 -luciferase reporter construct; [Saini et al., 2013].
Although the period of luminescence in confluent cultures that had been synchronized
with Dex was shorter in duper than wild type HEF’s, the results were highly variable
and not significantly different (20.35 ± 1.2 hr in duper HEF vs. 22.34 ± 1.9 hr in
wild-type HEF, t = 0.81, df = 7, p = 0.45; Figure 3.1 C, D).
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3.5.2

Bioluminescence Rhythms in Tissues

I used the Adv-Bmal1 -Luc vector to characterize central and peripheral circadian
oscillators in adult tissues prepared from duper and wild type hamsters. Bioluminescence of duper SCN slices transduced with the adenovirus oscillated with a significantly
shorter period than wild type SCN (19.00 ± 0.70 hr in duper SCN versus 23.40 ± 0.99
hr in wild type SCN, t = 3.61, df = 8, p < 0.01; Figure 3.2 A, B). In contrast, the
circadian period of bioluminescence rhythms of wild type and duper liver cells did not
significantly differ (19.50 ± 0.82 hr in duper liver vs. 20.38 ± 0.51 hr in wild type liver,
t = 0.91, df = 10, p = 0.39; Figure 3.2 C, D).
Type
HEF
Liver
SCN

MESA Period (hr)
WT
Duper
22.34 ± 1.90
20.38 ± 0.51
23.40 ± 0.99

20.35 ± 1.20
19.50 ± 0.82
19.00 ± 0.70*

FFT-NLS Period (hr)
WT
Duper
25.77 ± 1.72
18.97 ± 1.21
24.23 ± 0.28

20.59 ± 0.10
18.00 ± 0.92
19.66 ± 0.78*

Mean GOF
WT Duper
0.7
0.8
0.8

0.8
0.9
0.9

Table 3.1. Comparison of free-running period estimates by MESA and FFT-NLLS
and goodness of fit for Adv-Bmal1 -luc bioluminescent rhythms shown in Figure 3.1
and Figure 3.2. Mean±SEM reported for periods. By unpaired t-test; *, p < 0.05

3.6

Discussion

My results demonstrate that the period of expression of a bioluminescent reporter
under the control of Per2 and Bmal1 is significantly shorter in duper HEF and SCN
slices respectively. While the period of Bmal1 -Luc was not significantly different in
HEF and liver cells, there is a trend for a shorter period in duper hamsters. Lower
transduction efficiency of the liver sections by the adenovirus could affect the recordings
leading to greater variability in period estimates across genotypes and the inability
to detect a significant difference. Transformation followed by stable cell selection
of HEFs for mPer2 -Luc meant the cells carrying this reporter underwent a much
higher number of passages than the HEFs transduced with Adv-Bmal1 -Luc. There
70

is compelling evidence for passage number affecting cell lines characteristics over
time. Specifically, cell lines at high passage numbers could experience alterations in
morphology, response to stimuli, growth rates, or protein expression, compared to
cells at lower passage number. This technical detail could explain the difference in
the period obtained by mPer2 -Luc and mBmal1 -Luc in HEF’s. The sample size I am
reporting in my analyses for the cell lines refers to number of dishes examined of a
single isolate, not number of different isolates. The intercellular period heterogeneity
in different clonal cell isolates has been shown to be driven by nonheritable noise, and
thus adding complexity [Li et al., 2020].
To address some of the technical limitations, we used genome engineering techniques to stably insert the bioluminescent reporters into an immortalized hamster cell
line (BHK). We were able to detect anti-phase rhythms of Bmal1 and Per2, the latter
of which was temperature compensated (Q10 > 1.0). These findings indicated that
we were observing the internal cell autonomous circadian system, however the period
I obtained in BHK cells was consistently much shorter than 24 hrs. It is unlikely
that the short period I observed was due to the use of a mouse promoter sequences
in hamsters, as the hamster Per2 promoter sequence is quite similar, and mouse
constructs give circadian periods in cell lines from other species [Izumo et al., 2003].
While the short half-life of luciferase reporters makes them ideal for circadian
studies, there are a few technical differences to keep in mind. Both the mPer2 Luc plasmid reporter and the Adv-Bmal1 -Luc reporter are transcriptional reporters
expressing a modified version of luciferase that exists as a protein on its own and is
degraded by itself. Together, these results suggest that the duper mutation alters
the output of the transcriptional-translational feedback loops common to central and
peripheral circadian oscillators.
These findings do not rule out the possibility that the altered output of the
transcriptional-translational feedback loop can alter pacemaker function. In fact, the
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recent identification of the duper mutation as a C deletion leading to a stop codon
in exon 4 of Cry1 (Hogenesch and Bittman, unpublished) provides additional clarity
to my findings. The mammalian cryptochrome proteins, CRY1, and CRY2 are key
negative regulators within the transcriptional-translational feedback loop and are
essential for the maintenance of circadian rhythms. SCN slices from mice lacking Cry1
displayed PER2::LUC rhythms with a shorter period, similar to our observation in
mBmal1 -Luc rhythms in duper SCN slices. The identification of the duper allele will
allow us to leverage more sophisticated knock-in mouse reporter lines, specifically the
luminescent PER2::LUC [Yoo et al., 2004] and the fluorescent VENUS::BMAL1 [Yang
et al., 2020], which would alleviate some of the technical challenges with transformation
and transduction discussed above. Crossing these two reporter lines with a mouse
carrying the duper mutation would allow us not only to track real-time bioluminescence
rhythms but also perform quantitative real-time imaging within cell types in the SCN
with particular peptide identity. We could characterize the BMAL1 rhythms within
AVP, VIP, GRP, or NMS cells of the SCN between duper and wild-type hamsters to
see if the CRY1 mutation also alters coupling, as has been indicated via mathematical
modeling [Manoogian et al., 2015]. Additionally, this approach would also allow us to
evaluate and compare the negative and positive limb of the circadian feedback loop
between duper and wild type hamsters.
In conclusion, I was able to demonstrate the significant effects of the duper allele
in shortening the bioluminescence period in SCN slices with Adv-Bmal1 -Luc and
HEF’s with mPer2 -Luc. There was also a trend for shorter period in duper hamsters
reported by the Adv-Bmal1 -Luc reporter in HEF’s and liver. These findings point to
duper affecting the core molecular clock over coupling within the master pacemaker.
However, these effects are not mutually exclusive alternatives. Depending on the cell
type, the mutation might cause a change in cell autonomous function reported by
bioluminescence period only or also alter coupling. For example, HEF’s which do
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not contain network timing properties will only display a change in period. However,
characterizing the effect of the mutation in only VIP cells should display a change in
coupling. Thus the effect of the mutation is reflecting the function of the cell type.
The knowledge of the genetic identity of the duper mutation opens up new avenues
to gain clarity of the effect.
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Figure 3.1. Real-time reporting of peripheral circadian expression in cell culture.
A, Normalized baseline subtracted trace of mPer2 -Luc bioluminescence reporting of
circadian expression in primary HEFs stably expressing mPer2 -Luc reporter in duper
(blue) and wild type (red) hamsters. These traces are representative of 5 runs in which
cells from the two genotypes were run simultaneously. B, Period of stably expressing
mPer2 -Luc HEF cultures from duper (n = 4, blue square) and wild type (n = 4,
red circle) hamsters. C, Representative normalized baseline subtracted traces of AdvBmal1 -Luc transduced HEF’s from duper (blue) and wild type (red) hamsters. D,
Period of Adv-Bmal1 -Luc transduced HEF cultures from duper (n = 4, blue square)
and wild type (n = 5, red circle) hamsters. By unpaired t-test; *, p < 0.05.
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Figure 3.2. Real-time reporting of circadian expression of Bmal1-luc in SCN and
liver slices from duper and wild type hamsters. A, C, Representative normalized
baseline subtracted trace of bioluminescence reporting of circadian expression in SCN
sections (A) and minced liver sections (C) harvested from adult duper (blue) and wild
type (red) hamsters transduced with Adv-Bmal1 -Luc. Tissues were prepared during
the middle of the light phase from hamsters maintained at 14:10 LD. B, D, Period of
SCN (B) and liver (D) sections from (SCN: n = 5; Liver: n = 6) duper (blue square)
and (SCN: n = 5; Liver: n = 6) wild type (red circle) hamsters in LD transduced
with Adv-Bmal1 -Luc. By unpaired t-test; **p < 0.01
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CHAPTER 4
CHARACTERIZATION OF PRE-OVULATORY
LUTEINIZING HORMONE SURGE IN DUPER, A
CIRCADIAN MUTANT HAMSTER

4.1

Abstract

The circadian control of the pre-ovulatory surge of luteinizing hormone (LH) is
well established, and much evidence for this control has been provided by animals
with genetically perturbed clock function. The duper mutation in Syrian hamsters
shortens the free-running period (τDD ) of locomotor activity rhythms and powerfully
amplifies phase-shifting responses to 15 minute light pulses. Therefore, duper allows
us to investigate the multioscillatory surge circuit (addressed in mice in Chapter 2) in
light of rapid phase shifting in the mutant hamster. Here, I examine whether the duper
mutation alters the timing of the pre-ovulatory LH surge in ovary intact hamsters and
characterize the pattern of core clock proteins, PER1 and BMAL1, rhythms within
Gonadotropin-Releasing Hormone (GnRH) cells on proestrus. LH levels in duper
females rose significantly earlier than wild-type females on proestrus, corresponding
to the phase advanced locomotor activity. However, this advanced phase was not
reflected in the rhythms of PER1 and BMAL1 within GnRH cells, which were not
significantly different between wild-type and duper female hamsters on proestrus. An
additional characteristic phenotype of duper hamsters is reduced jet lag. Locomotor
activity re-entrains significantly faster in duper hamsters compared to wild-types in
response to 8-hr phase shifts. I asked whether the LH surge also shifts more rapidly
in duper hamsters than in wild-type hamsters. In response to an 8-hr phase advance
on proestrus, the LH surge in duper hamsters, but not wild-types, had shifted to
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occur at the correct time for the new light cycle by the next proestrus. These results
extend the previous behavioral characterizations of the duper mutant hamster and
further highlight the utility of duper hamsters in extending our understanding of the
circadian regulation of the LH surge.

4.2

Introduction

The endogenous daily (circadian) rhythms organize physiology and behavior to
coordinate with the external environment. These rhythms comprise complex
transcriptional-translational feedback loops (TTFL) and are present within most of
the body’s cells. Briefly, BMAL1 binds CLOCK to form a heterodimeric transcription
factor that drives the expression of the period (Per ) and Cryptochrome (Cry) genes.
PER and CRY proteins accumulate over time, dimerize, enter the nucleus, and repress
their transcription. As PER and CRY levels decrease, the cycle begins anew [Dibner
et al., 2010, Mohawk et al., 2012]. PER and BMAL both oscillate with a 24-hr period
and 12-hr out of phase with each other. The TTFL runs with a tissue-specific phase
and differentially drives the expression of thousands of transcripts throughout the
body [Koike et al., 2012].
A primary circadian oscillator in mammals is known to reside within the suprachiasmatic nuclei (SCN) in the hypothalamus [Moore and Eichler, 1972, Stetson and
Watson-Whitmyre, 1976]. The SCN generates a circadian rhythm both in-vivo and
in-vitro, and specific lesions of these nuclei abolish both circadian activity and endocrine rhythms, demonstrating that they are essential for the temporal control of these
processes [Moore and Eichler, 1972,Stetson and Watson-Whitmyre, 1976,Stephan and
Zucker, 1972]. Transplantation of fetal SCN tissue into SCN-lesioned hosts is capable
of restoring rhythmicity in wheel-running behavior [Lehman et al., 1987, DruckerColı́n et al., 1984]. In Syrian hamsters, the role of the SCN as a pacemaker in rhythm
generation was established by transplantation experiments in which donor and host
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had different endogenous period [Ralph et al., 1990]. These findings have confirmed
that a circadian clock controlling behavioral rhythmicity in mammals resides within
the SCN. By contrast, SCN transplants have not been shown to restore endocrine
rhythmicity to lesioned hosts [Meyer-Bernstein et al., 1999].
The SCN influences female reproduction by regulating timing of the luteinizing
hormone (LH) surge [Wiegand and Terasawa, 1982, Abrahám et al., 2003]. The LH
surge depends both upon a precisely timed cue of neuronal origin and a permissive
gonadal hormone milieu. Under these conditions, a bolus release of gonadotropinreleasing hormone (GnRH) into the hypophyseal portal circulation, stimulates the
release of gonadotrophs from the anterior pituitary [Chappell, 2005]. SCN-lesioned
animals do not produce an LH surge, whereas ovariectomized animals treated with
chronic high levels of estradiol (E2) produce a daily LH surge [Abrahám et al., 2003,
Wiegand and Terasawa, 1982]. Further, in addition to direct projections from the
SCN that lie in close apposition to GnRH neurons [Van der Beek et al., 1997, Watts
et al., 1987, de la Iglesia et al., 1995], indirect projections through innervations of the
anteroventral periventricular nucleus (AVPV) have also been identified [De Vries and
al Shamma, 1990, Hoorneman and Buijs, 1982, Leak and Moore, 2001, Terasawa et al.,
1980, Watson et al., 1995, Wiegand et al., 1978]. Anti-phase rhythms of core clock
proteins, BMAL1 and PER1, that are in tight phase relationship with the SCN have
been identified within GnRH cells of the mouse in vivo [Hickok and Tischkau, 2010].
Period mutants provides tools to explore the role of the circadian system in regulating the LH surge. Daily LH surges in ovariectomized and E2 supplemented (OVX+E2)
tau mutant hamsters, which harbor a gain of function mutation to the enzyme casein
kinase 1  (CSNK1) [Ralph and Menaker, 1988, Lowrey and Takahashi, 2000] leading
to increased PER turnover, mirror the periodicity of their behavioral rhythms: homozygous mutants show a period of about 20.5 hr, whereas wild-type hamsters exhibit
a period of about 24 hr [Lucas et al., 1999]. The Clock mutant mouse, which carries a
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51-amino acid deletion in the transcriptional-activation domain of the CLOCK protein,
exhibits extended, irregular estrous cycles and fails to have an LH surge both on the
day of proestrus, in intact females, and in response to OVX+E2 treatment [Miller
et al., 2004], suggesting a disruption of the timing and/or coordination of GnRH
release on proestrus.
Here, I describe experiments using the circadian duper mutation in the Syrian
hamster to examine the processes controlling circadian endocrine rhythmicity. The
highly regular and well-characterized locomotor rhythms and estrous cycles of Syrian
hamsters make this species a model of choice for circadian and reproductive studies.
The recessive duper mutation shortens the free-running period, expands the range of
entrainment, and rapidly amplifies phase shifting response of hamsters to acute light
pulses in DD [Monecke et al., 2011, Krug et al., 2011, Bittman, 2014]. In this chapter,
I first examine the effect of the duper mutation on the timing of pre-ovulatory LH
surge on proestrus in female hamsters maintained in LD. Next, I used triple label
immunocytochemistry to characterize clock-regulated changes in core clock proteins
(BMAL1 and PER1) in GnRH neurons in vivo between duper and wild-type hamsters.
Lastly, the amplified phase shifting response of duper hamsters suggests an altered reentrainment rate upon the advance of the LD cycle. While the speed of re-entrainment
of locomotor activity has been previously characterized, it remains uncertain whether
other processes dependent upon multi-oscillatory pathways can adjust as rapidly
to a shift of phase of the LD cycle. I determined that duper accelerated the rate
of entrainment of the LH surge in response to a phase shift. To accomplish this,
I advanced both duper and wild type female hamsters by 8 hrs on proestrus and
characterized LH surge three days later on the next predicted day of proestrus.
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4.3

Specific Aims

4.3.1

Specific Aim 1

The short-period hamster, tau, display a LH surge with shortened circadian period
of 22 hr in tau heterozygotes and 20 hr in tau homozygote hamsters [Lucas et al., 1999].
The duper mutation arose on tau background and also exhibit a shortening of circadian
period similar to heterozygote tau hamsters. Transplantation of an encapsulated SCN
into an SCN lesioned host is sufficient to restore wheel-running behavior [Silver et al.,
1996], but not circadian endocrine rhythms [Meyer-Bernstein et al., 1999]. This raises
the question of whether outputs that depend on projections of the SCN are also
affected by the duper mutation. For example, duper might affect only humoral but
not neural signals of the SCN, or only a subset of each.

4.3.1.1

Hypothesis

Duper alters the phase angle of physiological as well as behavioral functions controlled by the circadian clock.

4.3.1.2

Prediction

We might find that the LH surge in duper hamsters is phase advanced and phase
locked to locomotor activity onset as expected, if duper affect an oscillator that controls
both behavior and physiology.

4.3.1.3

Alternative Hypothesis

Duper selectively affects behavioral clock-controlled events, sparing physiological
functions.

4.3.1.4

Prediction

The LH surge phase is not altered in duper hamsters compared to WT hamsters.
This could indicate that the duper allele’s effect is localized to unique cell types that
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participate in circadian regulation of locomotor activity, not circadian regulation of
LH surge. Alternatively, there could be some compensatory mechanism specific within
the circuit that participates in the circadian regulation of the LH surge that is spared
from the effect of duper and thus does not alter the phase of the LH surge.

4.3.2

Specific Aim 2

The release of LH from the anterior pituitary is highly regulated by GnRH cells
in the preoptic area and hypothalamus. Rhythmic expression patterns of core clock
proteins, PER2 and BMAL1, have been detected within GnRH cells in mice [Hickok
and Tischkau, 2010]. In-vitro studies have shown that the molecular clock within
GnRH neurons drive the rhythmic release of GnRH peptide [Chappell et al., 2003].
The serum LH data prompted me to examine timing of clock protein expression in
GnRH cells to determine if these rhythms were altered in duper hamsters compared
to wild-type hamsters.

4.3.2.1

Hypothesis

Core clock gene expression is rhythmic in GnRH cells of Syrian hamsters, and
duper alters the phase of PER1 and BMAL1 expression.

4.3.2.2

Prediction

Duper hamsters will demonstrate an altered phase of both PER1 and BMAL1
levels in GnRH cells, which will correspond with the advanced phase of locomotor
rhythms and LH surge when clock proteins are quantified within GnRH cells using
immunocytochemistry.

4.3.2.3

Alternative Hypothesis

Duper’s effect is restricted to the SCN so that the phase of clock gene expression
is not altered in subordinate oscillators such as the GnRH cells.
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4.3.2.4

Prediction

No difference in clock protein expression patterns within GnRH cells.

4.3.3

Specific Aim 3

Mutant duper hamsters are also unique in that they show a striking exaggeration
of phase shifts (type 0 Phase Response Curve (PRC)): their clock can be shifted by
six to twelve hours in response to a 15 minute light pulse 3 or 6 circadian hours after
onset of activity (early and mid-subjective night, respectively; [Krug et al., 2011]).
This reduction of the jet lag phenotype has been demonstrated for locomotor behavior.
Here, I aim to explore whether the LH surge shifts more rapidly in response to an
8-hr phase shift on proestrus in duper hamsters than wild-type hamsters.

4.3.3.1

Hypothesis

Duper accelerates the phase adjustment of subordinate oscillators in the LH surge
circuit upon shifts of the light-dark cycle.

4.3.3.2

Prediction

When the LH surge is profiled three days after a hamster was phase advanced by 8
hours on proestrus, duper hamsters will demonstrate an LH surge at the appropriate
time relative to the new LD cycle. The LH surge in wild-type hamsters will occur at
a time between the new and old LD cycles.

4.3.3.3

Alternative Hypothesis

The multi-oscillatory composition of the LH surge circuit imposes a latency to
re-entrainment even when the SCN (and locomotor activity rhythms) are rapidly reset
by the duper mutation.
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4.3.3.4

Prediction:

Neither duper nor wild-type hamsters surge at the appropriate time to the new
phase advanced LD cycle. This would indicate a mismatch between shift latency for
locomotor activity and reproductive activity.

4.4

Material and Methods

4.4.1

Animals

Syrian hamsters (Mesocricetus auratus) were born and raised in a 14-h light/10-h
dark lighting cycle, with lights off (start of darkness) defined as ZT 12, and allowed
ad libitum access to food (commerical rodent chow) and water throughout the study.
Wild type hamsters of the LVG strain were obtained from the Lakeview hamstery
or bred in the lab from that stock. Duper hamsters used in these studies were
derived from the original super duper animals crossed to Lakeview wild types, as
previously described [Monecke et al., 2011]. They descended from animals that were
confirmed by restriction digest mapping of their genomic DNA [Lowrey and Takahashi,
2000, Monecke et al., 2011] to lack the tau mutation and in which free-running period
(τDD ) was approximately 23h. Smearing for estrous vaginal discharge was used to
track the estrous cycle. Adult (>3 months) female hamsters displaying at least 3
consecutive four day-estrous cycles were used. All experiments were approved by
the Institutional Animal Care and Use Committee (IACUC) of the University of
Massachusetts Amherst.

4.4.1.1

Mutant Duper Hamsters Phenotyping and Activity Monitoring

To record the rhythm of locomotor activity, adult hamsters were individually
housed in activity wheel-equipped cages under a 14-h light/10-h dark lighting cycle.
Locomotor activity was recorded and analyzed using ClockLab software (Actimetrics,
Wilmette, IL) as previously described (Monecke et al., 2011). As the duper sequence
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was unknown, animals homozygous for duper were identified phenotypically before
the onset of these experiments. τDD was assessed by maintaining animals in constant
darkness for approximately ten days. Wild-type hamsters displayed free-runing period
of ∼ 23.8 hr and duper hamsters displayed free-running period of ∼ 22.9 hr.

4.4.2

Phase Advances Experimental Design

Hamsters were maintained in a 14-h light/10-h dark lighting cycle for at least
three weeks, during which estrous cycles were tracked by smearing for estrous vaginal
discharge. On the day of proestrus, hamsters were subjected to an eight hour advance
of the LD cycle, by an abbreviation of the dark phase to two hours. Three days
later, on the next predicted proestrus, animals were sacrificed at two hour intervals,
starting from ZT 3 until ZT 15 and at ZT 19 and ZT 23. Blood collected was analyzed
subsequently by ELISA for LH quantification.

Figure 4.1. Experimental design. Female hamsters housed on a standard 14-h
light/10-h dark LD cycle were subjected to an acute phase advance on proestrus, by
way of shortening dark phase. Three days after phase advance on the next proestrus,
animals were sacrificed at time points (ZT) indicated by arrows. The light and dark
phases are indicated by the white and black background, respectively. Abbrevations:
P: proestrus.
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4.4.3

ELISA for LH levels

A well-established ultrasensitive ELISA was used to measure circulating LH levels
[Steyn et al., 2013] as described in Chapter 2.

4.4.4

Tissue Collection

Hamsters were deeply anesthetized with sodium pentobarbital (80 mg/kg and
transcardially perfused with 100 mL of 0.1M sodium phosphate buffer (PB) followed
by 300 mL of 4% paraformaldehyde. Postperfusion, brains were removed, post-fixed
in 4% paraformaldehyde overnight, and infiltrated in 20% sucrose in 0.1M PB at 4°C
for 2 days. 40 µm sections were collected in a 1 in 4 series using a microtome and
stored in cryoprotectant at -20°C until staining.

4.4.5

Immunocytochemistry (ICC)

27 duper and 27 wild type hamsters were used in the immunocytochemistry (ICC)
run. 4-6 sections containing POA were chosen for each hamster. On day one, sections
were rinsed 4X (5 min each) in 0.1M Phosphate Buffered Saline (PBS), blocked for 1
hr in PBS+ comprised of 0.4% Triton X-100 (Electrophoresis grade; Fisher Scientific,
Pittsburgh, PA) and 0.1% Bovine Serum Albumin, Factor V (Sigma, St. Louis, MO)
in 0.1M PBS, and placed in the first primary antibody for BMAL1 (Guinea Pig anti
BMAL1, 1:20000) to incubate overnight (17-18 hrs at room temperature on a rocker).
On day two, sections were rinsed in 0.1M PBS 4X (5 mins each) and then incubated
in the first secondary antibody (AlexaFluor 488 Donkey anti-Guinea Pig, 1:300) for 2
hrs at room temperature on a rocker. Sections were rinsed again and incubated in the
second primary antibody (Goat anti PER1, 1:200, Bethyl) overnight. The process was
repeated for the second secondary antibody (Cy5 Donkey Anti Goat, 1:300) and the
last primary antibody (Rabbit anti-GnRH LR1, 1:2500, Benoit). After incubation in
the last secondary antibody (Cy3 Donkey Anti Rabbit, 1:300, Jackson), tissue sections
were rinsed 4X in 0.1M PB and mounted onto subbed slides. When dry, slides were
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cover-slipped using Aqua-Poly (Polysciences, Warrington, PA, 18606-20) and stored
and protected from light.
Triple-label for GnRH, AVP, and VIP was performed in sections containing SCN
similarly to above but using the following primary antibodies: (i) For GnRH: Rabbit
anti-GnRH LR1; 1:2500; Benoit or Guinea pig anti-GnRH (ii) Guinea pig anti-VIP;
1:5000; Peninsula Labs, (iii) For AVP: Mouse anti-AVP associated neurophysin P45;
1:50; Gainer lab, ATC CRL 1798, and rabbit anti-AVP; 1:1000; Chemicon. The
appropriate secondary antibody based on primary antibody selection was used.

4.4.6

Microscopy and Image Processing

All stained slides were imaged (snap-shots and z-stacks) at 10X and 20X using
a Zeiss LSM 710 Confocal Microscope. The standard excitation wavelength of Cy3
(550nm), Alexa488 (488nm), and Cy5 (650nm) were used to capture GnRH, BMAL1,
and PER1 fluorescently-labeled secondary antibodies, respectively. All sections were
imaged using standard microscope settings for laser, gain, and intensity. FIJI (Fiji is
Just ImageJ; http://fiji.sc/Fiji) and scikit-image for python were used for all image
analysis. For quantification of BMAL1 and PER1 colocalization within GnRH cells,
max intensity projections of 3D stacks were taken to convert them to 2D images.
Images were pre-processed by applying a Gaussian filter and performing adaptive
histogram equalization. I applied the watershed algorithm to distance transformed
images to segment GnRH cells and quantified the intensity of blue (PER1) and green
(BMAL1) channels within the segmented sections. The fluorescence intensity of PER1
and BMAL1 expression in each population of GnRH cells was calculated for each time
and genotype conditions. Code used to compute this is available upon request.
To compute fiber lengths, I used the NeuronJ plugin for FIJI available from
ImageScience to manually trace and measure the fibers.
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4.4.7

Data and Statistical Analyses

Due to the small sample sizes (3-8) and variation within groups, I opted for nonparametric tests that do not include an assumption of normal distribution. I used
the Kruskal-Wallis test along with Dunn’s multiple comparisons test to assess effects
of genotype and ZT on LH and ICC data. I also quantified additional metrics about
the LH surge, including area under the curve and fold change, which was compared
between genotypes using the Mann-Whitney test. All data were analyzed and plotted
using GraphPad Prism statistical software. Results were considered significant at
p < 0.05.

4.5
4.5.1

Results
Comparison of LH Surge Profile Between Duper Mutant Hamsters
and Wild-Type Hamsters

I first investigated the timing and amplitude of the LH surge by collecting blood
samples from ovary-intact wild-type and duper hamsters every two hours from ZT 2
to ZT 20 on proestrus. Wild-type hamsters demonstrated a robust LH surge, with all
6 animals exhibiting elevated LH concentration greater than 6 ng/ml at ZT 8 (Figure
4.2 A). The LH levels had returned close to baseline by ZT 12, and LH levels were
at baseline throughout the rest of the measurement window (Figure 4.2 A). Mutant
duper hamsters demonstrated an altered LH surge profile, with 4 of 5 measured duper
hamsters demonstrating elevated (> 6 ng/ml) LH concentration at ZT 4, and all 6
duper hamsters demonstrating LH levels greater than 6 ng/ml at ZT 6 (Figure 4.2 B).
By the time of LH surge in wild-type hamsters at ZT8, duper hamsters LH levels were
close to or at baseline LH levels (Figure 4.2 B). Kruskal-Wallis test was conducted
to examine the differences in LH levels according to genotype. Significant differences
(H(18) = 63.14, p < 0.0001 were found among the measured time points from ZT 2
to ZT 24. Dunn’s multiple comparisons revealed significantly higher LH levels at ZT
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4 and ZT 6 in duper hamsters (ZT 4: 19.92 ± 5.16 ng/ml, n = 5; ZT 6: 34.70 ± 5.63
ng/ml, n = 6) compared to wild type hamsters (ZT 4: 0.44 ± 0.14 ng/ml, n = 6; ZT6:
3.11 ± 2.26 ng/ml, n = 5) (ZT 4: Z = 5.03, p < 0.0001 ;ZT 6: Z = 8.15, p < 0.0001)
(Figure 4.2 C). However, at ZT 8, wild type hamsters (31.38 ± 5.98 ng/ml, n = 6)
displayed significantly higher LH levels compared to duper hamsters (5.48±2.78 ng/ml,
n = 6) (Z = 7.00, p < 0.0001). LH fold change, representing the induced LH surge
peak to baseline ratio where baseline is defined as the mean of all time points where
LH concentration was < 5 ng/ml, was significantly higher in duper (40.37 ± 10.52)
compared to wild-type hamsters (2.37 ± 0.77) at ZT 6 (U = 0, p = 0.04) (Figure 4.2
D). The total amount of LH released, defined as the area under the curve for each
surge, was not significantly different between wild-type and duper hamsters. Together,
duper hamsters had an earlier onset of their LH surge by approximately two to four
hours compared to wild-type hamsters, which was synchronized with the earlier onset
of locomotor activity (Figure 4.2 E).

4.5.2

Oscillations of PER1 and BMAL1 in GnRH Neurons in Duper Mutant Hamsters and Wild-Type Hamsters

The role of the TTFL in determining the timing of activation of GnRH cells is
unknown. I set out to examine whether the advanced phase of LH release in duper
hamsters was correlated with a shift in the timing of PER1 or BMAL1 expression in G
RH cells. To do this, I performed triple-label immunocytochemistry for PER1, BMAL1,
and GnRH on coronal sections of hamster brains from wild-type and duper hamsters
on proestrus. In both wild-type and duper hamsters, BMAL1 and PER1 proteins
were colocalized with GnRH in a time-of-day dependent manner, with higher BMAL1
during the day and PER1 peaking during the night (Figure 4.3). Two quantification
approaches were used to characterize the rhythms in PER1 and BMAL1 protein levels
in GnRH cells. The first quantifies the proportion of GnRH neurons with a reported
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intensity of 2 standard deviations above the mean for either PER1 or BMAL1. This is
computed for each section and then aggregated for each animal. The second approach
reports the mean intensity of either PER1 or BMAL1 across all the GnRH cells
identified in a particular section and aggregated for each animal as well (Table 4.1).
Time
ZT
ZT
ZT
ZT
ZT
ZT
ZT
ZT
ZT

2
4
6
8
10
12
14
16
18

No. of animals
WT
duper
5
5
4
5
4
5
6
4
3

4
4
6
5
5
3
3
2
3

No. of cells No. of images
WT duper WT
duper
165
210
86
180
65
170
228
174
131

126
100
146
141
194
129
92
52
120

29
28
14
20
12
24
30
32
18

23
18
29
23
17
16
16
11
20

Table 4.1. Number of GnRH neurons analyzed and displayed in Figure 4.3 and Figure
4.4.

Kruskal-Wallis test revealed a significant effect of time for both proportion of
BMAL1-immunoreactive GnRH cells (H(18) = 46.03, p < 0.001), and mean BMAL1
intensity in GnRH cells (H(18) = 43.13, p < 0.001) (Figure 4.4 A, B). However,
Dunn’s multiple comparisons revealed no significant difference between wild type
and duper hamsters for proportion of BMAL1-immunoreactive GnRH cells or mean
BMAL1 intensity in GnRH cells at any of the measured time points. Both duper and
wild-type hamsters showed an approximately 1.3 fold peak-to-trough ratio of mean
BMAL1 intensity measured in GnRH cells (Figure 4.4 B).
Kruskal-Wallis test found a significant effect of time on the proportion of PER1immunoreactive GnRH cells (H = 44.07, p < 0.001), with no significant differences
between genotypes at any measured time points indicated by Dunn’s multiple comparisons (Figure 4.4 C). Kruskal-Wallis test also showed a significant effect of time
on mean PER1 intensity in GnRH cells (H = 60.51, p < 0.001). Additionally, mean
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PER1 intensity levels in GnRH cells at ZT 2 was significantly higher in duper hamsters
compared to wild type hamsters (Z = 3.79, p < 0.01) (Figure 4.4 D). The mean PER1
intensity in GnRH cells at rest of the subjective day time points were not different
between genotypes. There was a similar trend observed in the proportion of PER1
immunoreactive GnRH cells although the difference between wild type and duper
hamsters did not reach statistical significance (p = 0.76).
These results indicate an effect in duper hamsters where the morning drop of PER1
levels within GnRH cells lag compared to wild type hamsters. Similar to my findings,
PER protein levels have been shown to be elevated throughout the night in the SCN
in mice [Hastings et al., 1999, Field et al., 2000]. I did not characterize clock protein
expression within SCN for these animals, and so cannot make a comparison between
PER1 and BMAL1 protein expression in SCN and GnRH cells.
In the course of examining sections stained for GnRH, I had the opportunity to
determine the course of axons which might interact with peptidergic neurons in the
SCN pacemaker. This allowed an assessment of appositions, previously reported in
rats, that may be relevant to circadian control of the LH surge. Immunocytochemistry
for GnRH, AVP, and VIP on hamster SCN sections identified GnRH fibers coursing
through the SCN in close proximity to AVP and VIP cells (Figure 4.5). AVP, GnRH,
and VIP immunoreactivity was identified throughout the rostro-caudal axis of the SCN.
GnRH axons appeared as long fibers with varicosities and appeared to border the
SCN with a few axons traversing entire hemisphere. GnRH fibers were also observed
bordering the third ventricle. The SCN was divided into dorsal and ventral regions
based on AVP and VIP staining pattern and presence of cell bodies. The mean±SEM
and range of GnRH fiber lengths in dorsal SCN (32.43 ± 2.40 µm; 6.87 µm to 87.43 µm)
were not different from ventral SCN (32.23 ± 3.57 µm; 3.54 µm to 138.62 µm). The
presence of GnRH fibers were also confirmed within the SCN of female and male mice.

89

I also observed many GnRH fibers underneath the third ventricle and above the optic
chiasm in between the two SCN hemispheres.

4.5.3

Comparison of the Speed of Re-entrainment of LH surge in Response to Phase Advance between Duper Mutant Hamsters and
Wild Type Hamsters

Mutant duper hamsters show a high amplitude phase response curve in response
to fifteen minute light pulses [Krug et al., 2011] and demonstrate reduced jet lag as
characterized by locomotor activity. To explore whether the LH surge shifts equally
rapidly in duper hamsters, I subjected female duper and wild-type hamsters to an
8-hour phase advance on proestrus and characterized the LH surge three days later
on the next predicted day of proestrus (Figure 4.1). Wild type hamsters were severely
disrupted by the phase advance and displayed a highly disorganized LH surge. None
of the wild type hamsters displayed a surge(defined as LH concentration > 6 ng/ml)
at the appropriate time for the new LD cycle between ZT 7 and ZT 9. 3 of 7 wild
type hamsters tested at ZT 13 displayed an LH surge (Figure 4.6 A). There was also
an elevated baseline detected at ZT 3, 7, 15, 19, and 23 (Figure 4.6 A). In the 4 days
after the phase advance, the amount of shift of the locomotor activity and LH surge
was equivalent at about 4 hours.
In contrast, duper hamsters demonstrated an LH surge at the appropriate time
for the new LD cycle and with the advanced phase relative to the LD cycle, as seen
in unshifted duper hamsters. Both locomotor activity and LH surge were able to
shift 8 hours within 4 days in duper hamsters. 3 of 7 duper hamsters demonstrated
a LH surge at ZT 5 (Figure 4.6 B). Outside of ZT 9, where 2 of 6 duper hamsters
demonstrated elevated LH levels (> 6 ng/ml), LH levels returned to baseline at the
other time points tested. Kruskal-Wallis test revealed a significant difference in LH
levels at the measured time points between genotypes (H(18) = 37.57, p < 0.01).
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Dunn’s multiple comparisons showed that LH levels at ZT 5 of the new LD cycle was
significantly higher in duper hamsters (7.07 ± 2.96 ng/ml, n = 9) than in wild type
hamsters (0.94 ± 0.30 ng/ml, n = 7) (Z = 2.79, p = 0.05). The direction was reversed
at ZT 13, where wild type hamsters (7.27 ± 2.24 ng/ml, n = 7) had much higher LH
levels than in duper hamsters (0.99 ± 0.42 ng/ml, n = 5) (Z = 2.77, p = 0.05). These
data demonstrate that the LH surge shifts more rapidly in duper hamsters than in
wild-type hamsters.

4.6

Discussion

In this study, I first compared the timing of the pre-ovulatory LH surge between
intact female wild-type and duper hamsters. LH surges were restricted to the afternoon,
with the mean time of maximal LH concentration between ZT 8 to ZT 10 in wildtype and ZT 4 to ZT 6 in duper hamsters. At all other measurement times, LH
concentrations were basal. The early onset of the LH surge was correlated with the
early onset of entrained locomotor activity in duper mutant hamsters. This directly
shows that the effect of the duper mutation extends beyond locomotor activity to
physiological effects. The short endogenous period of duper hamsters (τDD = 22.8
hr) requires that they phase delay (exposure to light in early subjective night) by
∼ 1.2 hr in order to entrain to a light cycle of 24 hr. This shows that a duper
influenced pacemaker is affecting the phase of both locomotor rhythms and LH surge
by adopting a more positive phase angle. Serial sampling through cannulation would
allow characterization of the surge profile in individual hamsters [Legan et al., 2015].
Results in Chapter 2 indicate that oscillators in GnRH (as well as Kiss) cells control
timing of the LH surge, but that AVP has the dominant role. In this context, the
ability of this multioscillatory circuit to shift rapidly in duper mutants is surprising.
One might expect that the latency to shift circadian output might be related to the
number of subordinate oscillators that must alter phase. However, a change in the
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phase of AVP signaling may suffice to determine surge timing even if the Kiss and
GnRH (and perhaps other) cells have not yet achieved the new phase. Arguably, the
identity of the duper allele as a core clock component expressed in both the pacemaker
and the downstream oscillators may endow the mutant with greater flexibility to shift
the phase of the LH surge in just a few days, while the lability of the wt system is
small by comparison.
The timing of the LH surge is under strong circadian regulation via multiple
pathways from the SCN (Figure 1.3). Circadian oscillations in core clock genes are
found both in-vitro and in-vivo in GnRH neurons. Given my findings in Chapter
2 that normal clock function within GnRH neurons is necessary for normal timing
of the surge, I explored clock protein (BMAL1 and PER1) expression within GnRH
cells in wild-type and duper hamsters. I identified anti-phase rhythms of BMAL1
and PER1 by two complementary quantification approaches, (i) percent of GnRH
cells expressing clock proteins, (ii) mean staining intensity of clock proteins. BMAL1
levels were higher during the day (before ZT 12) and PER1 levels were higher at night
(after ZT 12). I did not identify significant difference in either the percent of BMAL1
positive GnRH neurons or BMAL1 intensity between duper and wild type hamsters.
However, I did notice that PER1 intensity in GnRH neurons was higher at ZT2 in
duper hamsters compared to wild type hamsters. This indicates that the offset of
elevated PER1 levels is delayed in duper hamsters. A similar ’delayed offset’ of PER
has been shown in mice after a phase-delaying light pulse early in the night [Field et al.,
2000]. One possible explanation for my finding is that duper hamsters are receiving
light to their photosensitive zone (ZT 10 to ZT 12), leading to PER1 induction, which
in turn augments the circadian driven increase and thus delay the offset. My results
also highlight a predominant influence of the LD cycle on clock gene expression in
GnRH cells. Not all light input to hypothalamus comes through SCN [Riley et al.,
1981, Canteras and Swanson, 1992]. An interesting follow up experiment would be to
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characterize BMAL1 and PER1 expression pattern within GnRH cells in free running
wild type and duper hamsters kept in DD.
The autonomous oscillator within GnRH neurons drives the rhythmic expression
of kisspeptin receptor (KISS1R) and release of GnRH [Chappell et al., 2003, Gillespie
et al., 2003, Zhao and Kriegsfeld, 2009]. Additionally immortalized GnRH neurons
show a rhythm in their response to VIP and kisspeptin, indicating that timing within
the GnRH cells helps mediate daily changes in responsiveness to signaling from SCN
and AVPV [Zhao and Kriegsfeld, 2009]. An additional observation of clock protein
oscillation was that the BMAL1 oscillation was of lower amplitude when comparing
the fold change between peak and trough compared to PER1. This observation held
true in both genotypes, however this could be attributed to staining quality of BMAL1
which was more diffuse across all sections.
The onset (rise) of PER1 in GnRH cells in both wild-type and duper hamsters
matched the rise of PER1 in the SCN, but the rise was extended well beyond ZT
15 in GnRH cells, whereas it starts to decline in the SCN. This was an interesting
finding especially as rhythms of clock genes in regions that receive efferent projections
from the SCN have previously been reported to lag the pacemaker. Specifically, Per1
expression in hypocretin producing cells in the dorsomedial hypothalamus lagged
compared to AVP cells in the SCN [Mahoney et al., 2013]. However, in the current
experiment, the animals were maintained in 14:10 LD with access to a running wheel
compared to DD for the previous study. Furthermore, a recent study has shown that
a steroid hormone sensitive mechanism leads to the SCN displaying different phase
relationships, as characterized by PER2::LUC bioluminescence, based on estrous cycle
stage [Yaw et al., 2020].
My data represents only a snapshot of the entire population of GnRH neurons at
each time point, and given that only a subset of GnRH neurons participate in the surge
we could not identify if these neurons oscillate or whether they are out of synchrony
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across genotypes. While my study describes BMAL1 and PER1 rhythms over the
course of the day, sampling at more frequent time points would help strengthen the
analysis and help identify any differences between genotypes that I might have missed.
An interesting follow-up experiment would be to track rhythms in GnRH neurons
that receive input via the direct or indirect pathway from the SCN (by way of using
VIP or AVP receptors respectively) either by sampling or ideally in real-time using
bioluminescence reporters.
I was able to confirm the presence of GnRH fibers coursing through the SCN in
both hamsters and mice, previously reported in female rats [Van der Beek et al., 1997].
The conserved nature of these fibers raise the possibility that the SCN may not only
be upstream from GnRH cells, but also downstream, as these fibers pass close to both
AVP and VIP cells in the SCN. However, the presence of these fibers in both male and
female SCN hints that the role of these fibers are not restricted to regulation of the
LH surge. One key factor in my analysis is that to maximally identify AVP neurons in
the dorsal SCN we restricted my analysis to subjective day when AVP levels are the
highest. Future experiments tracking the fibers across the day in colchicine-treated
animals could indicate whether there is a time of day difference in the intensity of
fibers observed. Colchicine treatment breaks down microtubules and blocks release
of neuropeptides and neurotransmitters allowing to distinguish rhythm in synthesis
from rhythms in transport or release [Gillen and Briski, 1997].
Previous characterization of the duper mutant hamster revealed that the mutation
amplifies the phase response curve [Krug et al., 2011,Bittman, 2014,Manoogian et al.,
2015] and shortens the latency with which hamsters entrain to a phase shift. While
diffusible humoral signals from the SCN have been shown to be sufficient to restore
behavioral (locomotor, feeding, drinking) rhythms [Sawaki et al., 1984, Drucker-Colı́n
et al., 1984, LeSauter et al., 1996, Silver et al., 1996], they are not sufficient to restore
endocrine rhythms [Meyer-Bernstein et al., 1999]. The presence of two LH surges,
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each one paired with the activation of one side of the SCN, in split hamsters indicates
that the circadian regulation of LH surge depends on lateralized, point-to-point axonal
projections [de la Iglesia et al., 2003]. To help distinguish whether the effect of the
duper mutation is restricted to humoral versus neuronal/axonal outputs, we compared
the speed of re-entrainment of the LH surge in response to an 8 hour phase shift of
the LD cycle. [Moline and Albers, 1988] had previously reported that the LH surge
shifted, albeit slower than locomotor activity, in hamsters subject to a 3 hour phase
advance 3 days before proestrus. The LH surge in duper hamsters, but not wild-type
hamsters had shifted the full 8 hours within 3 days and occurred at the appropriate
time of the new LD cycle (with the advanced phase).
The low peak-trough amplitude prevented serious consideration of phase of BMAL1
rhythms in GnRH cells despite rapid re-entrainment of LH surge is consistent with
the idea that duper phenotype alters coupling within the pacemaker. Mathematical
modeling has previously indicated that the duper phenotype changes interactions
between the SCN regions [Manoogian et al., 2015]. Additionally, mice that reentrained
more rapidly to a 6 hr phase advance of the LD cycle demonstrated greater variation of
individual cell phases within the SCN [Evans et al., 2015b], indicating weaker coupling
accelerating phase shifts [Vitaterna et al., 2006, Dallmann et al., 2011]. However, I
cannot fully rule out the possibility that duper alters cell autonomous function as
there might be changes in expression of either known or yet to be discovered core
clock genes.
The recent identification of the duper mutation as a C deletion leading to a stop
codon in exon 4 of Cry1 [Hogenesch and Bittman, unpublished] provides additional
context to my findings. The mammalian cryptochrome proteins, CRY1 and CRY2 are
key negative regulators within the TTFL and are essential for maintenance of circadian
rhythms. They inhibit the expression of their own genes and also Per1, Per2, and Per3
by removing E-box mediated activation by CLOCK:BMAL1 heterodimer [Kume et al.,
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1999]. Mice lacking Cry1 exhibit short periods [Vitaterna et al., 1999], consistent with
my observation in duper hamsters. Proper ratio of intercellular CRY proteins has been
shown to determine the normal clock period length [Li et al., 2016]. Characterization of
core clock gene (Bmal1, Per2 ) mRNA expression profiles in SCN and peripheral tissues
did not reveal a difference between wild-type and Cry1 knock-out mice maintained in
12:12 LD cycle [Destici et al., 2013]. This supports my observation of clock protein
expression in GnRH cells in wild-type and duper hamsters. CRY1 is hypothesized to
mediate its essential role as a more potent transcriptional suppressor [Anand et al.,
2013] via two mechanisms, (i) via an early repressive PER2-CRY1 complex, and (ii) a
PER independent CLOCK-BMAL1-CRY1 complex [Xu et al., 2015]. The latter of the
mechanisms is mediated via the N-terminus domain of the CRY1 protein [Xu et al.,
2015]. These findings raise several interesting questions worth following up. Is the
mutant version of CRY1 in duper hamsters still functional with the predicted truncated
N-terminus domain? Does the mutant CRY1 in duper hamsters affect coupling within
the pacemaker? There are also many mismatches between the phenotype of Cry1
KO mice and duper, including the amplitude of the PRC, latency to shift phase,
role of CRY1 in determining the timing of the LH surge, and several functionally
important aspects that also demand further exploration. While differences in timing
and amplitude of PRC complicates cross species comparisons, generation of a duper
mouse will not only allow for more direct comparison, but also open up access to more
sophisticated circadian reporter constructs [Shan et al., 2020].
In conclusion, my results extend characterization the effects of duper beyond
locomotor activity to physiology. In addition, with the recent resolution of the genetic
basis of the duper mutation, I show the utility of the mutation in helping elucidate
the circadian regulation of reproduction.
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Figure 4.2. LH surge in ovary intact Duper hamsters occurs earlier than in wild type,
as does the onset of locomotor activity. A, Pre-ovulatory LH concentrations of individual female wild-type hamsters on proestrus. B, Pre-ovulatory LH concentrations
of individual female duper hamsters on proestrus. C, Grouped, and averaged data of
A and B. D, Fold change on pre-ovulatory LH levels expressed as the ratio of ZT 6 or
ZT 8 versus baseline levels. E, Representative single-plotted wheel running actograms
of wild-type (left) and duper (right) hamster. Hamsters were housed in a 14-h light/
10-h dark lighting cycle for at least 8 days. The light and dark phases are indicated
by the grey and white background, respectively. Bar graphs represent mean ± SEM;
the Scatter plot line represents mean. *, p < 0.05; **, p < 0.01.
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Figure 4.3. BMAL1 and PER1 proteins are co-localized with GnRH in a time-ofday dependent manner. Representative triple-label immunocytochemical staining for
GnRH, PER1, and BMAL1 in 40 µm sections of POA from wild-type (A & C) and
duper (B & D) hamsters. Arrows mark BMAL1-positive (blue) GnRH cells at ZT 4
and PER1-positive (green) GnRH cells at ZT 16. Scale bar = 50 µm
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Figure 4.4. Quantification of immunofluorescence for BMAL1 and PER1 in GnRH
neurons on proestrus in duper and wild-type hamsters reveals earlier onset of PER1
in duper hamsters. A, Proportion of BMAL1-positive GnRH cells for wild-type and
duper hamsters throughout sampling times. B, Mean BMAL1 intensity in GnRH cells
for wild-type and duper hamsters throughout sampling times. C, Proportion of PER1positive GnRH cells for wild-type and duper hamsters throughout sampling times. D,
Mean PER1 intensity in GnRH cells for wild-type and duper hamsters throughout
sampling times. Bar graphs represent mean ± SEM. *, p < 0.05
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Figure 4.5. Representative triple-label immunocytochemical staining for GnRH, AVP,
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and VIP cells. 40 µm SCN hamster sections triple-stained for GnRH, VIP, and AVP.
Arrowheads represent fibers in close apposition with cell body. Abbreviations: 3V:
Third Ventricle; OC: Optic Chiasm. Scale bar = 50 µm
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Figure 4.6. Pre-ovulatory LH surge in ovary intact duper hamsters shifts rapidly in
response to a eight hour phase advance compared to wild-types. A, LH concentrations
of individual female wild-type hamsters three days after an 8-hour phase advance on
proestrus. B, LH concentrations of individual female duper hamsters three days after
an 8-hour phase advance on proestrus. C, Grouped, and average data of A and B.
Bar graphs represent mean ± SEM; Scatter plot line represents mean. *, p < 0.05;
**, p < 0.01.
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CHAPTER 5
DISCUSSION: SHIFTING PHASE OF A
MULTI-OSCILLATORY SYSTEM

The master circadian pacemaker located in the suprachiasmatic nucleus is directly
entrained by the external light-dark cycle and transmits this information to other
brain regions and ultimately to peripheral oscillators throughout the body to align
physiological and behavioral systems with the outside environment [Kornmann et al.,
2007a]. This organization has been described as a conductor leading an orchestra,
with the pacemaker imposing the rhythm [Herzog and Schwartz, 2002]. Multiple direct
and indirect pathways are utilized by the SCN to coordinate the circadian regulation
of the LH surge (Figure 1.3). In Chapter 2, I explored the necessity and sufficiency of
clock function within the circuit for circadian regulation of the LH surge. I found that
circadian control of LH surge timing is distributed among vasopressin (AVP) cells,
kisspeptin (Kiss) cells, and Gonadotropin-Releasing Hormone (GnRH) cells. Next, I
characterized the effect of a spontaneous circadian mutation in hamsters, duper, on
the pre-ovulatory LH surge. The duper hamster has a period of ∼23 hr, compared
to ∼24 hr in wild type hamsters. Also, unlike wild type hamsters, duper hamsters
display a Type 0 Phase Response Curve in response to light pulses [Krug et al., 2011],
and show reduced latency to re-entrain in response to phase advances or delays of the
LD cycle. In Chapter 4, I find that the pre-ovulatory LH surge is shifted ahead by
∼4 hr in duper hamsters. I also observed oscillations in BMAL1 within GnRH cells
on proestrus, but find no significant effect of genotype. There was significantly higher
PER1 levels in duper hamsters at ZT 2, but no significant difference at any of the
other measured time points. The absence of elevated PER1 levels in the remaining
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day time points, combined with the greater window of missing data between last
night sample and day sample, leads me to interpret this data as a delay in offset
of PER1 in duper hamsters. More intensive sampling in late night might reveal
greater differences between genotypes. Similar to locomotor rhythms, the LH surge’s
timing shifted rapidly in duper compared to wild-type hamsters. While diffusible
humoral signals from the SCN are sufficient to restore behavioral (locomotor, feeding,
drinking) rhythms [Silver et al., 1996], they are not sufficient to restore endocrine
rhythms [Meyer-Bernstein et al., 1999]. This indicates that both outputs controlled
by neural and those controlled by humoral signals are affected by the duper mutation
to a similar extent. However, evidence that duper alters period in HEF’s suggests
that its effect on subordinate oscillators may contribute to the ability of the LH surge
circuit to shift rapidly.
Before the identity of the duper mutation was known, I aimed to localize the effect
of the mutation to the cell-autonomous oscillator or determine whether it is localized
to the pacemaker using bioluminescent clock gene reporters. In Chapter 3, I report
significantly shorter periods in duper SCN slices and HEF’s, with a trend towards
a shorter period in liver cells, pointing to an effect of duper on the cell-autonomous
circadian oscillator. This is consistent with the recent identification of the duper
mutation as a C deletion leading to a frame shift that results in a stop codon in exon
4 of Cry1 [Hogenesch and Bittman, unpublished]. The mammalian cryptochrome
proteins, CRY1 and CRY2 are key negative regulators within the TTFL and are
essential for the maintenance of circadian rhythms. They inhibit the expression of
their own genes and also Per1, Per2, and Per3 by removing E-box mediated activation
by CLOCK:BMAL1 heterodimer [Kume et al., 1999]. CRY proteins also play an
important role in stabilizing PER proteins [Shearman et al., 2000]. Mice lacking
Cry1 exhibit short periods [Vitaterna et al., 1999], consistent with my observation in

103

duper hamsters. The proper ratio of intercellular CRY proteins has been shown to
determines the normal clock period length [Anand et al., 2013, Li et al., 2016].
According to the classical sequential system, where the central pacemaker coordinates the timing of peripheral oscillators, the peripheral clocks are not essential for
observed physiological and behavioral rhythmicity. In fact, rhythmic outputs from
the central pacemaker can lead to rhythmic behavioral and physiological outputs,
removing the need for distributed clocks. More recent proposals call for peripheral
clocks acting as gatekeepers, such that there is still a need for centralized control, but
allows tissue-specific modulation of responses to signal from the central pacemaker.
In the gatekeeper model of internal entrainment, there is a need for resonance between
the oscillators as appropriate phase relationships. Two gated mechanisms have been
described within the neuroendocrine circuit responsible for circadian regulation of LH
surge. [Christian and Moenter, 2008] provided functional evidence for estradiol and
time of day gating the response of GnRH cells to VIP input from the SCN. A second
gate at the level of Kiss cells in the anteroventral periventricular nucleus (AVPV) by
estradiol and time of day has been identified [Smarr et al., 2013]. The AVPV Kiss
gate is thought to be “integrating” center as these cells express estrogen receptor
alpha (ERα) and receive input from the AVP cells in the SCN. My results from
Chapter 2 in mice indicate that clock function within the peripheral oscillators in the
brain is necessary for a normally timed LH surge. One possible role for these clocks
could be in timing expression of the gating machinery to allow for a normal response.
Disruption of the clock in the peripheral cells by way of deleting Bmal1 could lead to
erroneous expression levels or patterns of receptors such that despite a regular signal
from the central pacemaker, it still leads to altered timing of LH surge. Nevertheless,
the results with the AVPcre /Csnk1tau/tau mice indicates that the vasopressin signal
is of dominant importance. This may be important to understanding the rapid shifts
of the LH surge in duper hamsters. It may be useful in future experiments to restrict
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duper expression to particular nodes of the ovulation circuit, and to particular cell
types of the SCN, in order to assess the relative role of speeding up the pacemaker
versus subordinate oscillators in determining the phase of the LH surge.
By combining my knowledge of the neuroendocrine circuit that controls the timing
of LH surge and my understanding of the duper mutation, I propose the following
mechanism for rapid phase shifts observed in duper hamsters, within the context
of a multioscillatory system. CRY1 is hypothesized to play an essential role as a
particularly potent transcriptional suppressor [Anand et al., 2013] via two mechanisms,
(i) an early repressive PER2-CRY1 complex, and (ii) a PER independent CLOCKBMAL1-CRY1 complex [Xu et al., 2015]. The proposed PER independent repression
has been shown to be mediated via the N-terminus domain of the CRY1 protein in
vitro [Xu et al., 2015]. CRY mediated repression has been shown to be necessary for
robustness of rhythms, not rhythmicity [Putker et al., 2020]. The loss of CRY1 in duper
hamsters could lead to a reduction of CRY mediated repression via either mechanism.
Single-cell imaging in mice bearing a luminescence reporter for Per2 showed that
the phase distribution within the SCN neurons widened on the day following a 6 hr
phase advance of the LD cycle [Davidson et al., 2009]. The proposed loss of CRY1
repression in duper hamsters with decreased robustness could potentially lead to
greater phase dispersion not only in the SCN, but also between central and peripheral
oscillators. Mathematical modeling indicates that greater cellular heterogeneity helps
with re-synchronization after a phase shift of the LD cycle [Hafner et al., 2012]. This
proposed greater phase dispersion could speed up re-synchronization in response to a
shift of the LD cycle in duper hamsters and explain my observations. The observed
faster clock in peripheral oscillators due to potential reduction of Cry1 expression
could also hypothetically help shift the internal gating mechanism, such that the
internal state and timing signal are coincident, leading to faster re-entrainment of LH
surge observed in duper hamsters.
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One interesting follow up experiment would be to express the N-terminal truncated
product due to premature stop codon in duper hamsters and assess period using luminescent clock gene reporters in vitro. Additionally, exploring speed of re-entrainment
or characterization of period after genetic complementation of Cry1 in duper animals
and tissue/cell culture, respectively, will help validate some of the hypothetical explanations mentioned above. Generation of a duper mouse would also get rid of species
differences in comparing with Cry1 KO or tau mice. A duper mouse could also be
combined with conditional reporter of circadian function mice allowing capture of
concurrent signals from distinct cell types [Shan et al., 2020].
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APPENDIX
SUPPLEMENTARY FIGURES

Figure A.1. Genotyping of cre-lox mouse populations. A, PCR genotyping using
the primer set Cre370/ClockJ of a population composed of Cre+ and Cre- mice. A
single lower internal positive control band at ∼ 370 bp corresponds to Cre- animals
and a two-band pattern at ∼ 370 & ∼ 470 bp corresponds to Cre+ animals. B,
A population composed of wild-type, heterozygous, and homozygous floxed mice
were PCR genotyped using the Bmal1f l/f l B primer set. A single lower band at
∼ 307 bp corresponds to wild-type animals, a single upper band at ∼ 401 bp identifies
homozygous mice, and a two-band pattern corresponds to heterozygotes harboring one
wild-type and one floxed allele. C, A population composed of wild-type, heterozygous,
and homozygous floxed mice were PCR genotyped using the Avpcre/cre B primer set
which amplifies a ∼ 250 bp Cre band and a ∼ 300 bp wild-type band. D, A population
composed of heterozygous, and homozygous floxed mice were PCR genotyped using
the Csnk1epsilontau/tau B primer set. A single lower band at ∼ 600 bp corresponds
to wild-type animals, a single upper band at ∼ 650 bp identifies homozygous mice,
and a two-band pattern corresponds to heterozygotes harboring one wild-type and
one floxed allele. For size verification of PCR amplicons, 100bp DNA ladder was used
(not shown in A, B, and D).
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Figure A.2. Representative light microscopy images demonstrating cell composition
in vaginal lavage across estrous cycle. Black arrow marks nucleated epithelial cell,
White arrow marks cornified epithelial cell, and Blue arrow marks leukocytes.
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Avpcre/Bmal1fl/fl

Figure A.3. Heterogeneity in locomotor activity rhythms demonstrated by
Avp cre/cre /Bmal1 f l/f l mice. Representative, double-plotted wheel-running actograms
from Avp cre/cre /Bmal1 f l/f l animals that were housed in 12-h light/12-h dark lighting
cycle for 10 d, followed by 10 d in constant darkness. The light and dark phases are
indicated by the yellow and white background, respectively.
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PVN

Figure A.4. Representative immunostaining for AVP and tdTomato in 40 µm PVN
sections from Avp cre/cre animals exhibiting cellular colocalization.
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Avpcre/Csnk1etau/tau

Figure A.5. Heterogeneity in locomotor activity rhythms demonstrated by
Avp cre/cre /Csnk1 tau/tau mice. Representative, double-plotted wheel-running actograms from Avp cre/cre /Csnkl tau/tau animals that were housed in 12-h light/12-h
dark lighting cycle for 10 d, followed by 10 d in constant darkness. The light and dark
phases are indicated by the yellow and white background, respectively.
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GnRHcre/Bmal1fl/fl

Kisscre/Bmal1fl/fl

FFT-NLLS Period Estimate (hr)

Figure A.6. Representative, double-plotted wheel-running actograms from
GnRH cre/cre /Bmal1 f l/f l (left) and Kiss1 cre/cre /Bmal1 f l/f l (right) mice. Animals were
housed in 12-h light/ 12-h dark lighting cycle for 20 d, followed by 10 d in constant
darkness. The light and dark phases are indicated by grey and white background,
respectively.
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Figure A.7. Scatter plot and linear regression line comparing period estimates generated by MESA and FFT-NLLS. The overall model fit was r2 =0.79.
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