On the existence and non-uniqueness of solutions of a class of discontinuous Hammerstein equations  by Chandra, Jagdish & Fleishman, B.A.
JOURNAL OF DIFFERENTIAL EQUATIONS 11, 66-78 (1972) 
On the Existence and Non-Uniqueness of Solutions 
of a Class of Discontinuous Hammerstein Equations 
JAGDISH CHANDRA 
Mathematics Division, U. S. Army Research O&e, Durham, North Carolina 27706 
AND 
B. A. FLEISHMAN* 
Department of Mathematics, Rensselaer Polytechnic Institute, Troy, New York 12181 
Received October 19, 1970 
1. INTRODUCTION 
Consider the nonlinear integral equation 
x(t) = TX(~) = s,’ G(t, s)f(s, x(s)) ds (1) 
where r is a positive constant. In this paper we present a constructive proof 
of existence of a positive solution of (1). The detailed assumptions on G(t, s) 
and f(t, x) are listed below; but we want to call particular attention to the 
fact that f(t, X) is assumed to be discontinuous in x. 
Integral operators which are completely continuous (compact and con- 
tinuous) and monotone have been studied by many authors (see, e.g., [5]). 
Our operator is both compact and monotone (see Section 2) but not con- 
tinuous, because of the character of f(t, X) just mentioned. Therefore, in 
order to establish the existence of a solution of (I), (equivalently, that of a 
fixed point for T), we rely on a weaker property of T. Specifically, by a 
detailed analysis we show that for a certain monotone sequence of non- 
negative monotone functions {am} converging uniformly to x(t), TX, 
converges uniformly to TX. 
Let I denote the compact interval 0 < t < T. The hypotheses invoked 
in Section 2, to carry out the existence proof for a positive solution, are 
the following: 
(A,) G(t, s) is defined, continuous and nonnegative on I x I. 
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(AJ For each s, G(t, s) is a strictly increasing function of t. 
(B,) f(t, x) is defined on D = {(t, x) j t ~1, /I x // < 00); for fixed X, 
either f(t, X) is continuous in t for t E I or else piecewise-continuous and 
nondecreasing in t. For each t E I, f(t, X) is piecewise-continuous in x with 
a finite number of jump discontinuities in any finite x-interval. 
(B,) f(t, X) is nondecreasing in x for t ~1. 
(BJ f(t, 0) = u(t), where u(t) is Riemann integrable on I and u(t) > 0 
for 0 < t < 7. 
It may be remarked that it is not our intention to present the most general 
possible result. Rather, we have formulated the foregoing hypotheses merely 
for convenience of presentation. They are too stringent to apply to certain 
problems of practical interest. For instance, the requirements (A,) and (Ba) 
can be relaxed as is done in the examples in Section 3. 
Integral equations of type (1) relate directly to boundary value problems 
(and associated periodicity problems) for ordinary differential equations; and 
multidimensional equations of type (1) would relate to similar boundary 
value problems for partial differential equations. In earlier work [3, 41, the 
authors have studied some discontinuous boundary value problems using 
special techniques. The present investigation enables us to study a class of 
discontinuous boundary value problems from a uniform standpoint. 
Equation (1) is a nonlinear integral equation of the so-called Hammerstein 
type. It may be of interest to mention some studies of other types of integral 
equations with discontinuous integrands. Anselone [I] has investigated 
linear integral equations with discontinuous kernels. Li Mung Su [6, 71 
and Azbelev, Li Mung Su and Ragimhanov [2] have considered, for dis- 
continuous nonlinear integral equations, the existence of weak solutions; 
weak in the sense of satisfying a certain pair of integral inequalities. For 
some recent related results on operator equations using the special structure 
of a cone in a partially ordered Banach space, we refer to Stecenko [9]. 
In this paper we consider classical solutions. Specifically, by a solution 
of (1) we mean a function x(t) defined and continuous on I for which the 
operator T is well defined and which reduces (1) to an identity. 
Our principal result is a constructive existence theorem, presented in 
Section 2. In Section 3, the possibility of existence of multiple solutions 
in discontinuous systems is demonstrated through two examples. In the 
first of these, we establish two distinct harmonic solutions for a forced 
second-order differential equation containing a relay with a dead zone, 
while in the second example, concerned with free oscillations for the same 
equation, a nontrivial periodic solution is shown to exist, under conditions 
which allow also the existence of a trivial solution. 
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2. EXISTENCE OF A POSITIVE SOLUTION 
Let us define the iterates 
xn(t> = j: G@, MS, xn-ds)) ds, n = 1, 2,..., 
where we set 
x0(t) = s 
’ G(t, s)a(s) ds. 
0 
Let CINN denote the set of functions of t which are continuous, non- 
negative and strictly increasing for t ~1. If x(t) E CINN, then x(t) > 0 for 
o<t<7. 
It is clear from assumptions (A,), (Aa) and (BJ that x,(t) E CINN. 
LEMMA 1. Let the assumptions (A,), (A,) and (Bi)-(Ba) hold. Then fog 
n = 1, 2,..., 
(i) x%(t) E CINN; and 
(ii) {xJt)> is a nondecreasing sequence. 
Proof. It is easily verified that 
xl(t) = j; W, MS, q,(s)) ds 
is in CINN. In a recursive manner it can be seen that this is true for 
n = 2, 3,... . Now making use of (B,), we have 
xl(t) - x,,(t) = j, G(t, s>[f(s, x0(s)) -f(s, ($1 ds > 0. 
Thus, if we assume that, for some n, xn(t) 3 z+-r(t) for t ~1, then 
x*+1(t) - x,(t) = j; G(t, s>[f(s, G(S)> -f(s, x,-,(s))1 ds 3 0. 
An induction on n completes the proof. 
LEMMA 2. Let the assumptions (A,), (A,) and (Bi)-(BJ hold. Suppose 
there exists a positive number p such that 
PY >s 7 G(T, MS, P)ds. (2) 0 
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Then for n = 0, 1,2 ,..., (1 x,(t)11 < p. In other words, the sequence (xJt)> is 
uniformly bounded. 
Proof. Since zn(t) > 0 for n = 0, 1, 2,..., it remains to be shown that 
xn(t) < p for all n. Using (B,) and (2), 
and 
xo(t) = j’, G@, s)f (s, 0) ds G j, G(T, s)f (s, p) ds G P 
xl(t) = j' G(t, s)f(s, q,(s)) < j' G(T, 4f(st P> ds G P. 
0 0 
Now if we assume that for some n, zcn(t) < p, 
x,+,(t) = j; G(t, s)f (s, x,(s)) ds < j: Gk> s)f 0, P> ds G P- 
An induction on n completes the proof of Lemma 2. 
LEMMA 3. Let the assumptions of Lemma 2 hold. Then 
(i) {xn(t)} converges uniformly to a continuous limit function x(t). 
(ii) x(t) E CINN. 
(iii) A,(t) = x(t) - ( ) x, t is a nondecreasing function of t for t E I. 
Proof. (i) From the uniform continuity of G(t, s) on the square I x I, 
given E > 0, there exists S,(E) > 0 such that 
II WI 9 4 - G(tz 9 411 -=c TIsup;(t p)> ,
I ’ 
whenever / t, - t, j < &(E). But for any n, n = 0, 1, 2 ,..., 
I +&> - 4d < II W, 9 4 - G(tz > 41 j;f (st an-l(s)) ds 
< II G(t, > 4 - (3% > 4ll j’f (s, p) ds 
0 
whenever 1 t, - tz 1 < 6,(r) uniformly in n and t. This shows that (xa(t)> 
is equicontinuous, and in conjunction with Lemma 2 we can conclude from 
Arzela’s Theorem that the sequence {aQt)> converges uniformly to a con- 
tinuous function x(t). 
70 CHANDRA AND FLEISHMAN 
(ii) Using (A,) and (B,), if t, > t, , 
Since [xn(tl) - am] h as a positive lower bound uniform in 1z, it follows, 
as 71 -+ co, that 
x(tJ - x(t,) > 0. 
(iii) Observe that for any integer p > n, A,,, = xv(t) - xn(t) is a 
nondecreasing function of t for t ~1. For, if t, > t, , then 
Fix 7~. Then as p --P co, d&t) + d,(t) and we have 
4&> - 4&J 2 0. 
THEOREM 1. Let the assumptions (A,), (A,) and (Br)-(Bs) hold. Suppose 
there exists a positive number p satisfying (2). Then the sequence {xn(t)} defined by 
x,(t) = ,, G(t, s)f(s, ~,a&>) 4 n = 1, 2,...5 
where x0(t) = $ G(t, s) a(s) d s, converges uniformly to a continuous positive 
solution x(t) of (1). This solution x(t) is the minimal solution in the sense that 
if y(t) is any other positive solution of (1) then x(t) < y(t) for t E I. 
Proof. For completion of the proof that x(t) is a solution of (I) it is suf- 
ficient, in view of Lemma 3, to show that 
I& ST G(t, s)v(s, x(s)) - f (s, x,(4)1 ds = 0. 
0 
VW 
We shall analyze the case in which f (t, x is continuous in its first argument; ) 
the other case, of f(t, X) piecewise-continuous and nondecreasing in t, is 
handled similarly, with minor modifications. Suppose f (t, X) has m jump 
discontinuities for x < p, at x = ol, o2 ,..., CT~. From Lemmas 1-3 all 
xn(t) and x(t) are strictly increasing functions of t and {x,(t)} converges 
uniformly and monotonically to x(t). Suppose ur < X(T) < gr+r , where 
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1 = 0, 1, 2 ,..., or m, and u,, = 0, c~,+r = p. Let x(ti) = crj , where again 
t, = 0, t,,, = 7. Set /3 = n+in(&+, - ti). 
Suppose first of all that 0 < 6 < fl. Write 
& = J T G(t> W(S, 44) -f(s, x,(4)1 ds 0 
s t1 = G(t, +%(s) ds +4 +4’s 0 
where for brevity we have set E,(s) = [f(s, X(S)) -f(s, X,(S))], 
d, = i jti+* G(t, s)&(s) ds, 
j=l tj 
and 
d,’ = i j:j:‘, G(t, s)&,(s) ds. 
+1 I 
Let E > 0 be given. Then for any 6 > 0 
I 4 I = 4, < Eli G(t) s)ll{su,~f(t> P)> 6. 
Therefore d, < c/3 if we choose 
Recall that x(t) is continuous and strictly increasing. Therefore, given 
6 > 0, for each j, there exists a i& such that x(tj + 8) = crj + i$ and 
oj < x(t) < ui + & whenever tj < t < ti + 6. 
Let 5 = mini i$ . Consider the strip Yr bounded above and below by the 
graphs of x(t) and x(t) - 5, respectively. Any curve, continuous and strictly 
increasing, lying within Y; must cross the line x = ‘Jo at some t E (tj , ti + 6). 
Now pick IV1 such that 
Since by (iii) of Lemma 3, II o,(t)\1 = A,(T). 
Then for each n > NI , the graph of x,(t) will cross the line x = (TV at some 
t E (ti, ti + 6). Thus, for n > IV1 , the function E,(t) = [f(t, x(t)) -f(t, am)] 
is continuous in each interval (tj + 6, ti+J,j = 1, 2 ,..., I, and (0, tr). Further, 
E,(t) < f(t, p), wheref(t, P) is R iemann integrable on each of these intervals. 
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Therefore, given E > 0, the monotone convergence theorem [S, p. 691 for 
Riemann integrals implies that, for n > N 3 Ni (N sufficiently large), 
s 
t1 
G(t, s)E,(s) ds < e/3, 
0 
and 
J 
t,+1 
G(t, 4W) ds < 5 , j = I, 2,. . . , 1. 
tj+a 
Thus, 0 < S, < E for n > N. This completes the proof of Eq. (ER). 
Finally, let y(t) be a positive solution of (1). Then 
y(t) - xl(t) = J“ W, 4Lk Y> -fb, O>l 2 0. 
0 
Suppose, for some m, y(t) 3 xm(t), then 
r(t) - %+1 (t) = j: G(t, 41% Y) - f(~, x,)1 3 0. 
Therefore, induction on m implies that y(t) - zcm(t) 3 0 for m = 0, 1, 2,..., 
and as m - co y(t) 3 x(t). 
3. EXISTENCE OF MULTIPLE SOLUTIONS 
In this section we present two examples demonstrating the possibility of 
the existence of multiple solutions for a class of discontinuous boundary value 
problems. Specifically, let us consider the second-order differential equation 
d2x 
dtz + x + sgn, x = a sin wt 
along with the boundary conditions 
x(0) = 0, X(T) = 0, 
lr 
7= -, 
2w 
where the nonlinearity sgn, x is a relay with a dead zone: 
(3) 
(4) 
1 
+1 X>CT 
sgn, x = 0 lxI<o, u > 0. 
-1 x < -0 
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We shall always assume that a < 0; when a < 0, we assume that w > 7r/2 2/z, 
or 7 < 42. 
By using the Green’s function G(t, s) of the linear differential operator 
--d2/dt2 and the associated boundary conditions (4), it is easily seen that 
every continuous solution of the integral equation 
x(t) = IT G(t, s)[x(s) + sgn, x(s) - a sin US] ds, (5) 
0 
where 
(6) 
is a solution of (3) and (4) and vice versa. (By a solution of (3), we mean 
a function x(t) which is continuously differentiable on I, possesses in 
0 < t < 7 a piecewise-continuous second derivative and satisfies (3) (with 
continuous d2x/dt2) at all points of continuity of sgn, x.) In this discussion, 
we will be interested only in the positive solutions of (3) and (4) (and therefore 
of (5)). 
EXAMPLE 1-Nonautonomous case. Here we assume that a < 0. Let 
x,(t) = u/(1 - w2) sin wt denote the unique solution of the linear boundary 
value problem 
d2x 
dt2 + x = a sin wt, x(0) = L+(T) = 0. 
Clearly, 
x,(t) = 1: G(t, s)[xL(s) - a sin ws] ds. (7) 
Suppose u > 0 is fixed. If we choose a such that u - u/(1 - w”) = E > 0, 
then xl(t) is a solution of (3). We would like to exhibit another positive 
solution of (3) and (4) distinct from xl(t). To this end, let 
x,(t) = x,(t) + 2~ sin wt, (8) 
where E (and hence a) is chosen to satisfy 
Now if we set up the iteration 
xn(t) = IT G(t, s)[x~-~(s) + sgn, x,-i(s) - a sin ws] ds, (10) 
0 
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then (xn(t)} converges uniformly and monotonically to a continuous and 
positive solution of (5). 
To verify this, we apply Theorem 1 with some minor modifications 
(see Remark 1 below). First, note that x,(t) (which is a strictly increasing 
function on 0 < t < T) intersects x = 0 at some t = /3 < 7. Specifically, 
p satisfies 
or 
x0(p) = (3 = (u + e) sin wp, 
From (lo), 
p = -+- sin-l (*), E > 0. (11) 
x1(t) = 1, G(t, s)[x&) + sgn, x0(s) - a sin ws] ds 
= 
s 
T G(t, s)[x&(s) - a sin US] ds 
0 
+ 1: G(t, s) sgn x0 ds + 2~ 1: G(t, s) sin ws ds 
> xl(t) + 1, G(t, 4 sgn x0(s) ds, 
where the first integral has been replaced by means of (7) and we have used 
the positivity of the last integral. 
But 
s 
’ G(t, s) sgn, x,,(s) ds = 1; G(t, s) ds. 
0 
There are two cases to be considered. 
Case 1. O,(t<(T+/3)/2.‘I’hen 
j; G(t, s) ds > j&s+ G(t, s) ds = t 9. 
Case 2. t 3 (T + ,13)/2. Then 
j; G(t, s) ds 3 19 G(t, 
‘R 
Therefore, for all t ~1, 
s ’ G(t, s) ds a - 
s) ds = (7 + 3P) 
4 
CT - B) . 
2 
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Thus, xl(t) > x0(t) provided 
or 
t k- ‘l>, 2~ sin wt, 
4 2 
0 < t f 7, 
E ( t(’ - PI r-/3 wt 
’ 16 sin wt = 16w sin ut ( 1 
- = f(t). 
Now, since f(t) is nondecreasing on 0 < t < T, the minimum value of f(t) 
isf(0) = (T - p)/16w. Thus if we choose E < (T - /3)/16w, /I < T - 16we, 
substitution in (11) gives (9). 
Having established xl(t) 3 x0(t) f or t E I, it is now straightforward to 
verify that the sequence {xn(t)} is nondecreasing. From (2) the sequence 
is uniformly bounded by a positive number p, provided 
p >, max !( 79 - 8a 8w2 - n2 . 
Also, the sequence {xn(t)> is equicontinuous. 
Therefore, from Theorem 1, the uniform limit x(t) of (xn(t)} is a solution 
of (5). Since x(t) > q,(t) > xl(t), therefore x(t) and xl(t) are two distinct 
continuous positive solutions of (5). 
Remark 1. Note that the assumption (A,) of Theorem 1 is not satisfied 
in the present case as the Green’s function G(t, S) is only nondecreasing 
in t. This relaxation (in the application of Theorem 1) is made possible 
by making use of the explicit properties of G(t, s). In fact, let t, > t, > 0. 
Then 
dt2) - G,) = j; [G( t2 , S) - G(t, , s)](xo(s) + sgn x0(s) - a sin US} ds 
= j;; (s - tl){ **** } + j, (t2 - tl){ .a.-* } 
.tz 
> 
! 
tl (s - tl)(-a sin US) ds 
> 0. 
Indeed, since xnel(t) > 0 for 71 = 1, 2 ,..., then 
xn(t2) - xn(tl) > 1:: (s - tl)(-a sin ws> ds 
> 0. 
76 CHANDRA AND FLEISHMAN 
Therefore xi(t), x2(t),... are strictly increasing functions. From the uniform 
lower bound for the sequence ((zJt.J - am)}, we conclude that x(tJ - x(tl) 
has the same positive lower bound. Hence, x(t) is a strictly increasing function 
of t. 
EXAMPLE 2-Autonomous Case. Here we assume that a = 0. Clearly, 
x = 0 is a solution of the boundary value problems (3) and (4). The purpose 
of this example is to exhibit a nontrivial positive, continuous solution of (5) 
(hence of (3) and (4)). Suppose o > 0 is given. Set 
x,(t) = A sin f, 
where A > 0 is chosen to satisfy 
A sin 7 > (T, 
and where 7 now is an arbitrary positive number which we choose less 
than dz. Trivially, there exists a p, 0 < /I < 7, such that 
Now, we set 
A sin /I = (T. (12) 
(13) 
for n = 1, 2,..., where G(t, s) is given by (6). 
First we show that (~~(2)) is nondecreasing. A crucial step in this direction 
is to show that xi(t) > x,(t) for t ~1. In fact, we shall show that this is 
true if A satisfies 
(T - p) > 8A cos T. (14) 
Now 
q(t) = 1: G(t, s)[A sin s + sgn, (A sins)] ds 
= A 
s 
’ G(t, s) sin s ds + 
0 s 
’ G(t, s) ds 
R 
= A 
i 
t s sin s ds + At f sin s ds + f G(t, s) ds 
0 t a 
s 
7 = A sin t - At cos T + G(t, s) ds 
> x0(t) - At cos T + + 
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provided (14) holds. Thus x,(t) < x,(t) and from this we can conclude 
readily that {am> is nondecreasing. Again, as in Example 1, (xJt)> is 
uniformly bounded by a positive number p, provided 
( 
12 pamax A,=. ) 
Finally, {x%(t)} converges uniformly to a continuous function x(t) > x,(l) 
and from Theorem 1, x(t) is a solution of (5). 
Remark 2. Hypothesis (B3) of Theorem 1 is not satisfied in the case of 
ExampIe 2. Nevertheless, we have exhibited a nondecreasing sequence 
which rises above the identically zero solution. In fact, we can make the 
following general statement: 
Let the assumptions (A,)-(A,) and (B,)-(B,) hold. Suppose there exists 
a nonnegative function s(t) + 0 defined on I and such that the integral 
J; G(t, 4f(~, 4s)) d s exists and satisfies the inequality 
~(4 G j-, G(L 4fh ds)) ds. 
Then the sequence {x,(t)} defined in Section 2 converges uniformly and 
monotonicaliy to a continuous solution x(t) >, x0(t) in a ball of radius p, 
provided 
p 2 max (II x,(t)ll, l: G(t, s)f(t, p) ds). 
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