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Szego¨ kernels and asymptotic expansions
for Legendre polynomials
Roberto Paoletti∗
Abstract
We present a geometric approach to the asymptotics of the Le-
gendre polynomials Pk,n+1, based on the Szego¨ kernel of the Fermat
quadric hypersurface, and leading to complete asymptotic expansions
holding on expanding subintervals of [−1, 1].
1 Introduction
The goal of this paper is to develop a geometric approach to the asymptotics
of the Legendre polynomial Pk,n+1(t) for k → +∞, with t = cos(ϑ) ∈ [−1, 1]
and n ≥ 1 fixed; as is well-known, Pk,n+1(t) is the restriction to Sn of the
Legendre harmonic, expressed in polar coordinates on the sphere. We follow
here the terminology of [M], [M1] and [AH].
There is a tight relation between Pk,n+1(t) and the orthogonal projector
Pk,n : L2(Sn)→ Vk,n,
where Vk,n is the space of level-k spherical harmonics on S
n; equivalently, Vk,n
is the eigenspace of the (positive) Laplace-Beltrami operator on functions on
Sn, corresponding to its k-th eigenvalue λk,n = k (k + n− 1).
Namely, for any choice of an orthonormal basis
(
̺knj
)Nk,n
j=1
of Vk,n the
distributional kernel Pk,n(·, ·) ∈ C∞ (Sn × Sn) satisfies
Pk,n (q,q′) =
Nk,n∑
j=1
̺knj(q) · ̺knj(q′), (1)
∗
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where q ·q′ = qt q′ (we think of q and q′ as columns vectors), and Nk,n is the
dimension of Vk,n. By symmetry considerations, Pk,n (q,q′) only depends on
q · q′. In fact, with the normalization Pk,n+1(1) = 1,
Pk,n (q,q′) = Nk,n
vol(Sn)
Pk,n+1(q · q′). (2)
Thus it equivalent to give asymptotic expansions for Pk,n+1
(
cos(ϑ)
)
and for
Pk,n (q,q′) with q · q′ = cos(ϑ).
Since for any (q,q′) ∈ Sn × Sn we have
Pk,n (q,q) = Nk,n
vol(Sn)
, Pk,n (q,−q′) = (−1)k Pk,n (q,q′) ,
we may assume q 6= ±q′. Then there is a unique great circle parametrized
by arc length going from q to q′ in a time ϑ ∈ (0, π), and qt q′ = cos(ϑ).
Our geometric approach uses on the one hand the specific relation between
spherical harmonics on Sn and the Hardy space of the Fermat quadric hyper-
surface in Pn ([L], [G]), and the other hand the off-diagonal scaling asymp-
totics of the level-k Szego¨ kernel of polarized projective manifold ([BSZ],
[SZ]).
The following asymptotic expansions involve a sequence of constants
Ck,n > 0 with a precise geometric meaning [G]. There is a natural confor-
mally unitary isomorphism between the level-k Szego¨ kernel of the Fermat
quadric Fn ⊂ Pn and Vk,n, given by a push-forward operation, and Ck,n is
the corresponding conformal factor.
An asymptotic expansion for Ck,n is discussed in [G], building on the
theory of [L]; an alternative derivation is given in Proposition 1.1 (with an
explicit computation of the leading order term).
In the following, the symbol ∼ stands for ‘has the same asymptotics as’.
Theorem 1.1. There exists smooth functions Anl and Bnl (l = 1, 2, . . .) on
[0, π] such that the following holds. Let us fix C > 0 and δ ∈ [0, 1/6). Then,
uniformly in (q,q′) ∈ Sn × Sn satisfying qt q′ = cos(ϑ) with
C k−δ < ϑ < π − C k−δ,
we have for k → +∞ an asymptotic expansion of the form
Pk,n(q,q′)
=
2
n
2
C2k,n
(
1
sin(ϑ)
)(n−1)/2
· [cos (αk,n(ϑ)) · An(ϑ, k) + sin (αk,n(ϑ)) · Bn(ϑ, k)] ,
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where
αk,n(ϑ) =: kϑ+
(
ϑ
2
− π
4
)
(n− 1),
and
An(ϑ, k) ∼ 1 +
+∞∑
l=1
k−l
Anl(ϑ)
sin(ϑ)6l
, Bn(ϑ, k) ∼
+∞∑
l=1
k−l
Bnl(ϑ)
sin(ϑ)6l
.
At the l-th step, we have for some constant Cl > 0∣∣Anl(ϑ)/ sin(ϑ)6l∣∣ , ∣∣Bnl(ϑ)/ sin(ϑ)6l∣∣ ≤ Cl k−l(1−6δ),
and a similar estimate holds for the error term. Hence the previous is an
asymptotic expansion for δ ∈ [0, 1/6).
As mentioned, the same techniques yield an asymptotic expansion for
Cn,k (see (6.18) in [G]).
Proposition 1.1. For k → +∞ we have an asymptotic expansion of the
form:
Ck,n ∼
[
(n− 1)!
2
√
2
· vol(Sn) vol (Sn−1)]1/2 (π k)−(n−1)/4
·
[
1 +
∑
j≥1
k−j aj
]
.
If we insert the latter expansion in the one provided by Theorem 1.1, we
obtain the following:
Corollary 1.1. With the assumptions and notation of Theorem 1.1, for k →
+∞ there is an asymptotic expansion
Pk,n(q,q′) = 2
n+3
2
(n− 1)!
1
vol (Sn) vol (Sn−1)
(
π k
sin(ϑ)
)(n−1)/2
·
[
cos
(
αk,n(ϑ)
) · Cn(ϑ, k) + sin (αk,n(ϑ)) · Dn(ϑ, k)],
where Cn(ϑ, k) and Dn(ϑ, k) admit asymptotic expansions similar to those of
An(ϑ, k) and Bn(ϑ, k), respectively (of course, with different functions Cnl
and Dnl, l ≥ 1).
Pairing Corollary 1.1 with (2), we obtain:
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Corollary 1.2. In the same situation as in Theorem 1.1, for k → +∞ there
is an asymptotic expansion
Pk,n+1
(
cos(ϑ)
)
=
2
n+1
2
vol (Sn−1)
(
π
sin(ϑ) k
)(n−1)/2
·
[
cos
(
αk,n(ϑ)
) · En(ϑ, k) + sin (αk,n(ϑ)) · Fn(ϑ, k)],
where again En(ϑ, k) and Fn(ϑ, k) admit asymptotic expansions similar to
those of An(ϑ, k) and Bn(ϑ, k), respectively.
Let us verify that Corollary 1.2 fits with the classical asymptotics. For
example, when n = 1 we obtain
Pk,2
(
cos(ϑ)
) ∼ cos(kϑ) + · · · ,
so that the leading order term is the k-th Chebychev polynomial. Since
it is known that in this case the Legendre polynomial is the Chebychev
polynomial ([M], page 11), this is in fact the only term of the expansion.
For n = 2, we obtain the formula of Laplace (cfr [Leb], §4.6; [O], (8.01)
of Ch. 4; [S], Theorem 8.21.2), but as a full asymptotic expansion holding
uniformly on expanding subintervals converging to [−1, 1] at a controlled
rate, as above:
Pk,3
(
cos(ϑ)
) ∼√ 2
π k sin(ϑ)
cos
((
k +
1
2
)
ϑ− π
4
)
+O
(
k−3/2+6δ
)
.
For arbitrary n, Pk,n+1 is a multiple of a Gegenbauer polynomial ([B];
[M], page 16):
P
(n/2−1,n/2−1)
k
(
cos(ϑ)
)
= rk,n Pk,n+1
(
cos(ϑ)
)
. (3)
Given the standardization for P
(n/2−1,n/2−1)
k ([B], §10.8)
rk,n = P
(n/2−1,n/2−1)
k (1) =
(
k + n/2− 1
k
)
=
(n/2)k
k!
=
Γ(k + n/2)
k! Γ(n/2)
,
where Γ is of course the Gamma function. By (35.31) in [M1], for k → +∞
we have
Γ(k + n/2) ∼ kn/2 Γ(k) = kn/2 (k − 1)!.
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Therefore,
rk,n ∼ k
n/2 (k − 1)!
k! Γ(n/2)
=
kn/2−1
Γ(n/2)
.
If we use the well-known formula (see e.g. (2) of [M])
vol
(
Sn−1
)
=
2 πn/2
Γ(n/2)
,
we obtain for P
(n/2−1,n/2−1)
k
(
cos(ϑ)
)
as asymptotic expansion with leading
order term
2
n+1
2
kn/2−1
Γ(n/2)
Γ(n/2)
2 πn/2
(
π
sin(ϑ) k
)(n−1)/2
cos
(
αk,n(ϑ)
)
=
1√
π k
1
cos(ϑ/2)(n−1)/2 sin(ϑ/2)(n−1)/2
cos
(
αk,n(ϑ)
)
,
in agreement with (10) on page 198 of [B].
Acknowledgments. I am endebted to Leonardo Colzani and Stefano Meda
for very valuable comments and insights.
2 Preliminaries
2.1 The geometric picture
For the following, see [G], [L].
Let Sn1 ⊂ Rn+1 be the unit sphere, and let us identify the tangent and
cotangent bundles of Sn1 by means of the standard Riemannian metric. The
unit (co)sphere bundles of Sn1 is given by the incidence correspondence
S∗ (Sn1 ) ∼= S (Sn1 ) =
{
(q,p) ∈ Sn1 × Sn1 : qt p = 0
}
. (4)
The Fermat quadric hypersurface in complex projective space is
Fn =:
{
[z] ∈ Pn : zt z = 0} ;
let A be the restriction to Fn of the hyperplane line bundle. Given the
standard Hermitian product on Cn+1, A is naturally a positive Hermitian
line bundle, Fn inherits a Ka¨hler structure ωFn (the restriction of the Fubini-
Study metric), and the spaces of global holomorphic sections of higher powers
of A, H0
(
Fn, A
⊗k), have an induced hermitian structure.
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The affine cone over Fn is Cn = {zt z = 0} ⊂ Cn+1; the intersection
X1 =: Cn ∩ S2n+11 may be viewed as the unit circle bundle in the dual line
bundle A∨. More generally, for any r > 0 the intersection
Xr =: Cn ∩ S2n+1r (5)
with the sphere of radius r is naturally identified with the circle bundle of
radius r in A∨. In particular,
X√2 =
{
q+ ip : ‖q‖2 = ‖p‖2 = 1, qt p = 0} (6)
is diffeomorphic to S∗(Sn) by the map β : (q,p) 7→ q + ip; furthermore, β
is equivariant for the natural actions of O(n+1) on S∗(Sn) and X√2 defined
by, respectively,
B · (q,p) =: (Bq, Bp), B · (q + ip) = Bq+ i Bp (B ∈ O(n+ 1)).
We shall identify S∗(Sn) and X√2, and denote the projection by
ν : S∗(Sn) ∼= X√2 → Sn, q + ip 7→ q. (7)
There is also a standard structure action of S1 on X√2, induced by fibre-
wise scalar multiplication in A∨, or equivalently in Cn+1. The latter action
is interwined by β with the ‘reverse’ geodesic flow on S∗(Sn) ∼= S(Sn). The
S1-orbits are the fibers of the circle bundle projection
π√2 : q + ip ∈ X√2 7→ [q+ ip] ∈ Fn. (8)
This holds for any r > 0; we shall denote by πr : Xr → Fn the projection
for general r > 0.
2.2 The metric on Xr
Let us dwell on the metric aspect of (5); there are two natural choices of a
Riemannian metric on Xr, hence of a Riemannian density, and we need to
clarify the relation between the two.
There is an obvious choice of a Riemannian metric g′r on Xr, induced by
the standard Euclidean product on Cn+1. With respect to g′r, the S
1 orbits
on Xr have length 2π r. Clearly, g
′
r is homogeneous of degree 2 with respect
to the dilation µr : x ∈ X 7→ r x ∈ Xr, and therefore the corresponding
volume form Υ′Xr on Xr is homogeneous of degree dim(X) = 2n − 1. That
is,
µ∗r(Υ
′
Xr) = r
2n−1Υ′X . (9)
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An alternative and common choice of a Riemannian structure g1 on X1
comes from its structure of a unit circle bundle over Fn. Let α ∈ Ω1(X1) be
the connection 1-form associated to the unique compatible covariant deriva-
tive on A, so that dα = 2 π∗1(ωFn). Also, let
H(X1/Fn) = ker(α), V (X1/Fn) = ker(dπ1) ⊆ TX (10)
denote the horizontal and vertical tangent bundles for π1, respectively. There
is a unique Riemannian metric g1 on X1 such that π1 a Riemannian submer-
sion, and the S1-orbits on X1 have unit length. The corresponding volume
form on X1 is given by
ΥX1 =
1
(n− 1)! π
∗
1
(
ω
∧(n−1)
Fn
)
∧ 1
2π
α =
1
2π
π∗1(ΥFn) ∧ α, (11)
where ΥFn = ω
∧(n−1)
Fn
/(n− 1)! is the symplectic volume form on Fn.
We wish to compare the two Riemannian metrics g1 and g
′
1, the corre-
sponding volume forms, Υ′X1 and ΥX1 , and densities, dVX and d
′VX .
Lemma 2.1. ΥX1 =
1
2π
Υ′X1 and dVX1 =
1
2π
d′VX1.
Proof of Lemma 2.1. The connection 1-form for the Hopf map S2n+1 → Pn
is
θ =
i
2
(
zt dzt − zt dz) ;
thus α is the restriction of θ to X1. Let ω0 be the standard symplectic struc-
ture on Cn+1. Since θz(w) = ω0(z,w), we have ker(θz) = z
⊥ω0 (symplectic
annihilator). In other words,
ker(θz) =
(
spanR(z)⊕ z⊥h0
) ∩ TzS2n+11 = z⊥h0 ,
where z⊥h0 is the Hermitian orthocomplement of z for the standard Hermitian
product.
Thus, if z ∈ X1 then
Hz(X1/Fn) = ker(αz) = z
⊥h0 ∩ TzCn = z⊥h0 ∩ z⊥h0 .
On the other hand, Vz(X1/Fn) = spanR(iz). Thus V (X1/Fn) and H(X1/Fn)
are orthogonal with respect to both g1 (by construction) and g
′
1 (by the
previous considerations). Hence we may compare g1 and g
′
1 separately on
H(X1/Fn) and V (X1/Fn).
On the complex vector bundle H(X1/Fn), g
′
1 and g1 are, respectively, the
Euclidean scalar products associated to the restrcitions of the (1, 1)-forms
ω0 =
i
2
∂∂‖z‖2, ω1 = i
2
∂∂ ln
(‖z‖2) .
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Given that ω0 and ω1 agree on TS
2n+2
1 , g1 = g
′
1 on H(X1/Fn).
On the other hand, both g1 and g
′
1 are S
1-invariant, but S1-orbits on X1
have length 2π for g′1 and 1 for g1- Thus g1 = g
′
1/2π on V (X1/Fn).
The claim follows directly from this.
2.3 The Szego¨ kernel on Xr
For every r > 0, Xr is the boundary of a strictly pseudoconvex domain,
and as such it carries a CR structure, a Hardy space H(Xr), and a Szego¨
projector Πr : L
2(Xr)→ H(Xr). We aim to relate the various Πr’s.
Let O(Cn\{0}) be the ring of holomorphic functions on the conic complex
manifold Cn \ {0}. Let Ok(Cn \ {0}) ⊂ O(Cn \ {0}) be the subspace of
holomorphic functions of degree of homogeneity k.
For every r > 0 and k = 0, 1, 2, . . . let Hk(Xr) ⊂ H(Xr) be the finite-
dimensional k-th isotypical component ofH(Xr) with respect to the standard
S1-action. Restriction induces an algebraic isomorphism Ok(Cn \ {0}) →
Hk(Xr); with a slight abuse of language, we shall denote by the same symbol
an element of Hk(Xr) and the corresponding element of Ok(Cn \ {0}).
Suppose that (skj)
Nk
j=0 ⊆ Ok(Cn \ {0}) restricts to an orthonormal basis of
Hk(X1): ∫
X1
skj(x) skl(x) dVX1(x) = δjl.
Setting y = r x, and using (9) together with Lemma 2.1, we get∫
Xr
skj(y) skl(y)
1
2π
d′VXr(y) (12)
= r2n+2k−1
∫
X1
skj(x) skl(x)
1
2π
d′VX1(x) = r
2n+2k−1 δjl.
Therefore we have:
Lemma 2.2. If (skj)
Nk
j=0 ⊆ Ok(Cn \ {0}) restricts to an orthonormal basis of
Hk(X1) with respect to d
′VX1, then for every r > 0(
r−(k+n−1/2) skj
)Nk
j=0
restricts to an orthonormal basis of Hk(Xr), with respecto to d
′VXr/2π.
Let now Πr,k be the level-k Szego¨ kernel on Xr, that is, the orthogonal
projector
Πr,k : L
2(Xr, d
′VXr/2π)→ Hk(Xr).
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By Lemma 2.2, its Schwartz kernel Πr,k ∈ C∞(Xr ×Xr) is given by
Πr,k(y, y
′) = r−(2k+2n−1)
Nk∑
j=0
skj(y) · skj(y′) (y, y′ ∈ Xr). (13)
When pulled-back to X1, this is (here x, x
′ ∈ X1)
Πr,k(r x, r x
′) = r−(2k+2n−1)
Nk∑
j=0
skj(r x) · skj(r x′)
= r−(2n−1)
Nk∑
j=0
ŝkj(x) · ŝkj(x′) = r1−2nΠ1,k(x, x′). (14)
In particular,
Π√2,k
(√
2 x,
√
2x′
)
=
√
2
2n
Π1,k(x, x
′). (15)
We shall make repeated use of the following asymptotic property of Π1,k,
which follows from the microlocal description of Π as an FIO (explicit expo-
nential estimates are discussed in [C]).
Theorem 2.1. Let distFn be the distance function on Fn associated to the
Ka¨hler metric. Given any C, ǫ > 0, uniformly for x, x′ ∈ X satisfying
distFn
(
π(x), π(x′)
) ≥ C kǫ−1/2,
we have
Π1,k(x, x
′) = O
(
k−∞
)
when k → +∞.
2.4 Heisenberg local coordinates
There are two unit circle bundles in our picture: the Hopf fibration π :
S2n+11 → Pn, and π1 : X1 → Fn. Clearly, π1 is the pull-back of π under the
inclusion Fn →֒ Pn. Both S2n+11 and X1 are boundaries of strictly pseudo-
convex domains, and carry a CR structure.
On both S2n+11 and X1, we may consider privileged systems of coordinates
called Heisenberg local coordinates (HLC). In these coordinates, Szego¨ kernel
asymptotics exhibit a ‘universal’ structure [SZ]; we refer to ibidem for a
detailed discussion.
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Given z0 ∈ X1, a HLC system on X1 centered at z0 will be denoted in
additive notation:
(θ,v) ∈ (−π, π)×B2n−2(0, δ) 7→ z0 + (θ,v) ∈ X1.
Here θ ∈ (−π, π) is an ‘angular’ coordinate measuring displacement along
the S1-orbit through z0 (the fiber through z0 of π1 : X1 → Fn); instead
v ∈ B2n−2(0, δ) ⊆ R2n−2 ∼= Cn−1 descends to a local coordinate on Fn
centered at m0 = π(x0), inducing a unitary isomorphism T[z0]Fn
∼= Cn−1. We
may thus think of v as a tangent vector in T[z0]Fn.
Here this additive notation might be misleading, since X1 ⊂ Cn+1. There-
fore we shall write z0 +X1 (θ,v) for HLC’s on X1 centered at z0. We shall
generally abridge notation by writing z0 +X1 v for z0 +X1 (0,v).
Similarly, (θ,w) ∈ (−π, π) × B2n(0, δ) 7→ z0 +S2n+1
1
(θ,v) will denote a
system of Heisenberg local coordinates on S2n+11 centered at z0. There is in
fact a natural choice of HLC on S2n+11 centered at any z0 ∈ S2n+11 .
Namely, let (a1, . . . , an) be an orthonormal basis of the Hermitian ortho-
complement z⊥h0 ⊆ Cn+1, and for w = (wj) ∈ Cn let us set
z0 +S2n+1
1
(θ,w) :=
eiθ√
1 + ‖w‖2
(
z0 +
n∑
j=1
wj aj
)
. (16)
Since there is a canonical unitary identification z⊥h0 ∼= T[z0]Pn, we shall also
write this as z0 +S2n+1
1
(θ,v) with (θ,v) ∈ (−π, π)× T[z0]Pn.
If z0 ∈ X1, HLC’s on X1 centered at z0 can be chosen so that they agree
to second order with the former HLC’s on S2n+11 . More precisely, we may
assume that for any v ∈ T[z0]Fn ⊂ T[z0]Pn we have
z0 +X (θ,w) = z0 +S2n+1
1
(
θ,v +R2(v)
)
, (17)
where R2 is a function vanishing to second order at the origin.
Given v, w ∈ Cn+1 ∼= R2n+2, let us define
ψ2(v,w) =: −i ω0(v,w)− 1
2
‖v −w‖2; (18)
here ω0 is the standard symplectic structure, and ‖ · ‖ is the standard Eu-
clidean norm. We shall make use of the following asymptotic expansion, for
which we refer again to [SZ]:
Theorem 2.2. Let us fix C > 0 and ǫ ∈ (0, 1/6). Then for any z ∈ X1,
and for any choice of HLC’s on X1 centered at z, there exists polynomials
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Pj of degree ≤ 3j and parity j on T[z]Fn × T[z]Fn ∼= R2n−2 × R2n−2, such
that following holds. Uniformly in v1, v2 ∈ T[z]Fn with ‖vj‖ ≤ C kǫ for
j = 1, 2, and θ1, θ2 ∈ (−π, π), one has for k → +∞ the following asymptotic
expansion:
Π1,k
(
z+
(
θ1,
v1√
k
)
, z+
(
θ2,
v2√
k
))
∼
(
k
π
)n−1
eik (θ1−θ2)+ψ2(v1,v2)
[
1 +
+∞∑
j=1
k−j/2 Pj(v1,v2)
]
.
In the given range the above is an asymptotic expansion, since∣∣k−j/2Rj(v1,v2)∣∣ ≤ Cj k− j2 (1−6ǫ).
2.5 Pk and Π√2,k
As discussed in [G], the push-forward operator ν∗ : C∞
(
X√2
) → C∞(Sn)
restricts to an algebraic isomorphism
C∞(X√2) ∩H(X√2)→ C∞(Sn); (19)
for every k, (19) restricts to a conformally unitary isomorphism
Hk(X√2) −→ Vk,
with a scalar conformal factor Ck,n > 0. Thus we have
‖ν∗(s)‖L2(Sn) = Ck,n ‖s‖H(X√
2
) (s ∈ Hk(X√2)). (20)
Therefore, if (σkj)
Nk
j=0 is an orthonormal basis of Hk(X
√
2), then(
C−1k,n · ν∗(σkj)
)Nk
j=0
is an orthonormal basis of Vk. It follows that Pk,n in (1) is given by
Pk,n = 1
C2k,n
(ν × ν)∗
(
Π√2,k
)
, (21)
where ν × ν : X√2 ×X√2 → Sn × Sn is the product projection.
More explicitly, for q ∈ Sn let S(q⊥) ∼= Sn−1 be the unit sphere centered
at the origin in the orthocomplement q⊥, and let dVS(q⊥) be the Riemannian
density on S(q⊥); then
Pk,n(q0,q1) (22)
=
1
C2k,n
∫
S(q⊥
0
)
∫
S(q1⊥)
Π√2,k(q0 + ip,q1 + ip
′) dVS(q⊥
0
)(p) dVS(q1⊥)(p
′).
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2.6 Πr,k and conjugation
Conjugation σ : z 7→ z in Cn+1 leaves invariant the affine cone Cn and every
Xr. Furthermore, it yields a Riemannian isometry of Xr into itself. For
f ∈ O (Cn \ {0}), let us set
fσ(z) =: f (z).
If f ∈ Ok (Cn \ {0}), then fσ ∈ Ok (Cn \ {0}).
Hence, if (skj)j ⊆ Ok (Cn \ {0}) restricts to an orthonormal basis of
Hk
(
Xr
)
, then so does (sσkj)j. Thus for any z0, z1 ∈ Xr we have
Πr,k (z0, z1) =
∑
j
skj (z0) · skj (z1)
=
∑
j
sσkj (z0) · sσkj (z1) = Πrk (z1, z0) = Πrk (z0, z1). (23)
3 Proof of Theorem 1.1
Proof of Theorem 1.1. Given q0, q1 ∈ Sn−1 with q1 6= ±q0, let γ+ be the
unique unit speed geodesic on Sn such that γ+(0) = q0 and γ+(ϑ) = q
′ for
some ϑ ∈ (0, π). Then
p0 =: γ˙+(0) ∈ Sn−1
(
q⊥0
)
, p1 =: γ˙+(ϑ) ∈ Sn−1
(
q⊥1
)
.
The reverse geodesic γ−(ϑ) =: γ(−ϑ) satisfies γ−(0) = q, γ˙−(0) = −p0
and γ−(ϑ′) = q′ for a unique ϑ′ = −ϑ ∈ (−π, 0).
Although they project down to the same locus in Sn, γ+ and γ− corre-
spond to distinct fibers of the circle bundle projection π : X(
√
2)→ Fn. Let
us express the (co)tangent lift γ˜± of the geodesics γ± in complex coordinates,
and set p1 = γ˙+(ϑ). . Then
γ˜±(θ) = γ±(θ) + i γ˙±(θ) = e−iθ (q0 ± ip0) = q1 ± ip1, (24)
In view of (8), we have:
q0 ± ip0, q1 ± ip1 ∈ π−1√2
(
[q0 ± ip0]
)
. (25)
On the other hand, [q0+ ip0] 6= [q0− ip0] ∈ Fn, since q0+ ip0 and q0− ip0
are linearly independent in Cn+1.
Thus we have:
12
Lemma 3.1. Suppose q0, q1 ∈ Sn and q1 6= ±q0. Then the only points
[z] ∈ Fn such that
ν−1(q0) ∩ π−1√2([z]) 6= ∅ and ν−1(q1) ∩ π−1√2([z]) 6= ∅
are
[z+] = [q0 + ip0], [z−] = [q0 − ip0].
By Theorem 2.1, for fixed p and p′ and k → +∞ we have
Π√2,k(q0 + ip,q1 + ip
′) = O
(
k−∞
)
,
unless p = ±p0 and p′ = ±p1. Therefore, for a fixed ϑ ∈ (0, π) integration
in (22) may be localized in a small neighborhood of (±p0,±p1), perhaps at
the cost of disregarding a negligible contribution to the asymptotics.
Since however we are allowing ϑ to approach 0 or π at a controlled rate, we
need to give a more precise quantitative estimate of how small the previous
neighborhood may be chosen when k → +∞.
To this end, let us introduce some further notation. Given linearly inde-
pendent a, b ∈ Sn, let us set
R(a,b) =: spanR(a,b) ⊆ Rn+1,
and
R(a,b)C =: R(a,b)⊗ C = spanC(a,b) ⊆ Cn+1,
Furthermore, for ‖v‖ ≤ 1 we shall set
S±(v) =: −1±
√
1− ‖v‖2.
A straightforward computation yields the following:
Lemma 3.2. Assume that q0+ip0 ∈ X√2 and q1+ip1 = e−iϑ (q0+ip0) with
ϑ ∈ (0, π). Then any p ∈ Sn−1(q⊥0 ) with pt0 p ≥ 0, respectively, pt0 p ≤ 0,
may be written uniquely in the form
p =
(
1 + S+(v)
)
p0 + v, (26)
respectively
p =
(
1 + S−(v)
)
p0 + v, (27)
where v ∈ q⊥0 ∩p⊥0 = R(q0,q1)⊥ (the Euclidean orthocomplement) has norm
≤ 1, and
S±(v) =: −1±
√
1− ‖v‖2.
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Proposition 3.1. Let us fix C > 0, δ ∈ (0, 1/6) and ǫ > δ. Then there exist
constants D, ǫ1 > 0 such that the following holds. Suppose that
1. C k−δ < ϑ < π − C k−δ;
2. qj + ipj ∈ X√2 for j = 0, 1;
3. q1 + ip1 = e
−iϑ (q0 + ip0);
4. vj ∈ q⊥0 ∩ q⊥1 for j = 0, 1;
5. 1 ≥ max{‖v0‖, ‖v1‖} ≥ C kǫ−1/2;
6. p′j =
(
1 + Sj(vj)
)
pj + vj ∈ Sn−1(q⊥j ) for j = 0, 1, where Sj can be
either one of S± (Lemma 3.2).
Then
distFn
(
[q0 + ip
′
0], [q1 + ip
′
1]
) ≥ D kǫ1−1/2
for every k ≫ 0.
In view of Theorem 2.1, Proposition 3.1 implies:
Corollary 3.1. Uniformly in the range of Proposition 3.1, we have
Π√2,k(q0 + ip
′
0,q1 + ip
′
1) = O
(
k−∞
)
.
Proof of Proposition 3.1. Let us set for γ ∈ [−π, π]:
Φ(γ,p′0,p
′
1) =: e
−iγ (q0 + ip
′
0)− (q1 + ip′1). (28)
Let distFn be the restriction to Fn of the distance function on P
n. Then
distFn
(
[q0 + ip
′
0], [q1 + ip
′
1]
)
(29)
=
1√
2
min
{‖Φ(γ,p′0,p′1)‖ : γ ∈ [0, 2π]}.
The factor in front is needed because while the Hopf map S2n+11 → Pn is a
Riemannian submersion, the projection S2n+1√
2
→ Pn is so only in a conformal
sense.
We are reduced to proving that in the given range there exist constants
D, ǫ1 > 0 such that for every k ≫ 0 and γ ∈ [0, 2π]
‖Φ(γ,p′0,p′1)‖ ≥ D kǫ1−1/2. (30)
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We have
Φ(γ,p′0,p
′
1)
= e−iγ
(
q0 + ip0 + i S0(v0)p0 + iv0
)
− (e−iϑ (q0 + ip0) + i S1(v1)p1 + iv1)
= (Aq0 +B p0) + i
[
e−iγ v0 − v1
]
, (31)
where
A =:
(
e−iγ − e−iϑ)+ i S1(v1) sin(ϑ)
= cos(γ)− cos(ϑ) + i [− sin(γ) + sin(ϑ)(1 + S1(v1))] , (32)
B =: i
(
e−iγ − e−iϑ)+ i (e−iγ S0(v0)− S1(v1) cos(ϑ))
= sin(γ)
(
1 + S0(v0)
)− sin(ϑ)
+i
(
cos(γ)S0(v0)− S1(v1) cos(ϑ) + cos(γ)− cos(ϑ)
)
. (33)
Regarding the two summands on the last line of (31), we have
Aq0 +B p0 ∈ R(q0,q1)C, i
[
e−iγ v0 − v1
] ∈ R(q0,q1)⊥hC ,
where ⊥h denotes the Hermitian orthocomplement. Hence
‖Φ(γ,p′0,p′1)‖2 ≥
∥∥e−iγ v0 − v1∥∥2
≥ (1− | cos(γ)|) [‖v0‖2 + ‖v1‖2] . (34)
Since 1− | cos(γ)| vanishes exactly to second order at γ = 0, π, 2π, there
exists D > 0 such that for γ ∈ [0, 2 π] we have
1− | cos(γ)| ≥ D2 min {γ2, (γ − π)2, (γ − 2π)2} .
Given this and (34), we conclude that, under the present hypothesis,
‖Φ(γ,p′0,p′1)‖ ≥ D min {γ, |γ − π|, 2π − γ} max
{‖v‖, ‖v′‖}
≥ C D min {γ, |γ − π|, 2π − γ} kǫ−1/2. (35)
Let us now pick δ′ with ǫ > δ′ > δ, and assume
min {γ, |γ − π|, 2π − γ} ≥ k−δ′ . (36)
Then
‖Φ(γ,p,p′)‖ ≥ C D k(ǫ−δ′)−1/2. (37)
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This establishes (30) with ǫ1 = ǫ− δ′, in the case where (36) holds. Thus we
are reduced to assuming
min {γ, |γ − π|, 2π − γ} ≤ k−δ′ . (38)
Then we also have | sin(γ)| ≤ k−δ′ . Let us then look at the first summand
on the last line of (31). We have an Hermitian orthogonal direct sum
R(q0,q1)C = R(q0,p0)C = spanC(q0)⊕ spanC(p0).
On the other hand, since sin(ϑ) vanishes exactly to first order at ϑ = 0 and
ϑ = π, there exists E > 0 such that for ϑ ∈ (0, π) under the assumptions of
the Lemma we have
sin(ϑ) ≥ E min {ϑ, π − ϑ} ≥ E C k−δ
Hence, in view of (33), we have for some D1 > 0 and k ≫ 0
‖Φ(γ,p,p′)‖ ≥ |Aq0 +B p0| ≥ |B| ≥ |ℜ(B)|
=
∣∣sin(γ) (1 + S0(v0))− sin(ϑ)∣∣ ≥ |sin(ϑ)| − k−δ′
≥ E C k−δ − k−δ′ ≥ 1
2
E C k−δ ≥ 1
2
E C k−1/6, (39)
since δ′ > δ and δ < 1/6. This establishes (30) with ǫ1 = 1/3 when (38)
holds.
The proof of Proposition 3.1 is complete.
Equations (26) and (27) parametrize neighborhoods of p0 and −p0, re-
spectively. Therefore, Proposition 3.1 implies that in (22) only a negligible
contribution to the asymptotics is lost, if integration in p and p′ is restricted
to shrinking neighborhoods of ±p0 and ±p1, of radii O
(
kǫ−1/2
)
.
This may be rephrased as follows. Let ̺ ∈ C∞0 (Rn+1) be even, supported
in a small neighborhood of the origin, and identically equal to one in a smaller
neighborhood of the origin. Then the asymptotics of (22) are unchanged, if
the integrand is multiplied by[
̺
(
k1/2−ǫ (p− p0)
)
+ ̺
(
k1/2−ǫ (p+ p0)
)]
(40)
· [̺ (k1/2−ǫ (p′ − p1))+ ̺ (k1/2−ǫ (p′ + p1))] .
In this way the integrand splits into four summands. In fact, only two
of these are non-negligible for k → +∞. Namely, consider the summand
containing the factor
̺
(
k1/2−ǫ (p− p0)
)
̺
(
k1/2−ǫ (p′ + p1)
)
. (41)
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On its support, p lies in a shrinking neighborhood of p0, and p
′ in a
shrinking neighborhood of −p1. Therefore, on the same support q0+ ip lies
in a shrinking neighborhood of q0 + ip0, and q1 − ip′ lies in a shrinking
neighborhood of q1 − ip1. Since
1√
2
(q0 + ip0) ∧ 1√
2
(q1 − ip1) = 1
2
(q0 + ip0) ∧ eiϑ (q0 − ip0)
= −iq0 ∧ p0
has unit norm, on the support of (41) [q0 + ip] and [q1 + ip
′] remain at a
distance ≥ 2/3, say, in projective space. This implies that as k → +∞
Π√2,k(q0 + ip,q1 + ip
′) = O
(
k−∞
)
uniformly in (p, p′) in the support of (41). A similar argument applies to
the summand containing the factor
̺
(
k1/2−ǫ (p+ p0)
)
̺
(
k1/2−ǫ (p′ − p1)
)
. (42)
Thus we may rewrite (22) as follows:
Pk,n(q0,q1) ∼ Pk,n(q0,q1)+ + Pk,n(q0,q1)−, (43)
where
Pk,n(q0,q1)± =: 1
C2k,n
∫
S(q⊥
0
)
∫
S(q1⊥)
̺
(
k1/2−ǫ (p∓ p0)
)
̺
(
k1/2−ǫ (p′ ∓ p1)
)
·Π√2,k(q0 + ip,q1 + ip′) dVS(q⊥0 )(p) dVS(q1⊥)(p′). (44)
As a further reduction, we need only deal with one of Pk,n(q0,q1)±.
Lemma 3.3. Pk,n(q0,q1)± = Pk(q0,q1)∓.
Proof of Lemma 3.3. . Let us apply the change of integration variable p 7→
−p and p′ 7→ −p′, and apply (23). Since ̺ is even, we get
Pk,n(q0,q1)− = 1
C2k,n
∫
S(q⊥
0
)
∫
S(q1⊥)
̺
(
k1/2−ǫ (p− p0)
)
̺
(
k1/2−ǫ (p′ − p1)
)
·Π√2,k(q0 + ip,q1 + ip′) dVS(q⊥0 )(p) dVS(q1⊥)(p′)
= Pk(q0,q1)+.
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Lemma 3.3 and (43) imply
Pk,n(q0,q1) ∼ 2ℜ
(Pk(q0,q1)+). (45)
In the definition of Pk(q0,q1)+, integration is over a shrinking neighbor-
hood of (p0,p1) ∈ S(q⊥0 )×S(q1⊥). We can thus make use of the parametriza-
tion (26), and write in (44):
p = p0 + A(v0), p
′ = p1 + A(v1),
where we have set
A(vj) =: vj + S+(vj)pj.
It is also harmless to replace p − pj by vj in the rescaled cut-offs in (44).
Let us also set zj = qj + ipj, and recall that z1 = e
−iϑ z0. We then obtain
Pk,n(q0,q1)+ = 1
C2k,n
∫
q⊥
0
∩q⊥
1
∫
q⊥
0
∩q⊥
1
̺
(
k1/2−ǫ v0
)
̺
(
k1/2−ǫ v1
)
(46)
·Π√2,k
(
z0 + i A(v0), z1 + i A(v1)
)
· V(v0,v1) dv0 dv1,
where V(0, 0) = 1.
Let us pass to rescaled integration variables vj 7→ vj/
√
k in (46). Then
Pk,n(q0,q1)+ = k
1−n
C2k,n
∫
q⊥
0
∩q⊥
1
∫
q⊥
0
∩q⊥
1
̺
(
k−ǫ v0
)
̺
(
k−ǫ v1
)
·Π√2,k
(
z0 +
i√
k
A0k(v0), z1 +
i√
k
A1k(v1)
)
·V
(
v0√
k
,
v1√
k
)
dv0 dv1, (47)
with
Ajk(v) := v +
√
k · S+
(
v√
k
)
pj . (48)
Let us consider the Szego¨ term in the integrand. In view of (15), this is
Π√2,k
(
z0 +
i√
k
A0k(v0), z1 +
i√
k
A1k(v1)
)
(49)
=
√
2
2n
eikϑΠ1,k
(
z0√
2
+
1√
k
i A0k(v0)√
2
,
z0√
2
+
1√
k
i eiϑ A1k(v1)√
2
)
Now the sums in the previous expression are just algebraic sums in Cn+1;
in order to apply the scaling asymptotics of Theorem 2.2, we need to first
express the argument of (49) in terms of local Heisenberg coordinates on X1
centered at z0/
√
2.
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Lemma 3.4. Suppose z = q + ip ∈ X1 and choose a system of HLC’s
on X1 centered at z. Then for δp ∼ 0 ∈ Rn+1 and eiϑ ∈ S1 such that
z+ i eiϑ δp ∈ X1 we have
z+ i eiϑ δp = z+X1
(
0, i eiϑ δp+R2(θ; δp)
)
,
for a suitable smooth function R2(θ; ·) vanishing to second order at the origin
(in v).
Proof of Lemma 3.4. In view of (17), it suffices to prove the statement on
S2n+11 , working with the HLC’s (16). Since z, z+ i e
iϑ δp ∈ Cn, we have
0 = zt z+ 2i eiϑ zt δp− e2iϑ δpt δp = 2i eiϑ zt δp− e2iϑ ‖δp‖2, (50)
so that i zt δp = eiϑ ‖δp‖2/2.
Let us look for β > 0 and h ∈ z⊥h (Hermitian orthocomplement) such
that
z+ i eiϑ δp = β (z+ h). (51)
If this is possible at all, then necessarily β = 1/‖z+h‖, as ∥∥z+ i eiϑ δp∥∥ = 1.
Then
z+ i eiϑ δp = z+S2n+1
1
(0,h). (52)
Assuming that (51) may be solved, then, taking the Hermitian product
with z on both sides of (51) and using (50) we get
β = zt
(
z− i e−iϑ δp) = 1− i e−iϑ zt δp = 1− 1
2
‖δp‖2 > 0. (53)
With this value of β, let us set
h =:
1
β
(z+ i eiθ δp)− z, (54)
so that (51) is certainly satisfied. We need to verify that h ∈ z⊥h. Indeed
we have
ht z =
1
β
(
1 + i eiθδpt z
)− 1 = 1
β
(
1− 1
2
‖δp‖2
)
− 1 = 0.
Since h = i eiθ δp+R2(δp), the proof of the Lemma is complete.
Notice that h is given for δp ∼ 0 by an asymptotic expansion in homo-
geneous polynomials of increasing degree in δp of the form
h ∼ i eiθ δp+ 1
2
‖δp‖2 z+ i
2
eiθ ‖δp‖2 δp+ 1
4
‖δp‖4 z+ · · · (55)
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This holds on S2n+11 , but a similar expansion obviously holds on X1, possibly
with modified terms in higher degree.
Let us apply Lemma 3.4 with z = z0/
√
2 and δpj = e
iθ
(
Ajk(vj)/
√
2
)
/
√
k
(we’ll set θ = 0 for j = 0 and θ = ϑ for j = 1). To this end, let us note that
in view of (48) for k → +∞ there is an asymptotic expansion of the form
Ajk(v) ∼
∑
j≥0
1
kl/2
Pj,l+1(v), (56)
where Pj,l is a homogeneous (vector valued) polynomial function of degree l,
and Pj1(v) = v. Hence
δpj =
eiθ√
2k
Ajk(vj) ∼ e
iθ
√
2
∑
j≥0
1
k(l+1)/2
Pj,l+1(vj) =
eiθ√
k
vj√
2
+ · · · (57)
Making use of (57) in (55) we obtain
hkj ∼
∑
l≥1
1
kl/2
Qjl(θ;v) =
1√
k
(
i eiθ
vj√
2
+
∑
l≥1
1
kl/2
Qj,l+1(θ;vj)
)
(58)
where Qjl(θ; ·) is a homogeneous polynomial function of degree l, and we
have emphasized the dependence on k.
Thus we obtain for j = 0 (with θ = 0) that
z0√
2
+
1√
k
i A0k(v0)√
2
=
z0√
2
+X1 (0,hk0), (59)
where
hk0 ∼ 1√
k
(
i
v0√
2
+
∑
l≥1
1
kl/2
Q0,l+1(0;v0)
)
=
1√
k
ak0, (60)
with ak0 defined by the latter equality. Similarly, for j = 1 (with θ = ϑ) we
have
z0√
2
+
1√
k
i eiϑ A1k(v1)√
2
=
z0√
2
+X1 (0,hk1),
where
hk1 ∼ 1√
k
(
i eiϑ
v1√
2
+
∑
l≥1
1
kl/2
Q1,l+1(ϑ;v1)
)
=
1√
k
ak1.
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Let us return to (49). In view of Theorem 2.2, we get
Π1,k
(
z0√
2
+
1√
k
i A0k(v0)√
2
,
z0√
2
+
1√
k
i eiϑ A1k(v1)√
2
)
(61)
= Π1,k
(
z0√
2
+X1
1√
k
ak0,
z0√
2
+X1
1√
k
ak1
)
∼
(
k
π
)n−1
eψ2(ak0,ak1) ·
[
1 +
+∞∑
b=1
k−b/2 Pb(ak0, ak1)
]
.
We have
ψ2(ak0, ak1) ∼ 1
2
ψ2
(
v0, e
iϑ v1
)
+
∑
l≥1
1
kl/2
Q˜l+2(ϑ;v0,v1), (62)
where Q˜l(ϑ; ·, ·) is a homogeneous C-valued polynomial of degree l. For any
r ≥ 1 and l1, . . . , lr ≥ 1, we have
r∏
j=1
1
klj/2
Q˜lj+2(ϑ;v0,v1) =
1
k
∑r
j=1 lj/2
Q̂∑r
j=1 lj+2r
(ϑ;v0,v1),
where Q̂∑r
j=1 lj+2r
(ϑ; ·, ·) is homogeneous of degree ∑rj=1 lj + 2r. Since lj ≥ 1
for every j, we have
∑r
j=1 lj + 2r ≤ 3
∑r
j=1 lj.
One can see from this that
eψ2(ak0,ak1) ∼ e 12 ψ2(v0,eiϑ v1)
[
1 +
∑
l≥1
1
kl/2
Bl(ϑ;v0,v1)
]
, (63)
where Bl(ϑ; ·, ·) is a polynomial of degree ≤ 3l, and having the same parity
as l.
Similarly, recalling that Pb has the same parity as b and degree ≤ 3b, each
summand k−b/2 Pb(ak0, ak1) in (61) gives rise to an asymptotic expansion in
terms of the form
1
kb/2
r∏
a=1
1
kla/2
Rla+1(ϑ;v0,v1) =
1
k(b+
∑r
a=1 la)/2
R˜∑r
a=1 la+r
(ϑ;v0,v1),
where Rl(ϑ; ·, ·) and R˜l(ϑ; ·, ·) are homogeneous polynomials of the given
degree, r ≤ 3b, and b − r is even. Then 3 (b +∑ra=1 la) ≥ ∑ra=1 la + r, and
(b +
∑r
a=1 la) − (
∑r
a=1 la + r) = b − r is also even. Hence each summand
k−b/2 Pb(ak0, ak1) (b ≥ 1) yields an asymptotic expansion of the form∑
l≥1
k−l/2 Tbl(ϑ;v0,v1),
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where again each Tbl has the same parity as l and degree ≤ 3l.
Putting this all together, we obtain an asymptotic expansion for the in-
tegrand in (47):
Lemma 3.5. For l ≥ 0, there exist polynomials Zl(ϑ; ·, ·) of degree ≤ 3l and
parity (−1)l, with Z0(ϑ; ·, ·) = 1, such that
Π√2,k
(
z0 +
i√
k
A0k(v0), z1 +
i√
k
A1k(v1)
)
· V
(
v0√
k
,
v1√
k
)
∼
√
2
2n
eikϑ
(
k
π
)n−1
e
1
2
ψ2(v0,eiϑ v1)
∑
l≥0
1
kl/2
Zl(ϑ;v0,v1).
Proof of Lemma 3.5. The previous arguments yield an asymptotic expansion
of the given form for the first factor. We need only multiply the latter
expansion by the Taylor expansion of the second factor.
Since integration in (47) takes place over a poly-ball or radius O (kǫ) in(
q⊥0 ∩ q⊥1
)2
, the expansion may be integrated term by term. In addition,
given that the exponent and the cut-offs are even functions of (v0,v1), only
terms of even parity yield a non-zero integral. Hence we may discard the
half-integer powers and obtain
Pk(q0,q1)+ ∼ k
1−n
C2k,n
√
2
2n
eikϑ
(
k
π
)n−1 ∑
l≥0
k−l P̂l(ϑ)+, (64)
where
P̂l(ϑ)+ =:
∫
q⊥
0
∩q⊥
1
∫
q⊥
0
∩q⊥
1
̺
(
k−ǫ v0
)
̺
(
k−ǫ v1
)
·e 12 ψ2(v0,eiϑ v1) Z2l(ϑ;v0,v1) dv0 dv1. (65)
We can slightly simplify the previous asymptotic expansion, as follows. First,
as emphasized the dependence on (q0,q1) is of course only through the angle
ϑ. In particular, in (65) nothing is lost by assuming that q0 and q1 span the
2-plane {0} × R2 ⊆ Rn+1, and therefore that q⊥0 ∩ q⊥1 = Rn−1 × {0}.
Furthermore, given (18), we have
ψ2
(
v0, e
iϑ v1
)
= −i sin(ϑ)v0t v1 − 1
2
‖v0 − cos(ϑ)v1‖2 − 1
2
sin(ϑ)2 ‖v1‖2. (66)
With the change of variables(
v0
v1
)
=
√
2
(
b0 + cot(ϑ)b1(
1/ sin(ϑ)
)
b1
)
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we obtain
ψ2
(
v0, e
iϑ v1
)
= −1
2
‖b0‖2 − ibt0 b1 −
1
2
(
1 + 2i cot(ϑ)
) ‖b1‖2. (67)
Since Z2l(ϑ, ·, ·) is even and has degree ≤ 6l, we can write
Z2l
(
ϑ;b0 + cot(ϑ)b1,
b1
sin(ϑ)
)
=
1
sin(ϑ)6l
Tl(ϑ;b0,b1),
where Tl(ϑ; ·, ·) is an even polynomial of degree ≤ 6l, with smooth bounded
coefficients for ϑ ∈ [0, π]. Thus
P̂l(ϑ)+
=
(
2
sin(ϑ)
)n−1
1
sin(ϑ)6l
∫
Rn−1
∫
Rn−1
e−
1
2
‖b0‖2−ibt0 b1− 12
(
1+2i cot(ϑ)
)
‖b1‖2
·̺
(
k−ǫ
√
2
(
b0 + cot(ϑ)b1
))
̺
(
k−ǫ
√
2 sin(ϑ)−1 b1
)
Tl(ϑ;b0,b1)
·db0 db1. (68)
There is a constant C > 0 such that the support of
1− ̺
(
k−ǫ
√
2
(
b0 + cot(ϑ)b1
))
̺
(
k−ǫ
√
2 sin(ϑ)−1 b1
)
is contained in the locus where ‖(b0,b1)‖ ≥ C kǫ sin(ϑ). Under the assump-
tions of the Theorem, this implies, perhaps for a different constant C > 0,
that ‖(b0,b1)‖ ≥ C kǫ−δ. On the other hand, the exponent in (68) satisfies∣∣∣∣−12 ‖b0‖2 − ibt0 b1 − 12 (1 + 2i cot(ϑ)) ‖b1‖2
∣∣∣∣ ≤ −12 (‖b0‖2 + ‖b1‖2) .
Given that ǫ > δ (statement of Proposition 3.1), we conclude that only a
negligible contribution to the asymptotics is lost, if the cut-off function is
omitted and integration is now extended to all of Rn−1 × Rn−1.
We can thus rewrite (64) as follows:
Pk(q0,q1)+
∼ 1
C2k,n
√
2
2
eikϑ
(
1
π sin(ϑ)
)n−1 ∑
l≥0
k−l
1
sin(ϑ)6l
P˜l(ϑ)+, (69)
where
P˜l(ϑ)+
=
∫
Rn−1
∫
Rn−1
e−
1
2
‖b0‖2−ibt0 b1− 12
(
1+2i cot(ϑ)
)
‖b1‖2 Tl(ϑ;b0,b1) db0 db1.
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Let us set Bϑ =
(
1 + i cot(ϑ)
)
In−1. The leading order coefficient is
P˜0(ϑ)+
=
∫
Rn−1
e−
1
2
(
1+2i cot(ϑ)
)
‖b1‖2
[∫
Rn−1
e−ib
t
0
b1− 12 ‖b0‖2 db0
]
db1
= (2π)(n−1)/2
∫
Rn−1
e−
1
2
(
2+2i cot(ϑ)
)
‖b1‖2 db1
= 2(n−1)/2 πn−1
1√
det(Bϑ)
=
(√
2π
)n−1
sin(ϑ)(n−1)/2 ei (
ϑ
2
−pi
4 ) (n−1). (70)
Given (70), (69) and (45), Pk(q0,q1) has an asymptotic expansion for
k → +∞ with leading order term
2n/2
C2k,n
1
sin(ϑ)(n−1)/2
cos
(
k ϑ+
(
ϑ
2
− π
2
)
(n− 1)
)
. (71)
For any l, we can write
P˜l(ϑ)+
=
∫
Rn−1
e−
1
2
(
1+2i cot(ϑ)
)
‖b1‖2
[∫
Rn−1
e−ib
t
0 b1− 12 ‖b0‖2 Tl(ϑ;b0,b1) db0
]
db1
=
∫
Rn−1
e−
1
2
(
2+2i cot(ϑ)
)
‖b1‖2 Tl(ϑ;b1) db1, (72)
where Tl(ϑ; ·) is an even polynomial of degree ≤ 6l.
Let us introduce the Fourier transform
F(c) =
∫
Rn−1
e−
1
2
(
2+2i cot(ϑ)
)
‖b1‖2−ibt1 c db1 (73)
= (2π)(n−1)/2 sin(ϑ)(n−1)/2 ei (
ϑ
2
−pi
4 ) (n−1) e−
1
2
(
2+2i cot(ϑ)
)−1
‖c‖2 .
Then (72) is the result of applying an even differential polynomial Pl(Dc)
of degree ≤ 6l to F(c), and then evaluating the result at c = 0.
Given this and (71), we conclude that
Pk(q0,q1) = 2
n
2
C2k,n
(
1
sin(ϑ)
)(n−1)/2
(74)
·
[
cos
(
kϑ+
(
ϑ
2
− π
4
)
(n− 1)
)
· A(ϑ) + sin
(
kϑ+
(
ϑ
2
− π
4
)
(n− 1)
)
· B(ϑ)
]
,
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where
A(ϑ) ∼ 1 +
+∞∑
l=1
k−l
Al(ϑ)
sin(ϑ)6l
, B(ϑ) ∼
+∞∑
l=1
k−l
Bl(ϑ)
sin(ϑ)6l
,
with Al and Bl smooth functions of ϑ on [0, 2π].
4 Proof of Proposition 1.1
Proof of Proposition 1.1. The diagonal restriction Pk,n(q,q) may be com-
puted in two different ways. On the one hand, since Pk,n(q,q) is constant
we have
Pk,n(q,q) = Nk,n
vol(Sn)
=
2
vol(Sn)
kn−1
(n− 1)! +O
(
kn−2
)
. (75)
On the other hand, (22) with q0 = q1 = q yields
Pk,n(q,q)
=
1
C2k,n
∫
S(q⊥)
∫
S(q⊥)
Π√2,k(q+ ip,q + ip
′) dVS(q⊥)(p) dVS(q⊥)(p
′)
=
1
C2k,n
∫
S(q⊥)
Fk(q,p) dVS(q⊥)(p), (76)
where
Fk(q,p) =:
∫
S(q⊥)
Π√2,k(q+ ip,q+ ip
′) dVS(q⊥)(p
′). (77)
Again, integration in dVS(q⊥)(p
′) localizes in a shrinking neighborhood of
p. Hence we may let
p′ = p+ A(v), A(v) = v + S+(v)p,
where v ∈ q⊥∩p⊥, and introduce the cut-off ̺ (k1/2−ǫ v). Passing to rescaled
coordinates, and setting z = q+ ip, we get
Fk(q,p) (78)
=
1
k(n−1)/2
∫
q⊥∩p⊥
̺
(
k−ǫ v
)
Π√2,k
(
z, z+
i√
k
Ak(v)
)
V
(
v√
k
)
dv.
where
Ak(v) = v +
√
k S+
(
v√
k
)
p, V(0) = 1.
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By Lemma 3.5 (with z = z0 = z1, v0 = 0, v1 = v, ϑ = 0), we have
Π√2,k
(
z, z+
i√
k
Ak(v)
)
· V
(
v√
k
)
∼
√
2
2n
(
k
π
)n−1
e−
1
4
‖v‖2 ∑
l≥0
1
kl/2
Zl(v),
for certain polynomials Zl of degree ≤ 3l and parity (−1)l, with Z0(·) = 1.
As before, the expansion may be integrated term by term and, by parity,
only the summands with l even yield a non-zero contribution. In addition,
only a negligible contribution is lost if the cut off is omitted and integration
is extended to all of q⊥ ∩ p⊥ ∼= Rn−1. Therefore
Fk(q,p) ∼
√
2
2n
k(n−1)/2
πn−1
∑
l≥0
k−l
∫
Rn−1
e−
1
4
‖v‖2 Z2l(v) dv
=
1√
2
(
k
π
)(n−1)/2
+ · · · (79)
Inserting this in (76), we obtain an asymptotic expansion
Pk,n(q,q) ∼ vol(S
n−1)
C2k,n
1√
2
(
k
π
)(n−1)/2
+ · · · (80)
Comparing (75) and (80), we obtain an asymptotic expansion in descend-
ing powers of k, of the form
Ck,n ∼
[
vol(Sn) vol(Sn−1)
2
√
2
· (n− 1)!
]1/2
(π k)−(n−1)/4 + · · ·
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