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REGULARITY ESTIMATES FOR SINGULAR PARABOLIC
MEASURE DATA PROBLEMS WITH SHARP GROWTH
JUNG-TAE PARK AND PILSOO SHIN
Abstract. We prove global gradient estimates for parabolic p-Laplace type
equations with measure data, whose model is
ut − div
(
|Du|p−2Du
)
= µ in Ω× (0, T ) ⊂ Rn × R,
where µ is a signed Radon measure with finite total mass. We consider the
singular case
2n
n+ 1
< p ≤ 2−
1
n+ 1
and give possibly minimal conditions on the nonlinearity and the boundary of
Ω, which guarantee the regularity results for such measure data problems.
1. Introduction and results
Partial differential equations with measure data allow to take into account a
variety of models in the area of applied mathematics: for instance, the flow pattern
of blood in the heart [54, 55], surface tension forces concentrated on the interfaces
of fluids [45, 53, 67], and state-constrained optimal control theory [18–20,47].
In this paper, we establish global gradient estimates for solutions of quasilinear
parabolic equations with measure data, having the form
(1.1)
{
ut − div a(Du, x, t) = µ in ΩT ,
u = 0 on ∂pΩT .
Here ΩT := Ω × (0, T ) is a cylindrical domain with parabolic boundary ∂pΩT :=
(∂Ω× [0, T ]) ∪ (Ω× {0}), where Ω ⊂ Rn is a bounded domain with nonsmooth
boundary ∂Ω, n ≥ 2 and T > 0. The nonhomogeneous term µ is a signed Radon
measure on ΩT with finite total mass. From now on we assume that the measure
µ is defined on Rn+1 by letting zero outside ΩT ; that is,
|µ|(ΩT ) = |µ|(R
n+1) <∞.
A typical model of the problem (1.1) is given by the parabolic p-Laplace equation;
that is,
ut − div
(
|Du|p−2Du
)
= µ.
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Throughout the paper, the nonlinearity a = a(ξ, x, t) : Rn × Rn × R → Rn is
measurable in (x, t) and C1-regular in ξ, satisfying
(1.2)
{
|a(ξ, x, t)| + |ξ||Dξa(ξ, x, t)| ≤ Λ1|ξ|
p−1,
Λ0|ξ|
p−2|η|2 ≤ 〈Dξa(ξ, x, t)η, η〉
for almost every (x, t) ∈ Rn × R, for every η ∈ Rn, ξ ∈ Rn \ {0} and for some
constants Λ1 ≥ Λ0 > 0. Note that (1.2) implies a(0, x, t) = 0 for (x, t) ∈ R
n × R
and the following monotonicity condition:
(1.3) 〈a(ξ1, x, t)− a(ξ2, x, t), ξ1 − ξ2〉 ≥ Λ˜0
(
|ξ1|
2
+ |ξ2|
2
) p−2
2
|ξ1 − ξ2|
2
for all (x, t) ∈ Rn×R and ξ1, ξ2 ∈ R
n, and for some constant Λ˜0 = Λ˜0(n,Λ0, p) > 0.
In this paper we shall focus on the singular case
(1.4)
2n
n+ 1
< p ≤ 2−
1
n+ 1
,
since the case p > 2− 1n+1 has been treated in [15]. The lower bound (1.4) is sharp
in the sense that it reflects the fundamental solution of the parabolic p-Laplace
equation (see Section 1.1 below). For more detailed information concerning the
lower bound (1.4), we refer to Remark 1.7 (ii) below.
1.1. Renormalized solutions. Let us first consider the parabolic p-Laplace equa-
tion with Dirac measure
ut − div
(
|Du|p−2Du
)
= δ0 in R
n × R,
where p 6= 2 and δ0 is the Dirac measure charging the origin. Then the fundamental
solution Γ is given by
(1.5) Γ(x, t) =


t−nθ
(
c(n, p)−
p− 2
p
θ
1
p−1
(
|x|
tθ
) p
p−1
) p−1
p−2
+
if t > 0,
0 otherwise,
where θ := 1p(n+1)−2n . The solution Γ is well defined provided
θ > 0 ⇐⇒ p >
2n
n+ 1
.
We can check by a direct calculation that
DΓ ∈ Lq(Rn+1) for all q < p−
n
n+ 1
,
which implies that the solution Γ does not belong to the usual energy space. Fur-
thermore, we emphasize DΓ 6∈ L1(Rn+1) if p ≤ 2 − 1n+1 . Under (1.4), we thus
need a proper notion of generalized solution as well as its gradient. For this, let us
introduce a nonlinear parabolic capacity. For every p > 1 and every open subset
Q ⊂ ΩT , the p-parabolic capacity of Q is defined by
capp(Q) := inf {‖u‖W : u ∈ W,u ≥ χQ a.e. in ΩT } ,
where χQ is the usual characteristic function of Q and
W :=
{
u ∈ Lp(0, T ;V ) : ut ∈ L
p′(0, T ;V ′)
}
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endowed with the norm
‖u‖W := ‖u‖Lp(0,T ;V ) + ‖ut‖Lp′(0,T ;V ′).
Here p′ is the Ho¨lder conjugate of p with 1p +
1
p′ = 1, V :=W
1,p
0 (Ω)∩L
2(Ω) and V ′
is the dual space of V . For p > 2nn+2 , the embedding W
1,p
0 (Ω) ⊂ L
2(Ω) is valid, so
that V := W 1,p0 (Ω). We say a function u is capp-quasi continuous if for each ε > 0,
there exists an open set Q˜ ⊂ ΩT such that capp(Q˜) < ε and u is continuous on
ΩT \ Q˜. Note that every function in W has a capp-quasi continuous representative.
We refer to [2, 28, 34, 62] for further information concerning parabolic capacities.
Let Mb(ΩT ) be the space of all signed Radon measures on ΩT with finite total
mass. We denote by Ma(ΩT ) the subspace of Mb(ΩT ), which is absolutely continu-
ous with respect to the p-parabolic capacity. We also denote by Ms(ΩT ) the space
of finite signed Radon measures in ΩT with support on a set of zero p-parabolic ca-
pacity. Then a measure µ ∈Mb(ΩT ) can be uniquely decomposed into the following
two components: (see [31, Lemma 2.1])
µ = µa + µs, µa ∈Ma(ΩT ), µs ∈Ms(ΩT ).
Also, µa ∈Ma(ΩT ) if and only if µa can be written as sum of the following functions:
µa = f + gt + divG,
where f ∈ L1(ΩT ), g ∈ L
p(0, T ;W 1,p0 (Ω)) and G ∈ L
p′(ΩT ) (see [28,39]). We write
µ = µ+ − µ−, where µ+ and µ− are the positive and negative parts, respectively,
of a measure µ ∈Mb(ΩT ) and set |µ| := µ
+ + µ−.
Let us define the truncation operator
(1.6) Tk(s) := max {−k,min {k, s}} for any k > 0 and s ∈ R.
If u is a measurable function defined in ΩT , finite almost everywhere, such that
Tk(u) ∈ L
p(0, T ;W 1,p0 (Ω)) for any k > 0, then there exists a unique measurable
function U such that DTk(u) = Uχ{|u|<k} a.e. in ΩT for all k > 0. In this case, we
denote the spatial gradient Du of u by Du := U . If u ∈ L1(0, T ;W 1,10 (Ω)), then it
coincides with the usual weak gradient.
Now we introduce the definition of renormalized solution given in [58].
Definition 1.1. Let p > 1 and let µ = µa + µs ∈Mb(ΩT ) with µa ∈Ma(ΩT ) and
µs ∈ Ms(ΩT ). A function u ∈ L
1(ΩT ) is a renormalized solution of the problem
(1.1) if Tk(u) ∈ L
p(0, T ;W 1,p0 (Ω)) for every k > 0 and the following property holds:
for any k > 0 there exist sequences of nonnegative measures ν+k , ν
−
k ∈Ma(ΩT ) such
that
ν+k → µ
+
s , ν
−
k → µ
−
s tightly as k →∞
and
(1.7) −
ˆ
ΩT
Tk(u)ϕt dxdt+
ˆ
ΩT
〈a(DTk(u), x, t), Dϕ〉 dxdt =
ˆ
ΩT
ϕ dµk
for every ϕ ∈ W ∩ L∞(ΩT ) with ϕ(·, T ) = 0, where µk := µa + ν
+
k − ν
−
k .
Here we say that a sequence {µk} ⊂Mb(ΩT ) converges tightly (or in the narrow
topology of measures) to µ ∈Mb(ΩT ) if
lim
k→∞
ˆ
ΩT
ϕ dµk =
ˆ
ΩT
ϕ dµ
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for every bounded and continuous function ϕ on ΩT .
Remark 1.2. Since ϕ ∈W , a test function ϕ admits a unique capp-quasi continu-
ous representative. This and the regularity of Tk(u) imply that every term of (1.7)
is well defined. Furthermore, (1.7) is equivalent to
(1.8) Tk(u)t − div a(DTk(u), x, t) = µk in D
′(ΩT ).
Since Tk(u) belongs to L
p(0, T ;W 1,p0 (Ω)), we observe from (1.2) that the measure
µk belongs to L
p′(0, T ;W−1,p
′
(Ω)); hence we can regard Tk(u) as a kind of weak
solution to (1.8). This is necessary as we select a test function to obtain some
comparison estimates in Section 3 below.
Remark 1.3. A renormalized solution u of (1.1) becomes a distributional solution;
this is, u satisfies
−
ˆ
ΩT
uϕt dxdt+
ˆ
ΩT
〈a(Du, x, t), Dϕ〉 dxdt =
ˆ
ΩT
ϕ dµ
for any ϕ ∈ C∞c (ΩT ) (see [58, Proposition 3]). Moreover, we note that if µ ∈
Lp
′
(0, T ;W−1,p
′
(Ω)), then a renormalized solution coincides with a weak solution
(see [57, 58]).
The notion of renormalized solution was first introduced by DiPerna and Lions
[26,27] for study of the Boltzmann and transport equations. This notion is adapted
to obtain existence results for elliptic p-Laplace type equations with general mea-
sure data (µ ∈Mb(Ω)) by Dal Maso, Murat, Orsina and Prignet [21]. For parabolic
p-Laplace type problems, we refer to [6] for the case of L1 data (µ ∈ L1(ΩT )) and
[28, 57] for the case of diffuse (or soft) measure data (µ ∈ Ma(ΩT )). For the case
with general measure data (µ ∈ Mb(ΩT )), Petitta [56] proved the existence of a
renormalized solution when p > 2− 1n+1 , and Petitta and Porretta [58] later general-
ize the result for p > 1. It is also worthwhile to note that there are different notions
of solutions for these measure data problems: SOLA (Solution Obtained by Limits
of Approximations, see [7–9,22]), entropy solution (see [5,10,63]), and superparabolic
solution (see [36,37]). On the other hand, the uniqueness of a renormalized solution
for parabolic measure data problems such as (1.1) remains a major open problem
except the following special cases: (i) µ ∈ L1(ΩT ) (see [6]), (ii) µ ∈ Ma(ΩT ) (see
[28, 57]), or (iii) the linear case; that is, a(ξ, x, t) = a(x, t)ξ (see [56, Section 9]).
1.2. Main results. The aim of this paper is to establish global gradient estimates
for renormalized solutions to the problem (1.1). For this, let us first introduce the
regularity assumptions on the nonlinearity a and the boundary of Ω (see Section 2
below for our basic notation).
Definition 1.4. Let R > 0 and δ ∈
(
0, 18
)
. We say (a,Ω) is (δ, R)-vanishing if
(i) the nonlinearity a(ξ, x, t) satisfies
(1.9) sup
t1,t2∈R
sup
0<r≤R
sup
y∈Rn
 t2
t1
 
Br(y)
Θ(a, Br(y)) (x, t) dxdt ≤ δ,
where
Θ(a, Br(y)) (x, t) := sup
ξ∈Rn\{0}
∣∣∣a(ξ, x, t)− fflBr(y) a(ξ, x˜, t) dx˜∣∣∣
|ξ|p−1
;
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(ii) for each y0 ∈ ∂Ω and each r ∈ (0, R], there exists a new coordinate system
{y1, · · · , yn} such that in this coordinate system, the origin is y0 and
Br(0) ∩ {y ∈ R
n : yn > δr} ⊂ Br(0) ∩Ω ⊂ Br(0) ∩ {y ∈ R
n : yn > −δr} .
Remark 1.5. (i) The first assumption of Definition 1.4 implies that the map
x 7→ a(ξ,x,t)|ξ|p−1 is of BMO (Bounded Mean Oscillation) such that its BMO semi-
norm is less than or equal to δ, uniformly in ξ and t.
(ii) If the second condition of Definition 1.4 holds, then we say Ω is called a
(δ, R)-Reifenberg flat domain. This domain includes Lipschitz domain with a
sufficiently small Lipschitz constant and has the following geometric proper-
ties:
(1.10)


sup
0<r≤R
sup
y∈Ω
|Br(y)|
|Ω ∩Br(y)|
≤
(
2
1− δ
)n
≤
(
16
7
)n
,
inf
0<r≤R
inf
y∈∂Ω
|Ωc ∩Br(y)|
|Br(y)|
≥
(
1− δ
2
)n
≥
(
7
16
)n
.
For a further discussion on Reifenberg flat domains, see [16, 44, 68] and the
references therein.
We are ready to state the first main result of this paper.
Theorem 1.6. Let 2nn+1 < p ≤ 2 −
1
n+1 and let 0 < q < ∞. Then there exists
a small constant δ = δ(n,Λ0,Λ1, p, q) > 0 such that the following holds: if (a,Ω)
is (δ, R)-vanishing for some R > 0, then for any renormalized solution u of the
problem (1.1) we have
(1.11)
ˆ
ΩT
|Du|q dxdt ≤ c
{ˆ
ΩT
[M1(µ)]
2q
(n+1)p−2n dxdt+ 1
}
for some constant c = c(n,Λ0,Λ1, p, q, R,ΩT ) ≥ 1.
Here the fractional maximal function of order 1 for µ, denoted by M1(µ), is
defined as
(1.12) M1(µ)(x, t) := sup
r>0
|µ|(Qr(x, t))
rn+1
for (x, t) ∈ Rn+1.
Remark 1.7. (i) We note that both the constant c and the exponent 2(n+1)p−2n
in (1.11) tend to +∞ as p ց 2nn+1 . In particular, the exponent
2
(n+1)p−2n
reflects the anisotropic structure (a constant multiple of a solution no longer
yields another solution) of the problem (1.1) as well as the structure of the
fundamental solution (1.5).
(ii) The lower bound of p in Theorem 1.6 comes from the two followings: (1)
comparison estimates below L1 spaces (see Remark 3.9 later); (2) a geometric
difference between the standard parabolic cylinder Qr(x, t) and the intrinsic
parabolic cylinder Qλr (x, t), which determines the exponent
2
(n+1)p−2n in (1.11)
(see Lemma 4.6 later).
Remark 1.8. We remark that the elliptic counterpart of the estimate (1.11) (under
the range 1 < p ≤ 2 − 1n) was proved by Nguyen and Phuc [50, 52]. Also, they
have recently obtained pointwise potential estimates for the same elliptic problems
under the range 3n−22n−1 < p ≤ 2 −
1
n (see [51]). On the other hand, we refer to
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[29, 30, 43, 48, 49, 59–61, 64, 65] for various regularity results for elliptic measure
data problems with p > 2− 1n .
If the measure µ is time-independent or can be decomposed as in (1.13) below,
then we derive more sharp gradient estimate than the estimate (1.11):
Theorem 1.9. Let 2nn+1 < p ≤ 2 −
1
n+1 and let p − 1 < q < ∞. Suppose that the
following decomposition holds:
(1.13) µ = µ0 ⊗ f,
where µ0 is a finite signed Radon measure on Ω and f ∈ L
q
p−1 (0, T ). Then there
exists a small constant δ = δ(n,Λ0,Λ1, p, q) > 0 such that the following holds: if
(a,Ω) is (δ, R)-vanishing for some R > 0, then for any renormalized solution u of
the problem (1.1) we have
(1.14)
ˆ
ΩT
|Du|q dxdt ≤ c
{ˆ
ΩT
[(M1(µ0)) f ]
q
p−1 dxdt+ 1
}
for some constant c = c(n,Λ0,Λ1, p, q, R,ΩT ) ≥ 1.
Here the (elliptic) fractional maximal function M1(µ0) is given by
(1.15) M1(µ0)(x) := sup
r>0
|µ0|(Br(x))
rn−1
for x ∈ Rn.
Remark 1.10. Unlike (1.11), the estimate (1.14) has the form of elliptic estimates
(cf. [49, 50, 52, 59, 61]). Since 2(n+1)p−2n >
1
p−1 under (1.4), we observe that (1.14)
gives a more sharp result.
1.3. Novelty and outline of the paper. There have been many regularity re-
sults for parabolic measure data problems: for instance, Caldero´n-Zygmund type
estimates (see [15]), potential estimates (see [40–42]), and Marcinkiewicz estimates
(see [3, 4, 12]). These results are based on the fact that the spatial gradient of a
solution belongs to at least the L1 space, thereby the assumption p > 2 − 1n+1
is essential to obtain such regularity estimates. However, as mentioned earlier in
Section 1.1, the fundamental solution (1.5) is indeed valid when p > 2nn+1 .
The aim of the present paper is to fill this gap by developing the global gradient
estimates for the problem (1.1) under 2nn+1 < p ≤ 2 −
1
n+1 (see Theorem 1.6 and
1.9). The main difficulty in obtaining Theorem 1.6 and 1.9 lies in that the spatial
gradient of a renormalized solution u of (1.1) could not belong to the L1 space. To
overcome this situation, we construct some comparison estimate below L1. More
precisely, we will show that if w is a weak solution of the homogeneous problem
wt − div a(Dw, x, t) = 0, then |Du−Dw| is bounded in L
θ, the constant θ ∈ (0, 1)
to be determined later, under in particular the range 3n+22n+2 < p ≤ 2 −
1
n+1 (see
Lemma 3.1 below).
This paper is structured as follows:
• In Section 2, we collect basic notation and preliminary results used through-
out the paper.
• Section 3 commences with the Lθ-comparison estimate between Du and
Dw (Lemma 3.1). We investigate as well a higher integrability for Dw
(Lemma 3.3) and regularity results such as Lipschitz continuity for reference
problems, with the purpose of obtaining local comparison estimates below
L1 (Proposition 3.8).
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• In Section 4, we derive decay estimates for the spatial gradient of a renor-
malized solution u (Proposition 4.9). For this, we apply a covering argu-
ment (Lemma 4.2) developed in [14,15] under intrinsic parabolic cylinders,
having the intrinsic (fractional) maximal operators. Then we describe a
relationship between intrinsic and standard fractional maximal functions
(Lemma 4.6 and 4.7).
• In Section 5, using the decay estimates obtained in Section 4, we finally
prove Theorem 1.6 and 1.9.
2. Preliminaries
Let us first introduce basic notation, which will be used later. We denote by
c to mean a universal positive constant that can be computed in terms of known
quantities; the exact value denoted by c may be different from line to line. A point
x ∈ Rn will be written x = (x1, · · · , xn). Let Br(x0) denote the open ball in R
n
with center x0 and radius r > 0, and let B
+
r (x0) := Br(x0) ∩ {x ∈ R
n : xn > 0}.
We denote by
Qr(x0, t0) := Br(x0)× (t0 − r
2, t0 + r
2)
the standard parabolic cylinder in Rn × R =: Rn+1 with center (x0, t0) ∈ R
n+1,
radius r and height 2r2. With λ > 0, we also consider the intrinsic parabolic
cylinder
Qλr (x0, t0) := Br(x0)× (t0 − λ
2−pr2, t0 + λ
2−pr2),
see [23, 42, 69] for more detailed information of intrinsic geometry related to the
intrinsic parabolic cylinder. We also use the following notation:
ΩT := Ω× (0, T ), ΩT := Ω× (−∞, T ), ΩT˜ := Ω× (−T, T ),
Kλr (x0, t0) := Q
λ
r (x0, t0) ∩ ΩT, I
λ
r (t0) := (t0 − λ
2−pr2, t0 + λ
2−pr2),
Qλ,+r (x0, t0) := B
+
r (x0)× I
λ
r (t0),
T λr (x0, t0) := (Br(x0) ∩ {x ∈ R
n : xn = 0})× I
λ
r (t0).
Let us use both the notation ft and ∂tf to denote the time derivative of a function
f . We denote by Df the spatial gradient of f . Given a real-valued function f , we
write
(f)+ := max {f, 0} and (f)− := −min {f, 0} .
For each set Q ⊂ Rn+1, |Q| is the (n+ 1)-dimensional Lebesgue measure of Q and
χQ is the usual characteristic function of Q. For f ∈ L
1
loc(R
n+1), f¯Q stands for the
integral average of f over a bounded open set Q ⊂ Rn+1; that is,
f¯Q :=
 
Q
f(x, t) dxdt :=
1
|Q|
ˆ
Q
f(x, t) dxdt.
For f ∈ L1loc(R
n+1) and λ > 0, we define the (intrinsic) λ-maximal function of
f as
Mλf(x, t) := sup
r>0
 
Qλr (x,t)
|f(y, s)| dyds.
We write
(2.1) MλQf :=M
λ (fχQ)
provided f is defined on a set Q ⊂ Rn+1. In particular, it coincides the classical
maximal function Mf when λ = 1 or p = 2.
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We give weak (1, 1)-estimates for the λ-maximal function as follows:
Lemma 2.1. Let Q be an open set in Rn+1. If f ∈ L1(Q), then there exists a
constant c = c(n) ≥ 1 such that∣∣{(y, s) ∈ Q :MλQf(y, s) > α}∣∣ ≤ cα
ˆ
Q
|f(x, t)| dxdt(2.2)
for any α > 0. Moreover, we have∣∣{(y, s) ∈ Q :MλQf(y, s) > 2α}∣∣ ≤ cα
ˆ
{(y,s)∈Q:|f |>α}
|f | dxdt
for any α > 0.
Proof. The proof is directly obtained from [15, Lemma 2.12] with f replaced by
fχQ. 
We introduce a useful integral property, which can be easily computed by the
Fubini theorem.
Lemma 2.2. Let Q be an open set in Rn+1. For any q > l ≥ 0, we have
(2.3)
ˆ
Q
Tk(|f |)
q−l|f |l dxdt = (q − l)
ˆ k
0
λq−l−1
[ˆ
Q∩{|f |>λ}
|f |l dxdt
]
dλ,
where Tk is the truncation operator defined in (1.6). Furthermore, if f ∈ L
q(Q),
then (2.3) also holds for k =∞.
We also record an embedding theorem for parabolic Sobolev spaces.
Lemma 2.3 (See [23, Chapter I, Proposition 3.1]). Let q, l ≥ 1 and let Q :=
B× (t1, t2) ⊂ R
n×R. Then there is a constant c = c(n, q, l) ≥ 1 such that for every
f ∈ L∞(t1, t2;L
l(B)) ∩ Lq(t1, t2;W
1,q
0 (B)), we have
ˆ
Q
|f |q
n+l
n dxdt ≤ c
(ˆ
Q
|Df |q dxdt
)(
sup
t1<t<t2
ˆ
B×{t}
|f |l dx
) q
n
.
3. Local comparison estimates below L1 spaces
In this section we derive local comparison estimates for the spatial gradient of a
solution Tk(u) ∈ L
p(0, T ;W 1,p0 (Ω)) to (1.7) in an intrinsic parabolic cylinder. Here
we only consider comparison results near a boundary region, since the counterparts
in an interior region can be done in the same way. Also, we obtain these estimates
below L1 spaces (see Lemma 3.1 and Proposition 3.8 below), as the spatial gra-
dient of a renormalized solution u to the problem (1.1) does not generally belong
to L1(ΩT ) under the assumption p ≤ 2 −
1
n+1 (see Section 1.1). As noted in Re-
mark 1.2, Tk(u) becomes a weak solution of (1.7) with µk ∈ L
p′(0, T ;W−1,p
′
(Ω)).
Throughout this section, we replace Tk(u) by u and µk by µ, and we extend u by
zero for t < 0 (see Remark 4.3 for the reason for this time extension).
Suppose that (a,Ω) is (δ, R)-vanishing for some R > 0, where δ ∈
(
0, 18
)
is to be
determined later. Fix any λ > 0, (x0, t0) ∈ ΩT and 0 < r ≤
R
8 satisfying
(3.1) B+8r(x0) ⊂ B8r(x0) ∩ Ω ⊂ B8r(x0) ∩ {x ∈ R
n : xn > −16δr}.
In this section, we for simplicity omit denoting the center by Kλr ≡ K
λ
r (x0, t0),
Br ≡ Br(x0) and I
λ
r ≡ I
λ
r (t0).
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Let w be the unique weak solution to the Cauchy-Dirichlet problem
(3.2)
{
wt − div a(Dw, x, t) = 0 in K
λ
8r,
w = u on ∂pK
λ
8r.
We first give a comparison estimate for the difference of Du and Dw, which is a
crucial estimate in this paper.
Lemma 3.1. Let 3n+22n+2 < p ≤ 2−
1
n+1 , let u be a weak solution of (1.7) and let w
as in (3.2) with (3.1). Then there exists a constant c = c(n,Λ0, p, θ) ≥ 1 such that
(3.3)
( 
Kλ8r
|Du−Dw|θ dxdt
) 1
θ
≤ c
[
|µ|(Kλ8r)
|Kλ8r|
n+1
n+2
] n+2
(n+1)p−n
+ c
[
|µ|(Kλ8r)
|Kλ8r|
n+1
n+2
]( 
Kλ8r
|Du|θ dxdt
) (2−p)(n+1)
θ(n+2)
for any constant θ such that n+22(n+1) < θ < p−
n
n+1 ≤ 1.
Proof. To streamline the proof, we will take the test functions in (3.7) and (3.12)
below without the use of the so-called Steklov average (see [23] for its definition,
properties and standard use). For simplicity of notation, we temporarily write
a(ξ) := a(ξ, x, t) and A(a, b) :=
{
(x, t) ∈ Kλ8r : a < (u− w)± (x, t) < b
1
1−γ
}
for any 0 ≤ a < b
1
1−γ ≤ ∞ and 0 ≤ γ < 1. Let us also introduce the vector
field V : Rn → Rn defined by V (ξ) := |ξ|
p−2
2 ξ for all ξ ∈ Rn. Note that for any
ξ1, ξ2 ∈ R
n, it holds
(3.4) c−1
(
|ξ1|
2 + |ξ2|
2
) p−2
2 ≤
|V (ξ1)− V (ξ2)|
2
|ξ1 − ξ2|2
≤ c
(
|ξ1|
2 + |ξ2|
2
) p−2
2
for some constant c = c(n, p) ≥ 1 (see [33,48] for a further discussion on the vector
field V ).
Step 1. We will first show that
(3.5) sup
t∈Iλ8r
ˆ
Ω8r
|u − w| dx ≤ |µ|(Kλ8r)
and
(3.6)
ˆ
Kλ8r
|u− w|−γ |V (Du)− V (Dw)|2
(α1−γ + |u− w|1−γ)
ξ
dxdt ≤ c
α(1−γ)(1−ξ)
(1− γ)(ξ − 1)
|µ|(Kλ8r)
for any 0 ≤ γ < 1, α > 0 and ξ > 1, where c = c(n,Λ0, p) ≥ 1 and Ω8r := B8r ∩Ω.
For any fixed ε and ε˜ with ε > ε˜1−γ > 0, choose a test function
(3.7) ϕ1 = ±min
{
1,max
{
(u− w)
1−γ
± − ε˜
1−γ
ε− ε˜1−γ
, 0
}}
ζ,
where ζ : R → [0, 1] is a nonincreasing smooth function satisfying ζ(t) = 0 for all
t ≥ τ with τ ∈ Iλ8r. We then directly compute
Dϕ1 =
1− γ
ε− ε˜1−γ
χA(ε˜,ε)ζ (u− w)
−γ
± (Du−Dw).
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Since (u− w)
−γ
± ≤ ε˜
−γ on A(ε˜, ε), we have ϕ1 ∈ L
p(Iλ8r ;W
1,p
0 (Ω8r)) with |ϕ1| ≤ 1
and ϕ1(·, λ
2−p(8r)2) = 0. Substituting ϕ1 into the weak formulation (1.7) and
integrating on Iλ8r , we obtain
(3.8)
ˆ
Kλ8r
∂t(u− w)ϕ1 dxdt︸ ︷︷ ︸
=:I1
+
ˆ
Kλ8r
〈a(Du)− a(Dw), Dϕ1〉 dxdt︸ ︷︷ ︸
=:I2
=
ˆ
Kλ8r
ϕ1 dµ︸ ︷︷ ︸
=:I3
.
To estimate I1, we compute
∂t(u− w)min
{
1,max
{
(u− w)1−γ± − ε˜
1−γ
ε− ε˜1−γ
, 0
}}
= ±∂t
ˆ (u−w)
±
ε˜
min
{
1,max
{
s1−γ − ε˜1−γ
ε− ε˜1−γ
, 0
}}
ds.
Then the integration by parts gives
I1 =
ˆ
Kλ8r
[ˆ (u−w)
±
ε˜
min
{
1,
s1−γ − ε˜1−γ
ε− ε˜1−γ
}
ds
]
(−ζt) dxdt ≥ 0,
since ζt ≤ 0. Also, we have from (1.3) that
I2 =
1− γ
ε− ε˜1−γ
ˆ
A(ε˜,ε)
ζ (u− w)−γ± 〈a(Du)− a(Dw), Du −Dw〉 dxdt ≥ 0
and from |ϕ1| ≤ 1 that
|I3| =
∣∣∣∣∣
ˆ
Kλ8r
ϕ1 dµ
∣∣∣∣∣ ≤ |µ|(Kλ8r).(3.9)
Utilizing the three inequalities above in (3.8) and letting ε˜→ 0, we derive
(3.10)
ˆ
Kλ8r
[ˆ (u−w)
±
0
min
{
1,
s1−γ
ε
}
ds
]
(−ζt) dxdt ≤ |µ|(K
λ
8r)
and
(3.11)
1− γ
ε
ˆ
A(0,ε)
ζ (u− w)
−γ
± 〈a(Du)− a(Dw), Du −Dw〉 dxdt ≤ |µ|(K
λ
8r).
As ε→ 0 in (3.10), Lebesgue’s dominated convergence theorem impliesˆ
Kλ8r
|u− w| (−ζt) dxdt ≤ |µ|(K
λ
8r).
We then let ζ approximate the characteristic function χ(−∞,τ) to obtainˆ
Ω8r×{τ}
|u− w| dx ≤ |µ|(Kλ8r)
for every τ ∈ Iλ8r , which implies the estimate (3.5).
To obtain (3.6), we take an another test function
(3.12) ϕ2 =
ϕ1(
α1−γ + (u− w)
1−γ
±
)ξ−1 ,
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where 0 ≤ γ < 1, α > 0 and ξ > 1 are to be determined later in a universal way.
Substituting ϕ2 into (1.7) and integrating over I
λ
8r, we get
(3.13)
ˆ
Kλ8r
∂t(u− w)ϕ2 dxdt +
ˆ
Kλ8r
〈a(Du)− a(Dw), Dϕ2〉 dxdt =
ˆ
Kλ8r
ϕ2 dµ.
Since ϕ2 ≤ α
(1−γ)(1−ξ)ϕ1, we employ (3.9) and (3.10) to discover∣∣∣∣∣ limε˜→0
ˆ
Kλ8r
ϕ2 dµ
∣∣∣∣∣ ≤ α(1−γ)(1−ξ)|µ|(Kλ8r)
and
lim
ε˜→0
ˆ
Kλ8r
∂t(u− w)ϕ2 dxdt ≤ α
(1−γ)(1−ξ)|µ|(Kλ8r).
To estimate the second term on the left-hand side of (3.13), we establishˆ
Kλ8r
〈a(Du)− a(Dw), Dϕ2〉 dxdt
=
ˆ
Kλ8r
〈a(Du)− a(Dw), Dϕ1〉(
α1−γ + (u− w)1−γ±
)ξ−1 dxdt
+ (1 − ξ)
ˆ
Kλ8r
ϕ1
〈
a(Du)− a(Dw), D (u− w)
1−γ
±
〉
(
α1−γ + (u− w)1−γ±
)ξ dxdt
=: I4 + I5.
It follows from (3.11) that
lim
ε˜→0
I4 ≤ α
(1−γ)(1−ξ)|µ|(Kλ8r).
As ε˜→ 0, we have
I5 → (1− ξ)
ˆ
Kλ8r
ζmin
{
1,
(u− w)
1−γ
±
ε
} 〈
a(Du)− a(Dw), D (u− w)
1−γ
±
〉
(
α1−γ + (u− w)
1−γ
±
)ξ dxdt.
We then insert the previous estimates into (3.13) and utilize (1.3) and (3.4), to
discover ˆ
Kλ8r
|u− w|−γ |V (Du)− V (Dw)|2
(α1−γ + |u− w|1−γ)ξ
min
{
1,
|u− w|1−γ
ε
}
dxdt
≤ c
α(1−γ)(1−ξ)
(1 − γ)(ξ − 1)
|µ|(Kλ8r)
for some constant c = c(n,Λ0, p) ≥ 1. As ε→ 0, we obtain the estimate (3.6).
Step 2. Let θ be such that n+22(n+1) < θ < p −
n
n+1 ≤ 1. For fixed ε > 0,
set Bε :=
{
(x, t) ∈ Kλ8r : |u− w| > ε
}
. Let β ∈
[
0, p2
)
be the constant satisfying
β
p =
(1−θ)(n+1)
n and define
Mε :=
p
p− β
 
Kλ8r
∣∣∣D|u− w| p−βp ∣∣∣χBε dxdt.
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Indeed, Mε <∞ since |u− w| > ε on Bε. We see from Ho¨lder’s inequality that
(3.14)
 
Kλ8r
|Du−Dw|
θ
χBε dxdt
=
 
Kλ8r
(
|u− w|−
(1−θ)(n+1)
n |Du−Dw|
)θ
|u− w|
(1−θ)θ(n+1)
n χBε dxdt
≤Mθε
( 
Kλ8r
|u− w|
θ(n+1)
n χBε dxdt
)1−θ
.
Applying Lemma 2.3 with f =
(
|u− w|
p−β
p − ε
p−β
p
)
+
, q = 1 and l = pp−β , we find
(3.15)
 
Kλ8r
|u− w|
θ(n+1)
n χBε dxdt
≤ c
 
Kλ8r
(
|u− w|
p−β
p − ε
p−β
p
) θp(n+1)
n(p−β)
+
dxdt + cε
θ(n+1)
n
≤ cMε
(
sup
t∈Iλ8r
ˆ
Ω8r
|u− w| dx
) 1
n
+ cε
θ(n+1)
n ,
by noting that θ(n+1)n =
(n+1)p−nβ
np . Let us set
(3.16) αε :=
[
|µ|(Kλ8r)M
n
ε
] 1
θ(n+1) + ε.
Then it follows from (3.5) and (3.15) that
(3.17)
 
Kλ8r
|u− w|
θ(n+1)
n χBε dxdt ≤ cα
θ(n+1)
n
ε .
Inserting this inequality into (3.14), we obtain
(3.18)
 
Kλ8r
|Du−Dw|
θ
χBε dxdt ≤ cM
θ
εα
θ(1−θ)(n+1)
n
ε
for some constant c(n,Λ0, p, θ) ≥ 1.
Now, we will estimate the quantity Mε. We notice from (3.4) that
|Du−Dw| ≤ c |V (Du)− V (Dw)|
2
p + c|Du|
2−p
2 |V (Du)− V (Dw)| .
Then we have
(3.19)
Mε ≤ c
 
Kλ8r
|u− w|−
β
p |V (Du)− V (Dw)|
2
p χBε dxdt︸ ︷︷ ︸
=:J1
+ c
 
Kλ8r
|u− w|−
β
p |Du|
2−p
2 |V (Du)− V (Dw)| χBε dxdt︸ ︷︷ ︸
=:J2
.
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From (3.6) with γ = β ∈ [0, 1) and α = αε > 0, we have
J1 ≤
 
Kλ8r

 |u− w|−β |V (Du)− V (Dw)|2(
α
1−β
ε + |u− w|1−β
)ξ


1
p (
α1−βε + |u− w|
1−β
) ξ
p χBε dxdt
≤

 
Kλ8r
|u− w|−β |V (Du)− V (Dw)|2 χBε(
α
1−β
ε + |u− w|1−β
)ξ dxdt


1
p
×
( 
Kλ8r
(
α1−βε + |u− w|
1−β
) ξ
p−1 χBε dxdt
) p−1
p
≤ cα
(1−β)(1−ξ)
p
ε
[
|µ|(Kλ8r)∣∣Kλ8r∣∣
] 1
p

α
(1−β)ξ
p
ε +
( 
Kλ8r
|u− w|
(1−β)ξ
p−1 χBε dxdt
) p−1
p

 .
Furthermore since
θ < p−
n
n+ 1
⇐⇒
1− β
p− 1
<
(n+ 1)p− nβ
np
=
θ(n+ 1)
n
,
we can choose ξ > 1 so that (1−β)ξp−1 <
θ(n+1)
n , and then we discover
( 
Kλ8r
|u− w|
(1−β)ξ
p−1 χBε dxdt
) p−1
p
≤
( 
Kλ8r
|u− w|
θ(n+1)
n χBε dxdt
) (1−β)ξn
θp(n+1)
≤ cα
(1−β)ξ
p
ε
as a consequence of (3.17). Therefore we have
(3.20) J1 ≤ cα
1−β
p
ε
[
|µ|(Kλ8r)∣∣Kλ8r∣∣
] 1
p
.
To estimate J2, we have from (3.6) with γ =
2β
p ∈ [0, 1) and α = αε > 0 that
J2 ≤
 
Kλ8r

 |u− w|−γ |V (Du)− V (Dw)|2(
α
1−γ
ε + |u− w|1−γ
)ξ


1
2 (
α1−γε + |u− w|
1−γ
) ξ
2 |Du|
2−p
2 χBε dxdt
≤ cα
(1−γ)(1−ξ)
2
ε
[
|µ|(Kλ8r)∣∣Kλ8r∣∣
] 1
2
( 
Kλ8r
(
α1−γε + |u− w|
1−γ
)ξ
|Du|2−pχBε dxdt
) 1
2
.
From the fact that
θ >
n+ 2
2(n+ 1)
> 2− p
(
since p >
3n+ 2
2n+ 2
)
,
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it follows 
Kλ8r
(
α1−γε + |u− w|
1−γ
)ξ
|Du|2−pχBε dxdt
≤
( 
Kλ8r
|Du|θ dxdt
) 2−p
θ
( 
Kλ8r
(
α1−γε + |u− w|
1−γ
) θξ
θ−2+p χBε dxdt
) θ−2+p
θ
.
In addition, from the following relation
θ < p−
n
n+ 1
⇐⇒
(1− γ)θ
θ − 2 + p
<
(n+ 1)p− nβ
np
=
θ(n+ 1)
n
,
we can take ξ > 1 so that (1−γ)θξθ−2+p <
θ(n+1)
n , and then we discover( 
Kλ8r
(
α1−γε + |u− w|
1−γ
) θξ
θ−2+p χBε dxdt
) θ−2+p
θ
≤ cα(1−γ)ξε + c
( 
Kλ8r
|u− w|
θ(n+1)
n χBε dxdt
) (1−γ)ξn
θ(n+1)
≤ cα(1−γ)ξε
by using (3.17). Thus we have
(3.21) J2 ≤ cα
p−2β
2p
ε
[
|µ|(Kλ8r)∣∣Kλ8r∣∣
] 1
2
( 
Kλ8r
|Du|θ dxdt
) 2−p
2θ
.
If limε→0Mε = 0, then Du ≡ Dw a.e. in K
λ
8r, and so the proof is done. Thus,
we may assume infε>0Mε > 0, and then there exists a constant ε0 > 0 such that
0 < ε <
[
|µ|(Kλ8r)M
n
ε
] 1
θ(n+1) whenever 0 < ε < ε0. Consequently, we see from
(3.16) that
(3.22) αε < 2
[
|µ|(Kλ8r)M
n
ε
] 1
θ(n+1) for all 0 < ε < ε0.
Inserting (3.20) and (3.21) into (3.19), we employ (3.22) and Young’s inequality to
discover
(3.23)
Mε ≤ c
[
|µ|(Kλ8r)∣∣Kλ8r∣∣
] θ(n+1)
(n+1)p−n [
|µ|(Kλ8r)
] 1−β
(n+1)p−n
+ c
[
|µ|(Kλ8r)∣∣Kλ8r∣∣
] θ(n+1)
n+2 [
|µ|(Kλ8r)
] p−2β
(n+2)p
( 
Kλ8r
|Du|θ dxdt
) (2−p)(n+1)
n+2
.
Finally, we combine (3.18), (3.22) and (3.23) to obtain( 
Kλ8r
|Du−Dw|θχBε dxdt
) 1
θ
≤ c
[
|µ|(Kλ8r)
|Kλ8r|
n+1
n+2
] n+2
(n+1)p−n
+ c
[
|µ|(Kλ8r)
|Kλ8r|
n+1
n+2
]( 
Kλ8r
|Du|θ dxdt
) (2−p)(n+1)
θ(n+2)
whenever 0 < ε < ε0. Letting ε→ 0, we obtain the desired estimate (3.3). 
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Remark 3.2. The approach used in the proof above is motivated by [40,42,50]. This
approach is applicable to comparison estimates for elliptic problems (with 3n−22n−1 <
p ≤ 2 − 1n), which indeed gives a different way from that of [50, Lemma 2.2]. On
the other hand, for comparison estimates like (3.3) with p > 2 − 1n+1 , we refer to
[42, Lemma 4.1] and [40, Lemma 4.3].
The next lemma gives a boundary self-improving result for Dw (see [35] for an
interior version).
Lemma 3.3. Let 2nn+2 < p ≤ 2 and let
(2−p)n
2 < θ ≤ p. If w is the weak solution
of (3.2) satisfying (3.1) and
(3.24)
 
Kλ8r
|Dw|θ dxdt ≤ cwλ
θ
for some constant cw ≥ 1, then there exist two constants σ = σ(n,Λ0,Λ1, p, θ) > 0
and c = c(n,Λ0,Λ1, p, θ, cw) ≥ 1 such that
(3.25)
 
Kλ4r
|Dw|p(1+σ) dxdt ≤ cλp(1+σ).
Proof. From [11, Theorem 2.2] and [32, Remark 6.12] (see also [15, Lemma 4.2]),
we infer
(3.26)
 
Kλ4r
|Dw|p(1+σ) dxdt ≤ cλp(1+σ)

(λ−ps  
Kλ8r
|Dw|ps dxdt
) 1+dσ
1−d+ds
+ 1


for every s ∈
(
(2−p)n
2p , 1
]
, where c = c(n,Λ0,Λ1, p, s) ≥ 1 and d :=
2p
(n+2)p−2n . By
taking s = θp and using (3.24), we obtain the desired estimate (3.25). 
Remark 3.4. (i) It is worth noting that the interpolation inequality gives the
lower bound of s in (3.26), which determines the range of θ. For elliptic
equations with p-growth (p > 1), on the other hand, the estimate like (3.26)
holds for every s ∈ (0, 1] (see [32, Remark 6.12]).
(ii) Lemma 3.3 also holds for the case p ≥ 2 under an appropriate range of θ (see
[11, 15, 35]).
Let us now consider the unique weak solution v to the coefficient frozen problem
(3.27)
{
vt − div a¯B+4r
(Dv, t) = 0 in Kλ4r,
v = w on ∂pK
λ
4r,
where a freezing operator a¯B+4r
= a¯B+4r
(ξ, t) : Rn × Iλ4r → R
n is given by
a¯B+4r
(ξ, t) :=
 
B+4r
a(ξ, x, t) dx.
We derive the following comparison result between (3.2) and (3.27):
Lemma 3.5. Let p > 2nn+2 , let w be the weak solution of (3.2) satisfying (3.1) and
(3.24), and let v as in (3.27). Then there is a constant c = c(n,Λ0,Λ1, p) ≥ 1 such
that  
Kλ4r
|Dw −Dv|p dxdt ≤ cδσ1λp,
where σ1 = σ1(n,Λ0,Λ1, p) > 0.
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Proof. The proof follows from Lemma 3.3, (1.9), (1.10) and [13, Lemma 3.10]. 
For interior regularity results (see [23–25]), we see Dv ∈ L∞loc(Q
λ
4r) in the interior
region
(
Qλ4r ⊂ ΩT
)
. On the other hand, for the boundary case
(
Qλ4r 6⊂ ΩT
)
, the
L∞-norm of Dv could not be bounded when ∂Ω is very irregular. Thus, we need
to consider a weak solution v¯ to the following problem:
(3.28)
{
v¯t − div a¯B+4r
(Dv¯, t) = 0 in Qλ,+2r ,
v¯ = 0 on T λ2r.
We recall the boundedness of Dv¯ near the flat boundary, as follows:
Lemma 3.6 (See [46, Theorem 1.6]). Let p > 2nn+2 . For any weak solution v¯ of
(3.28), we have
||Dv¯||
p
L∞(Qλ,+r )
≤ c
 
Qλ,+2r
|Dv¯|p dxdt+ cλp
for some constant c = c(n,Λ0,Λ1, p) ≥ 1.
If the boundary of Ω is sufficiently flat in the sense of (δ, R)-Reifenberg domain,
for some appropriate weak solution v¯ of (3.28) we have a comparison estimate
between (3.27) and (3.28) as follows:
Lemma 3.7. Let p > 2nn+2 . For any ε ∈ (0, 1), there exists a small constant
δ = δ(n,Λ0,Λ1, p, ε) > 0 such that the following holds: if v is the weak solution of
(3.27) satisfying (3.1) and  
Kλ4r
|Dv|p dxdt ≤ cvλ
p
for some given constant cv ≥ 1, then there is a weak solution v¯ of (3.28) such that
(3.29)
 
Kλ2r
|Dv −Dv¯|p dxdt ≤ εpλp and
 
Kλ2r
|Dv¯|p dxdt ≤ cλp
for some constant c = c(n,Λ0,Λ1, p, cv) ≥ 1, where v¯ is extended by zero from Q
λ,+
2r
to Kλ2r.
Proof. The first estimate in (3.29) comes from the compactness argument as in
[13, Lemma 3.8]. It follows from this first estimate and (1.10) that the second
estimate in (3.29) holds. 
Finally, combining all the previous results, we directly obtain the desired local
comparison estimate below L1 spaces near the boundary of Ω.
Proposition 3.8. Let 2nn+1 < p ≤ 2 −
1
n+1 and let max
{
n+2
2(n+1) ,
(2−p)n
2
}
< θ <
p− nn+1 ≤ 1. For any ε ∈ (0, 1), there is a small constant δ = δ(n,Λ0,Λ1, p, θ, ε) > 0
such that the following holds: if u is a weak solutions of (1.7) satisfying (3.1),
(3.30)
 
Kλ8r
|Du|θ dxdt ≤ λθ and
|µ|(Kλ8r)
rn+1
≤ δλ,
then there exists a weak solution v¯ of (3.28) such that 
Kλr
|Du−Dv¯|θ dxdt ≤ ελθ and ‖Dv¯‖L∞(Kλr ) ≤ cλ
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for some constant c = c(n,Λ0,Λ1, p, θ) ≥ 1, where v¯ is extended by zero from Q
λ,+
2r
to Kλ2r.
Remark 3.9. (i) In view of Lemma 3.1 and 3.3, the valid range of p in Propo-
sition 3.8 is 2nn+1 < p ≤ 2 −
1
n+1 , not max
{
3n+2
2n+2 ,
2n
n+2
}
< p ≤ 2− 1n+1 , since
the constant θ exists only when p − nn+1 > max
{
n+2
2(n+1) ,
(2−p)n
2
}
. Note that
2n
n+1 ≥ max
{
3n+2
2n+2 ,
2n
n+2
}
, where the equality holds if and only if n = 2.
(ii) We note that the value
|µ|(Kλ8r)
rn+1 in (3.30) is related to the intrinsic fractional
maximal function Mλ1 (µ) defined in (4.7), see Section 4 below.
4. λ-covering arguments
We now consider a renormalized solution u of the problem (1.1). We denote
by uk := Tk(u) (k ∈ N) the truncation of u and µk ∈ L
p′(0, T ;W−1,p
′
(Ω)) the
corresponding measure given in (1.7). We also denote by wk, vk and v¯k the corre-
sponding weak solutions of (3.2), (3.27) and (3.28), respectively. The goal of this
section is to derive an appropriate decay estimate for the upper level set of the
λ-maximal function of |Du|θ (see Proposition 4.9 later).
We note that µk = µ
+
a − µ
−
a + ν
+
k − ν
−
k for k ∈ N. Since µ
±
a + ν
±
k → µ
±
a + µ
±
s
tightly as k →∞, we have
(4.1) lim sup
k→∞
|µk|(K ∩ΩT ) ≤ |µ|(K ∩ ΩT )
for every compact set K ⊂ Rn+1. Having this relation in mind, we start with a
standard energy type estimate for (1.1) as follows:
Lemma 4.1. Let 3n+22n+2 < p ≤ 2 −
1
n+1 . If u is a renormalized solution of (1.1),
then there exists a constant c = c(n,Λ0, p, θ) ≥ 1 such that
(4.2)
( 
ΩT
|Du|θ dxdt
) 1
θ
≤ c
[
|µ|(ΩT )
|ΩT |
n+1
n+2
] n+2
(n+1)p−n
for any constant θ such that 0 < θ < p− nn+1 .
Proof. Since a(0, x, t) = 0, the zero function w¯ solves the Cauchy-Dirichlet problem{
w¯t − div a(Dw¯, x, t) = 0 in ΩT ,
w¯ = 0 on ∂pΩT .
Replacing u, w, µ and Kλ8r by uk, w¯(≡ 0), µk and ΩT , respectively in the proof of
Lemma 3.1, we deduce
(4.3)
( 
ΩT
|Duk|
θ dxdt
) 1
θ
≤ c
[
|µk|(ΩT )
|ΩT |
n+1
n+2
] n+2
(n+1)p−n
whenever n+22(n+1) < θ < p−
n
n+1 . Also, it follows from (4.1) that
lim sup
k→∞
|µk|(ΩT ) ≤ |µ|(ΩT ).
Taking the limit supremum of both sides of (4.3), we see that (4.2) holds for all
θ ∈
(
n+2
2(n+1) , p−
n
n+1
)
. On the other hand, if θ ∈
(
0, n+22(n+1)
]
, we employ Ho¨lder’s
inequality to obtain the desired estimate. 
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We next introduce a modified version of Vitali’s covering lemma for intrinsic
parabolic cylinders, which is an important tool for obtaining Proposition 4.9 later.
Lemma 4.2 (See [15, Lemma 2.14]). Let 0 < ε < 1, let λ > 0, and let ΩT :=
Ω × (−∞, T ), where Ω is (δ, R)-Reifenberg flat. Let C ⊂ D ⊂ ΩT be two bounded
measurable subsets such that
(i) |C| < ε
∣∣∣QλR/10∣∣∣, and
(ii) for any (y, s) ∈ ΩT and any r ∈
(
0, R10
]
with |C ∩Qλr (y, s)| ≥ ε|Q
λ
r |,
Qλr (y, s) ∩ ΩT ⊂ D.
Then we have
(4.4) |C| ≤
(
10
1− δ
)n+2
ε|D| ≤
(
80
7
)n+2
ε|D|.
Remark 4.3. (i) It is worth noting that the covering lemma above is obtained
under C ⊂ D ⊂ ΩT, not C ⊂ D ⊂ ΩT := Ω × (0, T ); thereby the relation
(4.4) is independent of λ (see [15, Remark 2.15] for details). For this reason,
we considered the comparison estimates in Section 3 on the localized region of
ΩT, not ΩT .
(ii) For Vitali’s covering lemmas with respect to standard balls or cubes, we refer
to for instance [16, 17, 49, 70].
Suppose that (a,Ω) is (δ, R)-vanishing and that p satisfies (1.4), unless otherwise
stated. We write
β :=
n+ 2
(n+ 1)p− n
and d :=
2
(n+ 1)p− 2n
.
For any fixed ε ∈ (0, 1) and N > 1, we set
(4.5) λ0 :=
[
|µ|(ΩT )
|ΩT |
n+1
n+2
]βθ
|ΩT |
ε
∣∣QR/10∣∣ +
[
|µ|(ΩT )
δT
n+1
2
]d
+ 1,
where θ is a constant such that
(4.6) max
{
n+ 2
2(n+ 1)
,
(2− p)n
2
, p− 1
}
< θ < p−
n
n+ 1
≤ 1.
We remark that the constant β arises in Lemma 4.1, d in Lemma 4.6, and θ in
Proposition 3.8 and Lemma 4.4. We may assume, upon letting u ≡ 0 for t < 0,
that a renormalized solution u is defined in ΩT := Ω× (−∞, T ). For λ ≥ λ0 ≥ 1,
we write
C :=
{
(x, t) ∈ ΩT :M
λ
ΩT
|Du|θ(x, t) > (Nλ)θ
}
and
D :=
{
(x, t) ∈ ΩT :M
λ
ΩT
|Du|θ(x, t) > λθ
}
∪
{
(x, t) ∈ ΩT :M
λ
1 (µ)(x, t) > δλ
}
,
where MλΩT is given by (2.1), and the operator M
λ
1 is the intrinsic fractional
maximal function of order 1 for µ defined by
(4.7) Mλ1 (µ)(x, t) := sup
r>0
|µ|(Qλr (x, t))
rn+1
for (x, t) ∈ Rn+1.
From Lemma 4.1, the λ-maximal function MλΩT |Du|
θ(x, t) is well defined for all
(x, t) ∈ ΩT. We note that since the support of |Du| is bounded, both Nλ-upper
level set and λ-upper level set of MλΩT |Du|
θ should be bounded. Combining this
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fact and Lemma 4.6, we infer that both the upper level sets C and D are bounded
measurable subsets of ΩT.
Under these settings, we first prove two assumptions of Lemma 4.2.
Lemma 4.4. There exists a constant N1 = N1(n,Λ0, p, θ) > 1 such that for any
fixed N ≥ N1 and λ ≥ λ0, we have
|C| < ε
∣∣∣QλR/10∣∣∣ .
Proof. Since θ > p− 1 and λ ≥ λ0 ≥ 1, we note that λ
−θ ≤ λ1−p ≤ λ2−pλ−10 . Then
we have from (2.2), Lemma 4.1 and (4.5) that
|C| ≤
c
(λN)
θ
ˆ
ΩT
|Du|θ dxdt ≤
c|ΩT |
(λN)
θ
[
|µ|(ΩT )
|ΩT |
n+1
n+2
]βθ
<
cλ2−pε
∣∣QR/10∣∣
N1
θ
≤ ε
∣∣∣QλR/10∣∣∣ ,
by selecting N1 large enough. 
Lemma 4.5. For any ε ∈ (0, 1), there exist N2 = N2(n,Λ0,Λ1, p, θ) > 1 and
δ = δ(n,Λ0,Λ1, p, θ, ε) ∈
(
0, 18
)
such that the following holds: for any fixed λ ≥ λ0,
N ≥ N2, r ∈
(
0, R10
]
and (y, s) ∈ ΩT with
(4.8)
∣∣C ∩Qλr (y, s)∣∣ ≥ ε ∣∣Qλr ∣∣ ,
we have
Kλr (y, s) ⊂ D.
Proof. We argue by a contradiction. Assume Kλr (y, s) 6⊂ D. Then there is a point
(x˜, t˜) ∈ Kλr (y, s) such that for all ρ > 0,
(4.9)
1∣∣Qλρ ∣∣
ˆ
Kλρ (x˜,t˜)
|Du|θ dxdt ≤ λθ and
|µ|(Kλρ (x˜, t˜))
ρn+1
≤ δλ.
We see that
⌊
Kλρ (y, s)
⌋
:= Kλρ (y, s) ∪ ∂pK
λ
ρ (y, s) ⊂ K
λ
ρ+r(x˜, t˜) for any ρ > r. Then
(1.10) and (4.9) yield 
Kλρ (y,s)
|Du|θ dxdt ≤
c
|Qλρ |
ˆ
Kλρ (y,s)
|Du|θ dxdt
≤
c
|Qλρ+r|
ˆ
Kλρ+r(x˜,t˜)
|Du|θ dxdt ≤ c2λ
θ
whenever ρ ≥ 8r. Since uk is the truncation of u, we have 
Kλρ (y,s)
|Duk|
θ dxdt ≤
 
Kλρ (y,s)
|Du|θ dxdt ≤ c2λ
θ
for any k ∈ N. Combining (4.1) and (4.9), we also deduce
|µk|(K
λ
ρ (y, s))
ρn+1
≤
2|µ|(
⌊
Kλρ (y, s)
⌋
)
ρn+1
≤
c2|µ|(K
λ
ρ+r(x˜, t˜))
(ρ+ r)n+1
≤ c2δλ
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whenever ρ ≥ 8r and k is sufficiently large. Thus applying Proposition 3.8 with
(x0, t0), λ, r and ε replaced by (y, s), c2λ, 4r and η, respectively, we see that there
exists δ = δ(n,Λ0,Λ1, p, θ, η) > 0 such that
(4.10)
 
Kλ4r(y,s)
|Duk −Dv¯k|
θ dxdt ≤ η(c2λ)
θ
and
(4.11) ‖Dv¯k‖L∞(Kλ4r(y,s))
≤ cc2λ =: c3λ
for some constant c3 = c3(n,Λ0,Λ1, p, θ) ≥ 1. Using Lemma 4.1 and the absolute
continuity of the Lebesgue integral, we find 
Kλ4r(y,s)
|Du−Duk|
θ dxdt =
 
Kλ4r(y,s)
χ{|Du|>k}|Du|
θ dxdt ≤ η(c2λ)
θ
for a sufficiently large k. Combining this inequality and (4.10), we discover
(4.12)
 
Kλ4r(y,s)
|Du−Dv¯k|
θ dxdt ≤ c4ηλ
θ.
We next show that
(4.13)
{
(x, t) ∈ Kλr (y, s) :M
λ
ΩT |Du|
θ > (Nλ)
θ
}
⊂
{
(x, t) ∈ Kλr (y, s) :M
λ
Kλ4r(y,s)
|Du−Dv¯k|
θ > λθ
}
provided N ≥ N2 := max
{
2n+2, 1 + c3
θ
}
. To do so, let
(y˜, s˜) ∈
{
(x, t) ∈ Kλr (y, s) :M
λ
Kλ4r(y,s)
|Du−Dv¯k|
θ ≤ λθ
}
.
Then for any r˜ > 0,
(4.14)
1∣∣Qλr˜ ∣∣
ˆ
Kλ
r˜
(y˜,s˜)∩Kλ4r(y,s)
|Du−Dv¯k|
θ dxdt ≤ λθ.
If r˜ ∈ (0, 2r], then Kλr˜ (y˜, s˜) ⊂ K
λ
3r(y, s). It follows from (4.14) and (4.11) that
1∣∣Qλr˜ ∣∣
ˆ
Kλr˜ (y˜,s˜)
|Du|θ dxdt ≤
1∣∣Qλr˜ ∣∣
ˆ
Kλr˜ (y˜,s˜)
(
|Du−Dv¯k|
θ + |Dv¯k|
θ
)
dxdt
≤
(
1 + c3
θ
)
λθ.
If r˜ > 2r, then Kλr˜ (y˜, s˜) ⊂ K
λ
r˜+r(y, s) ⊂ K
λ
2r˜(x˜, t˜). We use the first inequality of
(4.9) to obtain
1∣∣Qλr˜ ∣∣
ˆ
Kλr˜ (y˜,s˜)
|Du|θ dxdt ≤
1∣∣Qλr˜ ∣∣
ˆ
Kλ2r˜(x˜,t˜)
|Du|θ dxdt ≤ 2n+2λθ.
Recalling N2 = max
{
2n+2, 1 + c3
θ
}
, we obtain
(y˜, s˜) ∈
{
(x, t) ∈ Kλr (y, s) :M
λ
ΩT
|Du|θ ≤ (Nλ)
θ
}
,
which implies (4.13).
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Finally, we compute from (4.13), (2.2) and (4.12) that∣∣∣{(x, t) ∈ Kλr (y, s) :MλΩT |Du|θ > (Nλ)θ}∣∣∣
≤
∣∣∣{(x, t) ∈ Kλr (y, s) :MλKλ4r(y,s)|Du−Dv¯k|θ > λθ
}∣∣∣
≤
c
λθ
ˆ
Kλ4r(y,s)
|Du−Dv¯k|
θ dxdt ≤ cc4η
∣∣Qλr ∣∣ < ε ∣∣Qλr ∣∣ ,
by selecting η small enough. This is a contradiction to (4.8), which completes the
proof. 
Taking N = max {N1, N2} from Lemma 4.4 and 4.5, we can apply Lemma 4.2
to discover
(4.15)
∣∣∣{(x, t) ∈ ΩT :MλΩT |Du|θ > (Nλ)θ}∣∣∣
≤ ε0
∣∣{(x, t) ∈ ΩT :MλΩT |Du|θ > λθ}∣∣
+ ε0
∣∣{(x, t) ∈ ΩT :Mλ1 (µ) > δλ}∣∣ ,
where ε0 :=
(
80
7
)n+2
ε.
In the following two lemmas, we investigate the precise relation between the up-
per level sets of the (standard) fractional maximal function (1.12) and the intrinsic
one (4.7) (see [1,38,49,61] for more information about the fractional maximal func-
tion).
Lemma 4.6 (See [15, Lemma 5.4 and 5.7]). Let 2nn+1 < p ≤ 2 and let λ ≥ λ0. Then
we have {
(x, t) ∈ ΩT :M
λ
1 (µ) > δλ
}
⊂
{
(x, t) ∈ ΩT˜ : [M1(µ)]
d
> δdλ
}
,
where ΩT˜ := Ω× (−T, T ).
Lemma 4.7 (See [15, Lemma 5.5]). Let p > 1 and let λ ≥ 1. Suppose that
µ = µ0 ⊗ f , where µ0 is a finite signed Radon measure in Ω and f is a Lebesgue
function in (−∞, T ). Then we have{
(x, t) ∈ ΩT :M
λ
1 (µ) > δλ
}
⊂
{
(x, t) ∈ ΩT : [2(M1(µ0))(Mf)]
1
p−1 > δ
1
p−1 λ
}
,
where M1(µ0) is given by (1.15), and the maximal function Mf is defined by
(4.16) Mf(t) := sup
r>0
 t+r
t−r
|f(s)| ds = sup
r>0
1
2r
ˆ t+r
t−r
|f(s)| ds.
Remark 4.8. We note that if µ = µ0⊗f , we can drop the condition λ0 ≥
[
|µ|(ΩT )
δT
n+1
2
]d
in (4.5); thus we instead take
(4.17) λ0 :=
[
|µ0|(Ω)‖f‖L1(0,T )
|ΩT |
n+1
n+2
]βθ
|ΩT |
ε
∣∣QR/10∣∣ + 1,
see [15, Remark 5.8] for details.
Finally, combining (4.15) and Lemma 4.6–4.7, we directly obtain the following
decay estimate:
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Proposition 4.9. Let N = max {N1, N2} from Lemma 4.4 and 4.5. Then for any
ε ∈ (0, 1), there exists δ = δ(n,Λ0,Λ1, p, θ, ε) ∈
(
0, 18
)
such that if (a,Ω) is (δ, R)-
vanishing for some R > 0, then for any renormalized solution u of (1.1) and any
λ ≥ λ0, we have∣∣∣{(x, t) ∈ ΩT :MλΩT |Du|θ > (Nλ)θ}∣∣∣ ≤ ε0 ∣∣{(x, t) ∈ ΩT :MλΩT |Du|θ > λθ}∣∣
+ ε0
∣∣∣{(x, t) ∈ ΩT˜ : [M1(µ)]d > δdλ}∣∣∣ .
Furthermore, if µ = µ0 ⊗ f , then we have∣∣∣{(x, t) ∈ ΩT :MλΩT |Du|θ > (Nλ)θ}∣∣∣
≤ ε0
∣∣{(x, t) ∈ ΩT :MλΩT |Du|θ > λθ}∣∣
+ ε0
∣∣∣{(x, t) ∈ ΩT : [2(M1(µ0))(Mf)] 1p−1 > δ 1p−1λ}∣∣∣ .
5. Proof of global Caldero´n-Zygmund type estimates
In this section, we give the proof of Theorem 1.6 and 1.9. Throughout this
section, we assume that (a,Ω) is (δ, R)-vanishing and that p satisfies (1.4). We fix
any ε ∈ (0, 1) and θ = θ(n, p) satisfying (4.6). Let N = N(n,Λ0,Λ1, p, θ) > 1 be a
given constant in Proposition 4.9 above. We assume that a renormalized solution
u of (1.1) is defined in ΩT := Ω× (−∞, T ), upon letting u ≡ 0 for t < 0 and µ ≡ 0
for Rn+1 \ΩT . If µ = µ0 ⊗ f , where µ0 is a finite signed Radon measure on Ω and
f ∈ Ls(0, T ) for some s ≥ 1, then we let both µ0 and f be 0 outside Ω and (0, T ),
respectively.
We introduce the following two decay estimates of integral type:
Lemma 5.1. Let λ0 ≥ 1 be a given constant in (4.5). If u is a renormalized
solution of (1.1), then for any θ0 ∈
(
θ, p− nn+1
)
and any λ ≥ λ0, there exists a
constant c = c(n,Λ0,Λ1, p, θ0) ≥ 1 such that
ˆ
{(x,t)∈ΩT:|Du|>Nλ}
|Du|θ0 dxdt
≤ cε
ˆ
{(x,t)∈ΩT:|Du|>λ2 }
|Du|θ0 dxdt
+
cε
δdθ0
ˆ
{(x,t)∈ΩT˜ :[M1(µ)]
d>δdλ}
[M1(µ)]
dθ0 dxdt,
where d := 2(n+1)p−2n , ΩT˜ := Ω× (−T, T ), and M1(µ) is given in (1.12).
Proof. The proof is almost like that of [15, Lemma 6.1]. 
Lemma 5.2. Let λ0 ≥ 1 be a given constant in (4.17). If u is a renormalized
solution of (1.1) and µ = µ0 ⊗ f , then for any θ0 ∈
(
θ, p− nn+1
)
and any λ ≥ λ0,
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there exists a constant c = c(n,Λ0,Λ1, p, θ0) ≥ 1 such thatˆ
{(x,t)∈ΩT:|Du|>Nλ}
|Du|θ0 dxdt
≤ cε
ˆ
{(x,t)∈ΩT:|Du|>λ2 }
|Du|θ0 dxdt
+
cε
δθ0
ˆ
{
(x,t)∈ΩT:[2(M1(µ0))(Mf)]
1
p−1>δλ
} [(M1(µ0)) (Mf)] θ0p−1 dxdt,
where M1(µ0) and Mf are given in (1.15) and (4.16), respectively.
Proof. The proof is almost like that of [15, Lemma 6.2]. 
5.1. Proof of Theorem 1.6.
Proof of Theorem 1.6. If 0 < q ≤ θ, then we have from Lemma 4.1 that for any
s > 0,
(5.1)
(ˆ
ΩT
|Du|q dxdt
)s
≤ c [|µ|(ΩT )]
βqs
≤ c
(
[|µ|(ΩT )]
dqs
+ 1
)
,
where we used Young’s inequality with
(5.2) β :=
n+ 2
(n+ 1)p− n
<
2
(n+ 1)p− 2n
=: d for all
2n
n+ 1
< p ≤ 2−
1
n+ 1
.
It follows from the definition of the fractional maximal function (see (1.12)) that
(5.3) |µ|(ΩT ) ≤ c(n,ΩT )
ˆ
ΩT
M1(µ) dxdt.
Combining (5.3) and (5.1) with s = 1, we obtain the desired estimates (1.11) for
the case 0 < q ≤ θ.
Now, let us assume q > θ and fix a constant θ0 = θ0(n, p, q) arbitrarily so that
θ < θ0 < min
{
p− nn+1 , q
}
. Recalling the truncation operator (1.6) and Lemma
2.2, we have for any k > Nλ0,
(5.4)
ˆ
ΩT
Tk(|Du|)
q−θ0 |Du|θ0 dxdt
= (q − θ0)N
q−θ0
ˆ k
N
0
λq−θ0−1
[ˆ
{(x,t)∈ΩT:|Du|>Nλ}
|Du|θ0 dxdt
]
dλ
≤ c
ˆ λ0
0
λq−θ0−1
[ˆ
{(x,t)∈ΩT:|Du|>Nλ}
|Du|θ0 dxdt
]
dλ
︸ ︷︷ ︸
=:P1
+ c
ˆ k
N
λ0
λq−θ0−1
[ˆ
{(x,t)∈ΩT:|Du|>Nλ}
|Du|θ0 dxdt
]
dλ
︸ ︷︷ ︸
=:P2
for some constant c = c(n,Λ0,Λ1, p, q) ≥ 1, where λ0 is given in (4.5). It follows
from Lemma 4.1 that
P1 ≤
ˆ λ0
0
λq−θ0−1 dλ
ˆ
ΩT
|Du|θ0 dxdt ≤ cλq−θ00 [|µ|(ΩT )]
βθ0
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for some constant c = c(n,Λ0, p, q,ΩT ) ≥ 1. To estimate P2, we apply Lemma 5.1
and Fubini’s theorem to obtain
P2 ≤ cε
ˆ k
N
λ0
λq−θ0−1
[ˆ
{(x,t)∈ΩT:|Du|>λ2 }
|Du|θ0 dxdt
]
dλ
+
cε
δdθ0
ˆ k
N
λ0
λq−θ0−1
[ˆ
{(x,t)∈ΩT˜ :[M1(µ)]
d>δdλ}
[M1(µ)]
dθ0 dxdt
]
dλ
≤ cε
ˆ
ΩT
Tk(|Du|)
q−θ0 |Du|θ0 dxdt+
cε
δdq
ˆ
Ω
T˜
[M1(µ)]
dq
dxdt
for some constant c = c(n,Λ0,Λ1, p, q) ≥ 1. Inserting these inequalities into (5.4),
we discoverˆ
ΩT
Tk(|Du|)
q−θ0 |Du|θ0 dxdt ≤ c0ε
ˆ
ΩT
Tk(|Du|)
q−θ0 |Du|θ0 dxdt
+
cε
δdq
ˆ
Ω
T˜
[M1(µ)]
dq
dxdt+ cλq−θ00 [|µ|(ΩT )]
βθ0
for some c0 = c0(n,Λ0,Λ1, p, q) ≥ 1. Now we select ε > 0 with c0ε < 1, and then a
corresponding δ = δ(n,Λ0,Λ1, p, q) > 0 is determined. Letting k →∞, we obtain
(5.5)
ˆ
ΩT
|Du|q dxdt ≤ c
ˆ
Ω
T˜
[M1(µ)]
dq
dxdt+ cλq−θ00 [|µ|(ΩT )]
βθ0 .
Moreover, it follows from (4.5), (4.6) and (5.2) that
λ0 ≤ c
(
[|µ|(ΩT )]
d
+ 1
)
.
Then Young’s inequality yields
(5.6) λq−θ00 [|µ|(ΩT )]
βθ0 ≤ c
(
[|µ|(ΩT )]
dq
+ 1
)
for some constant c = c(n,Λ0,Λ1, p, q, R,ΩT ) ≥ 1. On the other hand, for each
(x, t) ∈ ΩT we know M1(µ)(x,−t) ≤M1(µ)(x, t), which implies
(5.7)
ˆ
Ω
T˜
[M1(µ)]
dq
dxdt ≤ 2
ˆ
ΩT
[M1(µ)]
dq
dxdt.
Combining (5.3) and (5.5)–(5.7), we finally obtain the desired estimate (1.11) for
q > θ. This completes the proof. 
5.2. Proof of Theorem 1.9.
Proof of Theorem 1.9. Let p− 1 < q ≤ θ. It follows from (5.1) with s = 1β(p−1) and
(5.3) that (ˆ
ΩT
|Du|q dxdt
) 1
β(p−1)
≤ c
ˆ
ΩT
[(M1(µ0))(Mf)]
q
p−1 dxdt .
Here we used the fact that M1(µ) ≤ (M1(µ0))(Mf), where M1(µ0) and Mf are
given in (1.15) and (4.16), respectively. Applying the strong
(
q
p−1 ,
q
p−1
)
-estimate
for the function f (see for instance [66, Chapter I, Theorem 1]), we obtain the
desired estimates (1.14) for the case p− 1 < q ≤ θ.
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Let q > θ and let θ0 = θ0(n, p, q) be an arbitrary constant with θ < θ0 <
min
{
p− nn+1 , q
}
. Proceeding as in the proof of Theorem 1.6 and using Lemma
5.2, we infer
(5.8)
ˆ
ΩT
Tk(|Du|)
q−θ0 |Du|θ0 dxdt ≤ cλq−θ00
[
|µ0|(Ω)‖f‖L1(0,T )
]βθ0
+ cS,
where
S :=
ˆ k
N
λ0
λq−θ0−1

ˆ
ΩT∩
{
[2(M1(µ0))(Mf)]
1
p−1>δλ
} [(M1(µ0))(Mf)] θ0p−1 dxdt

 dλ.
From Fubini’s theorem and the strong
(
q
p−1 ,
q
p−1
)
-estimate, we have
(5.9) S ≤ c
ˆ
Ω
[M1(µ0)]
q
p−1 dx
ˆ T
0
|f |
q
p−1 dt,
where we used the fact that f ≡ 0 for t ≤ 0. On the other hand, (4.17) implies
(5.10) λq−θ00
[
|µ0|(Ω)‖f‖L1(0,T )
]βθ0
≤ c
([
|µ0|(Ω)‖f‖L1(0,T )
]βq
+ 1
)
.
We insert (5.9) and (5.10) into (5.8), to discover
(5.11)
ˆ
ΩT
Tk(|Du|)
q−θ0 |Du|θ0 dxdt ≤ c
ˆ
ΩT
[(M1(µ0))f ]
q
p−1 dxdt
+ c
([
|µ0|(Ω)‖f‖L1(0,T )
]βq
+ 1
)
.
Finally, combining (5.11) and (5.3) with β(p− 1) < 1 and then letting k →∞, we
obtain the desired estimate (1.14) for q > θ. This completes the proof. 
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