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Synchronization of Delayed Dynamical Networks with Switching
Topologies
Tao Liu and Ming Cao
Abstract— To reduce the conservativeness of switching signals
introduced by a common average dwell-time condition, this
paper uses the mode-dependent average dwell-time method to
study the global exponential synchronization problem of a class
of dynamical networks with switching topologies as well as time-
varying coupling delays. First, we extend the mode-dependent
average dwell-time method into the stability analysis of switched
linear systems with time-varying delays. Then, we apply the
obtained results to studying the synchronization problem of
a particular network whose nodes have Lur’e type dynamics.
A new delay-dependent sufficient condition is established in
terms of linear matrix inequalities (LMIs) that guarantees
the solvability of the problem, and a class of synchronizing
switching signals, in which each subnetwork has its own average
dwell-time scheme, is identified. Finally, a numerical example
is given to show the effectiveness of the proposed results.
I. INTRODUCTION
Due to its extensive applications in many different con-
texts, synchronization of dynamical networks as well as its
related topics such as consensus of multi-agent systems has
received a great deal of attention in the past decade [1],
[2], [3]. Synchronization of networks with different types of
topologies has been studied from different points of view,
which has achieved fruitful results and produced various of
synchronization criteria in the literature.
As a general phenomenon in many real-world networks,
switching topologies that are often caused by link failures
or creations have attracted increasing attention recently. For
example, in a communication network of mobile agents
where each agent needs to communicate with its neighbors in
order to achieve synchronization, existing links may fail and
new links between nearby agents may be created while the
agents are moving [3]. These switching topologies have great
effects on synchronization of such a switched network, and
therefore, research emphasis has been placed on uncovering
properties with which synchronization of a switched network
can be achieved.
For a switched network that none of its subnetwork is
syncronizable, if the switching is “fast” enough with a fixed
period such that a related static time-averaging network is
sycnhronizable, then local synchronization can be guaranteed
[4], [5]. Moreover, if the outer coupling matrices of the
network are simultaneously triangularizable, then synchro-
nization can also be achieved via the design of switching
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within a pre-given collection of subnetworks [6]. In the case
that all subnetworks are synchronizable, global asymptotic
synchronization under arbitrary switching can be guaranteed
if all subnetworks share a common Lyapunov function [6].
However, for the latter case, many networks don’t have a
common Lyapunov function and cannot achieve synchro-
nization under arbitrary switching. For these networks, syn-
chronization is still achievable under the so-called “slow”
switching identified by the average dwell-time condition [7].
On the other hand, time delay is also a ubiquitous phe-
nomenon in networks [8]. It may degrade the synchronization
performance, and may even destroy the synchronizability
of the network. In view of this, the average dwell-time
method was applied to studying synchronization of switched
networks with a constant coupling delay under the assump-
tion that the outer coupling matrices are simultaneously
diagonalizable in [9]. This method was further extended to
networks with time-varying coupling delays in [10], where
the simultaneously diagonalizable condition was removed.
In switched system theory [11], the average dwell-time
method [12], [13] has been extensively used to achieve sta-
bility of switched systems, where a common average dwell-
time condition for each subsystem is used to specify the
stabilizing switching signals. This common average dwell-
time may introduce conservativeness as different character-
istics of each subsystem has not been considered during
the identifying process. To reduce the conservativeness, the
mode-dependent average dwell-time method was introduced
in [14], where different average dwell-time conditions are
applied to different subsystems by taking the individual
convergence rate of each subsystem into account. However,
the obtained results are only applicable to switched systems
without time delays, and cannot be applied to those with
time delays directly, and hence cannot be used to study
synchronization of switched networks with coupling delays,
neither. Therefore, in this paper, we will first extend the
mode-dependent average dwell-time method into the stability
analysis of switched linear systems with time-varying delays.
Then, we will utilize the proposed result to investigate global
exponential synchronization of a class of switched networks
with time-varying coupling delays.
The rest of this paper is organized as follows. In Section
II, the switched network model with time-varying delay is
introduced. Section III studies the exponential stability of a
class of switched linear systems with time-varying delays
by using the mode-dependent average dwell-time method.
Then, the obtained result is applied to the synchronization
analysis of the switched network in Section IV. Section
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V takes a network with 10 modified Chua’s circuits as an
example to show the effectiveness of the proposed result.
Some conclusions are given in Section VI.
II. NETWORK MODEL AND PRELIMINARIES
Consider a class of switched dynamical networks with
time-varying coupling delays. The network consists of N
linearly and diffusively coupled identical nodes with the
Lur’e type dynamics. The model of the network is given
as follows:
x˙i(t) = Axi(t)+B f (xi(t))+
N
∑
j=1
cσ(t)i j Γσ(t)x j(t− τ(t))
xit0 = φi(θ),θ ∈ [−h,0], i = 1,2, . . . ,N.
(1)
Here, xi ∈Rn is the state variable of node i. τ(t)≥ 0 is time-
varying delay, and h > 0 is a known upper bound on τ(t).
For θ ∈ [−h,0), xit0 = xi(t + θ) is the initial condition of
node i, and φi(θ) is a continuously differentiable function.
A∈Rn×n and B∈Rn×n are two constant matrices, and f (·) :
Rn → Rn is a continuous function. A and B together with
f (·) describe the dynamics of each node. σ(t) : [0,∞) →
M = {1,2, . . . ,m} with m≥ 2 is a piecewise right continuous
function representing the switching signal.
The matrices Γσ(t) ∈ Rn×n and Cσ(t) = (cσ(t)i j ) ∈ RN×N
are the inner coupling matrix and outer coupling matrix
of the network, where Γσ(t) represents how two connected
nodes interact with each other and Cσ(t) denotes the network
topology. We refer to the network in (1) with a fixed σ(t) =
k ∈M as the kth subnetwork of switched network (1), and
assume that Γk and Ck only take values from a pre-given
finite set. Therefore, network (1) can be considered as the
one that is orchestrated by a switching signal σ(t) between
m subnetworks which have different topologies represented
by Ck and Γk.
In this paper, we are only interested in undirected net-
works, i.e., for each k ∈M , Ck is symmetric, and if there
is a connection between nodes i and j, then cki j = c
k
ji > 0,
otherwise, cki j = c
k
ji = 0. The diagonal entries of Ck satisfy
ckii =−
N
∑
i=1, j 6=i
cki j =−
N
∑
i=1, j 6=i
ckji. (2)
We suppose that each subnetwork in network (1) is con-
nected, i.e., for each k ∈M , the matrix Ck is irreducible.
The switching signal σ(t) decides when and which sub-
network is activated during the running time of the network.
Therefore, we have the switching sequence
{xt0 ;(k0, t0), . . . ,(kr, tr), . . . , | kr ∈M , r = 0,1, . . .}, (3)
which means σ(t) = kr when t ∈ [tr, tr+1), i.e., the krth
subnetwork is activated when t ∈ [tr, tr+1).
The purpose of the paper is to find conditions that guar-
antee the global exponential synchronization of the state of
network (1) on the synchronization manifold defined below.
Definition 1 ([15]): Define synchronization manifold S={(
x>1 ,x
>
2 , . . . ,x
>
N
)> ∈ RnN : xi = x j i, j = 1,2, . . . ,N}.
Apparently, the synchronization of network (1) is deter-
mined by 5 factors: 1) the node dynamics A and B f (·),
2) the inner coupling matrices Γk, 3) the outer coupling
matrices Ck, 4) the time-varying coupling delay τ(t) and 5)
the switching signal σ(t). It turns out to be a hard problem
if no restrictions are used to specify particular properties of
these factors. Thus, to make the problem tractable, we use the
following two assumptions to characterize the time-varying
delay τ(t) and the node dynamics f (·).
Assumption 1 ([13]): τ(t) is a differentiable function sat-
isfying 0≤ τ(t)≤ h and τ˙(t)≤ d < 1 for some constant d.
Assumption 2 ([16]): There exists a square matrix L ∈
Rn×n, such that
( f (x)− f (y))> ( f (x)− f (y))≤ (x− y)>L>L(x− y). (4)
Also, we will only pay attention to a certain class of
switching signals that satisfy an average dwell-time condi-
tion. In particular, we adopt the concept of mode-dependent
average dwell-time whose definition is given as follows.
Definition 2 ([14]): For a switching signal σ(t) and any
T > t ≥ 0, let Nσk(T, t) be the switching numbers that the
kth subsystem is activated over the interval [t,T ] and Tk(T, t)
denote the total running time of the kth subsystem over [t,T ],
k ∈M . We say that σ(t) has a mode-dependent average
dwell time Tak if there exist N0k > 0 such that
Nσk(T, t)≤ N0k + Tk(T, t)Tak , ∀T > t ≥ 0. (5)
Remark 1: In order to use the individual characteristics
of each subnetwork sufficiently and hence may reduce the
conservativeness introduced by a common average dwell-
time [12], [13], here we assign every subsystem an individual
average dwell-time condition (5). Moreover, condition (5)
will reduce to the traditional average dwell-time condition
proposed in [12] by dropping the subscript k.
To deduce the main results of the paper, we also need the
Schur complement lemma which is given below.
Lemma 1 ([17]): The linear matrix inequality(
Q S
∗ R
)
> 0
with Q=Q>, R= R> and ∗ referring to the transpose of the
corresponding block in a symmetric matrix, is equivalent to
R > 0, Q−SR−1S> > 0.
III. STABILITY OF SWITCHED LINEAR SYSTEMS
WITH TIME-VARYING DELAYS
Before studying synchronization of network (1), in this
section we extend the mode-dependent average method pro-
posed in [14] to the exponential stability analysis of a delayed
switched linear system in the form of
x˙(t) = Aσ(t)x(t)+Γσ(t)x(t− τ(t))
xt0 = φ(θ), θ ∈ [−h,0],
(6)
where x ∈ Rn is the state of the system, τ(t), xt0 , φ(·) and
σ(t) are defined the same as in Section II. For each k ∈M ,
Ak ∈ Rn×n and Γk ∈ Rn×n are constant matrices.
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For switched system (6), we have the following result
based on the mode-dependent average dwell-time method.
Theorem 1: Suppose Assumption 1 holds. If for given
constants αk > 0, ∀k∈M , there exist matrices Pk > 0, Qk > 0
Zk > 0, Xk11, X
k
12, X
k
22, Yk and Tk with appropriate dimensions
such that
Xk =
(
Xk11 X
k
12
∗ Xk22
)
≥ 0, (7)
Φk =
 Φk11 Φk12 hA>k Zk∗ Φk22 hΓ>k Zk
∗ ∗ −hZk
< 0, (8)
Θk =
 Xk11 Xk12 Yk∗ Xk22 Tk
∗ ∗ e−αkhZk
≥ 0, (9)
then switched system (6) is exponentially stable under
switching signal σ(t) satisfying the mode-dependent average
dwell-time condition
Tak > T
∗
ak =
lnµk
αk
, (10)
where Φk11 = A
>
k Pk + PkAk + Yk + Y
>
k + Qk + hX
k
11 + αkPk,
Φk12 = PkΓk − Yk + T>k + hXk12, Φk22 = −Tk − T>k − (1 −
d)e−αkhQk +hXk22 and µk ≥ 1 satisfying
Pk ≤ µkPl , Qk ≤ µkQl , Zk ≤ µkZl , ∀k, l ∈M ,k 6= l, (11)
Proof: Select the following piecewise Lyapunov func-
tional candidate
Vσ(t) =V1σ(t)+V2σ(t)+V3σ(t), (12)
where V1σ(t) = x>(t)Pσ(t)x(t),
V2σ(t) =
∫ t
t−τ(t)
eασ(t)(β−t)x>(β )Qσ(t)x(β )dβ ,
V3σ(t) =
∫ 0
−h
∫ t
t+θ
eασ (t)(β−t)x˙>(β )Zσ(t)x˙(t)dβdθ .
Since, for t ∈ [tr, tr+1), r= 0,1, . . . , σ(t)=σ(tr) is a constant,
let σ(t) = k, ∀t ∈ [tr, tr+1) with a given r in the sequel for
simplicity. Then the derivative of Vσ(t) along system (6) is
V˙1k = 2x>(t)Pk (Akx(t)+Γkx(t− τ(t))) , (13)
V˙2k ≤αk
∫ t
t−τ(t)
eαk(β−t)x>(β )Qkx(β )dβ + x>(t)Qkx(t)
− (1−d)e−αkhx> (t− τ(t))Qkx(t− τ(t)) , (14)
V˙3k ≤αk
∫ 0
−h
∫ t
t+θ
eαk(β−t)x˙>(β )Zkx˙(β )dβdθ +hx˙>(t)Zkx˙(t)
−
∫ t
t−τ(t)
e−αkhx˙>(β )Zkx˙(β )dβ . (15)
The Newton-Leibniz formula [13] gives
2
(
x>(t)Yk + x> (t− τ(t))Tk
)
×
(
x(t)−
∫ t
t−τ(t)
x˙(β )dβ − x(t− τ(t))
)
= 0.
(16)
Let ξ (t) =
(
x>(t),x>(t− τ(t)))>, one has
hξ>(t)Xkξ (t)−
∫ t
t−τ(t)
ξ>(t)Xkξ (t)dβ ≥ 0. (17)
Thus, from (13)-(17), the following inequality holds.
V˙k(t)+αkVk(t)≤ hξ>(t)Ξξ (t)−
∫ t
t−τ(t)
η>(t,β )Θη(t,β )dβ ,
where η(t,β ) =
(
x>(t),x>(t− τ(t)), x˙>(β ))>, and
Ξ=
(
Φk11+hA
>
k ZkAk Φ
k
12+hA
>
k ZkΓk
∗ Φk22+hΓ>k ZkΓk
)
.
Lemma 1 and (8) guarantee that Ξ< 0, which leads to
V˙k(t)≤−αkVk(t). (18)
Integrating both sides of inequality (18) from tr to t gives
Vk(t)≤ e−αk(t−tr)Vk(tr). (19)
Thus, for each r = 0,1, . . . and t ∈ [tr, tr+1), one can obtain
Vσ(t) =Vσ(tr) ≤ e−ασ(tr)(t−tr)Vσ(tr)(tr). (20)
Based on (11) and (12), the following condition holds at each
switching time instant tr, r = 1,2. . . . .
Vσ(tr)(tr)≤ µσ(tr)Vσ(t−r )(t−r ) = µσ(tr)Vσ(tr−1)(t−r ). (21)
Combining (20) with (21) gives
Vσ(t)(t)≤ µσ(tr)e−ασ(tr)(t−tr)Vσ(tr−1)(t−r ). (22)
For the time interval [t0, t], let Nσk = Nσk(t, t0) be the
total number that the kth subsystem has been activated,
Tk = Tk(t, t0) = ∑
Nσk
rk=1
(trk − trk−1) be the total time that the
kth subsystem has been activated and Nσ = Nσ (t, t0) =
∑mk=1 Nσk(t, t0) be the total switching times of switched
system (6), where {trk} is a subsequence of {tr} denoting
the consecutive switching on and off time instances of the
kth subsystem. With these definitions and (21), (22) becomes
Vσ(t)(t)≤µσ(tr)e−ασ(tr)(t−tr)e
−ασ(tr−1)(tr−tr−1)Vσ(tr−1)(tr−1)
≤µσ(tr) · · ·µσ(t0)e−ασ(tr)(t−tr)−···−ασ(t0)(t1−t0)Vσ(t0)(t0)
=
(Nσ(t)
∏
p=1
µp
)
e−∑
m
k=1αkTkVσ(t0)(t0)
=e∑
m
k=1(Nσk lnµk−αkTk)Vσ(t0)(t0).
The above inequality can be simplified by using (5) and (10)
Vσ(t)(t)≤e∑
m
k=1
(
(N0k+
Tk
Tak
) lnµk−αkTk
)
Vσ(t0)(t0)
=µ¯e−∑
m
k=1(αk−
lnµk
Tak
)TkVσ(t0)(t0), (23)
where µ¯ = ∏mk=1 µ
N0k
k . Let α = mink∈M
{
αk− lnµkTak
}
, then,
(23) leads to
Vσ(t)(t)≤µ¯e−∑
m
k=1αTkVσ(t0)(t0)
=µ¯e−α(t−t0)Vσ(t0)(t0). (24)
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From equation (12), one has
Vσ(t)(t)≤ a‖x(t)‖2, Vσ(t0)(t0)≤ b‖x(t0)‖2cl , (25)
where ‖x(t)‖cl = sup−h≤θ≤0 {‖x(t+θ)‖,‖x˙(t+θ)|},
a = mink∈M {λmin(Pk)}, b = maxk∈M {λmax(Pk)} +
hmaxk∈M {λmax(Qk)} + h2/2maxk∈M {λmax(Zk)}.
Inequalities (24) and (25) lead to
‖x(t)‖2 ≤ 1
a
Vσ(t) ≤
b
a
µ¯e−α(t−t0)‖x(t0)‖2cl .
Therefore, switched system (6) with time-varying delay is
exponentially stable under any switching signal that satisfies
the mode-dependent average dwell time condition (10).
Remark 2: The LMIs (8) and (9) guarantee that each
subsystem in switched system (6) is exponentially stable with
different convergence rate αk > 0. Traditionally, the average
dwell-time method [13] chooses a common convergence
rate α∗ = mink∈M {αk} and a common µ satisfying (11)
to compute the so-called average dwell-time T ∗a =
lnµ
α∗ . In
Theorem 1, we adopt the mode-dependent average dwell-
time method proposed in [14], and for each subsystem, we
use its own αk and µk which are decided by the individual
dynamical characteristics of the subsystem, and derive its
own average dwell-time T ∗ak. Therefore, we may reduce
the conservativeness of the obtained result caused by the
common parameters α∗, µ and T ∗a . Obviously, we have µ =
maxk∈M {µk}, which implies that switching signals proposed
in [13] are special cases of those identifyied in Theorem 1.
IV. SYNCHRONIZATION OF SWITCHED
NETWORKS
With the help of Theorem 1, now we can investigate the
synchronization problem of network (1). In order to find
synchronization conditions for the network, let’s introduce
a reference state s(t) and define the error vector
ei(t) = x(t)− s(t), i = 1,2, . . . ,N.
Here, we select s(t) as the average state of all the nodes, i.e.,
s(t) = 1N ∑
N
i=1 xi(t), and the dynamical equation of s(t) is
s˙(t) =
1
N
N
∑
i=1
x˙i(t) = As(t)+B f¯ (s(t)) (26)
with f¯ (s(t)) = 1N ∑
N
i=1 f (xi(t)). By the definition of ei(t), we
can get an error dynamical system for network (1)
e˙i(t) =Aei(t)+B( f (xi(t))− f (s(t)))+B( f (s(t))
− f¯ (s(t)))+
N
∑
i=1
cσ(t)i j Γσ(t)e j(t− τ(t)).
(27)
Let e(t) =
(
e>1 (t),e
>
2 (t), . . . ,e
>
N (t)
)>. Then, (27) can be
rewritten as
e˙(t) =(IN⊗A)e(t)+(Cσ(t)⊗Γσ(t))e(t− τ(t))
+(IN⊗B)(F + F¯) ,
(28)
where F = F(e,s, t) =
(
( f (xi(t))− f (s(t)))> , . . . ,
( f (xi(t))− f (s(t)))>
)>
, F¯ = F¯(e,s, t) =((
f (s(t))− f¯ (s(t)))> , . . . ,( f (s(t))− f¯ (s(t)))>)>.
Similarly, for each subnetwork k, k ∈M , we can derive
its error dynamical system
e˙(t) = A¯e(t)+C¯ke(t− τ(t))+ B¯(F + F¯), (29)
where A¯ = IN ⊗A, C¯k = Ck ⊗Γk and B¯ = IN ⊗B. Here IN
is the N×N identity matrix, and ⊗ denotes the Kronecker
product of two matrices.
Now, we conclude that if switched system (28), which
is composed of subsystems (29), is globally exponentially
stable, then the global exponential synchronization of the
original switched network is guaranteed.
Since for each k∈M , Ck =C>k is a real symmetric matrix,
there exists a unitary matrix Uk = (uk1,uk2, . . . ,ukN) ∈RN×N
with uki = (uk1i,u
k
2i, . . . ,u
k
Ni)
> ∈ RN such that U>k CkUk = Λk,
where U>k Uk = IN , Λk = diag{λk1,λk2, . . . ,λkN}, λki, i =
1,2, . . . ,N are the eigenvalues of Ck. Moreover, the zero
row sum condition (2) and the irreducible assumption for
each Ck ensure that λk1 = 0 is a common eigenvalue of
all the Ck with multiplicity 1 and an associated eigenvector
u = 1√
N
(1,1, . . . ,1)>, and all the other eigenvalues are less
than 0, i.e., 0 = λk1 > λk2 ≥ ·· · ≥ λkN .
Let U¯k = Uk ⊗ In. By using the property U¯kB¯ = B¯U¯k =
Uk ⊗ B and the unitary transform yk(t) = U¯>k e(t) =
(y>k1(t),y
>
k2(t), . . . ,y
>
kN(t))
> ∈RnN , we rewrite system (29) as
y˙k(t) = A¯(t)yk(t)+ Λ¯kyk(t− τ(t))+ B¯(Gk + G¯k) (30)
where Λ¯k = Λk ⊗ Γk, Gk = Gk(yk,s, t) = U¯kF and G¯k =
Gk(yk,s, t) = U¯kF¯ . As A¯ and Λ¯k are block diagonal matrices,
the system (30) is equivalent to
y˙ki(t) = A(t)yki(t)+λkiΓkyki(t− τ(t))+B(Gki+ G¯ki) (31)
where Gki = (u>ki ⊗ In)F , G¯ki = (u>ki ⊗ In)F¯ , i = 1,2, . . . ,N.
With the particular choice of uk1 = u, we can verify that
yk1(t) = (u>k1⊗ In)e(t) =
1√
N
N
∑
i=1
ei(t) = 0.
Based on (28), (30) and (31), we can get the main result
of the paper which is addressed in the following theorem.
Theorem 2: Suppose Assumption 1 and 2 hold. If for
given constants h > 0, αk > 0, ∀k ∈M , there exist matrices
Pki > 0, Qki > 0, Zki > 0, Xki11, X
ki
12, X
ki
22, Yki and Tki with
appropriate dimensions such that
Xki =
(
Xki11 X
ki
12
∗ Xki
Xki22
)
≥ 0, (32)
Φki =

Φki11 Φ
ki
12 PkiB hA
>Zki
∗ Φki22 0 hλkiΓ>k Zki
∗ ∗ −εIn hB>Zki
∗ ∗ ∗ −hZki
< 0, (33)
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Θki =
 Xki11 Xki12 Yki∗ Xki22 Tki
∗ ∗ e−αkhZki
≥ 0, (34)
for all i = 2,3, . . . ,N and k ∈ M , then network (1)
can achieve global exponential synchronization under any
switching signal that satisfies the mode-dependent average
dwell-time condition
Tak > T ∗ak =
lnµk
αk
, (35)
where φ ki11 = PkiA+A
>Pki +Y>ki +Yki +Qki +hX
ki
11 + εL
>L+
αkPki, φ ki12 = λkiPkiΓk −Yki + Tki + hXki12, φ ki22 = −Tki− T>ki −
(1− d)e−αkhQki + hXki22, λki are the nonzero eigenvalues of
Ck, and µk > 1 satisfying
P˜k ≤ µkP˜l , Q˜k ≤ µkQ˜l , Z˜k ≤ µkZ˜l , ∀k, l ∈M
with P˜k = U¯kP¯kU¯>k , Q˜k = U¯kQ¯kU¯
>
k and Z˜k = U¯kZ¯kU¯
>
k ,
P¯k = diag{Pk1,Pk2, . . . ,PkN}, Q¯k = diag{Qk1,Qk2, . . . ,QkN}
and Z¯k = diag{Zk1,Zk2, . . . ,ZkN}. Pk1 ∈Rn×n and Qk1 ∈Rn×n
are two arbitrary positive definite matrices, and Zk1 ∈ Rn×n
is a zero matrix.
Proof: Select the same piecewise Lyapunov functional
as (12) with Pσ(t) = P˜σ(t), Qσ(t) = Q˜σ(t) and Zσ(t) = Z˜σ(t).
Suppose ∀t ∈ [tr, tr+1), σ(t) = σ(tr) = k. With the equiva-
lence of system (29) and (30), one can calculate the derivative
of Vσ(t) along switched error dynamical system (28) and get
V˙1k(t) =y>k (t)
(
A¯>P¯k + P¯kA¯
)
yk(t)+2y>k (t)P¯k(Λ¯k
× yk(t− τ(t))+Gk),
(36)
V˙2k ≤−αV2k + y>k (t)Q¯kyk(t)− (1−d)e−αkh
× y>k (t− τ(t))Q¯kyk(t− τ(t)),
(37)
V˙3k ≤−αV3k +h
(
A¯yk(t)+ Λ¯kyk(t− τ(t))+Gk
)>
Z¯k
(
A¯yk(t)+ Λ¯kyk(t− τ(t))+Gk
)
−
∫ t
t−τ(t)
e−αkhy˙>k (β )Z¯ky˙k(β )dβ ,
(38)
where we use the properties that y>k (t)P¯kB¯G¯k = 0
y>k (t)A¯
>Z¯kB¯G¯k = y>k (t − d(t))Λ¯>k Z¯kB¯G¯k = G>k Z¯kB¯G¯k =
G¯>k B¯
>Z¯kB¯G¯k = 0, which are implied by the fact yk1 = 0,
Zk1 = 0 as well as the properties of the unitary matrix Uk.
From (4), we have G>k Gk = F
>F ≤ e>(t)L¯>L¯e(t) =
y>k (t)L¯
>L¯yk(t). By the S-Procedure [17], we get
V˙k ≤ V˙1k +V˙2k +V˙3k− ε
(
G>k Gk− y>k (t)L¯>L¯yk(t)
)
. (39)
With the same procedure as in Theorem 1 and yk1 ≡ 0, Zk1 =
0, we have
V˙σ(t)(t)+ασ(t)Vσ(t)(t)≤
N
∑
i=2
(
ξ¯>ki (t)Ξ¯kiξ¯ki(t)
−
∫ t
t−τ(t)
η¯>ki (t,β )Θkiη¯ki(t,β )dβ
) (40)
for all t ∈ [tr, tr+1), r = 0,1, . . . , where ξ¯ki(t) =(
y>ki(t),y
>
ki(t−d(t)),G>ki
)>, η¯ki(t,β ) = (y>ki(t),y>ki(t−d(t)),
y˙>ki(β )
)>, and Ξ¯ki = Φki11+hA>ZkiA Φki12+hλkiA>ZkiΓk PkiB+hA>ZkiB∗ Φki22+hλ 2kiΓ>k ZkiΓk hλkiΓ>k ZkiB
∗ ∗ hB>ZkiB− εIn
 .
By Lemma 1 and (33), we have Ξ¯ki < 0, and hence for ∀t ∈
[tr, tr+1), r = 0,1, . . . , we have
V˙σ(t)(t)+ασ(t)Vσ(t)(t)< 0.
Using the same procedure as in Theorem 1, we have
‖e(t)‖2 ≤ b
a
µ¯e−α(t−t0)‖e(t0)‖2cl ,
where µ¯ , α , a, b and ‖e(t)‖cl are defined similarly as in
Theorem 1. Therefore, the switched error dynamical system
(28) is globally exponentially stable under any switching
signal satisfying mode-dependent average dwell-time con-
dition (35), which means the synchronization manifold S of
dynamical network (1) with switching topology is globally
exponentially stable under the same switching signal.
Remark 3: As we showed in Section III, the switching
signals proposed in this paper are more general and have
less conservativeness than those obtained by using the av-
erage dwell-time method. Moreover, the results proposed in
Section IV.A in [10] can be seen as a particular case of
Theorem 2 given in this section.
V. AN EXAMPLE
To illustrate the effectiveness of the result obtained in
Section IV, we consider a switched network (1) with 10
nodes. Each node in the network is a modified Chua’s circuit
[18] whose equation and parameters are given below
x˙ = Ax+B f (x)
A =
 0 9.5 01 −1 1
0 −11 0
 ,
B = diag{−9.5,0,0}, f (x) = ( f1(x1),0,0)> and
f1(x1) =

0.1pi
3.2 (x1−6.4), if x1 ≥ 6.4−0.1sin(pix13.2 +pi), if x1 < |6.4|
0.1pi
3.2 (x1+6.4), if x1 ≤−6.4.
It is shown in [18] that the modified Chua’s system is a
chaotic system, and has three-scroll attractors. Apparently,
f (x) satisfies Assumption 2 with L = diag{0.0982,0,0} for
all x∈Rn. Suppose that τ(t) = 0.005(1−sin(t)). So h= 0.01
and d = 0.005 make the Assumption 1 hold. Let α1 = 2 and
α2 = 1.3. For simplicity, we assume that the network has two
subnetworks, i.e., m= 2, and assume that the inner coupling
matrix and outer coupling matrix for each subnetwork are
given as follows:
Γ1 = Γ2 =
 1.4 0 01 0 0
0 0 1.6
 ,
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C1=

−4 1 1 0 0 0 0 0 1 1
1 −4 1 1 0 0 0 0 0 1
1 1 −4 1 1 0 0 0 0 0
0 1 1 −4 1 1 0 0 0 0
0 0 1 1 −4 1 1 0 0 0
0 0 0 1 1 −4 1 1 0 0
0 0 0 0 1 1 −4 1 1 0
0 0 0 0 0 1 1 −4 1 1
1 0 0 0 0 0 1 1 −4 1
1 1 0 0 0 0 0 1 1 −4

,
C2=

−9 1 1 1 1 1 1 1 1 1
1 −2 0 1 0 0 0 0 0 0
1 0 −2 1 0 0 0 0 0 0
1 1 1 −4 0 1 0 0 0 0
1 0 0 0 −2 1 0 0 0 0
1 0 0 1 1 −5 1 1 0 0
1 0 0 0 0 1 −4 1 1 0
1 0 0 0 0 1 1 −5 1 1
1 0 0 0 0 0 1 1 −4 1
1 0 0 0 0 0 0 1 1 −3

.
By solving LMIs (32)-(34), we can get µ1 = 2.3 and µ2 =
2.22, and hence we have T ∗a1 = 0.4165 and T
∗
a2 = 0.6135.
Therefore, the network with the given parameters can
achieve global exponential synchronization under a class of
switching signals that satisfy the mode-dependent average
dwell-time condition. Fig. 1 shows synchronization errors of
the network under a given switching signal satisfying (35)
with N01 = 2 and N02 = 3 also shown in Fig. 1.
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Fig. 1. Synchronization errors and the switching signal of (1).
VI. CONCLUSION
This paper has extended the mode-dependent average
dwell-time method to the exponential stability analysis of
a switched linear system with time-varying delays. A delay-
dependent sufficient condition formulated by LMIs has been
explored. By considering the individual convergence rate of
each subsystem, a class of switching signals, in which each
subsystem have its own mode-dependent average dwell-time
condition, has been identified. It has been shown that the
switched system is exponentially stable under the specified
switching signals. The obtained results have been applied
to the study of the synchronization problem of a class of
dynamical networks with both switching topology and time-
varying coupling delays. A corresponding synchronization
criterion has been established under which global exponential
synchronization of the network can be guaranteed, and a
network with coupled Chua’s circuits has been used to show
the effectiveness of the obtained results. Furthermore, this
paper only considered the case that all the subnetworks
are synchronizable, however, in practice, there are networks
whose subnetworks are not all synchronizable. For this more
general case, how to identify less conservative synchronizing
switching signals by useing the individual characteristics of
each subnetwork, deserves attention in the future work.
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