This paper considers identification problems of multirate multi-input sampled-data systems. Using the continuous-time system discretization technique with zero-order holds, the mapping relationship (state-space model) between available multirate input and output data is set up. The multi-innovation identification theory is applied to estimate the parameters of the obtained multirate models and to present a multi-innovation stochastic gradient algorithm for the multirate systems from the multirate input-output data. Furthermore, the convergence properties of the proposed algorithm are analyzed. An illustrative example is given.
Introduction
Sometimes, it is unrealistic to sample all variables in a complex system with a single frequency [1] . Multirate systems arise when several sampling and updating rates co-exist in a system, due to some practical limitations [2, 3] . For multirate systems, especially, multirate multi-input systems, the input and output channels have different updating periods and sampling periods respectively. In such multirate multi-input systems, how to obtain the mapping relationship (state-space model) between the available input and output data and to identify the model parameters is a challenge.
The identification of multirate systems has received much attention in the past decade, because many practical applications in industry can be found [4] [5] [6] [7] . For single-input single-output dual-rate systems (a special class of multirate systems), Li et al. [8] used the least-squares algorithms to estimate parameters of the lifted state-space models by assuming that the system states were available, Ding and Chen presented the combined parameter and state estimation algorithms of the lifted state-space models for general dual-rate systems based on the hierarchical identification principle [9] and Yu and Shi solved the l 2 − l ∞ filter problem for lifted multirate systems [10] ; Ding and Chen presented a recursive least-squares and a stochastic gradient algorithms based on the auxiliary models for dual-rate systems to estimate simultaneously the system parameters and the unknown intersampling output in [11, 12] . Recently, Shi et al. solved the multirate crosstalk identification problem [13] . However, the identification of multirate multi-input systems has not been fully investigated in the literature. This paper is devoted to this problem and establishes the mathematical model for handling the multirate multi-input cases.
It is well known that the stochastic gradient (SG) algorithm requires small computational effort, but has slower convergence speed compared with the least squares. In order to improve the convergence speed of the SG algorithm, Ding and Chen presented the multi-innovation stochastic gradient (MISG) algorithms for single-rate systems [14] . A natural question is whether the multi-innovation theory can be extended to identify the multirate systems. The answer is yes. This paper applies the novel multi-innovation identification theory to multirate multi-input systems. The novelty multi-innovation theory lies in that it makes full use of the (current and past) information to not only improve the identification accuracy, but also increase the convergence of the convergence speed. The challenge exists: how to guarantee the convergence of the newly proposed algorithm? This is the focus of this work.
In this paper, we set up the mapping relationship (state-space model) between the available multirate input-output data by discretizing a continuous-time system, present an MISG algorithm for such multirate systems based on the corresponding transfer function models and by means of multi-innovation identification methods, and study convergence properties of the proposed algorithm in the stochastic framework.
Briefly, the paper is organized as follows. Section 2 discusses identification problem formulation related to a multirate multi-input system. Section 3 derives a discrete-time state-space model of the multirate multi-input system. Section 4 discusses the multi-innovation stochastic gradient algorithm for multirate multi-input systems to identify the parameters of the transfer function model derived from the state-space model. Section 5 analyzes the convergence of the proposed algorithm. Section 6 provides an illustrative example. Finally, concluding remarks are given in Section 7.
Problem formulation
This paper focuses on a class of multirate multi-input systems -as depicted in Fig. 1 . Assume that P c is a multi-input single-output continuous-time process; the jth input updating period is T j := p j h, the input u j (t) to P c is produced by a zeroorder hold H T j with period T j , processing a discrete-time signal u j (kT j ), the continuous-time output signal y(t) is sampled by a sampler S T with period T := qh, yielding a discrete-time signal y(kT ). For convenience, let p 1 , p 2 , . . . , p r be the positive integers and q be the least common multiple of the (p 1 , p 2 , . . . , p r ) [8] . h is called the base period and T the frame period [9] .
Using the properties of the zero holds, we have
(1)
For such multirate systems, the input and output data available are
which are referred to as the multirate measurement input and output data. Especially, for r = 2-input system, if T 1 = 2 s and T 2 = 3 s, the input and output data available are
The system in Fig. 1 is linear periodically and time-varying due to different updating and sampling periods [15, 16] . For such a time-varying multirate multi-input system, our objectives are as follows:
• First, to establish the mathematical model of the system from [u 1 (kT 1 ), u 2 (kT 2 ), . . . , u r (kT r )] to y(kT ), that is, to find the mapping relationship (state-space models) between the available input and output data.
• Second, to apply the multi-innovation identification theory to estimate the parameters of the transfer function model of multirate systems.
• Third, to study the convergence of the parameter estimation errors under the persistent excitation condition.
The state-space models of multirate systems
Let us introduce some notations first. The symbol I stands for an identity matrix of appropriate sizes; 1 n is an n-dimension column vector whose elements are 1; the superscript T denotes the matrix transpose; E denotes the expectation operator; the norm of a matrix X is defined by
Assume that P c is a continuous-time process described by a state-space model,
where x(t) ∈ R n is the state vector, u j (t) (j = 1, 2, . . . , r) is the jth channel control input, y(t) ∈ R 1 is the output and A c , B cj and C are the matrices of appropriate dimensions. Discretizing P c via the zero-order hold method with the sampling period h [17] , we get
where the two matrices A d and B dj are as follows:
However, this model is not suitable for multirate system identification due to the unavailable outputs y(kh) (k = q). So it is necessary to find a state-space model which is suitable for estimating the multirate system parameters directly from the available input and output data.
The following theorem establishes the mapping relationship between the available input and output data. Fig. 1 , let q be the least common multiple of
Theorem 1. For the multirate multi-input system in
(p 1 , p 2 , . . . , p r ), ν j := q/p j , j = 1, 2, . . .
, r. Then, the state-space model of the multirate multi-input system can be expressed as
where
Proof. Replacing k in (3) with kq and noting that T = qh, we have
Hence, we can obtain
Using (1), we have
This completes the proof of the Theorem 1.
Identification algorithm
The following is to apply the multi-innovation identification theory to derive a multi-innovation stochastic gradient algorithm for the above multirate systems.
Let z −1 be a unit delay operator: z
From (4), we can get
with α(z) and β js (z) being the polynomials in z −1 of degree n and
The aim here is to estimate the parameters α i and β js (l) of the multirate model in (5) from the multirate data
In general, there exist various disturbances in the physical system, introducing a random disturbance v(kT ) in Eq. (5) gives
where v(kT ) is assumed to be a stochastic noise with zero mean. Define the parameter vector θ and information vector ϕ(kT ) as θ := [α 1 , . . . , α n , β 11 (1), . . . , β 11 (n), . . . , β 1ν 1 (1), . . . , β 1ν 1 (n), . . . ,
Then (6) can be equivalently written as a linear regression model
Assume that u j (kT j ) = 0 (j = 1, 2, . . . , r), y(kT ) = 0 and v(kT ) = 0 for k ≤ 0; suppose that kT is the current time, then y(kT ) and ϕ(kT ) are called the current data, and {y(kT − iT ), ϕ(kT − iT ) : i = 1, 2, . . . , m − 1} called the past data (m is a positive integer number).
The stochastic gradient (SG) identification algorithm can be used to estimate the parameter vector θ for the multirate system in (8) [18] ,
Here, e(kT ) ∈ R 1 is a scalar innovation, i.e., single innovation. In order to enhance the convergence rate of the SG algorithm in (9)- (11), the goal here is to extend the SG algorithm such that the parameter estimation accuracy can be improved. Such an algorithm is just the multi-innovation SG algorithm for the multirate system. The basic idea is to expand the scalar innovation e(kT ) to an innovation vector (multi-innovation) [14, 19] 
. . .
Define the information matrix Φ(m, kT ) and the output vector Y (m, kT ) as
Then the innovation vector E(m, kT ) can be expressed as
Referring to [14] , the multi-innovation SG algorithm for the multirate system with the innovation length m can be expressed aŝ
The multi-innovation SG algorithm in (12)- (16) for the multirate multi-input systems is abbreviated as the MR-MISG algorithm. As m = 1, the MR-MISG algorithm reduces to the MR-SG algorithm.
Compared with the MR-SG algorithm, the MR-MISG algorithm has the following properties:
• The MR-MISG algorithm uses not only the current innovation but also the past innovation thus has potential for better convergence properties for the parameter estimation.
• The MR-MISG algorithm repeatedly uses the available data. In the neighboring two iterations, the data {y(kT − iT ), u 1 (kT
repeatedly used. This is the key point for the enhanced accuracy of the MR-MISG algorithm.
To initialize the MR-MISG algorithm, the initial valueθ(0) is generally taken to be a zero vector or a small real vector, e.g.,θ(0) = 10
The steps of computing the parameter estimation vectorθ(kT ) by the MR-MISG algorithm are listed in the following. 
Main convergence results
This section studies the convergence properties of the MR-MISG algorithm and proves the main results of this paper by formulating a martingale process and by using the martingale convergence theorem (Lemma D.5.3. in [18] ).
Assume that {v(kT ), F k } is a martingale sequence defined on a probability space {Ω, F k , P}, where {F k } is the σ algebra sequence generated by v(kT ), i.e., F k = σ (v(kT ), v(kT − T ), v(kT − 2T ), . . .) [18] . The noise sequence {v(kT )} satisfies (14), we can get
Lemma 1. For the system in (8) and the MR-MISG algorithm (12)-(16), the following inequality holds,
∞ k=1 m−1 i=0 ϕ(kT − iT ) 2 r 2 (kT ) < ∞, a.s.
Proof. From the definition of r(kT ) in
Here, we define r(kT ) = 1, for any k < 0. This completes of the proof of the Lemma 1.
Lemma 2. Assume that there exists a function f
The proof is straightforward and is omitted here. Define the parameter estimation error vector and the noise vector as
The following theorem establishes the convergence of the parameter estimation to their true values. 
Theorem 2. For the system in (8) and the MR-MISG algorithm (12)-(16), suppose that (A1)-(A3)

Proof. Define the stochastic Lyapunov function
Substituting (8) and (12) into (17) and using (13) givẽ
From the definition of Q (kT ), using (18) gives
Since Q (kT − T ),ỹ(m, kT ),Φ(m, kT ) and ϕ(kT ) are uncorrelated with V (m, kT ) and are F k−1 measurable, taking the conditional expectation of both sides of (20) with respect to F k−1 and using Assumption (A1)-(A2) yield
Summing the right-hand last term (21) for k from 1 to ∞ and applying Lemma 1, we have
Applying the martingale convergence theorem (Lemma D.5.3. in [18] ) to (21) shows that Q (kT ) converges a.s. to a finite random variable, say Q 0 , i.e.,
and
Eq. (22) shows that the parameter estimation error given by the MR-MISG algorithm is consistently bounded. In order to obtain the results of this theorem, the strong persistent excitation condition in (A4) is required. The details are as follows. Define
Substituting (24) to (18), we havẽ
Pre-multiplying both sides of (19) by Φ(m, kT ) and replacing k with k + i give
Combining (25) with (26) leads to
Summing for i from 0 to N − 1 gives
Since Condition (A4) holds, for all k > 0, we have
Summing for s from s = 0 to m − 1 gives
Taking the trace of the above inequality gives
Taking the norm of (27) and using the above equalities give
Squaring both sides of the above inequality yields
Replacing k with l, dividing by r(lT ) and summing for l from l 0 (l 0 < ∞) to k, we have
According to the definition of r(kT ) in (14), we have
Using (24) and (28) obtains
Using (23) and Assumption (A3) gives
Combining (23) This shows that the parameters estimationθ(kT ) converges to the true parameters as k goes to infinity. The proof is completed.
We have proved that the estimation error converges to zero under the strong persistent exciting condition (A4), but this does not reveal the convergence speed of the algorithm. Therefore, the performance analysis (convergence rate or estimation error bounds) of the proposed algorithm requires further studying under the weak persistent exciting condition or for systems with colored noises.
Example
Consider a 2-input single-output system with two-input updating periods T 1 = 2h and T 2 = 3h and the output sampling period T = 6h, take h = 2, the corresponding transfer model is taken to be 
The inputs {u 1 (kT 1 )} and {u 2 (kT 2 )} are taken as uncorrelated persistent excitation signal sequences with zero mean and unit variances, {v(kT )} as a white noise sequence with zero mean and variance σ 2 = 0.10 2 . Applying the MR-SG and MR-MISG algorithms to estimate the parameters of this system, the parameter estimates and their errors are shown in Table 1 (m = 1) and Table 2 (m = 12), and the parameter estimation errors δ := θ (k) − θ / θ versus k are shown in Fig. 2 with m = 1, 2, 5 and 12, where δ ns = 28.71% is the noise-to-signal ratio of this system.
From Tables 1 and 2 and Fig. 2 , we can draw the following conclusions
• The MR-MISG estimates with m 2 have higher accuracy than the MR-SG estimates.
• The convergence speed of the MR-MISG algorithm with m 2 is faster than the MR-SG algorithm. • The parameter estimation errors given by the MR-MISG algorithm become generally smaller and smaller and go to zero with k the data length increasing.
• Because the innovation length p is introduced, the computational load will increase, but the increasing computation complexity is very limited.
Conclusions
The MR-MISG algorithm for multirate multi-input systems is presented by using the multi-innovation identification theory. The convergence performance of the proposed algorithm is analyzed in detail in the stochastic framework. The simulation results verify the proposed theorem. Since a multi-input multi-output system can be decomposed several multiinput single-output systems, thus the proposed identification method can be extended to solve the identification problem of multirate multi-input multi-output systems.
