Abstract. With a convex polytope M in a, a partially ordered set PM is associated whose elements are the vertices, edges, and faces of M ordered by inclusion. This paper shows that the order dimension of P M is exactly 4 for every convex polytope M. In fact, the subposet of PM determined by the vertices and faces is critical in the sense that deleting any element leaves a poset of dimension 3.
izes those associated with convex polytopes in 3. These are exactly the three-connected planar maps. For example, the planar map in Fig. 1 is such a map. Dushnik and Miller [2] defined the order dimension of a finite poset P, denoted dim(P), as the least positive integer t for which P is the intersection of t linear orders.
The principal result of this paper will be the following theorem. THEOREM 1.1. Let M be a planar map associated with a convex polytope in ]a, and let P M be the partially ordered set of vertices, edges and faces of M ordered by inclusion.
Then dim(P M 4.
Before proceeding with the proof, we pause to make a few comments concerning the origin of this problem. Our original motivation comes from the study of convex polytopes in '*. The face lattice of a convex polytope M is the poset consisting of all vertices, edges, faces, hyperfaces, and so forth, partially ordered by inclusion. In Birkhoff' s lattice theory book [1] , the problem of determining the order dimension of the face lattice of a polytope in I' is posed and is credited to Kurepa (see also Golumbic's book [3, p. 137] ). In I2, the poset ofvertices and edges of a convex polygon has the following form. The point set is {xi 1 < i < m} t.J {yi 1 < i < m}, and the order is given by x < y and x < y+l (cyclically) for i 1, 2,..., m, where m > 3 is the number of vertices. Such posets are easily seen to be three-dimensional. They belong to a well-known family of posets called crowns [14] . (See Fig. 2 .) FIG. 2 If n > 4, there exist convex polytopes in R' for which the face lattice has arbitrarily large dimension. This phenomenon is due to the existence of cyclical polytopes that have the property that they contain large sets of vertices each pair of which is contained in an edge. Spencer [12] showed that the order dimension d(m) of the poset of all 1-and 2-element subsets of an m-element set satisfies log log rn < d(m) < 2 log log m.
Accordingly, the problem is of interest only in R. Sedmak [11] reports on the existence of (nonconvex) polyhedra in 1 with face lattices of arbitrarily large dimension.
However, our Theorem 1.1 implies that the order dimension of PM is 4 whenever M is associated with a convex polytope in R , so for example, the poset shown in Fig. 1 An ordered pair (x, /) of incomparable points is called a criticalpair if z < z implies z <//and w > implies w > x for all z, w P. In Fig. 3 (x u0,u,...,ut va) and y ui for some i, then P(y,v) is the path (y ui, ui+l,..., u v), i.e., P(y, v) is a terminal segment of P(x, v).
Path Property . For all x V and each c 1, 2, 3, let S(x, c) S(P(x, v+), P(x, v+2), P(v+, v+2)). Then, for all x, y V and each c 1, 2, 3, if y S(x, c), then S(y, c) c_ S(x, c).
For the planar map shown in Fig. 4 , it is easy to see that there are two normal families of paths for the triad (v, v2, va) . The only option is to choose P(b, v3) as either (b, c, f, v3) or (b, d, e, v3) . We say that x and y are c-equialent when S(x, c) S(y, c). The reader is invited to compare Schnyder's proof [10] of Theorem 1.1 and his construction of families of paths in a planar triangulation. Note that when M is a planar triangulation, Schnydr's argument gives an explicit construction of a normal family of paths for which there is no pair of (x-equivalent vertices.
Recall that a -conncted planar map is well formed. In the next section, we will show that a 3-connected planar map has a normal family of paths for every triad. To provide clear motivation for the concept of a normal family, we show how such a family is used to establish the upper bound dim(PM) <_ 4 when M is 3-connected. First, we will need some additional properties of normal families of paths and binary relations defined in terms of them. In what follows, let (v, v2, v3 ) be a triad for a planar map M and let (P(x, v) x V, c 1, 2, 3} be a normal family of paths for (Vl, v2, v3) . LEMMA 3.1. /fc E {1,2,3}, x e V, y S(x,c)andy P(x,v+)t3 P(x,v+2), then x P(y, v+) t3 P(y, v+2).
Proof. If x P(y, v+) t3 P(y, va+2), then x S(y, c), so S(x, c) c_ S(y, c).
However, y S(x, c) and y P(x, v+) t3 P(x, v+2) require S(y, ) c S(x, c). The contradiction completes the proof. (1) u,x F, (2)y e S(u,a+ 1), and (3) u P(y, va)}. IfF and u are as above, we say that (F, u) witnesses (x, y) . . Now we set/ {(x, z) Z:" there is some y with (x, y) : and (y, z) Qa or y z}. If y is as above and (F, u) witnesses (x, y) Z:, we say that the triple (F, u, y) witnesses (x, z) Z:. Thus, : is designed to capture both of the cases discussed above, where we must impose (x, y) e L, although (x, y) Q, at least where (x, y) e .
We define 7 and 7 in the corresponding way. Thus we set {(x, y) 7:
there is a face F and a vertex u y, such that (1) u, x F, (2) y S(u, a + 2), and (3) u P(y, va)}. As before, in this situation we say that (F, u) witnesses (x, y) 7.
Again, just as before, we set {(x, z) a there is some y with (x, y) and (y, z) Q or y z}. If here (F, u) witnesses (x, y) e , then we say (F, u, y) witnesses (x, z) The next lemma provides some information about the binary relations : and There is, of course, a symmetric version for T and 7. LEMMA 3.3. Let c {1, 2, 3} and suppose that (F, u, y) witnesses (x, z) . .
(1) If x and z are a-equivalent, then F c_ S(x, a), and y z (i.e., (x, z) .).
(2) If S(x, a) llS (z, a), then u and y are (a + 1)-equivalent, and both y and u are on P(z,v+2).
Proof. We first verify statement (1). Suppose, then , that x and z are c-equivalent.
If z y, then S(y, a) c S(z, a) S(x, c), which is not possible. Thus, in this case, z y. If F S(x, a), then F C_ S(y, o + 1), so in particular u e S(y, a + 1). Since also y E S(u, o + 1), this implies that u and y are (c + 1)-equivalent, so we must have u P(y, v), a contradiction. This completes the proof of (1).
We now prove (2). Since S(x, a)llS(y, a) and (x, y) , it is clear that F c_ S(y, o + 1). Thus S(u, o + 1) c_ S(y, o + 1). However, we also have S(y, o + 1) c_ S(u, o / 1), so u and y are (c + 1)-equivalent. We do not have u P(y, v), so we must have y P (u, v,) . If y z, this completes the proof, so suppose that (y, z) e Q. Then u S(z, c), but x is not in this region, so u is on P(z, v+2). Finally, y S(u, o + 1) c_ S(z, o + 1), and, since also y S(z, c), this implies that y is on P(z, Vc+2). [-I Note that when (F, u) witnesses (x, y) E , the face F can be located in S(x, o) or in S(x, t + 2). See Figs. 5(a) and 5(b).
(a) (b) FIG. 5 Our goal is to prove that the binary relation given by Q' Q u E to R is acyclic, and then to take L' to be a linear extension of the transitive closure of Q'. LEMMA 3.4. If c {1, 2, 3}, (x, z) and (z, w) , then x w and (x, w) Proof. Take (F, u, y), witnessing (x, z) g, and (G, v), witnessing (z, w) g.
First, we consider the case where S(x, )llS(z, ). t R be the region bounded by P(x, v), P(z, v), P(z, v+), and the clocise path from x to u round F. Note that there are o slightly different situations, depending on whether F is in S(x, ) or S(x, + 2). (See Figs. 6(a) and 6(b).) We claim that w R.
Since z is in the interior of S(x, +2) and shares a face with v, v is also in S(x, +2), and hence, so is w. Mso w S(z, + 1). If F S(x, ), this suffices to prove our claim, so suppose that F S(x, + 2). Now if v S(u, + 2), then so is w, and we are done. However, z P(u, v+), so the only other possibili is that v 6 R, in which case w is also in R, as required. Note that this also roles out the case where w x and F S(x, + 2), since that requires v R.
Consider the path P P(w, v+) and the point it leaves R. If P joins the path P(z, v+) and ets via u, then u S(w, ), so y S(w, ), and hence either (y, w) Q, when (x, w) 6 , or y and w are -equivalent when (w, z) Q, a contradiction. The path P does not cross P(z, v), so the only remaining possibility is that it crosses P (z, v). In this case, z S (w, c), and so (z, w) Q, unless S (z, ix) S(w, c).
By an earlier remark, we cannot have z w and F c_ S(z, + 2), so if S(z, c) S(w, a), we have F c_ S(x, a). Now v is on P(x, Vc+l), but is not in S(z, oz), since, then, P(v, Vo,) cannot go via w. Finally, P(v, v+2) exits R via u, but this contradicts Lemma 3.1. This completes the proof in the case where S(x, o)llS(z, o). Now suppose that x and z are c-equivalent. We know that in this case y z. Suppose next that z and w are also c-equivalent. If w is on P(x, V+l), with w x, then (F, u) witnesses (x, w) /2, so we may suppose that w P(x, v,+2). Then (G,v) witnesses also (z, x) . If v S(u, a + 2), then x S(v, a + 2) c_ S(u, a + 2), which is clearly not possible. By symmetry, we are also done if u S(v, c + 1). So suppose v S(u, o + 1) and u S(v, o + 2). (Clearly, we cannot have, for instance, v in the interior of S(u, cQ.) Then v is in the region R bounded by P(y, v,+2), P(u, v,), and F. Now consider P(v, v,+z). It cannot cross P (u, v,) , since that would imply u S(v, o + 1). Thus the path must join P(y, v,+:) and leave R via x. This clearly contradicts x S(v, oz + 2).
Finally, suppose that x and z are c-equivalent, but that z and w are not. If (x, w) Q,, then (x, w) 7., and x S(w, o + 2) S(v, oz + 2). If v is on P(x, v,), then so is w, which implies (x, w) Q. If v is not on P(x, v,), then (G, v) witnesses (z, x) , which we have just seen is not possible.
[3 Now for each c 1, 2, 3, let Q' Q tA tA R.. We will show that Q' is an acyclic binary relation on V so that the transitive closure of Q' is a partial order extending Q.
LEMMA 3.5. For each a 1, 2, 3, the binary relation Q is acyclic. Proof. Suppose to the contrary that Q' is not acyclic and choose a sequence zx, x,... x so that (xi, x+) Q' for i 1, 2,..., s. Without loss of generality, we may assume that this sequence has been chosen so that s is minimum. Then the points x, xu,..., x are all distinct. Furthermore, (xi, xi+z) it Q' for i 1, 2,..., s.
Since Q is acyclic, we know that at least one ofthe pairs in {(xi, xi+) 1 < i < s} belongs to tA R. By symmetry, we will assume one (or more) of these pairs is in . Pi(x, 1) . The vertex set of Mi will be denoted V/, and so forth. If P(z, 1) and P(/, z) are paths having only the vertex /in common, we denote by P(z, 1) P(/, z) the path from x to z formed by their concatenation. We also use the notation P(z, 1) P(z, w) for (v, v, va) is a triad for M0 and M0 satisfies the star-property for (v, va, va) . Let '0 be a normal family of paths for (v, v, va) in M0. Construct 9 v from '0 by setting P(v, v+) (v,, v,+) (v, x, v,+z) . Now let 'x be a normal family in Mx for (v,, v+x, x) , and let ' be a normal family in M for (v,,x, v,+:) . Define It is straightforward to verify that " is a normal family for (v, v2, v3) , so in the remainder of the proof we will assume that there is no interior face containing some v and a vertex from M [v+, v+2] .
A We now show that (vl, v2, va) is a triad for M2 and that M2 satisfies the star-property for (v, v, va) . It is obvious that (v, v2, (vx, v2, v3) , there exist paths P, P2, P3, so that P is a path from x to v and P f3 P+l {x} for each c 1, 2, 3. Any one of these three paths that is not a path in M2 must contain at least two elements of {ul, u2, u3}, so at least two of P, P2, and P3 are paths in M2. So we may assume that P and P+ are paths in M: with y P and z P+. We may also assume that P+2 contains at least two elements from (ul, u2, u3} . Let uf be the first element from this set that belongs to Pa+2 and let u. be the last. Then replace the portion of P+2 beginning at u and ending with with (u, u0, u.) P(x, v,) Po(x, u,) P(u, v,) . If x V V0, set P(x, v,) P2(x, v,) when uo Pz (x, v,) . If x V Vo and uo P= (x, v,) , choose the unique elements u, for which u precedes u0 and u follows u0 in P2 (x, v,) . Replace this portion of the path by u' Po(u, u.) Thus, Mx satisfies the star-property for (v, v2, v3) . Now let 2"1 be a normal family of paths in M for (v, vg., v3 (v, v, va [v+, v+2] , q-S(y, a) S(z, a) c S(x, a). So it follows that (y, x) and (z, x) belong to Q. Thus, x > e in L. [:] When M is a planar 3-connected map, the planar dual M d of M is also 3-connected. Furthermore, it is easy to see that the poset associated with the dual of M is the dual of the poset associated with M. With this observation, we obtain the following dual form of the preceding theorem as well as the corollary summarizing the net effect of the two. THEOREM 6.2. Let M be a convexpolytope in 3 and let x be an arbitrary vertex of M.
Then the subposet Q P M {x} is three-dimensional. COROLLARY 6.3. Let M be a convex polytope in 3. Then the subposet of M determined by the vertices and faces is 4-irreducible. 7. Concluding remarks. As mentioned earlier, we have been able to establish the upper bound dim(PM) < 4, on the dimension of PM when M is an arbitrary planar map. In the most general setting, we allow disconnected maps, loops, and multiple edges. However, we do not have an independent proof of this result. Our argument depends heavily on having the results and techniques of this paper in hand.
It is perhaps interesting to note here that the analogue of Theorem 6.1 does not hold for general planar maps. In the map M shown below (see Fig. 9 ), each critical pair (x, F) must be reversed in a different linear extension of PM. It is relatively straightforward to show that for maps drawn on a surface of genus n, there is an upper bound of the form dim(PM) < f(n). It would be of some interest to determine f (n). Perhaps the correct answer is f (n) n + 4.
