This paper describes the identi cation of building features in an image of a tower block, using data from a CAD model of the building. The aim is to be able to locate a wall climbing robot that is being used for building inspection. The image taken contains the majority of the building, and the aim is to nd in that image the position of the robot, such that it can be said to be, for example, a measured distance to the left, of the third window from the left hand side, on the fth oor. Earlier work has shown how image features such as windows and doors may be identi ed. This paper continues to show how those features are mapped to corresponding features found from the building's CAD model. The mapping procedure is described in detail, and the paper includes details of the sorting algorithm used for labelling window features in image and CAD model.
INTRODUCTION
During the last few decades, many tower blocks have been constructed which are now showing various signs of decay. This is caused by a number of reasons, such as poor design, poor construction methods and the physical reaction of concrete to the weather. This decay is usually progressive and needs to be monitored to see if repairs are required or if the building has become too dangerous to use. One of the rst and simplest tests undertaken is a visual inspection. At present this is done by an inspector making sketches of any defects at the site, which are then copied later onto a diagram. The nature of the inspection means that someone is exposed to a number of risks especially if abseiling down the building with cumbersome inspection equipment. It is surprisingly easy to become disorientated on the surface of a large tall building. The result of this, leaving aside the safety aspect, is that positional errors are highly probable and the data given to the customer will not be accurate. This is of particular importance if repeat measurements are required for monitoring the spread of the decay.
To overcome these problems, Bleakley and Chamberlain have developed a robot 2] to replace the inspector. This robot is being designed to automatically perform a number of tests including visual inspection, on tower blocks. It will have an onboard camera for close-up inspection of cracks and regions of crumbling concrete. A separate area of development, and the one of interest here, is that of using a remote camera, positioned well away from the building so that it can see the robot on the building, and be used to locate and navigate the robot.
That second camera is placed well away from the building, so that it can see most of one face of the building. The aim is to locate the robot without the need of having wall targets to guide the vision system. Instead, the vision system has access to a CAD model for the building, and gives the robot's location with respect to oor and window or door locators.
The simplest solution uses a split screen to present to the operator both the digitised image and the CAD drawing. Since we are dealing with a 2-dimensional image of one building face, all we need is to be able to transform one image into the other, so that a point in one image may be mapped to a point in the second. Four corresponding points need to be found in each image, and providing that no three of the four are colinear, the 8 projective transform parameters may be calculated using: where: X, Y are the CAD model coordinates, x, y are the source image coordinates, and b i;j are the transform parameters as given by Thompson 7] . The operator simply selects four corresponding points in each of the two images, and then selects a point on the robot to have the program locate it on the CAD drawing.
The second method presented here concentrates on the science of developing an automatic system such that the program can itself identify the four corresponding pairs of points. Work already carried out by Paterson et al 5] has shown that it is possible to extract the edges of principal features of the building, and from those edges determine the hierarchical building features and vanishing points 4] . Not all the buildings of interest have CAD models, and so it may be necessary to take architects' drawings and pre-process them so that a le results which contains all the linear information, but none of the textual information save the mapping between drawing coordinates and world coordinates. This could be, for example, a .DXF (Data eXchange Format) le. The new work being presented here shows how features in the image may be associated with corresponding features in the CAD drawing. That work is made more di cult by the fact that the image quality is not su cient to guarantee that all the image features (windows, doors etc.) will be found. In fact, for many real buildings, a good number of the features will be missed due to poor contrast, shadows, and curtains or balcony furniture which were not present in the original CAD drawings. There is very much the need to expect only partial data.
FEATURE RECOGNITION Image features
The rst stage involves grabbing a building image, using a Canny 3] edge detector to nd principal edges, and then using pixel linking such as that reported by Rosin and West 6] to identify two groups of features, those that form open chains of pixels, and those that form closed chains. These are shown in gure 1a, 1b and 1c.
The open group generally contains the longer set of linked pixels, and these delimit major features such as building edges, and divisions between oors and panels. Rosin and West's 6] line detector is used to convert the open groups into lines, and as it also provides an estimate of the line length, it was decided to weight the longest lines to contribute more in the calculation of the vanishing points of the image. It means we have an idea of true left or right, or true up or down, as opposed to being given them simply in terms of image coordinates.
The closed group, that is, the groups of lines whose end points are adjacent, or lie within some small speci ed distance of each other, normally nds windows and doors in the building. A data structure is derived which is hierarchical in nature, in that it shows which structures contain, or enclose, other structures. An example here is of a window-frame which contains its individual windows panes. We shall use the terminology feature to describe a building component such as a complete window, and an object such as a window pane which is part of a feature. Along with each of the items in the closed group is stored a number of parameters to aid the subsequent identi cation stage. The parameters are: the containment level of the object (i.e. how many other objects it encloses. A containment level of 0 indicates it is empty) a list of contained objects the centroid's coordinates the width in the x direction, and height in the y direction (through the centroid) the number of edges and the area of the object ags which indicate whether the position of the centroid of the pixels is inside or outside the object, whether this object is contained in (forms part of) another object, whether the shape has four sides, whether the sides align with lines to the vanishing points and whether the shape is an ellipse. At present not all these features are used, and work is underway to determine how to weight their relative importance, and how reliably they may be measured.
CAD features
The CAD model or architects' drawings need to be scanned to produce a similar set of hierarchical features. These are considered to be the true set of features. They are processed to see if, as would be expected, the building is built up from primitive (master) features, such as a small set of windows, and examples of these windows (instances) appear on each of the oors of the building. The building is thus described by a list of numbered master features, the CAD feature list, and for each of these numbered features is a list of occurrences, or instances saying where that feature appears on the building, and which are its immediate neighbours. That will be called the CAD orthomap, as for most tower blocks, windows are arranged above, below, to the left, or to the right of each other. These are shown diagrammatically in gures 2a to 2e, but attention should be drawn to the Geon work by Bierderman 1] which develops the idea that the topology of an image is unchanged during transformation.
Feature mapping
At the highest level, the mapping procedure is simple. Suppose there are P image features, Q entries in the CAD feature list, C f , f=1..Q, and R CAD features in the orthomap labelled O f;j ; j f1::Rg. The entries in the image list are also labelled with a code, I f;i ; i f1::P g, to indicate the CAD feature f they most resemble. That is, they should have the same containment level, and each of their enclosed objects should have the same height/width ratio. In practice they will not have the same values, so a matching score is built up for each feature type, and the closest is selected. Then: An example may help clarify the explanation. Suppose our building just has windows and doors in its CAD feature list, and the image processing is good enough to nd all the windows and doors in the image. Initially we try the windows: nd the rst window in the image, and try to overlay that image window in turn with each of the windows in the CAD orthomap. We look to see if we have similar windows and doors above, below, to the left and to the right, and then recursively look to see if they in turn have similar windows and doors around them. Note that at the edges of buildings, a neighbouring building edge in both image and orthomap should contribute to the matching score. The alignment that yields the best matching score is remembered, and may be said to be the correct alignment.
We now go on to try the doors, and again recursively go on to score the best alignment having started with a door. For perfect image processing the score found for the windows should be the same as the score found for the doors, and the alignment of the rst image window onto the best matching CAD orthomap window should be the same alignment as for the rst image door onto the best matching CAD orthomap door.
However we are most unlikely to have perfect image processing, and so will be inevitably working with incomplete image data. The absence of certain features (doors and windows in our example) will mean that the recursive tour of features does not always cover the same set of features. For that reason stage 4 picks the best alignment whatever the sequence of CAD features chosen in stage 1, to indicate how image and orthomap compare.
Robot location
Once the alignment of image and CAD orthomap has been found, four points taken from features close to each of the four corners of the image are selected, and the equations given in the introduction are applied to yield the transform parameters.
The robot is treated similarly. Its CAD features may be found, and as there is probably going to be just one robot on the building, that set of features is searched for in the image. Once found, the projective transformation may be applied to give its location.
DISCUSSION
Work carried out so far has been done on a model building to keep the image processing simple and to develop the principles involved in nding the robot's position. Figure 3a shows an image of the model building, its CAD model is in gure 3b. Except for the ground oor, the eight other oors are identical and contain three di erent window types. Figure 3c shows the closed groups found from image 3a. Work is still in progress to analyse real building images such as those represented by gure 1. Whilst the model building is very simple, it has brought several problems to light. One of those problems is feature ordering. When the (near) perfect representations stored in the CAD feature list are compared with the closed groups of the image, the ordering of objects within a feature was crucial. Several approaches were considered and then rejected. Figure 4 , which could represent the closed group output for a window, illustrates the problems.
The closed groups found in the image have no particular order imposed on them. Their order is governed simply by the pixel linking routine, not by positional constraints. We need to sort the resultant objects A, B, C, D, so that they can be compared with like One possibility was to make a raster sort of the centroids, rst sort according to y, and then according to x for those with equal y values on the same raster line. The same problems occur as indicated above.
We need to make sure that small changes in the observation point, and that natural human symmetry in design do not upset the ordering. A suitable sorting algorithm appears to be: sort by area, but for those objects whose areas are similar, to sort by centroid x coordinate. Should there be objects of similar size and x coordinate, then sort that subgroup by centroid y coordinate value.
In conclusion, this research has shown that, for a good uncluttered image with most building features found as closed groups, it is possible to identify a robot target and signi cant building features from an image and to calculate the robot's position in relation to an identi able feature of the building.
At present the images are taken of a model based on tower blocks seen in Bratislava. The next stage of the work is to work with image features on real buildings as these are often corrupted by noise from re ections, curtains, lights etc. Figure 1 , of a typical London tower block indicates the problems that real buildings pose. For example, many of the window panes have been found but not their frames. Notice too that curtains may have a marked e ect on the window shape, as may shadows.
