Abstract-This paper focuses on the management of raw event data files containing the electronic response to particle collisions in the LHCb detector at the LHC storage ring at CERN. The typical file life cycle is presented, starting from writing of raw event streams into files to transfer to the CERN tape storage system and to the offline GRID distributed processing infrastructure.
I. INTRODUCTION

T HE LHCb experiment is one of the four large High Energy Physics experiments under construction at the European Organization for Nuclear Research (CERN). Using the Large
Hadron Collider (LHC) two proton beams will be accelerated in opposite directions and collided at energies of up to 7 TeV. The LHCb experiment aims to study the CP violation of B-mesons and other rare hadron decays. The detector is foreseen to go into operation at the end of 2007 together with the other LHC experiments ( [1] , [2] ).
All the detector channels (approximately ) will be read out at a frequency of 40 MHz. The event information received from the LHCb detector will be collected by the Data Acquisition (DAQ) system ( [3] , [4] ) that accepts data from the front-end electronics, filters them and finally stores them for later reconstruction and reprocessing.
The DAQ network, Fig. 1 , is based on the widespread Ethernet technology (1000Base-T [5] mostly) and uses the TCP/IP protocol suite. The filtering of the data is done using two levels of triggers: the L0 trigger (a hardware implementation using the front end electronics) and the High Level Trigger (HLT) consisting of software trigger algorithms running on a dedicated cluster of servers. The flow of data for particle collision events that have been selected by the L0 trigger can be described as follows:
1) Fragments of events are received from the detector front-end electronics by approximately 300 FPGA-based readout boards. Before the data arrive at this layer, the L0 trigger is applied to them. The receiving boards implement zero suppression and pedestal processing on these data. After this level, the event frequency is 1 MHz and the total throughput is about 35 GB/s. 2) The zero suppressed event fragments are sent using raw IP over a Gigabit Ethernet (GbE [5] ) routed network to the HLT farm. There the complete events are assembled using event fragments from all sending sources. After this event software filters are applied to the data. The HLT Farm will consist of approximately 1500 dual CPU servers. At this level the rate of events is reduced from 1 MHz to 2-5 kHz for a total throughput of approximately 75-150 MB/s. 1 3) The complete accepted events are sent to the Streaming and Formatting Layer where they are concatenated into streams. As the data rate and throughput is reduced significantly at this level, only 3 servers are used. 4) The event streams are sent to approximately 2-3 servers (Storage Layer) to be written as 2 GB-sized files on the Online Storage Area Network (SAN). Given the accepted event frequency, the average size of an event and the size of an event file, it is estimated that a raw event data file will be written every 15-30 seconds. 5) The raw event data files are sent to the offline processing system and/or are used inside the DAQ network by various applications.
II. FILE MANAGEMENT REQUIREMENTS
This paper presents the management and control of the raw event files needed after they are written to disk on the Online DAQ System (see Fig. 1 ). From the Online System point of view, the main focus is in making these files available to the offline processing. In general the migration of a file between the online and offline systems consists of three steps:
1) The files are copied to CASTOR (CERN Advanced STORage Manager [6] ), the long-term mass tape storage solution that will be used for the permanent storage of data in the LHC experiments.
2) The LHCb experiment will use a GRID processing system based on the framework provided by the LHC Computing GRID (LCG [7] ) for offline reconstruction and processing of data. Newly created files must be published into the GRID domain. This is accomplished by creating the necessary entries in a dedicated database, the LCG File Catalog (LFC [8] ), which is primarily responsible for translating the logical file names in a GRID environment to their actual physical location.
3) All the information concerning data production and analysis is stored in the LHCb experiment using a dedicated database, called the LHCb Bookkeeping Database. Therefore all metadata information for the raw event files must be propagated into this database to allow subsequent reconstruction and analysis.
Along with these three critical features, the file management must also fulfill certain operational requirements: -It must provide an automated and flexible system to minimize intervention from human operators. -The software must be integrated with the Experiment Control System (ECS). -The whole system must be able to perform error recovery, provide redundancy and perform fail-over. -The file management software must reclaim disk space on the Online Storage Area Network (SAN) when this is needed. -The system must enable various tasks to access the raw event files for various Online tasks.
III. FILE LIFE-CYCLE OVERVIEW
The components of the proposed data handling solution are presented in Fig. 2 . The application was implemented around a centralized dedicated relational database which is henceforth referred to as the Online Run Database. An important advantage of using a relational database backend is that its guaranteed serialization allows a distributed architecture. Multiple client and server processes can function in parallel without being aware of A server in the Storage Layer directly attached to the Online SAN receives accepted events corresponding to a single stream of data. A dedicated piece of software, called the Data Writer, will create files of approximately 2 GB size out of the receiving stream. There will be several instances of the Data Writer process running on all the event streams writing servers that are directly connected to the Online SAN. A stream of event data will be written by several Data Writers and the system supports failover and load-balancing. As a file is being written, two types of checksums are calculated: MD5 and Adler32. The motivation for using two checksums is that MD5 is used for integrity checks for all transfers concerned in the offline environments while the Adler32 checksum is used for validating the transfer to the CASTOR system. The checksums are computed simultaneously while writing data in the DAQ system in order to avoid I/O duplication to the Online SAN.
After a file reaches its designated size, it is closed and entered into the Online Run Database using the server side Application Programming Interface (API) to the Online Run Database.
The file can now be used by any online process in read-only mode. This is useful for verifying the data quality, collecting statistics or performing detector calibration. Any process that uses these files inside the Online network must register their usage in the Online Run Database. All files are reference-counted and, in case of any process failure, automated actions are taken to remove invalid reference counts and avoid unnecessary consumption of Online SAN disk space. The deletion of the file is performed only after the file was copied to CASTOR and if it is not in use.
Once a raw event file is successfully written to disk, the migration process to the CASTOR system can begin. A file management process, named the File Handler, polls the database at a low rate and triggers the transfer by sending a request to the DIRAC-based (Distributed Infrastructure with Remote Agent Control [9] , [10] ) Transfer Agent. DIRAC is the distributed data analysis workload management system used by all LHCb GRID applications. It allows transparently publishing the data to the LCG domain and to the long term storage (CASTOR) using the SRM (Storage Resource Manager [11] ) or RFCP [6] , a CASTOR internal transfer protocol. DIRAC also supports the widely accepted LCG authentication schema based on the X.509 certificates ( [12] ).
The DIRAC Transfer Agent receives the requests and saves each one to disk as a XML encoded file for asynchronous processing. The transfers are handled by a different daemon that performs the actual copying. In case of a network outage, the actual file transfer is decoupled from the rest of the system and the Online SAN can act as a buffer. The requests will be simply processed by the transfer process when the connection is restored. The transfer protocol currently used is RFCP which is provided by the CASTOR API and is accessible through the DIRAC framework. It will be later replaced by the second version of the SRM transfer protocol when this will be released. It will allow usage of the GRID certificate based permissions also for accessing CASTOR and hence improve security.
The CASTOR storage system computes the Adler32 checksum when the file is migrated to tape. The checksum is calculated by default by the hardware implementation of the tape infrastructure and is also used internally in the CASTOR system for verifying file integrity. This feature is useful because it removes the need for replicating the file from tape to the disk cache pool and re-reading it. Additionally, since it is calculated after all the migration steps have been completed, it is the best method for validating the file transfers. The check is performed by the DIRAC Transfer Agent which polls the CASTOR interface, reads the computed checksum and compares it with the one provided by the Data Writer. In case of a mismatch the migration process is restarted. The system keeps track of the number of retries to avoid infinite loops. This would occur, for example, in case the file was damaged after it had been written to disk. The migration of a file does not influence its availability in read-only mode.
After the file is copied to CASTOR, it is entered into the GRID File Catalog by the DIRAC Transfer Agent. The GRID logical file name and the destination path on CASTOR are set by the File Handling processes which in turn are controlled by the ECS. In this way various destination directories can be used to classify raw event data files corresponding to different runs or streams.
Following the successful transfer of a file, it is entered into the LHCb Bookkeeping database. To decouple the DAQ system and the LHCb Bookkeeping database as much as possible, a similar approach to the DIRAC Transfer Agent implementation is used. The file metadata information needed for the LHCb Bookkeeping Database is encoded inside a XML format and written as a file for later asynchronous processing by a different daemon. The LHCb Bookkeeping Database is not part of the Online System and the XML request is sent over the CERN internal network using a remote procedure call.
When disk space is needed the event data file is deleted, provided it is on CASTOR and is not in use by any process.
IV. RAW EVENT FILE LIFE CYCLE
The file life cycle can be thought of as a finite state machine that can be represented using a simple diagram (see Fig. 3 ). It provides an overview of all the file transitions as well as their dependencies. All the transitions between different states are generated asynchronously by the various agents and are enforced by the database management application through its API. The database management application is responsible for implementing the logical consistency of the file states. A benefit of this approach is that an error in performing an action by a random component does not necessary result in a failure of the entire software chain. For example, in case of loss of communication between a process in the DAQ system and any entity in the CERN network (CASTOR, LFC, LHCb Offline Bookkeeping Database), file writing or file availability in the Online DAQ network will not be affected. This is very important for assuring data taking.
To avoid files being blocked in various transition states or file remaining in use for an undetermined amount of time, timestamps are used. In case of any errors the file transitions can be automatically reverted. Similarly, when a process requests a file reference count increment, it is assigned a certain period of time for file access. When another request is received, the database stores the longest usage period and increases the reference count. This ensures that a file can not be pinned inside the DAQ system for an indefinite period of time. After the file is no longer needed (migrated and deleted) the database is cleaned automatically of these timestamp entries. In case of severe lack of space on the Online SAN, automated or manual actions can be initiated to start remove the files with the lowest reference count and/or have the shortest reference count timeout. Of course, the reference count should be decremented by a process after a file is no longer needed but also the human operator interacting with the ECS can change it.
V. CONTROL AND INTERFACES
The Online Run Database will be controlled by ECS through its API. The minimum features required include starting/stopping runs, modifying file states and monitoring the database events and statistics. A dedicated ECS module is being written that will provide graphical control panels over the database behavior.
Using the same communication interfaces to the database as the File Handler or the ECS, new scripts can be easily implemented for performing various automated tasks or for creating reports or statistics. For example if the need arises for users to create scripts/applications for custom processing of raw data files, they can connect to the database through the API and can receive a list of all the newly created files together with their various properties.
A simple web interface to the database is provided for easy access. This can be used for quick browsing of the database content and also for minor administrative tasks (add, modify, delete entries). Various customizable reports can also be generated. For example, reports such as a summary of the status of each file in a run or the list of files that have errors may be obtained.
For major administrative tasks various Oracle tools such as the Enterprise Manager and ISQLPlus are used. This can include database recovery, migration or other important database changes that require manual intervention.
VI. IMPLEMENTATION
The File Handler, DIRAC Transfer Agent and the database server side API are implemented in the Python scripting language. It was chosen for speed of development, ease of maintenance, and for the ability to encapsulate existing DAQ C/C++ code. Additionally, it is a widespread language for all software developers involved in the LHCb experiment, LCG framework and for their users.
The Online Run Database is implemented using a relational database and has a very simple structure. It currently consists of four tables (see Fig. 4 ) that permit a flexible behavior while not committing to a specific database design. It is not known a priori what information is desired to be stored in the Online Run Database but the structure allows adding new self describing parameters as needed. Also the data stored is dependent to a small degree on the state of the run and file entries. For example in case of a newly created file on the Online SAN, the database stores information on its migration status, location(s) on the online system, reference count, timestamps, etc. After the file is migrated to CASTOR and deleted from the Online SAN, all this information becomes irrelevant and is replaced by other parameters such as the date when the file was replicated, the full path on the CASTOR file system, etc.
The communication between the Online Run Database server side API, Data Mover, File Handler, the DIRAC transfer agent, LFC and the LHCb Bookkeeping Database is implemented using the XMLRPC [13] protocol. XMLRPC was chosen for uniformity with the DIRAC network components of the system and also for ease of use and debugging.
The communication between the ECS and rest of the software components is implemented using the Distributed Information Management protocol (DIM [14] ), an inter-platform asynchronous communication protocol that relies on the TCP/IP stack. DIM is the most used protocol inside the ECS and is implemented in the C language and also provides a C++ API. For usage inside the Python interpreter an interface for DIM was created using the Python language standard API. The same functionality of the Online Run Database is available using both the XMLRPC and DIM protocols, the interfaces being mapped internally to the same database accessing methods. None of the communications inside the DAQ System use any type of encryption as the access to the network is only allowed through dedicated gateways.
The graphical control panels being developed for the ECS are creating using the commercial PVSS SCADA system and are based on the Joint Control Project (JCOP [15] ) framework, a common software infrastructure for all the LCG experiments control systems built on top of PVSS.
The database backend was chosen to be Oracle for uniformity with the other databases in the LHCb DAQ System. A shared installation of an Oracle Real Application Cluster (RAC), currently consisting of only one machine is used for all the databases. This architecture simplifies the management and will permit standardizing database usage (access, user roles, installation of external tools). In the final configuration multiple servers will be provided inside the Oracle RAC to guarantee the database does not prove to be a single point of failure.
The web interface was also developed in Python for uniformity and relies on the Apache HTTP server [16] and its plug-in library, mod_python [17] which embeds the Python interpreter. The access to the Oracle database is implemented using the cx_Oracle [18] library.
VII. SOFTWARE VALIDATION
The software was initially tested together with all the software components presented in Fig. 2 . Simulated event data were generated, which traversed the whole Online software chain and were written to disk before being migrated to the offline system (CASTOR, LFC). All software layers were run on a different server (Event Builder, Data Writer, Online Run Database, File Handler, DIRAC Transfer Agent). The tests targeted the software functionality, as the performance requirements or throughput will not be very high in the final configuration. In this scenario the system error recovery was tested by simulating various failure scenarios:
• Failure probabilities were added in the communications between the various components. This was meant to simulate possible network outages in a real life situation.
• Storage hardware errors were simulated by modifying existing raw event files before being copied to CASTOR. The checksum based error recovery behavior was targeted in case.
• Processes were abruptly terminated for testing redundancy and load balancing after restart. The final software tests were performed on the actual hardware and network configurations used for data taking: The Oracle database together with its interface were run on a dual CPU 3 GHz dual core Intel Nocona Xeon server, 8 GB of RAM, running a 64 bit Scientific Linux CERN 4(SLC [18] ) operating system. For performing the raw event file writing we used two quad core 2.66 GHz Intel Clovertown Xeon, 4 GB RAM running also a 64 bit SLC4 operating system which were directly attached to the Online SAN. One instance of the Data Writer, File Handling and 3 DIRAC Transfer Agents processes were started on each server. Although one machine can meet the necessary performance requirements, two were used for testing redundancy and load balancing. As the interface to the ECS is not yet fully implemented, the ECS was not used in this tests and the process management was replaced with a number of custom scripts.
In total 2 GB files were transferred from the LHCb experiment site to the CASTOR tape system where a dedicated disk pool had been created. These tests were meant to expose any problems that might appear in practice using the final configuration. Also they were meant to gather various statistics on the reliability of the storage hardware used in the Online and CASTOR storage systems.
VIII. PERFORMANCE VALIDATION
In the reality the bottleneck for the raw event file management system should be the I/O throughput to the CASTOR tape system: raw event files can be written to the Online SAN with up to 600 MB/s, the transfer speed to the CASTOR stage servers was designed and proved to be in the previous presented tests at a minimum rate of 200 MB/s but the migration speed to tape of the files is at a maximum of 150 MB/s, with an average of 75 MB/s. Taking these into consideration, a performance validation test was created to identify test this assumptions and estimate other possible bottlenecks. The file management software was tested for identifying the load generated with respect to the network communication (including the overhead involved in the string parsing involved in the XMLRPC protocol) and the typical CPU and I/O consumption of the Oracle database used though its API.
The Oracle database instance and the server side Python API were run on a dual Xeon 3 GHz server, 2 GB RAM, running SLC4, 64 bits with an Oracle 10.2 installation. The database was populated with about 8 million file entries, an estimation of the total number of file entries over the lifetime of the experiment. On the same server the File Handling software was run together with processes replacing the behavior of the Data Writer and DIRAC Transfer Agent. The whole raw event file life cycle was simulated keeping the same load on the database and server side management application. The test results showed that after basic optimizations such as SQL query and database parameter tuning, the complete management of a file life cycle can be achieved with a rate approximately times more than required. The CPU consumption was approximately 80% with the server also performing small I/Os at a high rate (totaling 4 MB/s). These were created by the Oracle database which proved to be the slowest component of the system. The CPU utilization was due to the string parsing involved in the XMLRPC protocol and to the Oracle database activity. Although the performance can certainly be improved (using a better storage system, optimizing the various caches the database backend, creating connection pools, splitting the most used tables into multiple segments to reduce the number of row entries and improve data access speeds, etc) this was not pursued taking into account the foreseen running requirements.
IX. PLANS
A final extended test with full ECS integration, usage of the future DIRAC version and the SRM protocol will be done towards the end of this year. This will include replication of raw event file to the LCG Tier1 centers where reconstruction will take place.
X. CONCLUSIONS
The software solution is integrated with the rest of the Online DAQ software and the integration with the Experiment Control System is under way. The communication and interface with the Offline components was also proven to work. The proposed solution satisfies the file handling requirements allowing for an easy file management control and error recovery. Special care was taken to ensure the scalability and redundancy of all components in case of any types of problems. The raw event data written to disk on the Online SAN comes after it passes both trigger levels, traverses the whole DAQ system and as a result a lot of time and CPU time is invested into them. It is vital to avoid that the file handling application becomes the bottleneck of the Online DAQ System or that failure of any of the components affects data taking in the experiment.
