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Abstract
Hypernetworks are architectures in which a learned meta-network produces the
weights of a task-specific primary network. They have been demonstrated to obtain
state of the art results on several notable meta-learning benchmarks, such as shape
reconstruction. In this work, we study randomly initialized hypernetworks in the
over-parameterized regime. We show that the function computed by an initialized
hypernetwork exhibits Gaussian Process (GP) and Neural Tangent Kernel (NTK)
behaviours — but only when both the meta and primary networks are infinitely wide.
In this dually infinite regime, we identify functional priors of these architectures
by deriving the corresponding GP and NTK kernels, the latter of which we refer
to as the hyperkernel. We provide empirical evidence to support our claims, and
demonstrate the power of the hyperkernels on various meta learning tasks. As part
of this study, we make a mathematical contribution by deriving tight bounds on
high order Taylor expansion terms in standard fully connected ReLU networks.
1 Introduction
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In this work we analyze the initial training dynamics of over-
parameterized meta networks, which are networks that output the weights
of other networks, often referred to as hypernetworks. A typical hypernet-
work h involves two networks, f and g. The function h takes two inputs
x and z. The meta-network f takes the input x and returns the weights
of the primary network, g, which then takes the input z and returns the
output of h. Since at any time, the primary network g depends on the
output of f , the hypernetwork architecture is a natural choice for mod-
eling conditional relationships, and has been used extensively in various
meta learning tasks, holding state of the art results on numerous popular
benchmarks [5, 29, 6, 36, 21].
Following a prominent thread in the recent literature, our study takes place in the regime of wide
networks. Jacot et al. recently showed that when the width of the network approaches infinity the
gradient-descent training dynamics of a fully connected network f can be characterized by a kernel,
called the Neural Tangent Kernel [13]. In other words, the evolution through time of the function
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Figure 1: Digit reconstructions in low training data regime.
computed by the network follows the dynamics of kernel gradient descent. To prove this phenomenon,
various papers [19, 3, 4] introduce a Taylor expansion of the network output around the point of
initialization and consider its values. It is shown that the first order term is deterministic during the
SGD optimization and the higher order terms converge to zero as the width n tends to infinity.
A natural question that arises when considering hypernetworks is whether a similar "wide" regime
exists, where trained and untrained networks may be functionally approximated by kernels. If so,
since this architecture involves two networks, the "wide" regime needs a more refined definition,
taking into account both networks.
Our contributions:
1. We show the dynamics of the function computed by a hypernetwork can not be accurately
approximated by its linearization if only the meta-network f , but not the primary network g is
infinitely wide. The deeper g is, the more nonlinear the evolution is.
2. However, when the widths of both f and g tend to infinity, the optimization of the hypernetwork
becomes linear again, and its neural tangent kernel (which we call the hyperkernel) has a well
defined infinite-width limit which governs the network evolution.
3. We verify our theory empirically and also demonstrate the utility of this hyperkernel in several
meta-learning tasks. Consistent with prior observations on kernel methods, our hyperkernel
outperforms hypernetwork in low data tasks. In particular, we find hyperkernels to be surprisingly
good image completers when there is little data. By the compositional nature of the hyperkernel,
it can be efficiently computed in typical meta-learning settings.
1.1 Related Works
Gaussian Process and Neural Tangent Kernel The connection between infinitely wide neural
networks, Gaussian processes and kernel methods, has been the focus of many recent papers [13, 18,
33, 32, 27, 26, 31, 30, 23]. Empirical support has demonstrated the power of CNTK (convolutional
neural tangent kernel) on practical datasets, demonstrating new state of the art results for kernel
methods [1, 35]. [20] showed that ReLU ResNets [12] can have NTK convergence occur even when
depth and width simultaneously tend to infinity, provided proper initialization. In this work, we
extend the kernel analysis of networks to hypernetworks, and characterize the regime in which the
kernels converge and training dynamics simplify.
Hypernetworks Hypernetworks were first introduced under this name in the context of an RNN
that was used to generate the weights of a second primary RNN that computes the actual task.
However, the idea of having one network predict the weights of another was proposed earlier and
has reemerged multiple times [17, 25, 15]. The tool can naturally be applied for meta-learning since
the weight generating network can share information between tasks. In [5], the authors employed
hypernetworks for few-shot learning tasks. Hypernetworks were recently used for continuous learning
by [29]. Hypernetworks can be efficiently used for neural architecture search, as was demonstrated
by [6, 36], where a feedforward regression (with network f ) replaces direct gradient-based learning
of the weights of the primary network while its architecture is being explored. Lorraine et al. applied
hypernetworks for hyperparameters selection [21]. Despite their success and increasing prominence,
little theoretical work was done in order to better understand hypernetworks and their behavior. A
recent paper [14] studies the role of multiplicative interaction within a unifying framework to describe
a range of classical and modern neural network architectural motifs, such as gating, attention layers,
hypernetworks, and dynamic convolutions amongst others. It is shown that standard neural networks
are a strict subset of neural networks with multiplicative interactions. In [10] they theoretically
compare the expressive power of hypernetworks and standard embedding methods in an attempt to
understand the benefits of multiplicative models. [7] showed that applying standard initializations on
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a hypernetwork produces sub-optimal initialization of the primary network. A principled technique
for weight initialization in hypernetworks is then developed.
2 Setup
In this section we introduce the setting of the analysis considered in this paper. We begin be defining
fully connected neural networks and hypernetworks in the context of the NTK framework.
Neural networks In the NTK framework, a fully connected neural network, f(x;w) = yL(x), is
defined in the following manner:{
yl(x) =
√
1
nl−1
W lql−1(x)
ql(x) =
√
2 · σ(f l(x))
and q0(x) = x , (1)
where σ : R → R is the activation function of f . Throughout the paper, specifically take σ
to be the a piece-wise linear function with a finite number of pieces (e.g., the ReLU activation
ReLU(x) := max(0, x) and the Leaky ReLU activation ReLUα(x) =
{
x if x ≥ 0
αx if x < 0
). The weight
matrices W l ∈ Rnl×nl−1 are trainable variables, initialized independently according to a standard
normal distribution, W li,j ∼ N (0, 1). The width of f is denoted by n := min(n1, . . . , nL−1). The
parameters w are aggregated as a long vector w = (vec(W 1), . . . , vec(WL)). The coefficients√
1/nl−1 serve for normalizing the activations of each layer. This parametrization is nonstandard,
and we will refer to it as the NTK parameterization. It has already been employed in several recent
works [16, 28, 24]. For simplicity, in many cases, we will omit specifying the weights w associated
with our model.
Hypernetworks Given the input tuple u = (x, z) ∈ Rn0×m0 , a hypernetwork is a function of
the form: h(u;w) := g(z; f(x;w)), where f(x;w) and g(z; v) are two neural network architectures
with depth L and H respectively. The function f(x;w) is called meta-network, takes the input x
and computes the weights v = f(x;w) of a second neural network g(z; v), referred as the primary
network, which is assumed to output a scalar. As before, the variable w ∈ RN stands for a vector of
trainable parameters (v is not trained directly and is given by f ).
We parameterize the primary network g(z; v) = gH(z; v) as follows:{
gl(z; v) =
√
1
ml−1
V l · al−1(z; v)
al(z; v) =
√
2 · σ(gl(z; v))
and a0(z) = z (2)
Here, the weights of the primary network V l(x) ∈ Rml×ml−1 are given in a concatenated vector form
by the output of the meta-network f(x;w) = v = (vec(V 1), . . . , vec(V H)). The output dimension
of the meta-network f is therefore nL =
∑H
i=1mi ·mi−1. We denote by fd(x;w) := V d(x;w) :=
V d the d’th output matrix of f(x;w). The width of g is denoted by m := min(m1, . . . ,mH−1).
Optimization Let S = {(ui, yi)}Ni=1, where ui = (xi, zi) be some dataset and let `(a, b) :=|a− b|p be the `p-loss function. For a given model h(u;w) (e.g., neural network or hypernetwork),
we are interested in selecting the parameters w that minimize the empirical risk:
c(w) :=
N∑
i=1
`(h(ui;w), yi) (3)
For simplicity, oftentimes we will simply write `i(a) := `(a, yi) and hi(w) := h(ui) := h(ui;w),
depending on the context. In order to minimize the empirical error c(w), we consider the SGD method
with learning rate µ > 0 and step of the form wt+1 ← wt−µ∇w`jt(h(xj ;wt)) for some jt ∼ U [N ].
A continuous version of the GD method is the gradient flow method, in which w˙ = −µ∇wc(w).
In recent works [16, 19, 1, 28], the optimization dynamics of the gradient method for standard
fully-connected neural networks was analyzed, as the network width tends to infinity. In our work,
since hypernetworks consist of two interacting neural networks, there are multiple ways in which the
size can tend to infinity. We consider two cases: (i) the width of both f and g tend to infinity and (ii)
the width of f tends to infinity and that of g is fixed.
3
Terminology and Notations Throughout the appendix, we denote by A⊗B and AB the outer
and Hadamard products of the tensors A and B (resp.). When considering the outer products of a
sequence of tensors {Ai}ki=1, we denote,
⊗k
i=1Ai = A1⊗· · ·⊗Ak. We denote by sgn(x) := x/|x|
the sign function. The notation Xn ∼ an states that Xn/an converges in distribution to some
non-zero random variable X . A convenient property of the probability big O notation is that it
satisfies: Xn ·Yn ∼ an · bn when Xn ∼ an and Yn ∼ bn. Throughout the paper, we will make use of
sequential limits and denote nk, . . . , n1 →∞ to express that n1 tend to infinity, then n2, and so on.
For a given sequence of random variable {Xn}∞n=1, we denote by Xn d−→ X (Xn p−→ X), when
Xn converges in distribution (probability) to a random variable X .
3 Dynamics Of Hypernetworks
Infinitely wide f without infinitely wide g induces nonlinear optimization In the NTK literature,
it is common to adopt a functional view of the network evolution by analyzing the dynamics of the
output of the network along with the cost, typically a convex function, as a function of that output.
In the hypernetwork case, this presents us with two possible viewpoints of the same optimization
problem of h(u) = g(z; f(x)). On one hand, since only the meta network f contains the trainable
parameters, we can view training of h under loss ` as training of of f under loss ` ◦ g. The classical
NTK theory would imply that f evolves linearly when its width tends to infinity, but because ` ◦ g is
in general not convex anymore, even when ` originally is, an infinitely wide f without an infinitely
wide g does not guarantee convergence to a global optimum. In what follows, we make this point
precise by characterising how nonlinear the dynamics becomes in terms of the depth of g.
After a single stochastic gradient descent step with learning rate µ, the hypernetwork output for
example i is given by hi
(
w − µ∇w`j
)
. Using Taylor approximation at point w with respect to the
function h, it holds that:
hi
(
w − µ∇w`j
)
=
∞∑
r=0
1
r!
(
−µ ∂`j
∂hj
)r
· K(r)i,j · where: K(r)i,j = 〈∇(r)w hi, (∇whj)r〉 (4)
where ∇(r)w hi is the r tensor that holds the r’th derivative of the output hi.
Previous work have shown that, if h is an infinitely wide fully connected network, the first order
term (r = 1) converges to the NTK, while higher order terms (r > 1) scale like O(1/√n) [19, 8].
Hence, for large widths and small learning rates, these higher order terms vanish, and the loss surface
appears deterministic and linear at initialization, and remains so during training.
However, the situation is more complex for hypernetworks. As shown in the following theorem, for
hypernetworks with infinitely wide meta network and finite primary network, the behaviour depends
on the depth and width of the generated primary network. Specifically, when the primary network is
deep and narrow, the higher order terms in Eq. 4 may not vanish, and parameter dynamics can be
highly non-linear.
Theorem 1 (Higher order terms for hypernetworks). Let h(u) = g(z; f(x)) be a hypernetwork.
Then, we have:
K(r)i,j ∼
{
nH−r if r > H
1 otherwise.
(5)
Thm. 1 illustrates the effect of the depth of the primary network g on the evolution of the output h.
The larger H is, the more non-linear the evolution is, even when the meta network is infinitely wide.
Indeed, we observe empirically that when f is wide and kept fixed, a deeper g incurs slower training,
and lower overall test performance as illustrated in Fig. 4.
As a special case of this theorem, when taking H = 1, we can also derive the asymptotic behaviour
of K(r)i,j ∼ n1−r for a neural network h. This provides a tighter bound than the previously conjectured
O(1/n) upper bound [8]. The following remark is a consequence of this result and is validated in the
supplementary material.
Remark 1. The r’th order term of the Taylor expansion in Eq. 4 is of order O( µrnr−1·r! ) instead of
the previously postulated O( µrn·r! ). Therefore, it is evident that for any choice µ = o(n), all of the
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high order terms tend to zero as n→∞. This is opposed the previous bound, which guarantees that
all of the high order terms tend to zero as n→∞ only when µ is constant.
4 Dually Infinite Hypernetworks
In Sec. 3, we have shown that the Taylor expansion of the hypernetwork is non-linear when the size
of the primary network is finite. In this section, we consider the case when both meta and primary
networks are infinitely wide, with the intention of gaining insight into the functional prior of wide
hypernetworks. First, we draw a formal correspondence between infinitely wide hypernetworks and
GPs, and use this connection to derive the corresponding neural tangent kernel. We then conduct
experiments on various real world meta learning tasks using our derived kernel, and demonstrate their
surprising performance in low data regime when compared to other methods, including a trained
hypernetwork. We note that this is in line with previous observations on the performance of neural
tangent kernels in this regime [2].
4.1 The GP kernel
Previous work have shown the equivalence between popular architectures, and Gaussian processes,
when the width of the architecture tends to infinity. This equivalence has sparked renewed interest in
kernel methods, through the corresponding GP kernel, and the Neural Tangent Kernel (NTK) induced
by the architecture, which fully characterise the training dynamics of infinitely wide networks. This
equivalence has recently been unified to encompass most architectures which use a pre-defined
set of generic computational blocks [33, 34]. Hypernetworks represent a different class of neural
networks where the parameters contain randomly initialized rank 3 tensors all of whose dimensions
tend to infinity. This means the results of [33, 34] do not apply to hypernetworks. Nevertheless, by
considering sequential limit taking, where we take the limit of the width of f ahead of the width of
g, we show the output of f achieves GP behaviour, essentially feeding g with Gaussian distributed
weights with adaptive variances. A formal argument is presented in the following theorem.
Theorem 2 (Hypernetworks as GPs). Let h(u) = g(z; f(x)) be a hypernetwork. For any pair of
inputs u = (x, z) and u′ = (x′, z′), let Σ0(z, z′) = z
>z′
m0
, S0(x, x′) = x
>x′
n0
. Then, it holds for any
unit i in layer 0 < l ≤ H of the primary network:
gli(z; f(x))
d−→ Gli(u) (6)
as m,n → ∞ sequentially. Here, {Gli(u)}mli=1 are independent Gaussian processes, such that,
(Gli(u),Gli(u′)) ∼ N
(
0,Λl(u, u′)
)
defined by the following recursion:
Λl+1(u, u′) =
(
Σl(u, u) Σl(u′, u)
Σl(u, u′) Σl(u′, u′)
)⊙(SL(x, x) SL(x′, x)
SL(x, x′) SL(x′, x′)
)
(7)
Σl(u, u′) = 2 E
(u,v)∼N (0,Λl)
[σ(u) · σ(v)] (8)
where SL(x, x′) is defined recursively:
Sl+1(x, x′) = 2 E
(u,v)∼N (0,Γl(x,x′)
[σ(u) · σ(v)], Γl(x, x′) =
(
Sl(x, x) Sl(x′, x)
Sl(x, x′) Sl(x′, x′)
)
(9)
In other words, the GP kernel, governing the behaviour of wide untrained hypernetworks, is given by
the Hadamard product of the GP kernels of f and g. We next derive the corresponding neural tangent
kernel of hypernetworks, referred to as hyperkernels.
4.2 The Hyperkernel
Recall the definition of the NTK as the infinite width limit of the Jacobian inner product given by:
Kh(u, u′) = ∂h(u)
∂w
· ∂
>h(u′)
∂w
=
∂g(z; f(x))
∂f(x)
· Kf (x, x′) · ∂
>g(z′; f(x′))
∂f(x′)
(10)
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Figure 2: Results on image completion (a) and inpainting (b). (Row 1) ground-truth images.
(Row 2) corresponding inputs of meta-network f . (Row 3) reconstruction by the hypernetwork.
(Row 4) reconstruction by the hyperkernel. See Section 5.2 for experimental details.
where Kf (x, x′) = ∂f(x)∂w · ∂
>f(x′)
∂w . In the following theorem we show that Kh(u, u′) converges in
probability at initialization to a limiting kernel in the sequentially infinite width limit of f and g,
denoted by Θh(u, u′). Furthermore, we show that the hyperkernel is decomposed to the Hadamard
product between the kernels corresponding to f and g. In addition, we show that the derivative of the
hyperkernel with respect to time tends to zero at initialization.
Theorem 3 (Hyperkernel convergence at initialization and composition). Let h(u;w) =
g(z; f(x;w)) be a hypernetwork. Then,
Kh(u, u′) p−→ Θh(u, u′) (11)
where:
Θh(u, u′) := Θf (x, x′) ·Θg(u, u′, SLx,x′) (12)
such that:
Kf (x, x′) p−→ Θf (x, x′) · I, Kg(u, u′) p−→ Θg(u, u′, SLx,x′) (13)
and if w evolves throughout gradient flow, we have:
∂Kh(u, u′)
∂t
∣∣∣
t=0
p−→ 0 (14)
where the limits are taken with respect to m,n→∞ sequentially.
Computational Advantage of Hyperkernel From its definition as the NTK of the model, the
hyperkernel serves a a functional prior for hypernetworks trained with gradient descent, providing
a powerful "out of the box" kernel for meta learning tasks. It is worth noting that an important
feature of the hyperkernel is its computational advantage. In many tasks, each sample x is associated
with multiple inputs z1, . . . , zk. In such settings, the compositional structure in Eq. 12, makes the
hyperkernel especially efficient as we can compute Θf (x, x′) once and for each pair zi, z′i that
correspond to x and x′ (resp.) we compute Θg(z, z′, SLx,x′). Since typically, the meta network f is
much larger then the primary network, the computation of Θg(z, z′, SLx,x′) is much easier than the
computation of Θf (x, x′).
5 Experiments
5.1 Convergence of the Hyperkernel
We verified our results in Thm. 3 by constructing a simple hypernetwork, for which both f and g are
four layered fully connected networks. For the input of f , we used a fixed 2D vector x = (1,−1).
The input of g varied according to z(θ) = (sin(θ), cos(θ)), where θ ∈ [−pi2 , pi2 ]. We then compute
the empirical hyperkernel according to the following, while varying the width of both f and g:
Kh(u, u′) = ∇wh(x, z(θ)) · ∇>wh(x, z(0)) (15)
The results are summarized in Fig. 3. As can be seen, convergence of the hyperkernel is evident only
when the widths of both networks increase, highlighting the importance of wide architectures for
both the meta and primary networks for stable training.
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(a) (b)
Figure 3: Convergence to the hyperkernel. (a) Empirical variance of kernel values in log scale for
a single entry for varying width f and g. Variance of the kernel converges to zero only when the
widths of f and g both increase. (b) Empirical kernel value for z = (1, 0), z′ = (cos(θ), sin(θ)),
and x = x′ = (1, 0) for different values of θ ∈ [−pi2 , pi2 ]. Convergence to a deterministic kernel is
observed only when both f and g are wide.
k = 3 k = 50 k = 300
hyperkernel 0.079 0.064 0.021
hypernetwork 0.12 0.069 0.035
GP - vanilla 0.112 0.082 0.022
GP - learned kernel 0.166 0.075 0.067
GP - learned mean [9] 0.090 0.068 0.021
GP - learned both [9] 0.151 0.073 0.059
Table 1: Results on image completion. The training was done on 20000 training examples with
k ∈ {3, 50, 300} being the number of context points. We compare the averaged MSE loss at test
time.
5.2 Image Completion and Inpainting
We compare the performance of a hypernetwork and kernel regression with the hyperkernel on two
visual tasks: image completion and inpainting. In the MNIST image completion task, the goal of
the learner is to infer the values of all the pixels in the image, given observed context pixels. In
the inpainting task, the goal of the learner is to recover half of an image given the other half (e.g.,
partitioning the input samples into right and left sides).
Problem Setup We cast these problems as a meta-learning problem, where the meta network
f receives an image containing the observation pixels, where the non observed pixels contain the
default value of 0. The goal of the primary network g : [28]2 → [0, 1] is then to learn a conditional
mapping from pixel coordinates to pixel values for all the pixels in the image, with the MSE as the
metric. Our training dataset S = {(ui, yi)}Ni=1 then consists of samples ui = (xi, zi), such that, xi
is a noisy image (half image), where only context points are observed, zi is a random pixel location
(i.e., a tuple ∈ [28]2), and yi is a label specifying the pixel value at the specified location (normalized
between 0 and 1).
Evaluation We evaluate the performance of both training a hypernetwork, and using kernel
regression with the hyperkernel. For kernel regression, we use the following formula to infer the
pixel value of a test point u:
(Θh(u, u1), ...,Θ
h(u, uN )) ·Θh(U,U)−1 · Y (16)
where Θh(U,U) = (Θh(ui, uj))i,j∈[N ] is the hyperkernel matrix evaluated on all of the training data
and Y = (yi)Ni=1 is the vector of labels in the training dataset.
Architectures In both tasks, we used a simple architecture for the hypernetwork, where f contains
a convolutional layer, followed by a fully connected layer. For g, we use a fully connected network
with one hidden layer. The hyperkernel used corresponds to the infinite width limit of the same
architecture. For further comparison, we compare our results to vanilla GP with zero mean and RBF
kernel, and GP with a learned kernel and mean functions.
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N = 50 N = 500 N = 5000
hyperkernel 0.092 0.045 0.019
hypernetwork 0.16 0.050 0.015
Table 2: Results on image inpainting. The reported numbers are the averaged MSE loss at test time.
N specifies the number of training samples.
(a) (b)
Figure 4: Wider and shallower primary network g trains faster and achieves better test perfor-
mance on the rotation prediction task. We fix meta-network f and the depth of g at (a) 2 and (b) 4,
while varying the width m of g. The x-axis specifies the epoch and the y-axis the accuracy at test
time.
For the image completion task, we summarize the quantitative results in Tab. 1. Surprisingly, the
hyperkernel method surpasses all when the number of context points is low (k = 3, 50). In Tab. 2 we
compare the results of the hyperkernel with the corresponding hypernetwork. As can be seen, in the
low data case (N = 50, 500), the hyperkernel outperforms the hypernetwork and in the latter case,
they achieve comparable results.
5.3 MNIST Rotation Prediction
We empirically investigate the effect of width of g on the training dynamics of a hypernetwork on
a rotation prediction task. In this task, the meta-network f is provided with an image x and the
primary network g is provided with a rotated version z of it with a random angle α. The hypernetwork
is trained to predict the closest value to α/360 within {αi = 30i/360 | i = 0, . . . , 11}. We
experimented with the MNIST dataset. The architecture of the hypernetwork is as follows. The
meta-network f is a fully-connected ReLU neural network of depth 4 with input dimension 784 and
hidden layers of dimension 200. In the first experiment, we selected g to be a fully-connected ReLU
neural network of depth ∈ {2, 4} with width ∈ {5, 10, 50}. We ran the hypernetworks for 100 epochs
and compared its performance to the hyperkernel corresponding to a hypernetwork with f of depth 4
and g of depth ∈ {2, 4}. In Fig. 4(a-b) we observe a clear improvement in test performance as width
increases. Interestingly, the performance of the hypernetwork converge in both cases to that of the
hyperkernel.
6 Conclusions
In this paper, we extend the well-established large width analysis to hypernetworks. We have shown
that the dynamics of the function computed by a hypernetwork can not be accurately approximated
by its linearization if only the meta-network f , but not the primary network g is infinitely wide. The
deeper g is, the more nonlinear the evolution is. However, in the dually infinite case, when the widths
of both the meta and primary networks tend to infinity, the optimization of the hypernetwork becomes
linear and is governed by the proposed hyperkernel. We demonstrate the utility of this hyperkernel in
several meta-learning tasks. Consistent with common wisdom on kernel methods, our hyperkernel
outperforms trained hypernetworks in low data settings. In particular, we find hyperkernels to be
surprisingly good image completers when there is little data. Some of the tools developed in this study,
also apply for regular NTKs. Specifically, [8] provide a conjecture, for which one of its consequences
is that K(r)i,j = O(1/n). In Thm. 1 we prove that this hypothesized upper bound is increasingly loose
as r increases, and prove an asymptotic behaviour in the order of K(r)i,j ∼ 1/nr−1.
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7 Additional Experiments
Image inpainting In Fig. 5 we present the visual results of the hyperkernel compared to a hyper-
network on the image inpainting task. For experimental details, see Sec. 5.2 in the main text.
Training wide networks with a large learning rate Remark 1 (main text) states that one is able
to train wide networks with a learning rate µ = o(n). To validate this remark, we trained shallow
networks of varying width n ∈ {102, 103, 104, 2.5 · 105} with learning rate µ = √n on MNIST. As
can be seen in Fig. 6, training those networks is possible despite the very large learning rate. In fact,
we observe that the accuracy rate and loss improve as we increase the width of the network.
GT
IN
P
HN
HK
500 training samples
GT
IN
P
HN
HK
20000 training samples
Figure 5: Results on image inpainting. (Row 1) ground-truth images. (Row 2) corresponding
inputs of meta-network f . (Row 3) reconstruction by the hypernetwork. (Row 4) reconstruction by
the hyperkernel.
(a) (b)
Figure 6: Results of training wide networks with a large learning rate. The x-axis is the (a)
accuracy rate or (b) the average loss at test time. We vary the width n ∈ {102, 103, 104, 2.5 · 105}
and take the learning rate to be
√
n.
8 Correlation Functions
In [8], they conjecture the asymptotic behaviour of general correlation functions involving high
order derivative tensors, which arise when analysing the dynamics of gradient descent. Roughly
speaking, given inputs {xi}ri=1 the outputs of a neural network f(x1;w), ..., f(xr;w) ∈ R with
normally distributed parameters w ∈ RN , correlation functions takes the form:
∑
ηk0 ,...,ηkr∈[N ]
Ew
 r∏
j=1
Γηkj+1,...,ηkj+1 (xj)
 (17)
where
Γη1,...,ηk(xj) :=
∂kf(xj ;w)
∂wη1 ...∂wηk
(18)
Computing these correlation functions involve keeping track of various moments of normally dis-
tributed weights along paths, as done in recent finite width correction works [11, 20]. [8] employ
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the Feynman diagram to efficiently accomplish this often tedious task, albeit at the cost of only
being provably accurate for deep linear, or shallow ReLU networks. Understanding the asymptotic
behaviour of these terms can be crucial for understanding training dynamics, as the derivative of the
NTK is composed of these terms. In this work, we analyze the asymptotic behaviour correlation
functions of the form:
T r(x0, ..., xr) :=
∑
ηk0 ...ηkr∈[N ]
Γηk1 ,...,ηkr (x0)
r∏
j=1
Γηkj (xj)
=
〈
∇(r)w f(x0),
r⊗
j=1
∇wf(xj)
〉 (19)
where∇(r)w f(x0) is a rank r tensor, representing the r’th derivative of the output, and
⊗r
j=1∇wf(xj)
denotes outer products of the gradients for different examples. For clarity, the following are two
examples of correlation functions,
Ew
[
f(x1;w) · ∂f(x2;w)
∂wµ1
]
and Ew
[
∂2f(x1;w)
∂wµ1∂wµ2
· ∂f(x2;w)
∂wµ1
]
(20)
As we have shown in Sec. 3, terms of the form in Eq. 19 represent high order terms in the multivariate
Taylor expansion of outputs, and are, therefore, relevant for the full understanding of training
dynamics, beyond linearization. In Lem. 3, we prove that T r(x0, ..., xr) ∼ 1/nmax(r−1,0) for vanilla
neural networks, where n is the width of the network. The above result is a partial solution to an
open problem suggested by [8]. In their paper, they conjecture the asymptotic behaviour of general
correlation functions, and predict an upper bound on the asymptotic behaviour of terms of the form
in Eq. 19 in the order of O(1/n). Our results therefore proves a stronger version of the conjecture,
while giving the exact behaviour as a function of width.
9 Proofs of the Main Results
9.1 Useful Lemmas
Lemma 1. Let Xn
d−→ X . Then, sgn(Xn) d−→ sgn(X).
Proof. We have:
lim
n→∞P[sgn(Xn) = 1] = limn→∞P[Xn ≥ 0] = P[X ≥ 0] = P[sgn(X) = 1] (21)
Hence, sgn(Xn) converges in distribution to sgn(X).
9.2 Main Technical Lemma
In this section, we prove Lem. 3, which is the main technical lemma that enables us proving Thm. 1.
Let f(x;w) be a neural network with H outputs {fd(x;w)}Hd=1. We would like to estimate the order
of magnitude of the following expression:
T l,i,dn,i,d :=
〈
∂kfd(xi;w)
∂W l1 . . . ∂W lk
,
k⊗
t=1
∂fd1(xit ;w)
∂W lt
〉
(22)
where d = (d1, . . . , dk), i = (i1, . . . , ik) and l = (l1, . . . , lk). For simplicity, when, i1 = · · · =
ik = j, we denote: T l,dn,i,j,d := T l,i,dn,i,d and T ln,i,j,d := T l,i,dn,i,d when d1 = · · · = dk = d as well.
To estimate the order of magnitude of the expression in Eq. 22, we provide an explicit expression for
∂kfd(xi;w)
∂W l1 ...∂W lk
. First, we note that for any w, such that, fd(xi;w) is k times continuously differentiable
at w, for any set l := {l1, . . . , lk}, we have:
∂kfd(xi;w)
∂W l1 . . . ∂W lk
=
∂kfd(xi;w)
∂W l
′
1 . . . ∂W l
′
k
(23)
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where the set l′ := {l′1, . . . , l′k} is an ordered version of l, i.e., the two sets consist of the same
elements but l′1 < · · · < l′k. In addition, we notice that for any multi-set l, such that, li = lj for some
i 6= j, then,
∂kfd(xi;w)
∂W l1 . . . ∂W lk
= 0 (24)
since fd(xi;w) is a neural network with a piece-wise linear activation function. Therefore, with no
loss of generality, we consider l = {l1, . . . , lk}, such that, l1 < · · · < lk. It holds that:
∂kfd(xi;w)
∂W l1 . . . ∂W lk
=
1√
nl1−1
ql1−1i,d ⊗Al1→l2i,d (25)
where Al1→l2i,d is a 2k − 1 tensor, defined as follows:
Alj→lj+1i,d =

1√
nlj+1−1
C
lj→lj+1
i,d ⊗Alj+1→lj+2i,d 1 < j < k − 1
1√
nlk−1
C
lk−1→lk
i,d ⊗ Clk→Li,d j = k − 1
(26)
where:
C
lj→lj+1
i,d =
{√
2Z
lj+1−1
i,d P
lj→lj+1−1
i,d lj+1 6= L
P
lj→L
i,d else
(27)
and:
Pu→vi =
v−1∏
l=u
(
√
2
nl
W l+1Zli) and Z
l
i = diag(σ˙(y
l(xi))) (28)
The individual gradients can be expressed using:
∂f
dj
w (xij )
∂W lj
=
q
lj−1
ij ,dj
⊗ Clj→Lij ,dj√
nlj−1
(29)
Note that the following holds for any u < v < h ≤ L:
Cu→hi,d = C
v→h W
v
√
nv−1
Cu→vi,d and C
u→L
i,d = C
v−1→L
i,d P
u→v−1
i,d (30)
In the following, given the sets l = {l1, . . . , lk}, i = {i1, . . . , ik} and d = {d1, . . . , dk}, we derive
the limit of T l,i,dn,i,d using elementary tensor algebra. By Eqs. 29 and 25, we see that:
T l,i,dn,i,d =
〈 k⊗
t=1
∂fdt(xit ;w)
∂W lt
,
ql1−1i,d√
nl1−1
⊗ C
l1→l2
i,d√
nl2−1
⊗ ...⊗ C
lr−1→lk
i,d√
nlk−1
⊗ Clk→Li,d
〉
=
1
nl1−1
〈
ql1−1i,d , q
l1−1
i1,d1
〉
·
〈
Clk→Lik,dk , C
lk→L
i,d
〉 k−1∏
j=1
〈
C
lj→L
ij ,dj
⊗ qlj+1−1ij+1,dj+1
nlj+1−1
, C
lj→lj+1
i,d
〉 (31)
We recall the analysis of [34] showing that in the infinite width limit, with n = min(n1 . . . , nL−1)→
∞, every pre-activation yl(x) of f(x;w) at hidden layer l ∈ [L] has all its coordinates tending to
i.i.d. centered Gaussian processes of covariance Σl(x, x′) : Rn0 × Rn0 → R defined recursively as
follows:
Σ0(x, x′) = x>x′,
Λl(x, x′) =
[
Σl−1(x, x) Σl−1(x, x′)
Σl−1(x′, x) Σl−1(x′, x′)
]
∈ R2×2,
Σl(x, x′) = E(u,v)∼N (0,Λl−1(x,x′))[σ(u)σ(v)]
(32)
In addition, we define the derivative covariance as follows:
Σ˙l(x, x′) = E(u,v)∼N (0,Λl−1(x,x′))[σ˙(u)σ˙(v)] (33)
when considering x = xi and x′ = xj from the training set, we simply write Σli,j := Σ
l(xi, xj) and
Σ˙li,j = Σ˙
l(xi, xj).
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Lemma 2. The following holds:
1. For nv−1, . . . , n1 →∞, we have: Pu→vi (Pu→vj )> d−→
∏v−1
l=u Σ˙
l
i,jI .
2. For nL−1, . . . , n1 →∞, we have: Pu→Li,d1 (Pu→Lj,d2 )>
d−→∏L−1l=u Σ˙li,jδd1=d2 .
3. For nv, . . . , n1 →∞, we have: (q
v
i )
>qvj
nv
d−→ Σvi,j .
Here, δT is an indicator that returns 1 if T is true and 0 otherwise.
Proof. See [1].
Lemma 3. Let k ≥ 0 and sets l = {l1, . . . , lk}, i = {i1, . . . , ik} and d = {d1, . . . , dk}. We have:
nmax(k−1,0) · T l,i,dn,i,d
d−→
{
δd ·
∏k−1
j=1 Gj k > 1
const k = 1
(34)
as n→∞. Here, G1, ...,Gk−1 are centered Gaussian variables with finite, non-zero variances, and
δd := δ(d1 = ... = dk = d).
Proof. The case k = 0 is trivial. Let k ≥ 1. By Eq. 31, it holds that:
nk−1T l,i,dn,i,d
=nk−1
〈
ql1−1i,d , q
l1−1
i1,d1
〉〈
Clk→Lik,dk , C
lk→L
i,d
〉
n
·
k−1∏
j=1
〈
C
lj→L
ij ,dj
⊗ qlj+1−1ij+1,dj+1
n
,C
lj→lj+1
i,d
〉
=
〈
ql1−1i,d , q
l1−1
i1,d1
〉〈
Clk→Lik,dk , C
lk→L
i,d
〉
n
·
k−1∏
j=1
〈
C
lj→L
ij ,dj
⊗ qlj+1−1ij+1,dj+1 , C
lj→lj+1
i,d
〉
(35)
Note that intermediate activations do not depend on the index dj , and so we remove the dependency
on dj in the relevant terms. Next, by applying Lem. 2,〈
ql1−1i , q
l1−1
i1
〉〈
Clk→Lik,dk , C
lk→L
i,d
〉
n
d−→ Σl1−1i,i1
 L∏
j=lk
Σ˙
lj
i,ik
 δd (36)
Expanding the second term using Eq. 30:〈
C
lj→L
ij ,dj
⊗ qlj+1−1ij+1 , C
lj→ij+1
i,d
〉
= C
lj→L
ij ,dj
C
lj→ij+1
i q
lj+1−1
ij+1
= C
lj+1−1→L
ij ,dj
P
lj→lj+1−1
ij
(P
lj→lj+1−1
i )
>√2 · Zlj+1−1i qlj+1−1ij+1
=
√
2 ·
〈
C
lj+1−1→L
ij ,dj
⊗ (Zlj+1−1i qlj+1−1ij+1 ), P
lj→lj+1−1
ij
(P
lj→lj+1−1
i )
>
〉
=
√
2 · Clj+1−1→Lij ,dj P
lj→lj+1−1
ij
(P
lj→lj+1−1
i )
>Zlj+1−1i q
lj+1−1
ij+1
(37)
Since the limit of a product equals the product of limits (when the limits exist), it holds that (after
taking the limit of the right term in the above inner product):
P
lj→lj+1−1
ij
(P
lj→lj+1−1
i )
> d−→
lj+1−2∏
l=lj
Σ˙li,ij (38)
Recall that in the infinite width limit, when conditioned on the outputs ql−1i , q
l−1
j the pre activa-
tions yli, y
l
j are GPs. Hence, when conditioned on the outputs q
l−1
i , q
l−1
j , the diagonal compo-
nents of the product ZliZ
l
j are independent. The GP behaviour argument then applies to terms
C
lj+1−1→L
ij ,dj
Z
lj+1−1
i q
lj+1−1
ij+1
. Assigning:
ξj = C
lj+1−1→L
ij ,dj
Z
lj+1−1
i q
lj+1−1
ij+1
(39)
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and their limits:
ξj
d−→ Gj (40)
and denoting ξ = [ξ1, ..., ξk−1], and G = [G1, ...,Gk−1], it holds using the multivariate Central Limit
theorem:
ξ
d−→ G (41)
Using the Mann-Wald theorem [22] (where we take the mapping as the product pooling of ξ), we
have that:
k−1∏
j=1
ξj
d−→
k−1∏
j=1
Gj (42)
Finally, by Slutsky’s theorem,
nk−1T l,i,dn,i,d
d−→ Σl1−1i,i1
 L∏
j=lk
Σ˙
lj
i,ik
 k−1∏
j=1
lj+1−2∏
l=lj
Σ˙li,ij
 · √2 · Gj
 · δd (43)
9.3 Proof of Thm. 1
Since we assume that g is a finite neural network, i.e., ml <∞ for all l ∈ [H], throughout the proofs
with no loss of generality we assume that m1 = · · · = mH = 1.
Lemma 4. Let h(u;w) = g(z; f(x;w)) be a hypernetwork. We have:
K(r)i,j =
∑
α1+···+αH=r
α1,...,αH≥0
r!
α1! · · ·αH ! · zi ·
H−1∏
j=1
σ˙(gji )
 · H∏
d=1
〈
∇(αd)w fdi , (∇whj)αd
〉
(44)
Proof. By the higher order product rule and the fact that the second derivative of a piece-wise linear
function is 0 everywhere:
∇(r)w hi =
∑
α1+···+αH=r
α1,...,αH≥0
r!
α1! · · ·αH ! · zi · ∇
(αH)
w f
H
i
H−1⊗
d=1
DH−d (45)
where
Dd := σ˙(g
d
i ) · ∇(αd)w fdi (46)
In addition, by elementary tensor algebra, we have:
K(r)i,j =〈∇(r)w hi, (∇whj)r〉
=
∑
α1+···+αH=r
α1,...,αH≥0
r!
α1! · · ·αH !zi ·
〈
∇(αH)w fHi ·
H−1⊗
d=1
DH−d, (∇whj)r
〉
=
∑
α1+···+αH=r
α1,...,αH≥0
r!
α1! · · ·αH !zi ·
〈
∇(αH)w fHi , (∇whj)αH
〉
·
H−1∏
d=1
〈
σ˙(gH−di ) · ∇(αH−d)w fH−di , (∇whj)αH−d
〉
=
∑
α1+···+αH=r
α1,...,αH≥0
r!
α1! · . . . αH ! · zi ·
[
H−1∏
d=1
σ˙(gdi )
]
·
H∏
d=1
〈
∇(αd)w fdi , (∇whj)αd
〉
(47)
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Lemma 5. Let h(u;w) = g(z; f(x;w)) be a hypernetwork. In addition, let,
∀d ∈ [H] : hdj := ad−1j
H−d∏
t=1
fH−t+1j · σ˙H−t(gH−tj ) (48)
We have: 〈
∇(αd)fdi , (∇whj)αd
〉
=
∑
l∈[L]αd
∑
d∈[H]αd
(
αd∏
k=1
hdkj
)
· T l,dn,i,j,d (49)
Proof. We have:〈
∇(αd)fdi , (∇whj)αd
〉
=
∑
l∈[L]αd
〈
∂αdfdi
∂W l1 . . . ∂W lαd
,
αd⊗
k=1
∂hj
∂W lk
〉
(50)
By the product rule:
∂hj
∂W lk
=
H∑
d=1
[
H−d∏
t=1
fH−t+1j · σ˙H−t(gH−tj )
]
· ∂f
d
j
∂W lk
· ad−1j =
H∑
d=1
hdj ·
∂fdj
∂W lk
(51)
Hence,
αd⊗
k=1
∂hj
∂W lk
=
∑
d∈[H]αd
(
αd∏
k=1
hdkj
)
αd⊗
k=1
∂fdkj
∂W lk
(52)
In particular, 〈
∇(αd)fdi , (∇whj)αd
〉
=
∑
l∈[L]αd
∑
d∈[H]αd
(
αd∏
k=1
hdkj
)
· T l,dn,i,j,d (53)
Theorem 1 (Higher order terms for hypernetworks). Let h(u) = g(z; f(x)) be a hypernetwork.
Then, we have:
K(r)i,j ∼
{
nH−r if r > H
1 otherwise.
(5)
Proof. Throughout the proof, in order to derive certain limits of various sequences of random
variables, we implicitly make use of the Mann-Wald theorem [22]. For simplicity, oftentimes, we
will avoid explicitly stating when this theorem is applied. As a general note, the repeated argument
is as follows: terms, such as, nmax(αd−1,0) · T l,dn,i,j,d, Qdn,j , gdi , etc’, (see below) can be expressed
as continuous mappings of jointly convergent random variables. Hence, they jointly converge, and
continuous mappings over them converge as well.
By Lems. 4 and 5, we have:
K(r)i,j =
∑
α1+···+αH=r
α1,...,αH≥0
r!
α1! · · ·αH ! · zi ·
[
H−1∏
d=1
σ˙(gdi )
]
·
H∏
d=1
∑
l∈[H]αd
∑
d∈[H]αd
Qdn,j · T l,dn,i,j,d (54)
where Qdn,j :=
(∏αd
k=1 h
dk
j
)
. By the Mann-Wald theorem [22], gdi converges to some random
variable Udi , and therefore, by Lem. 1, σ˙(gdi ) = sgn(gdi ) converges to sgn(Udi ) in distribution. We
notice that Qdn,j converges in distribution to some random variable Qdj .
The proof is divided into two cases: H = 1 and H > 1.
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Case H = 1: First, we note that for H = 1 and d ∈ [H] (i.e., d = 1), we have:
hdj = a
d−1
j ·
H−d∏
t=1
fH−t+1j · σ˙(gH−tj ) = a0j = zj (55)
In addition,
∏H−1
d=1 σ˙(g
d
i ) = 1 as it is an empty product. Therefore, we can rewrite:
K(r)i,j = zi · zrj
∑
l∈[H]r
∑
d∈[H]r
T l,dn,i,j,d (56)
By Lem. 3, for r = 1, the above tends to a constant as n→∞. For r > 1, nr−1 · T l,dn,i,j,d converges
in distribution to zero for all d 6= (d, . . . , d) and converges to a non-constant random variable T li,j,d
otherwise. Hence, by the Mann-Wald theorem [22],
nr−1 · K(r)i,j d−→ zi · zrj
∑
l∈[H]r
T li,j,d (57)
which is a non-zero random variable.
Case H > 1: By Lem. 3, nαd−1 · T l,dn,i,j,d converges in distribution to zero for all d 6= (d, . . . , d).
Therefore, in these cases, by Slutsky’s theorem, nαd−1 ·Qdn,j ·T l,dn,i,j,d converges to zero in distribution.
On the other hand, for each l ∈ [H]αd , d ∈ [H] and d = (d, . . . , d), by Lem. 3, we have:
nαd−1 · Qdn,j · T ln,i,j,d d−→ Qdj · T li,j,d (58)
In particular,
nmax(αd−1,0)
∑
l∈[H]αd
∑
d∈[H]αd
·Qdn,j · T ln,i,j,d d−→
∑
l∈[H]αd
∑
d∈[H]
Qdj · T li,j,d (59)
Consider the case where r ≥ H . In this case, for any α1, . . . , αH , such that, there are t > 1 indices
i ∈ [H], such that, αi = 0. The following random variable converges in distribution:
Xn := n
r−(H−t) ·
H∏
d=1
∑
l∈[H]αd
∑
d∈[H]αd
Qdn,j · T l,dn,i,j,d (60)
Therefore, by Slutsky’s theorem:
nr−H ·
H∏
d=1
∑
l∈[H]αd
∑
d∈[H]αd
Qdn,j · T l,dn,i,j,d = n−t ·Xn
d−→ 0 (61)
We have:
nr−H ·
〈
∇(r)w hi, (∇whj)r
〉
=nr−H
∑
α1+···+αH=r
α1,...,αH≥0
r!
α1! · · ·αH ! · zi ·
[
H−1∏
d=1
σ˙(gdi )
]
·
H∏
d=1
∑
l∈[H]αd
∑
d∈[H]αd
(
αd∏
k=1
hdkj
)
T l,dn,i,j,d
=
∑
α1+···+αH=r
α1,...,αH≥0
r!
α1! · · ·αH ! · zi ·
[
H−1∏
d=1
σ˙(gdi )
]
·
H∏
d=1
nαd−1
∑
l∈[H]αd
∑
d∈[H]αd
Qdn,j · T l,dn,i,j,d
d−→
∑
α1+···+αH=r
α1,...,αH≥1
r!
α1! · · ·αH ! · zi ·
[
H−1∏
d=1
sgn(Udi )
]
·
H∏
d=1
∑
l∈[H]αd
Qdj · T li,j,d
(62)
which is a non-constant random variable.
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Next, we consider the case, r ≤ H . By Lem. 3, for any αd ≥ 2, the term T l,dn,i,j,d tends to zero as
n→∞. In addition, Qdn,j converges in distribution. Therefore, for any αd ≥ 2, we have:∑
l∈[L]αd
∑
d∈[H]αd
Qdn,j · T l,dn,i,j,d
d−→ 0 (63)
Hence, for any α1, . . . , αH ≥ 0, such that, there is at least one αd ≥ 2, we have:
H∏
d=1
∑
l∈[L]αd
∑
d∈[H]αd
Qdn,j · T l,dn,i,j,d
d−→ 0 (64)
On the other hand, for any 0 ≤ α1, . . . , αH ≤ 1, the terms {T l,i,dn,i,d }, {gdi } and {Qdn,j} converge
jointly in distribution to some random variables {T l,i,di,d }, {sgn(Udi )} and {Qdj } as n→∞. Hence,
〈∇(r)w hi, (∇whj)r〉 d−→
∑
α1+···+αH=r
0≤α1,...,αH≤1
r! ·
[
H−1∏
d=1
sgn(Udi )
]
·
H∏
d=1
∑
l∈[L]αd
∑
d∈[H]αd
Qdj · T l,di,j,d (65)
which is a non-constant random variable.
9.4 Proofs of the Results in Sec. 4
Theorem 2 (Hypernetworks as GPs). Let h(u) = g(z; f(x)) be a hypernetwork. For any pair of
inputs u = (x, z) and u′ = (x′, z′), let Σ0(z, z′) = z
>z′
m0
, S0(x, x′) = x
>x′
n0
. Then, it holds for any
unit i in layer 0 < l ≤ H of the primary network:
gli(z; f(x))
d−→ Gli(u) (6)
as m,n → ∞ sequentially. Here, {Gli(u)}mli=1 are independent Gaussian processes, such that,
(Gli(u),Gli(u′)) ∼ N
(
0,Λl(u, u′)
)
defined by the following recursion:
Λl+1(u, u′) =
(
Σl(u, u) Σl(u′, u)
Σl(u, u′) Σl(u′, u′)
)⊙(SL(x, x) SL(x′, x)
SL(x, x′) SL(x′, x′)
)
(7)
Σl(u, u′) = 2 E
(u,v)∼N (0,Λl)
[σ(u) · σ(v)] (8)
where SL(x, x′) is defined recursively:
Sl+1(x, x′) = 2 E
(u,v)∼N (0,Γl(x,x′)
[σ(u) · σ(v)], Γl(x, x′) =
(
Sl(x, x) Sl(x′, x)
Sl(x, x′) Sl(x′, x′)
)
(9)
Proof. By [34], taking the width n = min(n1, ..., nL−1) to infinity, the outputs V d(x;w) :=
fd(x;w) are governed by a centered Gaussian process, such that, the entries V di,j(x;w), given some
input x, are independent and identically distributed. Moreover, it holds that:(
V di,j(x;w), V
d
i,j(x
′;w)
)
∼ N
(
0, SL(x, x′)
)
. (66)
with SL(x, x′) as defined in Eq. 8. For the function h(u;w) = g(z; f(x;w)), it holds for the first
layer:
g1(z; f(x;w)) =
√
1
m0
V 1(x;w)z (67)
After taking the limit n = min(n1, ..., nL−1) to infinity, the primary network g is fed with Gaussian
distributed weights. And so g1(z; f(x;w)) also converges to a Gaussian process, such that:
(g1(z; f(x;w))i, g
1(z′; f(x′;w))i) ∼ N (0,Λ1) (68)
where:
Λ1 =
1
m0
(
SL(x, x)z>z SL(x′, x)z′>z
SL(x, x′)z>z′ SL(x′, x′)z′>z′
)
(69)
18
In a similar fashion to the standard feed forward case, the pre-activations gl(z; f(x;w)) converge to
Gaussian processes as we let m = min(m1, ...,mH−1) tend to infinity, with a covariance defined
recursively:
Σl(u, u′) =
√
2 E
(u,v)∼N (0,Λl)
[σ(u)σ(v)] (70)
where,
Λl =
(
SL(x, x) · Σl−1(u, u) SL(x′, x) · Σl−1(u′, u)
SL(x, x′) · Σl−1(u, u′) SL(x′, x′) · Σl−1(u′, u′)
)
(71)
and
Σ0(z, z′) =
1
m0
z>z′ (72)
proving the claim.
We make use of the following lemma in the proof of Thm. 3.
Lemma 6. Recall the parametrization of the primary network:{
gli := g
l(zi; v) =
√
1
ml−1
f l(xi;w) · al−1i
ali := a
l(zi; v) =
√
2 · σ(gli)
and a0i := zi (73)
For any pair ui = {ui}, we denote:
P l1→l2i =
l2−1∏
l=l1
(√
2
ml
V l+1(xi;w) · Zl(zi)
)
and Zl(z) = diag(σ˙(gl(z))) (74)
It holds that:
1. P l1→l2i (P
l1→l2
j )
> d−→∏l2−1l=l1 Σ˙l(ui, uj)I .
2. ∂h(ui,w)∂v · ∂
>h(uj ,w)
∂v
d−→∑H−1l=0 (Σl(ui, uj)∏H−1h=l+1 Σ˙l(ui, uj)).
where the limits are taken with respect to m,n→∞ sequentially.
Proof. We have:
P l1→l2i (P
l1→l2
j )
>
=P l1→l2−1i
2
ml2−1
V l2(xi;w) · Zl2−1(zi)Zl2−1(zj)V l2(xj ;w)>(P l1→l2−1j )>
(75)
Note that it holds that when m,n→∞ sequentially, we have:
2
ml2−1
V l2(xi;w) · Zl2−1(zi)Zl2−1(zj)V l2(xj ;w)>
d−→
√
2 E
(u,v)∼N (0,Λl2 )
[ ˙σ(u) ˙σ(v)]I = Σ˙l2(ui, uj)I
(76)
Applying the above recursively proves the first claim. Using the first claim, along with the derivation
of the neural tangent kernel (see [1]) proves the second claim.
Theorem 3 (Hyperkernel convergence at initialization and composition). Let h(u;w) =
g(z; f(x;w)) be a hypernetwork. Then,
Kh(u, u′) p−→ Θh(u, u′) (11)
where:
Θh(u, u′) := Θf (x, x′) ·Θg(u, u′, SLx,x′) (12)
such that:
Kf (x, x′) p−→ Θf (x, x′) · I, Kg(u, u′) p−→ Θg(u, u′, SLx,x′) (13)
and if w evolves throughout gradient flow, we have:
∂Kh(u, u′)
∂t
∣∣∣
t=0
p−→ 0 (14)
where the limits are taken with respect to m,n→∞ sequentially.
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Proof. Recalling that v = vec(g(x, z)) = [vec(V 1), ..., vec(V H)], concatenated into a single vector
of length
∑H−1
l=0 ml ·ml+1. The components of the inner matrix Kf (x, x′) are given by:
Kf (x, x′)(i, j) =
L∑
l=1
〈
∂vi(x)
∂wl
,
∂vj(x
′)
∂wl
〉
(77)
and it holds that in the infinite width limit, Kf (x, x′) is a diagonal matrix:
Kf (x, x′) d−→ Θf (x, x′) · I (78)
By letting the widths n and m tend to infinity consecutively, by Lem. 6, it follows that:
∂h(u;w)
∂v
· ∂
>h(u′;w)
∂v
d−→ Θg(u, u′, SL(x, x′)) (79)
Since Kf (x, x′) = ∂f(x;w)∂w · ∂
>f(x′;w)
w converges to the diagonal matrix Θ
f (x, x′) · I , the limit of
Kh(u, u′) is given by:
Kh(u, u′) =∂g(z; f(x;w))
∂f(x;w)
· ∂f(x;w)
∂w
· ∂
>f(x′;w)
w
· ∂
>g(z′; f(x′;w))
∂f(x′;w)
=
∂h(u;w)
∂v
· ∂f(x;w)
∂w
· ∂
>f(x′;w)
w
· ∂
>h(u′;w)
∂v
d−→Θf (x, x′) ·Θg(u, u′, SL(x, x′))
(80)
where we used the results of Lem. 6.
Next, we would like to prove that ∂K
h(u,u′)
∂t
∣∣∣
t=0
= 0. For this purpose, we write the derivative
explicitly:
∂Kh(u, u′)
∂t
=
∂h(u;w)
∂w
· ∂
∂t
∂>h(u′;w)
∂w
+
∂
∂t
∂h(u;w)
∂w
· ∂
>h(u′;w)
∂w
(81)
We notice that the two terms are the same up to changing between the inputs u and u′. Therefore,
with no loss of generality, we can simply prove the convergence of the second term. We have:
∂
∂t
∂h(u;w)
∂w
· ∂
>h(u′;w)
∂w
=
[
∂
∂t
(
∂h(u;w)
∂f(x;w)
· ∂f(x;w)
∂w
)]
· ∂
>h(u′;w)
∂w
=
[
∂h(u;w)
∂f(x;w)∂t
· ∂f(x;w)
∂w
+
∂h(u;w)
∂f(x;w)
· ∂f(x;w)
∂w∂t
]
· ∂
>h(u′;w)
∂w
=
∂h(u;w)
∂f(x;w)∂t
· ∂f(x;w)
∂w
· ∂
>h(u′;w)
∂w
+
∂h(u;w)
∂f(x;w)
· ∂f(x;w)
∂w∂t
· ∂
>h(u′;w)
∂w
(82)
We analyze each term separately.
Analyzing the first term By substituting ∂∂t = −µ∇wc(w)∂
>
∂w = −µ∇wc(w)∂
>f
∂w
∂>
∂f , we have:
∂h(u;w)
∂f(x;w)∂t
· ∂f(x;w)
∂w
· ∂
>h(u′;w)
∂w
= −µ∇wc(w)∂
>f(x;w)
∂w
· ∂
2h(u;w)
∂f(x;w)∂f(x;w)
· ∂f(x;w)
∂w
· ∂
>f(x′;w)
∂w
· ∂
>h(u′;w)
∂f(x′;w)
= −µ∇wc(w)∂
>f(x;w)
∂w
∂2h(u;w)
∂f(x;w)∂f(x;w)
Kf (x, x′) · ∂
>h(u′;w)
∂f(x′;w)
= −µ
N∑
i=1
∂`(h(ui;w), yi)
∂h(ui;w)
· ∂h(ui;w)
∂f(x;w)
· Kf (x, xi) · ∂
2h(u;w)
∂f(x;w)∂f(x;w)
· Kf (x, x′) · ∂
>h(u′;w)
∂f(x′;w)
(83)
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It then follows:
lim
n→∞
∂h(u;w)
∂f(x;w)∂t
· ∂f(x;w)
∂w
· ∂
>h(u′;w)
∂w
=− µ
N∑
i=1
`i ·Θf (x, xi) ·Θf (x, x′) lim
n→∞
∂h(ui;w)
∂f(xi;w)
· ∂
2h(u;w)
∂f(x;w)∂f(x;w)
· ∂h(u
′;w)
∂f(x′;w)
(84)
We notice that:
lim
n→∞
∂>h(ui;w)
∂f(xi;w)
· ∂
2h(u;w)
∂f(x;w)∂f(x;w)
· ∂h(u
′;w)
∂f(x′;w)
=
∑
l1,l2
lim
n→∞
〈
∂2h(u;w)
∂f l1(x;w)∂f l2(x;w)
,
∂h(ui;w)
∂f l1(xi;w)
⊗ ∂h(u
′;w)
∂f l2(x′;w)
〉
:=
∑
l1,l2
T l1,l2m (u, ui, u′)
(85)
We recall that f l(x;w) converges to a GP (as a function of x) as n → ∞ [18]. Therefore,
T l1,l2m (u, ui, u′) are special cases of the terms T l,i,dn,i,d (see Eq. 22) with weights that are distributed ac-
cording to a GP instead of a normal distribution. In this case, we have: k = 2, d = d1 = · · · = dk = 1,
the neural network f1 is replaced with h, the weights W l are translated into f l(x;w). We notice that
the proof of Lem. 3 showing that T l,i,dn,i,d = Op(1/nk−1) is simply based on Lem. 2. Since Lem. 6
extends Lem. 2 to our case, the proof of Lem. 3 can be applied to show that T l1,l2m (u, ui, u′) ∼ 1/m.
Analyzing the second term We would like to show that for any m > 0, we have:
∂h(u;w)
∂f(x;w)
· ∂f(x;w)
∂w∂t
· ∂
>h(u′;w)
∂w
d−→ 0 (86)
as n→∞. Since ∂w∂t = −µ∇wc(w), we have:
∂h(u;w)
∂f(x;w)
· ∂f(x;w)
∂w∂t
· ∂
>h(u′;w)
∂w
=− µ · ∂h(u;w)
∂f(x;w)
· ∇wc(w) · ∂
2f(x;w)
∂w2
· ∂
>h(u′;w)
∂w
=− µ · ∂h(u;w)
∂f(x;w)
· ∇wc(w) · ∂
2f(x;w)
∂w2
· ∂
>f(x′;w)
∂w
· ∂
>h(u′;w)
∂f(x;w)
(87)
In addition, we have:
∇wc(w) =
N∑
i=1
∂`(h(ui;w), yi)
∂h(ui;w)
· ∂h(ui;w)
∂w
(88)
We note that ∂`(h(ui;w),yi)∂h(ui;w) converges in distribution as m,n→∞. Therefore, we can simply analyze
the convergence of:
N∑
i=1
∂h(u;w)
∂f(x;w)
· ∂h(ui;w)
∂w
· ∂
2f(x;w)
∂w2
· ∂
>f(x′;w)
∂w
· ∂
>h(u′;w)
∂f(x;w)
(89)
Since N is a constant, it is enough to show that each term converges to zero. We have:
∂h(u;w)
∂f(x;w)
· ∂h(ui;w)
∂w
· ∂
2f(x;w)
∂w2
· ∂
>f(x′;w)
∂w
· ∂
>h(u′;w)
∂f(x;w)
=
∂h(u;w)
∂f(x;w)
· ∂h(ui;w)
∂f(xi;w)
· ∂f(xi;w)
∂w
· ∂
2f(x;w)
∂w2
· ∂
>f(x′;w)
∂w
· ∂
>h(u′;w)
∂f(x;w)
=
∑
l,j,k
∂h(u;w)
∂f(x;w)l
· ∂h(ui;w)
∂f(xi;w)j
· ∂f(xi;w)j
∂w
· ∂
2f(x;w)l
∂w2
· ∂
>f(x′;w)k
∂w
· ∂
>h(u′;w)
∂f(x;w)k
(90)
21
where f(x;w)j is the j’th output of f over x. In addition, the summation is done over the indices of
the corresponding tensors. We note that for any m > 0, the number of indices l, j, k is finite. We
would like to show that each term in the sum tends to zero as n→∞. We can write:
∂f(xi;w)j
∂w
· ∂
2f(x;w)l
∂w2
· ∂
>f(x′;w)k
∂w
=
〈
∂2f(x;w)l
∂w2
,
∂f(xi;w)j
∂w
⊗ ∂f(x
′;w)k
∂w
〉
(91)
By Lem. 3, the term in Eq. 91 tends to zero as n → ∞. In addition, it is easy to see that ∂h(u;w)∂f(x;w)l ,
∂h(ui;w)
∂f(xi;w)j
and ∂
>h(u′;w)
∂f(x;w)k
converge to some random variables. Therefore, for any fixed m > 0, the
above sum converges to zero as n→∞.
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