Abstract-In this paper, the problem of designing finite-impulse-response (FIR) equalizers for multiple-input multiple-output (MIMO) FIR channels is considered. It is shown that an arbitrary MIMO frequency-selective channel can be rendered FIR equalizable by a suitable filter bank (FB) precoding operation that introduces redundancy at the transmitter. The expression for the minimum redundancy required to ensure FIR invertibility is derived. The analysis is extended to the case of MIMO multicarrier modulation. Optimum zero-forcing (ZF) and minimum mean-squared error (MMSE) solutions for the FIR equalizer are derived. Simulation results are provided to demonstrate that the proposed scheme achieves better performance than the block-processing methods while supporting a higher data rate.
I. INTRODUCTION

W
ITH the ever-increasing demand for higher data rates, multple-input multiple-output (MIMO) designs are perhaps the most viable options for future wireless communication systems [1] . Various channel impairments like multipath and dispersion, resulting in intersymbol interference (ISI), make signal processing for MIMO communications a challenging task. Techniques like MIMO-orthogonal frequency-division multiplexing (MIMO-OFDM) and space-time (ST) precoding have been developed to deal with MIMO frequency-selective channels [2] , [3] . In this paper, we provide a filter bank (FB) framework for MIMO communications.
In the single-input single-output (SISO) case, the FB precoding approach to multicarrier modulation is quite well developed [4] , [5] . FB transceivers can be designed to provide a much higher data rate (number of symbols per channel use) than the block processing methods like OFDM that require redundancy of the order of channel length [4] , [6] . In addition, the FB framework contains the block processing methods as special cases, thus providing a larger context for studying the tradeoffs involved in system design.
Among the FB approaches to MIMO communications, the knowledge of the channel is utilized in [7] to design a pre-equalizer, i.e., a polynomial matrix such that , at the transmitter. However, this method requires , and assumes that the channel coefficient Manuscript received December 1, 2004 ; revised May 20, 2005 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Markus Rupp.
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Digital Object Identifier 10.1109/TSP.2006.871971 matrices are orthogonal. In [8] , a blind finite-impulse-response (FIR) equalizer is designed using polynomial matrix techniques. Pohl et al. [9] uses the Kronecker form of matrix pencils to design a zero-forcing (ZF) equalizer. These methods, which perform FIR equalization at the receiver, in general require and the channel matrix to be irreducible. In [10] , an iterative procedure for the joint design of precoder and equalizer is developed with the assumption that the channel is communicable. In [11] , the concept of biorthogonal partners is used to design an FIR fractionally spaced equalizer.
In this paper, we consider the problem of designing a FB precoding framework that achieves FIR equalization of an arbitrary MIMO FIR channel without imposing any constraints on the nature of the channel. The channel can be of any dimension, and it can even be singular. At the transmitter, the availability of channel knowledge is utilized to design an FIR precoder in such a way as to make the precoded channel FIR invertible. We derive the minimum redundancy required to accomplish FIR invertibility. In practical scenarios wherein the assumption of random channel coefficients holds, it will be seen that full rate can be achieved for rectangular channels in the FB precoding framework, i.e., no redundancy is required. However, when the channel is square, a redundancy of one symbol per channel use is required. In addition, it will be seen that the assumption of channel knowledge at the transmitter can be dispensed with in practical scenarios.
A redundancy of one symbol per channel use for square channels implies considerable rate loss when the channel dimensions are small. This motivates us to extend the FB precoding framework to the case of MIMO multicarrier modulation. Due to the blocking operation inherent in multicarrier modulation, the effective channel becomes a block pseudocirculant matrix [12] . By investigating the properties of the Smith form of block pseudocirculant matrices, we derive the expression for minimum redundancy required to enable FIR equalization at the receiver. It will be seen that the MIMO multicarrier approach retains the full rate advantage for rectangular channels, while increasing the achievable data rate in case of square channels. In addition, the MIMO multicarrier approach provides a better framework than the basic FB approach for trading off rate for performance. Compared with the ST methods, which require redundancy of the order of channel length [2] , the MIMO multicarrier framework provides comparable performance while supporting a much higher data rate.
The equalizer for the precoded channel is in the form of a FIR left inverse, and hence is not unique. This non-uniqueness can be utilized to design equalizers based on different criteria. We show that the design freedom available at the precoder can be This result can be seen as a generalization to the MIMO case of the minimum redundancy results obtained for the multicarrier modulation case [4] , [6] .
C. Minimum Rank and Channel Zeros
Given an channel with normal rank , let denote the g.c.d (greatest common divisor) of the minors of order of (if is square and has full normal rank, then is its determinant). Expanding in terms of its factors, we have (6) The rank of drops below the normal rank only at the channel zeros ,
. We now relate the minimum rank of to the maximum among the multiplicities of the channel zeros.
Corollary 1: Let and be the normal rank and the minimum rank of respectively. Let be as in (6 , it follows that if some is a factor of , then its multiplicity as a factor of is at least . Thus, any factor of cannot be a factor of for . Therefore, rank of cannot be less than . Thus, we have the lower bound for the minimum rank as . A random nonsquare polynomial matrix is irreducible with probability 1 [14] . Therefore, given an arbitrary channel with , FB precoding utilizes all the degrees of freedom i.e., the throughput is symbols per channel use. If , then the channel can be completely preequalized i.e.,
. If , FIR equalization can be accomplished without precoding. Compared with ST processing methods [2] , [3] , the FB precoding scheme provides better throughput at a much lesser complexity. When , we need a redundancy of 1, i.e., , so that the precoded channel becomes a tall matrix.
From the proof of Theorem 1, it is observed that the freedom to choose the right unimodular matrix is available at the precoder. One way of utilizing this freedom, when channel knowledge is available at the transmitter, is given in Section IV.
When the transmitter has no channel knowledge, this freedom can be used for channel independent techniques like constellation precoding [15] .
III. MIMO MULTICARRIER FRAMEWORK
Consider the MIMO signal model given by (1) . Suppose the output vectors are blocked to form the vector , where is the block-length (it corresponds to the number of tones in case of MIMO-OFDM). Let , be the polyphase components of of order , given by
The polyphase components of and are defined similarly. Now, consider the convolution We can express the odd and even parts of separately as
Applying transform and using the definition of polyphase components, we can write
In general, for a polyphase decomposition of order , we can write
The resulting system model is given by (8) , shown at the bottom of the page. The relation given in (8) can be denoted concisely as
The matrix is called a block pseudocirculant matrix. Pseudocirculant matrices (which result when
is a scalar polynomial) are studied in detail in [16] . The following result, which is an extension of the diagonalization result of pseudocirculants to the block pseudocirculant case, was proved in [14] : (10) with (11) where and is the DFT matrix. and are the row and column block permutation matrices, and (12) with . From (12) 
A. Minimum Redundancy for MIMO Multicarrier Modulation
From Section II-B, we know that a rate loss of is incurred for accomplishing FIR invertibility. This rate loss can be considerable when is small. This motivates us to find the minimum redundancy required for the block pseudocirculant channel matrix in the MIMO multicarrier representation . Lemma 2: Given an polynomial matrix , if has roots , then has roots . This result can be proved in a manner similar to the SISO case [6] .
For any polynomial matrix with normal rank , its rank falls below only at the roots of . We have At any root , the rank of drops by 1 if the multiplicity of is 1. When the multiplicity of the root is more than 1, there is possibility of the rank drop being more than 1. Let denote the rank drop of at . From the proof of corollary 1, it follows that . The minimum rank of , which is the minimum value of over all , is given by . Definition: A set of zeros of is called congruous with respect to if the following hold [6] : 1) are distinct; 2) . If two zeros and of are congruous with respect to , then where [6] . Congruous zeros have the same magnitude and are phase shifted by an integer multiple of . Let the zeros of be partitioned into sets of congruous zeros such that the number of congruous sets is minimum, i.e., no two sets can be combined to form a larger congruous set [17] . Therefore, at any , matrices among , become rank deficient, by respectively. Therefore, the rank drop at any is . Therefore, we have that the maximum rank drop of is . Therefore, the minimum rank of , which is equal to the minimum rank of , is .
We can now extend the minimum redundancy result to the MIMO multicarrier case. 
Remarks:
• A random nonsquare polynomial matrix is almost surely irreducible [14] . Therefore, for an arbitrary square polynomial matrix , we have and with probability 1, which means, by Theorem 2, that a redundancy of one symbol per channel use is enough. Therefore, given an channel matrix, the rate loss to be incurred to enable FIR equalization is in the MIMO multicarrier scheme, as opposed to the factor without multicarrier modulation. For rectangular channels, the MIMO multicarrier scheme retains the fullrate advantage. In addition, the multicarrier approach provides better resolution for trading off rate for performance than the basic FB approach . • In the ST precoding approach, the precoder and the equalizer can be jointly optimized [2] . In FB precoding, obtaining a closed form solution for the joint optimization of the precoder and the equalizer is difficult, and iterative optimization techniques need to be used [10] . Since the focus in this paper is on the algebraic aspects of FIR invertibility, we have used the simple zero-padding precoder of the form .
IV. EQUALIZER DESIGN
The design of the equalizer can be based on different criteria such as low delay, low complexity and noise minimization. The polynomial matrix framework enables one to utilize many of the results in systems theory literature regarding the construction of inverse systems [18] . In this section, we derive the MMSE equalizer and the noise-minimizing ZF equalizer, using the design freedom available at the precoder.
We assume that the receiver has the knowledge of the precoded channel (or , in case of multicarrier modulation). We also assume that the noise in (1) is zero-mean Gaussian and that the covariance matrix is positive definite. The equalizer design problem is to find a polynomial matrix such that . This can also be written as , where
. . . . . .
and . is , is , and is
. is tall if
. is full rank if and only if the following are found [19] :
• is irreducible and column reduced; • , where are the Kronecker indexes of the dual space of ; • the degrees of all the columns of are equal. The third restriction can be overcome by deleting the null columns of as explained in [8] . Therefore, given an irreducible and with chosen large enough, is full rank if is column-reduced. Any polynomial matrix can be brought to column-reduced form by multiplying it to the right by a suitable unimodular matrix [13] . From the proof of Theorem 1, it follows that we have the freedom of choosing a unimodular factor of . We can choose that unimodular matrix such that becomes column reduced, resulting in a full rank . In the following section, superscript denotes Hermitian transpose.
Theorem 3:
If is tall and full rank, the equalizer which minimizes the output noise power is given by . Proof: The output of the equalizer can be written as Using (13) and (14), we can write (15) where and are the blocked versions of and , of dimensions and , respectively. The covariance matrix of the noise component of is given by (16) in view of the white noise assumption. The noise-minimizing equalizer is obtained by minimizing subject to the constraint . Using the Lagrange multiplier method, we get (17) where is the Lagrange multiplier matrix. From (17), we have (18) Since (19) From (17) and (19), we have (20) When the noise is white, (20) In practice, in the case of both ZF and MMSE equalizers, least-square computations are preferred over the explicit computation of inverses.
For both ZF and MMSE equalizers, the equalized signal can be written as , where is the error vector. Both the ZF and MMSE approaches try to minimize the trace of , the error covariance matrix. For the ZF equalizer with white noise, from (16) and (21), we can write Similarly, for the MMSE equalizer, we can write We define and . and provide figures-of-merit for the performance of the respective equalizers. The lower the value of or , the better the performance.
V. SIMULATION RESULTS
Simulations were carried out with 4 4 channel coefficient matrices with independent Gaussian distributed complex coefficients (Rayleigh fading). The power delay profile used was [20] The channel order was chosen to be 5. The noise generated was spatially and temporally white. The results were averaged over 100 random channels. The input constellation used in the simulations is BPSK, unless otherwise mentioned. Fig. 1 shows and for different values of redundancy and SNR, with the block-length . It can be seen that, for the same signal-to-noise ratio (SNR), is less than , confirming that the MMSE equalizer performs better than the ZF equalizer, even though the gap is closer at high SNR. In addition, and decrease with increasing redundancy, indicating an improvement in performance with decreasing data rate. Fig . 2 shows the comparative performance of FB equalizer and the matrix pencil-based equalizer of [9] for a quarternaryphase-shift-keying (QPSK) input constellation. The redundancy introduced in both cases was one symbol per channel use i.e.,
. Both the equalizers were ZF equalizers. It can be seen from the figure that the FB equalizer provides a better performance than the matrix pencil-based equalizer. Fig. 3 shows the comparative performance of the ZF equalizer for different block-lengths and for different data rates. When , and the redundancy introduced is 1 (with ), the data rate is . In this case, even though FIR equalization is achieved, the performance is not satisfactory. However, if the rate is reduced further by increasing the redundancy, as shown in the figure for
, we see that the performance improves substantially, as could be inferred from Fig. 1 , where falls sharply when redundancy is increased from 1 to 2. . It can be seen that the MMSE equalizer performs better than the ZF equalizer as expected, and the gap narrows down at high SNR. Fig. 5 shows the comparative performance of FB precoding with two designs from the ST precoding scheme of [2] . The ST precoder designed according to Lemma 3 of [2] contains as its columns the eigenvectors of , where is the block-Sylvester channel matrix, whereas the design according to Lemma 1 involves power loading across the eigenmodes in addition. The block length was chosen to be 32. The data rate was . For the FB precoding scheme, , and the rates were , . From Fig. 5 , we observe the following.
• For the same rate (3/4), FB precoding performs much better than the ST precoding without power loading (STP-NPL) and on par with ST precoding with power loading (STP-PL). FB precoding with rate outperforms STP-NPL with rate at high SNR. Also, no channel knowledge at transmitter was used in FB precoding, whereas ST precoding uses channel knowledge at transmitter.
• The ST precoding scheme has much higher complexity than the FB precoding scheme because of its higher block length. However, it has the advantage of possessing a better structure for a rate-performance tradeoff.
VI. CONCLUSION
In this paper, we have provided an FB framework for FIR equalization of MIMO frequency-selective channels. We have derived the expression for minimum redundancy required to enable FIR invertibility of arbitrary channels. We have extended the analysis to the case of MIMO multicarrier modulation by investigating the properties of the Smith form of block pseudocirculant matrices. We have also obtained solutions for the optimal ZF and MMSE equalizers. It is shown that the proposed FB precoding approach outperforms the existing ST precoding techniques while supporting a much higher data rate. We have used the simple zero padding precoder in the simulations. Developing optimal precoder designs and the study of sensitivity of the receiver to channel estimation errors are presently under investigation.
