Nonlinear Model Predictive Controllers determine appropriate control actions by solving an on-line optimization problem. A nonlinear process model is utilized for online prediction, malking such algorithms particularly appropriate for the control of chemical reactors. The algorithm presented in this paper incorporates an Extended Kalman Filter, which allows operations around unstable steady-state points. The paper proposes a formalization of the procedure for tuning the several parameters of the control algorithm. This is accomplished by specifying time-domain performance criteria and using an interwtive multi-objective optimization package off-line to determine parameter values that satisfy these criteria. A reactor example is used to demonstrate the effectiveness of the proposed on-line algorithm and off-line tuning procedure.
Introduction
In order to meet the increasing needs of designing control systems that take into account the nonlinear process characteristics, a number of Model Predictive Control (MPC) algorithms have emerged in the last decade, which directly utilize nonlinear models for on-line prediction. A description of various MPC algorithms is given in a review paper by Bequette [2] .
The performance may deteriorate in the presence of model-plant mismatch. One attempt to address this issue is to couple the NLMPC algorithm with an optimizationbased parameter estimation method as reported by Wright et al [19] , Li and Biegler [12] , and Eaton and Rawlings [5] . Another approach is the combined parameter and state estimation via nonlinear programming. This algorithm is studied by Jang et at. [10] and Sistu and Bequette [3] .
An alternative way to compensate for the impact of model uncertainty is by augmenting the controller with a state estimator by Kalman Filtering as proposed by Ricker [16] for linear MPC. This approach was successfully extended by Gattu and Zafiriou [71 to Nonlinear Quadratic Dynamic Matrix Control [6] for disturbance rejection of open-loop unstable processes. In this study, we show that it is advantageous to couple our NLMPC algorithm with on-line Extended Kaman Filter (EKE).
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wbhe w'(0Q) and v'(0,R) are white Gaussian noise processes assumed to be independent of each other, and to characteriz the u disturbances and the measurement noise r vely. Q and R are the respective covariancs ofw and v and they are assumed to be diagonal matrices of the form Q = j2I and R = r2l. In the absence of accurate knowledge of the disturbance and noise characteristics, we furthie simplify the filter tuning method.
Defining o2 = q2/r2 and letting 9 = 1.0 will uniquely determine the Kalman Fiter gain and simplify its tuning to determining only one parameter [17] .
'Jie model output prediction is described by the following steps: step 1: Initalizaton. Known at the current sampling time, k are the plant measurement Y(tk), the model state vector x(tk), and the manipulated variable vector u(tk.9).
Set Pk = . step 2: LinearizatIon. Obtain thefollowingjacobians: Grid search along with CONSOLE is used to detemine the optimal values ofM, P, a, D, and the weight on the second output (r2) that simultaneously force the responses of the setpoint change under three different values of disturbances to fulfill the performance constraints. In particular step disturbances of magnitude 5.0, 0, and -5.0 on CbI were used. The results of this search, which uses a sampling time of lmin, aresrmmarized in Table 1 
