We provide a new model theoretic technique for proving 0-1 and convergence laws. As an application, we obtain a new (slightly less computational) proof of convergence laws due to Spencer and Thoma for the probability functions:
Introduction
Consider the class K n of all graphs on the set of vertices {1, 2, ...n}. One can define a probability space on K n by assigning each graph in K n equal probability, to form a uniform probability space. Fagin [5] proved that the probability of any property expressible in first order logic holding of a graph in K n converges to 0 or 1 as n goes to infinity. We say that first order logic has a 0-1 law for the uniform probability space on finite graphs.
A probability space can be formed from the class K n by assigning a probability p n to the existence of an edge between any two vertices. Given a sentence φ, let p n (φ) be the probability that φ is satisfied by a graph in K n . In the case studied by Fagin, the uniform probability is induced by an edge probability of 1/2. A family of edge measures p n , {p n }, on graphs of size n obeys a 0-1 law (for first order logic) if for each first order sentence φ, lim n→∞ p n (φ) is either 0 or 1. More generally the family p n has a convergence law if each such limit converges. Definition 1.1 Given a family of edge measures p n , the almost sure theory T h is the set of sentences φ such that lim n→∞ p n (φ) = 1. We refer to the models of T h as the limit models.
Notice that the almost sure theory is complete if and only if first order logic has a 0-1 law for {p n }. We are concerned with the various methods used to prove 0-1 laws. Let L be the language of symmetric irreflexive graphs. One method is to prove the 0-1 law by induction on the complexity of L-formulas. Another method is to show that the almost sure theory T h is complete. In the case of uniform probability, this can be accomplished by proving that T h is ℵ 0 -categorical. More generally one can show that all countable models of T h are elementarily equivalent. This can be done by the use of quantifier elimination or Ehrenfeucht-games.
Shelah and Spencer [6] proved the 0-1 law for first order logic with edge probability p n = n −α for irrational α, 0 < α < 1. Baldwin and Shelah [4] provided an alternative proof, without using Ehrehfreuht-games or quantifier elimination arguments to show completeness. Baldwin [3] abstracted this argument into the definition of a determined theory. In this paper, we generalize this method to deal with convergence. We use it to give a new proof of convergence for the edge probability p l n studied by Thoma and Spencer in [7] :
n + c n where l is an arbitrary fixed nonnegative integer, and c is a positive constant.
Our interest in these edge measures arose from the fact that the limit models induced from the family {p l n } are similar to the models of the first order theories considered for purely model theoretic reasons in [1] , [2] . In particular, these limit models are rather simple from a model theoretic standpoint. They decompose into components which are 'almost' trees; the completions of the almost sure theory can be seen to be ω-stable. In this range of probabilities, the parameter l determines the possibility of the limit model admitting an 'r-isolated point', a vertex of degree r. There is none if r < l and infinitely many if r > l, but for r = l, the number of vertices of degree r is not determined. In essence, fixing this number determines a completion of the almost sure theory. Each completion is finitely axiomatizable over T h, so the probability of each completion can be computed, which in turn, allows one to compute the probability for each sentence in L.
Spencer and Thoma proved: From this analysis of graphs they established a convergence law for edge probability p l n .
This paper is a step in isolating the 'model theoretic' from the 'probabilistic' components of proofs of limit laws on finite models. In Section 2 we give a general definition of an indexed closure operator and a determined theory. Relying on the probability arguments of Spencer and Thoma for parts 1 and 2 of Theorem 1.2, we give in Section 3 a different model theoretic proof of part 3 of Theorem 1.2 and of Theorem 1.3. In particular, the fact (and computation showing it) that Σ i<ω q l i = 1 which is a part of the Spencer-Thoma argument is avoided here.
We write M od(T ) for the class of models of a theory T . The collection of finite subsets of a set X is denoted by S ω (X). For any model M , and for any a ∈ M r , θ(M, a) denotes the set of solutions of θ(x, a) in M . We denote the length of a tuple a by lg(a).
Indexed closure and determined theories
The key to the method of determined theories is a way of breaking the algebraic closure of a finite set into a (possibly infinite) sequence of finite sets by using an indexed closure operator. We give here a general notion of such a closure operator and use it to provide a method to prove not only 0-1 but also convergence laws. The closure operator of Definition 2.2 which is used in Section 3 to prove Theorem 3.15 and Theorem 3.17 is a special case.
If cl is a function from
Definition 2.1 An indexed closure operator cl for a theory T is a function, which for each M |= T , maps ω × S ω (M ) → S ω (M ) and has the following properties.
For any model M ∈ M od(T ) and a
We extend the notation by writing cl
Following is the indexed closure operator we will use in this paper. While it provides a natural way to 'layer' the algebraic closure, there is an unfortunate lack of monotonicity, described in Example 3.5, which requires us to treat closure over the empty set with special care. The following fact, shown by straightforward calculation [4] , is fundamental for the kind of argument used here. 
An Application
In this section we consider the almost sure theory studied by Spencer and Thoma in [7] , whose axioms are the theory T h l of the introduction. Let T h l,s denote the theory which consists of T h l plus the axiom "there exists s isolated vertices of degree l" and T h >0 l denote the theory which consists of T h l plus the axiom "there exists an isolated vertex of degree l". Notation 3.1 A tree in which every vertex has infinite degree is denoted by T and called a complete tree. A hairy cycle is a cycle with a complete tree attached to every vertex of the cycle. Let H n denote a hairy cycle whose cycle is of size n. An isolated component, denoted I n is a tree which contains one point with degree n and all others have infinite degree.
As was pointed out in [7] it is easy to check that each model of T h l is a direct sum of the following components:
1. For every integer i greater than one, infinitely many components each containing one cycle of size i and every vertex has infinite degree.
2. For every r > l, infinitely many components which do not contain a cycle and every vertex has infinite degree except one, which has degree r.
3. Any (possibly finite) number of components which do not contain a cycle and every vertex has infinite degree.
4. For some s > 0, s copies of components which do not contain a cycle and every vertex has infinite degree except one vertex which has degree l.
More formally: 
Lemma 3.2 Let M be a countable model of T h l , then there exists an s, 0 ≤ s < ω, and j, 0 ≤ j ≤ ω, such that M has the following form:
Thus the theory T h l is not determined. However, we will show that T h l,0 and T h >0 l are each determined with respect to our notion of closure.
The following example shows why we had to treat the closure of the empty set in a special way in Definition 2.4. It could easily be modified to show the theories in question were not determined if we omitted this special case. 
Our main induction concerns a formula φ(x, y); we denote ∃xφ(x, y) by θ(y).

The condition k
∅) and they each contain an isolated point, then they contain the same number of isolated points.
The main result is to show in Theorem 3.9 that the theories T h
>0 l
and T h l,0 are determined. This argument is simply a different way to organize the backand-forth argument showing each T h l,s is complete. We require one technical definition. 
Proof: By assumption, cl
is either just b or the vertex b and a cycle of cardinality less than k φ and the vertices on a path, of length less than k φ , from b to this cycle. In the first case, choose b to be a vertex of infinite degree, on a component which does not intersect a . In the second case, choose one of the infinitely many components in M which contains an n-cycle and does not intersect a , and choose b on this component with the same distance from the n-cycle as b is from the n-cycle on the component where b resides. In both cases, the result follows since cl The existence of k * below follows from our characterization of the closure of the empty set in models of T h l . Definition 3.16 For any k, let k * be the least integer s greater than or equal to k such that for any t ≥ s, cl
Conclusion and Questions
We have provided another proof of the convergence law for the edge probability p l n considered in [7] . Our analysis allows for one less probability calculation. But the argument depends very heavily on Lemma 3.9 which seems to be an unusual and overly strong condition. In particular, it implies that in every model the algebraic closure of the empty set is finite. This seems to be a necessary condition for this type of argument to work. Basically, the key is to be able to compute the probability of assertions, 'acl M (∅) has form X'. Can a general method of showing convergence be developed by adding this hypothesis?
A natural way to continue these investigations would be to see whether this method extends to show the more general result proved in [7] . Namely to extend to the probability:
kn .
In particular, can convergence be proved using exactly the indexed closure operator of this paper?
