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BLOCK FACTORIZATION OF THE RELATIVE ENTROPY VIA
SPATIAL MIXING
PIETRO CAPUTO AND DANIEL PARISI
Abstract. We consider spin systems in the d-dimensional lattice Zd satisfying the
so-called strong spatial mixing condition. We show that the relative entropy functional
of the corresponding Gibbs measure satisfies a family of inequalities which control
the entropy on a given region V ⊂ Zd in terms of a weighted sum of the entropies
on blocks A ⊂ V when each A is given an arbitrary nonnegative weight αA. These
inequalities generalize the well known logarithmic Sobolev inequality for the Glauber
dynamics. Moreover, they provide a natural extension of the classical Shearer inequality
satisfied by the Shannon entropy. Finally, they imply a family of modified logarithmic
Sobolev inequalities which give quantitative control on the convergence to equilibrium
of arbitrary weighted block dynamics of heat bath type.
1. Introduction
Functional inequalities such as the Poincare´ and the logarithmic Sobolev inequality
have long played a key role in the analysis of convergence to equilibrium for spin systems.
For the Glauber dynamics associated to a lattice Gibbs measures in the high temperature
regime, rather conclusive results were obtained around thirty years ago in a series of
influential papers [17, 34, 32, 31, 20, 25]. Broadly speaking, the main results of these
works can be summarized with the statement that for finite or compact spin space, if the
spin system satisfies a spatial mixing condition, then the relative entropy functional of the
Gibbs measure µV describing the system on any region V ⊂ Zd, satisfies an approximate
tensorization of the form:
EntV f ≤ C
∑
x∈V
µV [Entxf ] , (1.1)
where C > 0 is a constant, f is a nonnegative function, and EntV f , the relative entropy
of the probability measure (f/µV f)µV with respect to µV , is given by
EntV f = µV [f log (f/µV f)] ,
with Entx denoting Ent{x}, for any vertex x ∈ V . The key feature of this inequality is
its dimensionless character, namely the fact that the constant C > 0 is independent of
both the region V , and the boundary condition fixed in Zd \ V , which we have omitted
from our notation for simplicity. The papers mentioned above formulate their results in
terms of logarithmic Sobolev inequalities, but we find it natural to restate them in terms
of the tensorization inequality (1.1), which seems to have a more fundamental character
in our setting. Anyhow, if the spin space is finite, the statement (1.1) is equivalent to
the standard logarithmic Sobolev inequality for the single site heat bath Markov chain,
see e.g. [8, 28].
The proof of these results was obtained through refined recursive techniques, which
exploit the spatial mixing assumption to establish some form of factorization of the
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entropy functional. We refer to the surveys [23, 16] for systematic expositions of these
techniques. A particularly simple and effective approach was later developed in [9] and
[11], who independently showed that the spatial mixing condition implies a factorization
estimate of the form
EntV f ≤ (1 + ε)µV [EntAf + EntBf ] , (1.2)
where A,B are e.g. two overlapping rectangular regions in Zd, with V = A ∪ B, and
ε > 0 is a constant that can be made small provided the overlap between A and B is
sufficiently thick. If the inequality (1.2) is available, then a relatively simple recursion
leads to the desired conclusion (1.1).
The spatial mixing assumed for all these results is a condition of the Dobrushin-
Shlosman type [13], that can be formulated in terms of exponential decay of correlations.
In the literature one finds various degrees of generality of the mixing condition, often
loosely referred to as strong spatial mixing. We refer to the original papers for the precise
notions of spatial mixing involved; see also Section 2.3 below for more on this matter.
We point out that the discussion here is mostly concerned with the case of finite or
compact spin space, in which case one can actually show that (1.1) is equivalent to a
strong mixing condition [30, 25]. In the case of unbounded spins the techniques and the
results are somewhat different; we refer the interested reader to [35, 33, 7, 19, 29, 27].
While the inequality (1.1) is well suited for the analysis of the single site heat bath
Markov chain, it is not very helpful in the analysis of more general block dynamics, that
is Markov chains where an entire region A ⊂ V can be resampled at once by a single
heat bath move. With that motivation in mind, in this work we address the question
of the validity of a version of the inequality (1.1) where single sites x ∈ V are replaced
by arbitrary blocks A ⊂ V . More precisely, we consider the question of finding the best
constant C such that for all nonnegative functions f ,
γ(α) EntV f ≤ C
∑
A⊂V
αA µV [EntAf ] , (1.3)
where α = {αA, A ⊂ V } is an arbitrary collection of nonnegative weights, and we define
γ(α) = min
x∈V
∑
A:A∋x
αA .
If (1.3) holds with the same constant C for all finite regions V ⊂ Zd, for all given
boundary conditions on Zd \ V , and for all choices of weights α, we say that the spin
system satisfies the block factorization of entropy (with constant C).
This definition is inspired by the fact that in the case of infinite temperature, that is
if µV is a product measure, then (1.3) holds with C = 1. Indeed, in this special case it is
a consequence of the well known Shearer inequality satisfied by the Shannon entropy, see
[8]. These inequalities have far reaching applications in several different settings, see e.g.
[21, 2, 10], and it is thus very natural to investigate their validity beyond the product
case.
However, as far as we know there are no significant results in the literature concerning
the validity of (1.3) when µV is not a product measure. Notice that the tensorization
statement (1.1) corresponds to the special case where αA = 1 or 0 according to whether
A is a single site or not. In this case, the right hand side of (1.3) has a simple additive
structure, a feature that is crucially used in all existing proofs of (1.1).
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An important progress was obtained recently in [5] concerning the linearized version
of (1.3). Namely, if we replace the entropy functional EntV f by the variance functional
VarV f = µV
[
(f − µV f)2
]
,
then (1.3) becomes the Poincare´ inequality
γ(α)VarV f ≤ C
∑
A⊂V
αA µV [VarAf ] , (1.4)
which we may refer to as the block factorization of variance. Notice that the inequal-
ity (1.4) provides the lower bound γ(α)/C on the spectral gap of the α-weighted block
dynamics, that is the Markov chain with Dirichlet form defined by
EV,α(f, g) =
∑
A⊂V
αA µV [CovA(f, g)] , (1.5)
where CovA(f, g) = µA [fg] − µA [f ]µA [g] denotes the covariance of two functions f, g
with respect to µA. This is the continuous time Markov chain where each block A
independently undergoes full heat bath resamplings at the arrival times of a Poisson
process with rate αA ≥ 0, see e.g. [23].
One of the main results of [5] shows that, if the system satisfies the strong spatial mixing
assumption, then it must satisfy the special case of (1.4) where the weights α are all either
zero or one, but otherwise arbitrary, and where γ(α) is replaced by the indicator 1γ(α)>0,
see [5, Theorem 1.2]. The proofs in [5] however rely crucially on coupling arguments as
in [14], which do not seem to be effective in establishing the stronger statement (1.3).
In this paper we establish the block factorization of entropy, namely the full statement
(1.3), provided the system satisfies a strong spatial mixing assumption. For instance, it
will follow that the block factorization of entropy holds throughout the whole one phase
region for the ferromagnetic Ising/Potts models in two dimensions, provided V in (1.3)
is a sufficiently regular set in the sense of [24], see Section 2.3.
As a corollary, we obtain estimates on the speed of convergence to equilibrium of any
block dynamics. Indeed, Jensen’s inequality shows that, for any A ⊂ V ⊂ Zd,
EntAf ≤ CovA(f, log f),
and therefore (1.3) implies the following modified logarithmic Sobolev inequality for any
α-weighted block dynamics:
γ(α) EntV f ≤ C EV,α(f, log f). (1.6)
In particular, the block factorization of entropy implies the exponential decay in time
of the relative entropy, with rate at least γ(α)/C, for any α-weighted block dynamics.
Moreover, if the spin state is finite the bound (1.6) implies the upper bound
Tmix(V, α) ≤ Dγ(α)−1 log |V |,
where |V | is the cardinality of the set V , D is some new absolute constant and Tmix(V, α)
denotes the total variation mixing time of the α-weighted block dynamics. We refer e.g.
to [12, 6] for the standard background on these implications. If the spin state is finite it
is also possible to use (1.3) to derive a standard logarithmic Sobolev inequality for the
α-weighted block dynamics in the form
EntV f ≤ s(α) EV,α
(√
f ,
√
f
)
, (1.7)
with the constant
s(α) = Dγ(α)−1 max
A:αA>0
log(1/µA,∗),
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where D is an absolute constant and µA,∗ is the minimum value attained by the probabil-
ity measure µA, minimized over the choice of the implicit boundary condition in Z
d \A.
Indeed, (1.7) follows immediately from (1.3) and a standard bound comparing EntAf to
VarA
√
f , see [12, Corollary A.4].
We conclude this introduction with a brief discussion of the main ideas involved in the
proof of our main result (1.3). The proof starts with an observation already put forward
in [5] for the case of the spectral gap, which allows us to reduce the general factorization
problem to the problem of factorization with two special blocks only: the even sites and
the odd sites. The latter is then analyzed via a recursion similar to that employed in
Cesi’s proof of (1.1), see [9]. As mentioned above, the main obstacle in implementing
the recursion here is the lack of an additive structure, which generates potentially large
error terms when trying to restore a block from smaller components. To overcome this
difficulty we develop a two-stage recursion, which combines a version of the two-block
factorization estimate (1.2) together with a decomposition of the entropy which allows
us to smear out the errors coming from the restoration of large blocks, see Theorem 4.6.
A further crucial ingredient in the proof is a new tensorization lemma which we believe
to be of independent interest, see Lemma 3.2 below.
The plan of the paper is as follows. In Section 2 we describe the setup and the main
results. In Section 3 we develop some key tools needed for the proof. In Section 4 we
prove the block factorization estimate.
2. Setup and main results
2.1. The spin system. The underlying graph is the d-dimensional integer lattice Zd,
with vertices x = (x1, . . . , xd), and edges E defined as unordered pairs xy of vertices x
and y such that
∑d
i=1 |xi − yi| = 1. We call d(·, ·) the resulting graph distance. For any
set of vertices Λ ⊂ Zd, the exterior boundary is ∂Λ = {y ∈ Λc : d(y,Λ) = 1}, where
Λc = Zd \ Λ. We write F for the set of finite subsets Λ ⊂ Zd.
We take the single spin state to be an arbitrary probability space (S,S , ν). Given
any region Λ ⊂ Zd, the associated configuration space is the product space (ΩΛ,FΛ) =
(SΛ,S Λ), whose elements are denoted by σΛ = {σx, x ∈ Λ} with σx ∈ S for all x. The
apriori measure on ΩΛ is the product measure νΛ = ⊗x∈Λν.
Given a bounded measurable symmetric function U : S × S 7→ R, the pair potential,
and a bounded measurable function W : S 7→ R, the single site potential, for any Λ ∈ F,
and τ ∈ ΩΛc, the Hamiltonian HτΛ : ΩΛ 7→ R is defined by
HτΛ(σΛ) = −
∑
xy∈E:
x,y∈Λ
U(σx, σy)−
∑
xy∈E:
x∈Λ,y∈∂Λ
U(σx, τy)−
∑
x∈Λ
W (σx).
The Gibbs measure in the region Λ ∈ F with boundary condition τ ∈ ΩΛc is the proba-
bility measure µτΛ on (ΩΛ,FΛ) defined by
µτΛ(dσΛ) =
1
ZτΛ
exp [−HτΛ(σΛ)] νΛ(dσΛ) ,
where ZτΛ is the normalizing constant.
For any measurable function f : ΩΛ 7→ R we write µτΛf for the expectation of f under
µτΛ, and write µΛf for the measurable function ΩΛc ∋ τ 7→ µτΛf . A fundamental feature
of the family of measures {µτΛ, Λ ∈ F , τ ∈ ΩΛc} is the so-called DLR property:
µV µΛf = µV f , (2.1)
valid for all Λ ⊂ V ∈ F, and for all bounded measurable function f : ΩV 7→ R.
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2.2. Examples and remarks. Below we list some standard examples which fit the
general framework defined above and discuss possible extensions. We refer the reader to
[15] for an introduction to the statistical mechanics of lattice spin systems.
2.2.1. Finite spins. When the space S is finite we take ν as the counting measure on S.
The Potts model corresponds to S = {1, . . . , q}, with q ≥ 2 a fixed integer,
U(s, s′) = β 1{s=s′} , W (s) = β hs,
where the parameter β ∈ R is related to the inverse temperature of the system and the
fixed vector (h1, . . . , hq) ∈ Rq to an external magnetic field. When β ≥ 0 the model is
called ferromagnetic. When q = 2 the Potts model is called the Ising model. In the case
of finite spin space, in order to include spin systems with hard constraints, we shall also
allow the function U to take the value −∞. The spin system is called permissive if for
every Λ ∈ F, for every τ ∈ ΩΛc , there exists σΛ ∈ ΩΛ with positive mass under µτΛ, that is
such that µτΛ(σΛ) > 0. Well known examples of permissive spin systems include the hard-
core model with parameter λ, for any λ > 0, and the uniform distribution over proper
q-colorings, for any integer q ≥ 2d+1. The hard-core model with parameter λ corresponds
to S = {0, 1}, U(1, 1) = −∞, U(1, 0) = U(0, 1) = U(0, 0) = 0, W (s) = s log(λ), while
the uniform distribution over proper q-colorings corresponds to the limit β → −∞ in the
Potts model. A permissive spin system is called irreducible if the single site heat bath
Markov chain on Λ with boundary condition τ is irreducible for any choice of Λ ∈ F and
τ ∈ ΩΛc , see [5, Section 2]. Our main results below will apply to permissive irreducible
spin systems.
2.2.2. Continuous compact spins. Other classical examples are obtained when S is a
compact subset of Rn and ν is the uniform distribution over S. The O(n) model, for
n ≥ 2, corresponds to the case where S is the unit sphere in Rn, β ∈ R,
U(s, s′) = β〈s, s′〉 , W (s) = β〈s, v〉 ,
for some fixed vector v ∈ S, with 〈·, ·〉 denoting the standard inner product in Rn.
2.2.3. Unbounded spins. The setup introduced above includes unbounded (continuous or
discrete) spins. When S = Z+ for instance it covers the particle systems considered in
[11]. It should be however clear that the boundedness assumptions on the interaction U
rules out many interesting models in the unbounded setting.
2.2.4. Extensions. Concerning possible extensions of our main results to more general
settings, we remark that the definitions given above can be extended to include spatially
non-homogeneous models, with pair potentials U and site potentials W replaced by edge
dependent functions Uxy and site dependent functions Wx respectively. It is not difficult
to check that all results in this paper can be extended to include these cases provided
that all the estimates involved in our assumptions are uniform with respect to the new
potentials. Finally, we remark that our setup is restricted to the case of nearest neighbor
interactions, and the extension of our main results to more general finite range spin
systems is not immediate. Indeed, our proof makes explicit use of the nearest neighbor
structure at various places. We believe however that a similar approach can be used,
provided the decomposition into even and odd sites used in our proof is replaced by more
general tilings such as the ones used in [5].
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2.3. Spatial mixing. The notion of spatial mixing to be considered belongs to the
family of strong spatial mixing conditions. In the case of finite spins it is one of many
equivalent conditions introduced by Dobrushin and Shlosman [13] to characterize the
so-called complete analyticity regime.
The precise formulation we give here coincides with the one adopted in Cesi’s paper
[9]. For any ∆ ⊂ Λ ∈ F we call µτΛ,∆ the marginal of µτΛ on Ω∆. A version of the
Radon-Nikodym density of µτΛ,∆ with respect to ν∆ is given by the function
ψτΛ,∆(σ∆) :=
1
ZτΛ
∫
exp
[−HτΛ(ηΛ\∆σ∆)] νΛ\∆(dηΛ\∆),
where ηΛ\∆σ∆ denotes the configuration ξ ∈ ΩΛ such that ξx = ηx if x ∈ Λ \ ∆ and
ξx = σx if x ∈ ∆.
Definition 2.1. Given constants K,a > 0, and Λ ∈ F we say that condition C(Λ,K, a)
holds if for any ∆ ⊂ Λ, for all x ∈ ∂Λ:
sup
τ,τ ′
∥∥∥∥∥ ψ
τ ′
Λ,∆
ψτΛ,∆
− 1
∥∥∥∥∥
∞
≤ K e−a d(x,∆), (2.2)
where τ, τ ′ ∈ ΩΛc are such that τy = τ ′y for all y 6= x, and ‖ · ‖∞ denotes the L∞ norm.
We say that the spin system satisfies SM(K,a) if C(Λ,K, a) holds for all Λ ∈ F.
As emphasized in [24] it is often important to consider a relaxed spatial mixing con-
dition that requires C(Λ,K, a) to hold only for all sufficiently “fat” sets Λ. The latter is
defined as follows.
Definition 2.2. Given L ∈ N, let QL = [0, L − 1]d ∩ Zd be the lattice cube of side L
located at the origin. For any y ∈ Zd, define the translated cube QL(y) = Ly +QL. Let
F
(L) be the set of all Λ ∈ F of the form
Λ =
⋃
y∈Λ′
QL(y)
for some Λ′ ∈ F. The spin system satisfies SML(K,a) if C(Λ,K, a) holds for all Λ ∈ F(L).
For systems without hard constraints it is well known that SM(K,a), for some K,a,
is always satisfied in dimension one, and that for any dimension d > 1 it holds under
the assumption of suitably high temperature, see e.g. [23]. It is important to note that
the validity of both SM(K,a) and SML(K,a) can be ensured by checking finite size
conditions only [22].
We recall that SM(K,a) can be strictly stronger than SML(K,a). For instance, as a
consequence of results in [26, 1, 3] it is known that the two-dimensional ferromagnetic
Potts model satisfies SML(K,a), for some K,a > 0 and L ∈ N, throughout the whole
uniqueness region, while SM(K,a) cannot hold in this generality.
Finally, we note that C(Λ,K, a) is too strong a requirement in the case of systems
with hard constraints, since µτ
′
Λ,∆ may be not absolutely continuous with respect to µ
τ
Λ,∆.
However, since (2.2) will only be relevant if d(x,∆) is sufficiently large, in order to have
a meaningful assumption for permissive spin systems with hard constraints, we may
rephrase the condition SML(K,a) by requiring, for all Λ ∈ F(L), that (2.2) holds for all
∆ ⊂ Λ and x ∈ ∂Λ such that d(x,∆) ≥ L/2.
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2.4. Main results. We first recall some standard notation. For any V ∈ F, τ ∈ ΩV c ,
and f : ΩV 7→ R+ with f log+f ∈ L1(µτV ), we write EntτV f for the entropy
EntτV f = µ
τ
V [f log (f/µ
τ
V f)] ,
and use the notation EntV f for the function τ 7→ EntτV f .
Theorem 2.3. Suppose that the spin system satisfies SM(K,a) for some constants
K,a > 0. Then there exists a constant C > 0 such that for all V ∈ F, τ ∈ ΩV c , for
all nonnegative weights α = {αA, A ⊂ V }, for all f : ΩV 7→ R+ with f log+f ∈ L1(µτV ),
γ(α) EntτV f ≤ C
∑
A⊂V
αA µ
τ
V [EntAf ] , (2.3)
where γ(α) = minx∈V
∑
A:A∋x αA. If instead the spin system satisfies SML(K,a) for
some constants K,a > 0, L ∈ N, then the conclusion (2.3) continues to hold, provided we
require that V ∈ F(L).
As we mentioned in Section 1, Theorem 2.3 has the following immediate corollary for
the α-weighted block dynamics defined by (1.5). Below, EτV,α(f, g) denotes the Dirichlet
form (1.5) evaluated at a given boundary condition τ ∈ ΩV c .
Corollary 2.4. If the spin system satisfies SM(K,a) for some constants K,a > 0, then
the following modified logarithmic Sobolev inequalities hold: for all V ∈ F, all τ ∈ ΩV c ,
for all weights α, for all f : ΩV 7→ R+ with f log+f ∈ L1(µτV ),
γ(α) EntτV f ≤ C EτV,α(f, log f),
where γ(α) and C are the same constants appearing in (2.3). In particular, if the spin
state S is finite, then there exists a constant D > 0 such that for all V ∈ F, τ ∈ ΩV c, for
all weights α, the mixing time T τmix(V, α) of the Markov chain with Dirichlet form EτV,α
satisfies
T τmix(V, α) ≤ Dγ(α)−1 log |V |.
Moreover, if the spin state is finite, then SM(K,a) implies the following logarithmic
Sobolev inequalities: there exists a constant D > 0 such that for all V ∈ F, all τ ∈ ΩV c ,
for all weights α, all f ≥ 0 with f log+f ∈ L1(µτV ),
EntτV f ≤ s(α) EτV,α
(√
f,
√
f
)
, s(α) = Dγ(α)−1 max
A:αA>0
log(1/µA,∗),
where
µA,∗ = min
τ∈ΩAc
min
σA∈ΩA:µ
τ
A
(σA)>0
µτA(σA) .
Finally, all statements above continue to hold if we only assume SML(K,a) for some
constants K,a > 0 and L ∈ N, provided we restrict to V ∈ F(L).
3. Some key tools
In this section we collect some key general facts that do not depend on the spatial
mixing assumption. We start by recalling some standard decompositions of the entropy.
Next, we prove a new general tensorization lemma. Finally, we revisit the two-block
factorization (1.2).
Some remarks on the notation are in order. We fix a region V ∈ F and a boundary
condition τ ∈ ΩV c . To avoid heavy notation, we often omit explicit reference to V, τ . In
particular, whenever possible we shall use the following shorthand notation
µf = µτV f , Entf = Ent
τ
V f . (3.1)
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Moreover, whenever we write µΛ or EntΛ for some Λ ⊂ V , we assume that the im-
plicit boundary condition outside Λ has been fixed, and it agrees with τ outside of V .
Unless otherwise stated, f will always denote a nonnegative measurable function such
that f log+ f ∈ L1(µ). To avoid repetitions, we simply write f ≥ 0 throughout. As a
convention, we set µ∅f = f and Ent∅f = 0.
3.1. Preliminaries. We first recall a standard lemma that will be repeatedly used.
Lemma 3.1. For any Λ ⊂ V , for any f ≥ 0:
Entf = µ [EntΛf ] + EntµΛf. (3.2)
More generally, for any Λ0 ⊂ Λ1 ⊂ · · · ⊂ Λk ⊂ V , for any f ≥ 0:
k∑
i=1
µ
[
EntΛiµΛi−1f
]
= µ [EntΛkµΛ0f ] . (3.3)
Proof. The identity (3.2) follows from (3.3) in the case k = 2 with Λ0 = ∅, Λ1 = Λ,
Λ2 = V . To prove (3.3), set gi = µΛif , and note that gi = µΛigi−1 by (2.1). Therefore,
µ [EntΛkg0] = µ [g0 log (g0/gk)]
=
k∑
i=1
µ [gi−1 log (gi−1/gi)]
=
k∑
i=1
µ [µΛi (gi−1 log (gi−1/gi))] =
k∑
i=1
µ [EntΛigi−1] .

3.2. A new tensorization lemma. Consider subsets
Ai,j ⊂ V ∈ F , i = 1, . . . , n , j = 1, . . . ,m,
such that ∪i,jAi,j = Λ ⊂ V , and define “row” subsets and “column” subsets:
Ri := ∪mj=1Ai,j , Cj := ∪ni=1Ai,j .
Assume that µΛ is a product measure along the partition {Ri, i = 1 . . . , n} of Λ:
µΛ = ⊗ni=1µRi .
Notice that this is the case if {R1, . . . , Rn} are such that d(Ri, Rj) > 1 for all i 6= j.
Lemma 3.2. Let si > 0 be constants such that for each i = 1, . . . , n, for all f ≥ 0,
EntRif ≤ si
m∑
j=1
µRi [EntAi,jf ]. (3.4)
Then
EntΛf ≤ s
m∑
j=1
µΛ[EntCjf ],
where s = maxi si.
Proof. To simplify the notation, we write µ = µΛ and EntΛf = Entf . Setting Λk =
∪ki=1Ri, with Λ0 = ∅, from Lemma 3.1 we have
Entf =
n∑
k=1
µ
[
EntΛkµΛk−1f
]
.
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Since µΛk is a product of µRi , i = 1, . . . , k, we have
Entf =
n∑
k=1
µ
[
EntRkµΛk−1f
]
.
From (3.4) we estimate
Entf ≤ s
n∑
k=1
m∑
j=1
µ[EntAk,jµΛk−1f ].
The proof is complete once we show that for each j,
n∑
k=1
µ[EntAk,jµΛk−1f ] ≤ µ[EntCjf ]. (3.5)
Define Λk,j = Λk ∩ Cj. From Lemma 3.1 we have
EntCjf =
n∑
k=1
µCj
[
EntΛk,jµΛk−1,jf
]
.
For each j, k fixed, µΛk,j is a product of µAi,j , i = 1, . . . , k. Hence,
EntCjf =
n∑
k=1
µCj
[
EntAk,jµΛk−1,jf
]
.
Therefore, (3.5) follows if we show that all j, k fixed:
µ[EntAk,jµΛk−1f ] ≤ µ
[
EntAk,jµΛk−1,jf
]
. (3.6)
To prove (3.6), notice that
µAk,jµΛk−1f = µAk,jµΛk−1µΛk−1,jf = µΛk−1µAk,jµΛk−1,jf,
where the second identity follows from the product structure µΛk = ⊗ki=1µRi . Therefore,
µ
[
EntAk,jµΛk−1f
]
= µ
[
µΛk−1f log
(
µΛk−1f/µAk,jµΛk−1f
)]
= µ
[
µΛk−1µΛk−1,jf log
(
µΛk−1µΛk−1,jf/µΛk−1µAk,jµΛk−1,jf
)]
= µ
[
µΛk−1,jf log
(
µΛk−1µΛk−1,jf/µAk,jµΛk−1µΛk−1,jf
)]
≤ µ [µAk,j (µΛk−1,jf log (µΛk−1,jf/µAk,jµΛk−1,jf))]
= µ
[
EntAk,jµΛk−1,jf
]
,
where the inequality follows from the variational principle
EntU (g) = sup{µU (gh) , µU (eh) ≤ 1}, (3.7)
valid for any region U , any boundary condition on U c, and any function g ≥ 0. 
Here is an example to keep in mind, with n arbitrary and m = 2. Let {R1, . . . , Rn}
denote a collection of subsets Ri ∈ F with d(Ri, Rj) > 1 for all i 6= j. Let Ai,1 = ERi be
the even sites in Ri and Ai,2 = ORi be the odd sites in Ri, where a vertex x ∈ Zd is even
or odd according to the parity of
∑d
i=1 xi. Lemma 3.2 says that if we can factorize the
even and odd sites on each Ri with some constant si, then we can also factorize, with
the constant maxi si, the even and odd sites on all Λ = ∪iRi. In this example, one has
Ai,j ∩ Ai,k = ∅ if k 6= j, so in particular Cj ∩ Ck = ∅ for k 6= j, but it is interesting to
note that this need not be the case in Lemma 3.2, that is each “row” Ri is allowed to be
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decomposed into arbitrary, possibly overlapping subsets Ai,j, j = 1, . . . ,m. We refer to
Remark 3.5 for useful applications of the latter situation.
3.3. Two block factorizations. We shall need the following versions of an inequality
of Cesi [9].
Lemma 3.3. Take A,B ∈ F and V = A ∪B. Suppose that for some ε ∈ (0, 1):
‖µBµAg − µg‖∞ ≤ ε µ(|g|) (3.8)
for all functions g ∈ L1(µ). Then, for all functions f ≥ 0,
Entf ≤ µ[EntAf + EntBf ] + θ(ε) Entf, (3.9)
Entf ≤ µ[EntAf + EntBµAf ] + θ(ε) EntµAf, (3.10)
where θ(ε) = 84ε(1 − ε)−2.
Proof. The inequality (3.9) coincides with [9, Eq. (2.10)]. To prove (3.10) we use essen-
tially the same argument. As in the proof of (3.9) we may restrict to the case where f is
bounded, and bounded away from zero. Then
Entf = µ [f log (f/µAf)] + µ [f log (µAf/µf)]
= µ[EntAf ] + µ [µAf log (µAf/µf)]
= µ[EntAf ] + µ[EntBµAf ] + µ [µAf log (µBµAf/µf)] .
Cesi’s inequality [9, Eq. (3.2)] says that the assumption (3.8) implies
µ [f log (µBµAf/µf)] ≤ θ(ε) Entf , (3.11)
for all f ≥ 0, where θ(ε) = 84ε(1 − ε)−2. Therefore, the claim (3.10) follows from (3.11)
applied with µAf in place of f . 
Remark 3.4. If µ is a product measure over A,B, that is µ = µBµA, then one can take
ε = 0 in Lemma 3.3. In this case (3.10) is actually an identity. In this sense (3.10) might
be considered to be tighter than (3.9), although it is not true that µ[EntBµAf ] ≤ µ[EntBf ]
in the general non-product case: think for instance of some f which depends only on A\B;
in this case µ[EntBf ] = 0 while it is possible that µ[EntBµAf ] > 0. For our purposes
below it will be crucial to use both (3.9) and (3.10).
Remark 3.5. To appreciate the strength of the tensorization Lemma 3.2, consider a case
where V = ∪ni=1Ri with Ri = Ai ∪ Bi and suppose that µV is a product measure over
the Ri’s. If the condition (3.8) holds for every pair Ai, Bi, i = 1, . . . , n, with the same
constant ε ∈ (0, 1), the combination of Lemma 3.3 and Lemma 3.2 shows that (3.9) holds
uniformly in n, with A = ∪ni=1Ai and B = ∪ni=1Bi. On the other hand, Lemma 3.3 alone
cannot yield such a uniform estimate. Indeed, the assumption (3.8) does not tensorize:
it is not hard to construct examples where (3.8) holds for every pair Ai, Bi, i = 1, . . . , n,
with the same error ε ∈ (0, 1), but one has to take the error proportional to n in order to
have (3.8) for A = ∪ni=1Ai and B = ∪ni=1Bi.
4. Proof of the main results
We first reduce the general block factorization problem to the factorization into even
and odd sites only.
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4.1. Reduction to even and odd blocks. We partition the vertices of Zd into even
sites and odd sites, where x is even if
∑d
i=1 xi is an even integer, while x is odd if
∑d
i=1 xi
is an odd integer. Given a set of vertices V ∈ F we write EV for the set of even vertices
x ∈ V and OV for the set of odd vertices x ∈ V . Whenever possible we simply write E
for EV and O for OV . Notice that both µE and µO are product measures.
The reduction to even and odd blocks can be stated as follows. As usual we assume
that a region V ∈ F, and a boundary condition τ ∈ ΩV c have been fixed, and we use the
shorthand notation (3.1).
Proposition 4.1. Suppose that for some constant C > 0 and some function f ≥ 0,
Entf ≤ C µ [EntEf + EntOf ] .
Then, for the same C and f , for all nonnegative weights α = {αA, A ⊂ V },
γ(α) Entf ≤ 2C
∑
A⊂V
αA µ [EntAf ] , (4.1)
where γ(α) = minx∈V
∑
A:A∋x αA.
Proposition 4.1 is a direct consequence of the following version of Shearer’s inequality
satisfied by the relative entropy functional of any product measure.
Lemma 4.2. Fix Λ ⊂ V ∈ F and suppose that µΛ is a product measure on ΩΛ. Then,
for any choice of nonnegative weights α = {αA, A ⊂ Λ} and any function f ≥ 0:
γ(α) EntΛf ≤
∑
A⊂Λ
αA µΛ[EntAf ] , (4.2)
where γ(α) = minx∈Λ
∑
A:A∋x αA.
Proof. As in [8, Proposition 2.6], the inequality (4.2) follows from a weighted version of
Shearer’s inequality for Shannon entropy. For a proof of the latter we refer e.g. to [10,
Theorem 6.2]. 
Proof of Proposition 4.1. Fix a choice of weights α = {αA, A ⊂ V }. Since µE is a
product measure on ΩE, we may apply Lemma 4.2 with Λ = E and weights α replaced
by αˆ = {αˆU , U ⊂ E}, with αˆU =
∑
A⊂V αA1EA=U . It follows that∑
A⊂V
αA µE [EntEAf ] ≥ γE(α) EntEf, (4.3)
where γE(α) = minx∈E
∑
A:A∋x αA. Similarly,∑
A⊂V
αA µO[EntOAf ] ≥ γO(α) EntOf, (4.4)
with γO(α) = minx∈O
∑
A:A∋x αA. Since γE(α) and γO(α) are both at least as large as
γ(α), the inequality (4.1) follows by summing (4.3) and (4.4), taking the expectation with
respect to µ and noting that both µ[EntEAf ] and µ[EntOAf ] are at most µ[EntAf ]. 
The rest of this section is concerned with the proof of the factorization into even and
odd blocks. Namely, we prove the following theorem, which together with Proposition
4.1 establishes the main result Theorem 2.3.
Theorem 4.3. Suppose that the spin system satisfies SM(K,a) for some constants
K,a > 0. Then there exists a constant C > 0 such that for all V ∈ F, τ ∈ ΩV c , for
all f ≥ 0,
EntτV f ≤ CµτV [EntEf + EntOf ] . (4.5)
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If instead the spin system satisfies SML(K,a) for some constants K,a > 0, L ∈ N, then
the same conclusion (4.5) holds, provided we require that V ∈ F(L).
4.2. Proof of Theorem 4.3. The overall idea is to follow a recursive strategy based
on a geometric construction introduced in [4], see also [9]. However, contrary to the
problems studied in [4, 9], the error terms produced at each step of the iteration are too
large in our setting to obtain directly the desired conclusion, see Theorem 4.6, and we
will need an additional recursive argument to finish the proof, see Theorem 4.7. We first
carry out the proof under the spatial mixing assumption SM(K,a), and then, in the end,
consider the relaxed assumption SML(K,a).
Definition 4.4. Set ℓk = (3/2)
k/d and let Fk denote the set of all subsets V ∈ F such
that, up to translation and permutation of the coordinates, V is contained in the rectangle
[0, ℓk+1]× · · · × [0, ℓk+d].
Let δ(k) denote the largest constant δ > 0 such that
δ EntτV f ≤ µτV [EntEf + EntOf ] (4.6)
holds for all V ∈ Fk, τ ∈ ΩV c, and all f : ΩV 7→ R+.
Note that δ(k) ≤ 1 for any k ∈ N since if e.g. f = f(σE) is a function depending only on
the spins at even sites then the right hand side in (4.6) is equal to µτV [EntEf ] ≤ EntτV f .
On the other hand, the next lemma guarantees that it is positive for all k ∈ N.
Lemma 4.5. For every k ∈ N, δ(k) > 0.
Proof. If the spin system has no hard constraints one can use a perturbation argument
from [17], see e.g. [8, Lemma 2.2] for the application to our setting. In particular, one
obtains that there exists a constant C > 0 such that for all k ∈ N:
δ(k) ≥ exp
(
−Cℓdk
)
.
In the presence of hard constraints, in the case of irreducible permissive systems one
can argue as follows. It is known that any probability measure µ satisfies
Entf ≤ C0 log(1/µ∗)Var
(√
f
)
, (4.7)
with µ∗ = minσ µ(σ), where the minimum is restricted to σ such that µ(σ) > 0, and C0
is an absolute constant, see [12, Corollary A.4]. Here Var denotes the variance functional
of µ. For a finite permissive system in a region V one has µ∗ ≥ e−C|V | for some C >
0 independent of V . Moreover, using the irreducibility assumption, a crude coupling
argument shows that the spectral gap of the even/odd Markov chain is bounded away
from zero in any fixed region V ∈ F, see [5, Lemma 5.1]. In other words, for some
constant C1 = C1(k) one has
Var (g) ≤ C1 µ [VarE (g) + VarO (g)] , (4.8)
for any function g. Taking g =
√
f , the desired conclusion now follows from (4.7) and
(4.8) using, for both µE and µO, the well known inequality Var(
√
f) ≤ Entf , which holds
for any probability measure, see e.g. [18, Lemma 1].

Lemma 4.5 will be used as the base case for our induction.
Theorem 4.6. Assume SM(K,a). There exists a constant k0 ∈ N depending on K,a, d
such that
δ(k) ≥
(
1− 10
ℓkδ(k − 1)
)
δ(k − 1), k ≥ k0. (4.9)
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Theorem 4.6 can only be useful if we know that δ(k) is much larger than 1/ℓk for k
large enough, and thus it is not sufficient to prove Theorem 4.3. The next result allows
us to have an independent control on δ(k) which, together with Theorem 4.6 implies the
desired uniform bound of Theorem 4.3.
Theorem 4.7. Assume SM(K,a). For any ε > 0, there exists a constant k0 ∈ N
depending on K,a, d, ε, such that
δ(k) ≥ ℓ−εk , k ≥ k0. (4.10)
Theorem 4.6 and Theorem 4.7 are more than sufficient for our purpose. Indeed, using
(4.10) and (4.9), taking for instance ε = 1/2, we see that
ℓkδ(k − 1) ≥ ℓ1/2k = (3/2)k/2d ≥ 10(6/5)k/d
if k is large enough, and therefore
δ(k) ≥
(
1− (5/6)k/d
)
δ(k − 1) ≥ δ(k0)
∞∏
j=k0
(1− (5/6)j/d). (4.11)
Lemma 4.5 and (4.11) imply infk∈N δ(k) > 0, which concludes the proof of Theorem 4.3
under the assumption SM(K,a).
4.3. Proof of Theorem 4.6. We start with a simple decomposition that will be used
in the inductive step. Recall that E = EV and O = OV are the even and odd sites
respectively, in the given region V .
Lemma 4.8. For any A,B ∈ F such that V = A ∪B, for any f ≥ 0:
EntEf = µE[EntEAf + EntEBµEAf ],
EntOf = µO[EntOAf + EntOBµOAf ].
Proof. The decomposition in Lemma 3.1 shows that
EntEf = µE[EntEAf ] + EntEµEAf.
Another application of that decomposition shows that
EntEµEAf = µE[EntEBµEAf ] + EntEµEBµEAf.
However, the product property of µE implies that µEBµEAf = µEf , and therefore
EntEµEBµEAf = 0.
The same argument applies to the case of odd sites. 
Let us give a sketch of the main steps of the proof before entering the details. Suppose
that V = A ∪B ∈ Fk, and suppose that the assumption of Lemma 3.3 is satisfied. Then
Entf ≤ µ [EntAf + EntBµAf ] + θ(ε) Entf
where we use the fact that EntµAf ≤ Entf . Now suppose furthermore that A,B ∈ Fk−1.
By definition of δ(k) we then have
δ(k − 1)µ[EntAf ] ≤ µ[EntEAf + EntOAf ] ,
δ(k − 1)µ[EntB(µAf)] ≤ µ[EntEBµAf + EntOBµAf ].
Therefore, using Lemma 4.8,
δ(k − 1)Entf ≤ µ[EntEf + EntOf ] + θ(ε)δ(k − 1)Entf + (4.12)
+ µ[EntEBµAf − EntEBµEAf + EntOBµAf − EntOBµOAf ].
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Disregarding the second line in (4.12) would allow us to obtain a bound of the form
δ(k) ≥ (1− θ(ε))δ(k − 1),
provided that an arbitrary set V ∈ Fk can be decomposed into sets A,B ∈ Fk−1 as above.
We remark that if µ were a product over A,B then by convexity one would have
µ[EntEBµAf ] ≤ µ[EntEBµEAf ], (4.13)
and the same bound for odd sites. Thus in the product case the second line in (4.12)
may be neglected and we recover a factorization statement which is contained already
in Lemma 3.2. In the case we are interested in however one has A ∩ B 6= ∅ and we
cannot hope for a bound like (4.13). For an illustration of the problem, consider for
instance the 1D case, with V = {1, . . . , n}, A = {1, . . . ,m} and B = {m − ℓ, . . . , n}
for some integers 0 < ℓ < m < n. Suppose that m + 1 is even, and suppose that f
only depends on σm. Then, once all odd sites have been frozen, µEAf is a constant,
and therefore EntEBµEAf = 0. On the other hand, µAf depends on σm+1, since the
conditional expectation µA depends non-trivially on σm+1, and thus we may well have
EntEBµAf 6= 0.
Therefore, the second line of (4.12) does produce a nontrivial error term. At this
point a fruitful idea from [23] comes to our rescue. Namely, one can average over many
possible choices of the decomposition V = A∪B and hope that the averaging lowers the
size of the overall error. This strategy works very well if the error terms have an additive
structure, such as in the case of [9]. Here there is no simple additive structure to exploit,
and we resort to using the martingale-type decompositions from Lemma 3.1 to control
the average error term by means of the global entropy Entf , see Lemma 4.11. This will
be sufficient to obtain the recursive estimate (4.9). To implement this argument, we use
a slightly different averaging procedure than in [9].
We turn to the actual proof. We start with some geometric considerations, see Figure
4.1 for a two-dimensional representation. Set r := ⌊16 ℓk+d⌋, and define the rectangular
sets
Q := [0, ℓk+1]× · · · × [0, ℓk+d−1]× [13 ℓk+d, ℓk+d]
Ri := [0, ℓk+1]× · · · × [0, ℓk+d−1]× [0, 12 ℓk+d + i] , i = 0, . . . , r + 1.
Suppose that V ⊂ [0, ℓk+1]× · · · × [0, ℓk+d], and define, for i = 1, . . . , r + 1:
B := Q ∩ V , and Ai :=
{
(Ri ∩ E) ∪ (Ri−1 ∩O) if i is even
(Ri ∩O) ∪ (Ri−1 ∩ E) if i is odd
where, as usual E = EV and O = OV denote the even and the odd sites of V respectively.
Define also
Γi = Ai \ Ai−1 , i = 2, . . . , r + 1.
Lemma 4.9. Suppose that V ⊂ [0, ℓk+1] × · · · × [0, ℓk+d], and that V /∈ Fk−1. Referring
to the above setting, for all i = 1, . . . r:
(1) V = Ai ∪B, V \B 6= ∅ and V \ Ai 6= ∅;
(2) d(V \B,V \ Ai) ≥ 14 ℓk;
(3) B ∈ Fk−1 and Ai ∈ Fk−1;
(4) Γi+1 ⊂ E if i is odd, and Γi+1 ⊂ O if i is even. Moreover Ai and V \Ai+1 become
independent if we condition on the spins in Γi+1, that is
µV
(·|σΓi+1) = µV \Γi+1 = µAiµV \Ai+1 = µV \Ai+1µAi .
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Figure 4.1. The gray area is the volume V . Left: B is the set of green vertices.
Right: A1 is the set of yellow vertices, Γ2 is the set of red vertices, and A2 is the set of
yellow and red vertices together.
Proof. 1. Suppose that V \B is empty. Then V = B and therefore, up to translation it
is contained in [0, ℓk+1]× · · · × [0, 23ℓk+d]. Since 23ℓk+d = ℓk this would imply that up to
permutation of the coordinates V ∈ [0, ℓk]× [0, ℓk+1]×· · ·× [0, ℓk+d−1] which violates the
assumption V /∈ Fk−1. The same argument shows that Ri−1 ∩ V 6= ∅ for all i and Ai 6= ∅
follows from Ai ⊃ Ri−1 ∩ V .
2. If x ∈ V \B and y ∈ V \Ai then yd − xd ≥ 12ℓk+d − 13ℓk+d = 16ℓk+d = 14ℓk.
3. The maximal stretch of B along the d-th coordinate is at most 23ℓk+d = ℓk and
therefore up to translations and permutation of the coordinates B ∈ [0, ℓk]×[0, ℓk+1]×· · ·×
[0, ℓk+d−1] which says that B ∈ Fk−1. The same argument shows that Ai ⊂ Ri∩V ∈ Fk−1
for all i.
4. If i ≥ 1 is odd, then
Γi+1 = [(Ri+1 ∩ E) ∪ (Ri ∩O)] \ [(Ri ∩O) ∪ (Ri−1 ∩ E)]
= (Ri+1 ∩ E) \ (Ri−1 ∩ E),
and therefore Γi+1 ⊂ E. Similarly, one has Γi+1 ⊂ O if i is even. Moreover, any Zd-path
inside V connecting Ai with V \Ai+1 must go through Γi+1, and therefore Ai and V \Ai+1
become independent if we condition on the spins in Γi+1. 
Lemma 4.10. Let V , B and Ai be as in Lemma 4.9. If SM(K,a) holds, then
‖µBµAig − µg‖∞ ≤ εkµ(|g|) , εk = 5dKℓd−1k e−aℓk/4 ,
for all i = 1, . . . r, all functions g ∈ L1(µ), and for all k ≥ k0 = k0(K,a, d).
Proof. Since i is fixed, for simplicity we write A instead of Ai. Set h = µAg. Then h
depends only on σ∆, where ∆ = V \ A ⊂ B. We are going to use (2.2) with Λ = B. Let
ΩB,τ denote the set of all spin configurations η ∈ ΩBc which agree on the set V c with
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the overall boundary condition τ ∈ ΩV c . For any η ∈ ΩB,τ one has
µηB (µAg)− µg =
∫
µτV,V \B(dη
′)
(
µηB,∆h− µη
′
B,∆h
)
=
∫
µτV,V \B(dη
′)
∫
µη
′
B,∆(dσ)
(
ψηB,∆(σ)
ψη
′
B,∆(σ)
− 1
)
h(σ).
Therefore,
‖µBµAg − µg‖∞ ≤ ε µ(|h|) ≤ ε µ(|g|), (4.14)
where
ε := sup
η,η′∈ΩB,τ
∥∥∥∥∥ψ
η
B,∆
ψη
′
B,∆
− 1
∥∥∥∥∥
∞
. (4.15)
Since ψηB,∆ depends on η only through the spins in ∂B, the configurations η, η
′ ∈ ΩB,τ
in (4.15) can be assumed to differ only in the set NB = (∂B) ∩ (V \B). Notice that NB
has at most (ℓk+d−1 + 1)
d−1 elements, and that
d(NB ,∆) ≥ d(V \B,V \ A) ≥ 14ℓk,
by Lemma 4.9(2). Therefore, if η(0) = η, . . . , η(m) = η′, denotes a sequence of config-
urations interpolating between η and η′, such that, for all j ∈ {0, . . . ,m − 1}, η(j) and
η(j + 1) differ only at one site xj ∈ NB , with m ≤ (ℓk+d−1 + 1)d−1, we have
ψηB,∆
ψη
′
B,∆
=
m∏
j=1
ψ
η(j−1)
B,∆
ψ
η(j)
B,∆
.
The definition of SM(K,a) implies that∥∥∥∥∥∥
ψ
η(j−1)
B,∆
ψ
η(j)
B,∆
− 1
∥∥∥∥∥∥
∞
≤ ε0 := Ke−aℓk/4.
Expanding the products in (4.15), and assuming mε0 ≤ 1, we obtain
ε ≤
m∑
ℓ=1
(
m
ℓ
)
εℓ0 = (1 + ε0)
m − 1 ≤ emε0,
where we use the inequality (1 + x)m ≤ 1 + emx for x > 0 and m > 0 such that mx ≤ 1.
Thus, if k ≥ k0 for some constant k0 depending only on K,a, d, we have obtained (4.14)
with ε = K ′ℓd−1k e
−aℓk/4, where K ′ = (3/2)d−1eK ≤ 5dK. 
Lemma 4.11. Let V , B and Ai, i = 1, . . . r, be as in Lemma 4.9. Then
r∑
i=1
µ [EntEBµAif − EntEBµEAif ] ≤ Entf ,
r∑
i=1
µ [EntOBµAif − EntOBµOAif ] ≤ Entf.
Proof. We prove the first inequality. The same argument proves the second one, with the
role of even and odd sites exchanged. Fix i ∈ {1, . . . , r}. Notice that µAif = µAiµEAif .
Let us first observe that if i is even then
µ [EntEBµAif − EntEBµEAif ] ≤ 0. (4.16)
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Indeed, in this case i+ 1 is odd and Lemma 4.9(4) implies
µEBµAif = µEBµAiµEAif = µAiµEBµEAif. (4.17)
Therefore,
µ [EntEBµAif ] = µ [µAif log (µAif/µEBµAif)] (4.18)
= µ [µAiµEAif log (µAiµEAif/µAiµEBµEAif)]
= µ [µEAif log (µAiµEAif/µAiµEBµEAif)]
= µ [µEB (µEAif log (µAiµEAif/µEBµAiµEAif))]
≤ µ [µEB (µEAif log (µEAif/µEBµEAif))]
= µ [EntEBµEAif ] ,
where the inequality follows from the variational principle (3.7). This settles the case
when i is even.
Next, suppose that i is odd. Here the commutation relation (4.17) does not hold, since
the average µAi depends on the spins in the even sites Γi+1 ⊂ B \ Ai. Moreover, (4.16)
is in general false since if e.g. f depends only on σΓi , then EntEBµEAif = 0 while one
can have EntEBµAif > 0.
Define g = µEAif . From the decomposition in Lemma 3.1 we see that
EntEB(µEAif) = EntE(g) (4.19)
= EntE (µE(g|σi+1)) + µE [EntE (g|σi+1)] ,
where we use the shorthand notation σi+1 for σΓi+1 , EntE (g|σi+1) denotes the entropy
of g with respect to the conditional measure µE(·|σi+1) = µE\Γi+1 . Since µE is a product
measure,
EntE (µE(g|σi+1)) = Ent i+1 (µE(g|σi+1)) , (4.20)
where Ent i+1 = EntΓi+1 denotes the entropy with respect to the probability measure
µΓi+1 . Similarly,
EntEB(µAif) = EntE(µAig) (4.21)
= Ent i+1 (µE(µAig|σi+1)) + µE [EntE (µAig|σi+1)] .
Let us show that
µ [EntE (µAig|σi+1)] ≤ µ [EntE (g|σi+1)] . (4.22)
Indeed, Lemma 4.9(4) implies that
µE(µAig|σi+1) = µE(V \Ai+1)µAig = µAiµE(V \Ai+1)g = µAiµE(g|σi+1),
where E(V \Ai+1) are the even sites in V \Ai+1, and we have used the fact that Ai and
E(V \Ai+1) are conditionally independent given the spins σi+1. Therefore, reasoning as
in (4.18):
µ [EntE (µAig|σi+1)] = µ [µAig log (µAig/µE(µAig|σi+1))]
= µ [µAig log (µAig/µAiµE(g|σi+1))]
= µ [g log (µAig/µE(µAig|σi+1))]
≤ µ [g log (g/µE(g|σi+1))]
= µ [EntE (g|σi+1)] .
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From (4.19)-(4.20)-(4.21)-(4.22) we conclude that, when i is odd:
µ [EntEBµAif − EntEBµEAif ] (4.23)
≤ µ[Ent i+1 (µE(µAig|σi+1))]− µ[Ent i+1 (µE(g|σi+1))].
As in (4.22), we may write
µE(µAig|σi+1) = µE(µAif |σi+1) = µE(V \Ai+1)µAif .
Therefore
µ[Ent i+1 (µE(µAig|σi+1))] = µ
[
Ent i+1
(
µE(V \Ai+1)µAif
)]
≤ µ [µE(V \Ai+1)Ent i+1µAif]
= µ [Ent i+1µAif ] ,
≤ µ [EntAi+1µAif] ,
where the first inequality follows from convexity of entropy and the second from the
monotonicity of A 7→ µ[EntAf ]. Neglecting the last term in (4.23), we have arrived at
µ [EntEBµAif − EntEBµEAif ] ≤ µ
[
EntAi+1µAif
]
, (4.24)
for all i odd. In view of the estimate (4.16) we may use the bound (4.24) for all i.
Therefore, an application of Lemma 3.1 shows that
r∑
i=1
µ [EntEBµAif − EntEBµEAif ] ≤
r∑
i=1
µ
[
EntAi+1µAif
]
= µ
[
EntAr+1µA1f
] ≤ Entf.

We are now able to conclude the proof of Theorem 4.6. To prove the recursive bound
(4.9) we suppose V ∈ Fk \ Fk−1. Then, by translation invariance and by the invariance
under coordinate permutation, we may assume that V is as in Lemma 4.9. Combining
Lemma 3.3 with Lemma 4.10 we obtain, for each i = 1, . . . , r,
(1− θ(εk)) Entf ≤ µ [EntAif + EntBµAif ] .
Since Ai, B ∈ Fk−1, by definition of δ(k) we obtain
(1− θ(εk))δ(k − 1)Entf (4.25)
≤ µ [EntEAif + EntEBµAif + EntOAif + EntOBµAif ] .
From Lemma 4.8 we find that the right hand side of (4.25) equals
µ [EntEf + EntOf ] + (4.26)
+ µ [EntEBµAif − EntEBµEAif ] + µ [EntOBµAif − EntOBµOAif ] .
Averaging over i in (4.26) and using Lemma 4.11,
(1− θ(εk))δ(k − 1)Entf ≤ µ [EntEf + EntOf ] + 2
r
Entf.
In conclusion, δ(k) ≥ (1− θ(εk))δ(k − 1)− 2r , or equivalently
δ(k) ≥
(
1− θ(εk)− 2
rδ(k − 1)
)
δ(k − 1).
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Since r ∼ 14ℓk and δ(k − 1) ≤ 1, it follows that 1rδ(k−1) ≫ θ(εk) for all k large enough,
and therefore
δ(k) ≥
(
1− 10
δ(k − 1)ℓk
)
δ(k − 1),
for all k ≥ k0(K,a, d).
4.4. Proof of Theorem 4.7. Here we shall use again a recursion on an exponential
scale. However, this time we divide the set V into two sets A = ∪iAi, B = ∪iBi each
being the union of a large number of well separated subsets. We use the factorization
from Lemma 3.3 to reduce the problem in the set V to the problem in either A or B.
Then we use the Lemma 3.2 to tensorize within A and within B, which allows us to
reduce the problem to a single region Ai or Bi only.
Fix a large integer b > 1, define uk = b
k/d, and call Gk the set of all subsets V ⊂ Zd
which up to translations and permutation of the coordinates are included in the rectangle
[0, uk+1]× · · · × [0, uk+d]. We partition the interval I = [0, uk+d] into 2b consecutive non-
overlapping intervals I1, . . . , I2b such that Ij have length tk :=
1
2buk+d, that is
Ij = [(j − 1)tk, jtk], j = 1, . . . , 2b.
Define also the enlarged intervals I¯j = {s ∈ I : d(s, Ij) ≤ tk/4}, and consider the
collections of intervals
∆A =
2b⋃
j=1
I¯j 1j odd, ∆B =
2b⋃
j=1
I¯j 1j even.
We remark that both ∆A and ∆B are collections of non-overlapping intervals, with
d(I¯2j−1, I¯2i−1) ≥ 1
2
tk , d(I¯2j , I¯2i) ≥ 1
2
tk
for all i 6= j. On the other hand, ∆A ∩∆B 6= ∅. We define the rectangular sets in Rd:
Qi := [0, uk+1]× · · · × [0, uk+d−1]× I¯j , j = 1, . . . , 2b,
and define the Zd subsets
Ai := Q2i−1 ∩ V , Bi = Q2i ∩ V , i = 1, . . . , b.
A =
b⋃
i=1
Ai , B =
b⋃
i=1
Bi .
We refer to Figure 4.2 for a two-dimensional representation.
We observe that Ai ∈ Gk−1 and Bi ∈ Gk−1 for all i = 1, . . . , b. Indeed, the stretch
of Ai along the d-th coordinate is at most tk + 2tk/4 ≤ 2tk ≤ uk which together with
uk,i = uk−1,i+1, i = 1, . . . , d−1, implies that Ai ∈ Gk−1. The same applies to Bi. Observe
that with these definitions one has the product property
µA = ⊗bi=1µAi , µB = ⊗bi=1µBi . (4.27)
Moreover, the geometric construction shows that
d(V \ A,V \B) ≥ 1
2
tk.
Thus, a repetition of the argument in Lemma 4.10 shows that the assumption of Lemma
3.3 is satisfied with ε given by
εk = O
(
udk e
−auk/2
)
.
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B1 B2
B3
Figure 4.2. An example of A =
⋃
i
Ai (green blocks) and B =
⋃
i
Bi (red blocks)
for a given region V in the rectangle [0, uk+1]× [0, uk+2].
Therefore, by Lemma 3.3,
Entf ≤ µ [EntAf + EntBf ] + θ(εk) Entf. (4.28)
Next, let ̺(k) be defined as the largest constant ̺ > 0 such that the inequality
̺EntτV f ≤ µτV [EntEf + EntOf ]
holds for all V ∈ Gk, τ ∈ ΩV c , and all f ≥ 0. The key observation is that thanks to the
product property (4.27), and using the fact that Ai ∈ Gk−1 for all i, Lemma 3.2 allows
us to estimate
̺(k − 1)µ [EntAf ] ≤ µ [EntEAf + EntOAf ] .
Similarly,
̺(k − 1)µ [EntBf ] ≤ µ [EntEBf +EntOBf ] .
Thus, (4.28) implies
̺(k − 1)(1 − θ(εk))Entf ≤ µ [EntEAf + EntOAf ] + µ [EntEBf +EntOBf ]
≤ 2µ [EntEf + EntOf ] ,
where we use the monotonicity of Λ 7→ µ [EntΛf ]. Estimating 1 − θ(εk) ≥ 1/2 we have
proved that
̺(k) ≥ 1
4
̺(k − 1).
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Iterating, we conclude ̺(k) ≥ 4−k̺(k0). To finish the proof, observe that (3/2)k = bkε
where ε = log(3/2)/ log(b), which can be made small by taking b large. Therefore,
δ(k) ≥ ̺(⌊kε⌋ + 1) ≥ 4−kε−1̺(k0) ≥ c04−kε = c0ℓ−ε′k ,
where c0 is a constant depending on K,a, d, b, while ε
′ = d log(4)/ log(b) can be as small
as we wish provided b is suitably large. This ends the proof of Theorem 4.7.
Remark 4.12. We point out that the argument given in the proof of Theorem 4.7 can be
improved if one replaces the parameter tk which is linear in uk by t
′
k = C1 log(uk), with
C1 a suitably large constant. Since t
′
k is logarithmic in uk, one can modify the recursion
to obtain a bound of the form δ(k) ≥ δ(C2 log(k))/C2 for some new constant C2, which
provides a much better lower bound on δ(k) than the one stated in Theorem 4.7. However,
without the companion recursive estimate from Theorem 4.6, this argument alone would
not provide the uniform estimate infk δ(k) > 0.
4.5. Proof of Theorem 4.3 assuming SML(K,a). Theorem 4.6 and Theorem 4.7
allowed us to establish Theorem 4.3 under the assumption SM(K,a). We now prove it
assuming only SML(K,a). To this end we observe that any set V ∈ F(L) is uniquely
identified by the set V ′ ∈ F such that
V =
⋃
y∈V ′
QL(y). (4.29)
A careful check of the previous proofs then shows that if we work on the rescaled lattice,
that is we replace vertices x with blocks QL(x), then we may repeat all steps in Theo-
rem 4.6 and Theorem 4.7 to obtain the following coarse-grained version of Theorem 4.3
assuming only SML(K,a): for any V ∈ F(L), for all f ≥ 0,
Entf ≤ C µ [EntELf + EntOLf ] , (4.30)
where, if V is given by (4.29), then EL = ∪x∈EV ′QL(x), and OL = ∪x∈OV ′QL(x).
Consider now a single cube QL(x). By Lemma 4.5 we know that
EntQL(x)f ≤ C1 µQL(x)
[
EntEQL(x)f + EntOQL(x)f
]
,
for some constant C1 = C1(L). Observe that by construction d(QL(x), QL(y)) > 1 for
all x, y ∈ EV ′. Similarly, d(QL(x), QL(y)) > 1 for all x, y ∈ OV ′. Therefore, Lemma 3.2
implies
EntELf ≤ C1 µEL [EntEELf + EntOELf ]
EntOLf ≤ C1 µOL [EntEOLf + EntOELf ] ,
where EEL denotes the even sites in EL, EOL the even sites in OL, and so on. Plugging
these estimates in (4.30) and using the monotonicity of A 7→ µ[EntAf ] one arrives at
Entf ≤ Dµ [EntEf + EntOf ] ,
with D = 2C × C1. This ends the proof of Theorem 4.3.
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