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Abstract
We consider 2D Yukawa theory in the strong scalar wave background. We use operator
and functional formalisms. In the latter the Schwinger–Keldysh diagrammatic technique is used
to calculate retarded, advanced and Keldysh propagators. We use simplest states in the two
formalisms in question, which appear to be different from each other. As the result two Keldysh
propagators found in different formalisms do not coincide, while the retarded and advanced ones
do coincide. We use these propagators to calculate physical quantities. Such as the fermion
stress energy flux and the scalar current. The latter one is necessary to know to address the
backreaction problem. It happens that while in the functional formalism (for the corresponding
simplest state) we find zero fermion flux, in the operator formalism (for the corresponding
simplest state) the flux is not zero and is proportional to a Schwarzian derivative. Meanwhile
the scalar current is the same in both formalisms, if the background field is large and slowly
changing.
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1 Introduction
There is the long standing backreaction problem in strong background fields (see e.g. old text-
books [1], [2] for the introduction). In this respect it would be nice to have a simple enough, but
non–trivial example of an out of equilibrium QFT in a strong background field. One possible option
is to consider QFT in strong electric or gravitational fields in 2D rather than in 4D. However, there
the electromagnetic and gravitational fields are essentially non–dynamical, while to study the back-
reaction problem it is more appropriate to have dynamical fluctuations over the background field.
Then an option is to study strong scalar field background in a 2D QFT.
Namely, we propose to consider Yukawa theory of fermions interacting with massless real scalar
field in (1+1)-dimensional Minkowski spacetime with the action:
S[ψ, ψ¯, φ] =
∫
d2x
(
1
2
∂µφ∂
µφ+ ψ¯i/∂ψ − λφψ¯ψ
)
. (1.1)
The signature of the metric is (1,-1); Gamma matrices have the form:
γ0 =
[
0 1
1 0
]
, γ1 =
[
0 1
−1 0
]
. (1.2)
In the presence of classical background fields we split ψ = ψcl + ψq and φ = φcl + φq, where φcl, ψcl
are solutions of classical equations of motion and φq, ψq are quantum fluctuations:∂2φcl + λ ψ¯cl ψcl = 0[iγµ∂µ − λφcl]ψcl = 0 . (1.3)
In particular we consider the following scalar wave solution:
λφcl(t, x) = Φ
(
t− x√
2
)
and ψcl = 0. (1.4)
Other options φcl = α+ β t and φcl = α+ β x, for constant and real α and β, will be considered in a
separate paper.
However, the background scalar fields seem to suffer from a number of disadvantages because
do not share some of the relevant properties of the strong electric and gravitational fields. In fact,
consider a point like relativistic particle in a scalar field. The simplest classical action in such a
situation is as follows:
S = −
∫
dτ
{
m + λφ[x(τ)]
}
,
where τ is the proper time, φ(x) is the scalar field, x(τ) is the world–line of the particle, λ is its
“charge” with respect to the scalar field and m is its mass.
The equation of motion that follows from this action is:
[m+ λφ] x¨µ = λ [x˙ν ∂µφ− ∂νφ x˙µ] x˙ν , µ, ν = 0, 1 , (1.5)
3
and x˙µ x˙
µ = 1. One can show that for the examples of the background scalar fields that have
been listed around eq. (1.4) the analytically continued eq. (1.5) does not have Euclidian world–
line instanton solutions. Furthermore, in this paper we will also see that the fermionic effective
action in such background fields does not have an imaginary contribution and it is analytical on the
cutted complex plane of the background field. All this means that there is no particle tunneling
in background scalar fields under consideration, unlike the strong electric and gravitational fields.
However, as we show in this paper the situation is not that trivial and in this simple Yukawa theory
there are interesting effects, which are related to the particle creation.
To begin with, in this paper we neglect quantum fluctuations of the scalar field φq. (Poten-
tially highly important, as we explain in the concluding section, loop effects due to quantum scalar
fluctuations will be considered in a separate paper.) The action in such a case simplifies to
S[ψ, ψ¯] =
∫
d2x
(
ψ¯(x, t)i/∂ψ(x, t)− Φ
(
t− x√
2
)
ψ¯(x, t)ψ(x, t)
)
. (1.6)
We assume that the potential Φ(v) vanishes at v = ±∞.
This theory is simple, since it is Gaussian, but is not trivial, because its action and Hamiltonian
contain explicit time dependence. But still, we expect that it is in a sense exactly solvable, if the
field Φ is not dynamical.
The aim of this paper is to achieve a better understanding of the non–equilibrium time evolution
of quantum theory in strong background fields. To do that we consider two different approaches to
the same model: functional and operator formalisms. Also we choose in these approaches different
initial states, which are the simplest possibilities in the corresponding frameworks. The aim is not
to simply test different formalisms, but rather to find how they can be matched to each other and
to explain why the discrepancies in the answers for physical observables do appear.
In both cases we calculate the retarded, advanced and Keldysh propagators, which are the building
blocks for physical observables in the theory. We find that the retarded and advanced propagators
calculated in both formalisms are the same, which is appropriate, as is explained in the main body of
the paper. However, the Keldysh propagators are different, because they are sensitive to the states of
the theory. Difference in the Keldysh propagators leads to the differences in the physical observables.
At the end of the paper we discuss a relation between the Keldysh propagators found in different
settings.
What sort of observables are we interested in? We calculate the expectation value of the fermionic
stress energy tensor and of the scalar current, ψ¯ψ, operator. The reason to consider the latter is the
following. From the Hamiltonian of the theory (1.1) one obtains the operator equation:
∂2φˆ+ λ ˆ¯ψψˆ = 0 , (1.7)
which reproduces one of the classical equations of motion (1.3). To solve this equation iteratively
we take expectation values of its both sides and use the method of successive approximations. At
the leading order in the expansion over the quantum fluctuations φq and ψq we reproduce the first
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equation in (1.3) with ψcl = 0. Then, we put φ = φcl to the second equation in (1.3) and solve
for fermionic field. After that we can solve averaged eq. (1.7) for 〈φ〉 when 〈ψ¯ψ〉 is calculated in
the background of φ = φcl. Thus, as follows from (1.7), the expectation value 〈 ˆ¯ψψˆ〉 calculated in
the background of φcl serves as a response of quantum fluctuations of fermionic field on the scalar
background field.
In this paper we show that for those values of φcl which are big and slowly varying the expectation
value of the scalar current, ψ¯ ψ, is the same in both formalisms, that have been briefly described
above. As we explain below there is some sort of universality in the dependence of scalar current
on the background field for such states that lead to Green functions with the proper Hadamard
behaviour.
However, in the expectation values of the stress energy tensor we find a disagreement in the two
formalisms. In particular, in one formalism we find zero fermion flux, while in the other it is not zero.
As we explain the disagreement comes from the fact that different states are used in the calculations
in the two different formalisms.
The paper is organized as follows. In the section 2 we briefly describe the uses of the Schwinger–
Kledysh diagrammatic technique in the functional formalism. We derive the Dyson–Schwinger equa-
tions for the raterded, advanced and Keldysh propagators and solve them. Then, we use the resulting
Keldyh propagator to calculate the physical observables.
In the section 3 we use the operator formalism to quantize the Yukawa theory in the strong scalar
wave background. We find the exact fermionic basis of modes in this background and then use it
to find the retarded, advanced and Keldysh propagators. The retarded and advanced propagators
found in this formalism coincide with those found in the functional one. Kledysh propagators do not
coincide. Again we use the new Keldysh propagator to find the physical observables.
In the section 4 we give an explanation where the disagreement between the two Keldysh prop-
agators comes from. We derive an equation relating two Keldysh propagators, but cannot solve it
yet. In the section 5 we describe peculiarities of the two found in the paper Keldysh propagators.
We conclude in the section 6. To make the paper self contained and to simplify the presentation in
its main body we put most of the calculations into the Appendix sections.
2 Functional formalism and the corresponding simplest state
In non–stationary situations the quantities to consider are the correlation functions (see e.g. [3],
[4] and [5]):
〈O(t1, . . . , tn)〉 =
〈
st
∣∣U+ T [O(t1, . . . , tn)U ]∣∣ st〉 (2.1)
rather than amplitudes:
A =
〈out |T [O(t1, . . . , tn)U ]| in〉
〈out |U | in〉 , (2.2)
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at least because there are no asymptotic states. The amplitudes are more appropriate to calculate
in stationary situations (in the proper ground state). Here O(t1, . . . , tn) is an operator in the theory
under consideration in the interaction picture; U = T exp i
∫ +∞
−∞
dt′Hint(t
′) is the evolution operator,
where Hint(t) is the non–linear part of the full Hamiltonian in the interacting picture, |st〉 is a state
out of equilibrium, while |in〉 (|out〉) is the true ground state (rotated by a phase) of the normal
ordered free Hamiltonian, if such a state does exist1.
In eq. (2.2) all the expressions are time–ordered and, hence, one can apply the Feynman diagram-
matic technique. At the same time, if one converts (2.1) into the functional integral form [4], then
there are two copies of the action, which appear in the exponent under the integral. One is coming
from U and the other — from U+. That is how one obtains the so called Schwinger–Keldysh time
contour C, which goes forward from past to future infinity and then back. For convenience we denote
fields on the forward branch of the contour C as ψ(t+, x) ≡ ψ+(t, x) and the ones on the backward
branch as ψ(t−, x) ≡ ψ−(t, x) [4]. Then the action in the exponent under the functional integral can
be rewritten in terms of these fields as:
S[ψ, ψ¯] =
∫ +∞
−∞
dt
∫
dx
[
ψ¯+(x, t)i/∂ψ+(x, t)− Φ
(
t− x√
2
)
ψ¯+(x, t)ψ+(x, t)−
−
(
ψ¯−(x, t)i/∂ψ−(x, t)− Φ
(
t− x√
2
)
ψ¯−(x, t)ψ−(x, t)
)]
, (2.3)
where the relative minus sign comes from the reversed direction of the time integration on the
backward part of the contour, because U+ contains the complex conjugate exponent with respect to
U .
Then, the propagators are defined as follows:
iG(t, x; t′, x′) ≡
∫
DψDψ¯ ψ(t, x)ψ¯(t′, x′) eiS[ψ,ψ¯] = 〈ψ(t, x)ψ¯(t′, x′)〉 . (2.4)
In terms of ψ+ and ψ− we have the following matrix of propagators:
Gˆ(t, x; t′, x′) =
[
−i 〈Tψ+(t, x)ψ¯+(t′, x′)〉 i 〈ψ¯−(t′, x′)ψ+(t, x)〉
−i 〈ψ−(t, x)ψ¯+(t′, x′)〉 −i 〈T¯ ψ−(t, x)ψ¯−(t′, x′)〉
]
≡
[
G++ G<
G> G−−
]
, (2.5)
where2
G++(t, x; t
′, x′) = θ(t− t′)G>(t, x; t′, x′) + θ(t′ − t)G<(t, x; t′, x′),
G−−(t, x; t
′, x′) = θ(t− t′)G<(t, x; t′, x′) + θ(t′ − t)G>(t, x; t′, x′) . (2.6)
1Turning on and switching off of the interaction term Hint at past and future infinities is usually assumed in the
stationary situations. Note that (2.1) reduces to (2.2) if there the quantum average is taken over the true ground
state |st〉 → |in〉 and if |〈out|U |in〉| = 1 under the adiabatic turning on and switching off Hint. Meanwhile the direct
calculation of loop corrections to (2.2) in a non–stationary situation leads to loop infrared divergences that cannot be
cancelled out [6], [7], [8].
2It is worth to mention that G>, G< and G±± are 2× 2 matrixes in spinor indexes. So, G itself is a block matrix
of 2× 2 matrices.
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From this definition it is clear, that:
G++ +G−− = G> +G< . (2.7)
The structure of the action (2.3) and of the propagator (2.4) may lead to the conclusion that non-
diagonal components of the propagator matrix (2.5) must vanish. In that sense, functional integral
representation of the theory is a bit misleading: it does not contain information about the initial
state of the theory which makes ψ+ and ψ− fields correlated (see e.g. [4]). And if one works in the
functional integral formalism it seems to be unclear where is the information about initial state of
the fermions is hidden. Then it seems that one should always keep in mind operator formalism, from
which the propagators can be derived using initial density matrix, as it is done in Appendix A.
It is possible to make the presence of the initial state apparent in the functional formalism by
doing the so called Keldysh rotation [3], [4]. In fact, if we introduce the new pair of fields:
Ψ1 =
1√
2
(
ψ+ + ψ−
)
Ψ2 =
1√
2
(
ψ+ − ψ−
) and

Ψ¯1 =
1√
2
(
ψ¯+ − ψ¯−
)
Ψ¯2 =
1√
2
(
ψ¯+ + ψ¯−
)
,
(2.8)
the action (2.3) acquires the following form:
S =
∫ +∞
−∞
dtdx
[
Ψ¯(x, t)i/∂Ψ(x, t)− Ψ¯(x, t)Φˆ(t, x)Ψ(x, t)
]
. (2.9)
where
Ψ =
[
Ψ1
Ψ2
]
, Ψ¯ =
[
Ψ¯1
Ψ¯2
]
and Φˆ(t, x) =
 Φ
(
t− x√
2
)
0
0 Φ
(
t− x√
2
)
 . (2.10)
After such a rotation propagator matrix transforms into the triangular form:
Gˆ(t, x; t′, x′) =
[
−i 〈Ψ1(t, x)Ψ¯1(t′, x′)〉 −i 〈Ψ1(t, x)Ψ¯2(t′, x′)〉
0 −i 〈Ψ2(t, x)Ψ¯2(t′, x′)〉
]
=
[
GR GK
0 GA
]
, (2.11)
where
GR(t, x; t′, x′) = θ(t− t′)
(
G>(t, x; t′, x′)−G<(t, x; t′, x′)
)
,
GA(t, x; t′, x′) = θ(t′ − t)
(
G<(t, x; t′, x′)−G>(t, x; t′, x′)
)
,
GK(t, x; t′, x′) = G>(t, x; t′, x′) +G<(t, x; t′, x′). (2.12)
The tree–level retarded and advanced Green functions (first two equations in (2.12)) do not dependent
on the initial state of the theory: they only carry information about causality and spectrum. That is
because these propagators are proportional to the anti–commutator of ψ’s, which is the c–number.
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Whereas the Keldysh propagator (the last line in (2.12)) does contain information about the initial
density matrix. That is exactly the piece of information one needs to correctly define the correlation
functions in the functional integral formalism (2.4) (see e.g. [4] and [5]).
In this section we assume that initially, at t = −∞, when Φ(t − x) = 0, fermions are at the
equilibrium and have thermal distribution with a temperature T . (However, at some point below,
to simplify expressions and keep them in a physically tractable form, we will have to put T = 0, i.e.
to consider fermions at the ground state at past infinity.) Then, as is explained in Appendix A, at
past infinity the time Fourier transformation of the Keldysh propagator is related to the retarded
and advanced propagators in the following way3:
GK0 (ǫ, x, x
′) = F (ǫ)
[
GR0 (ǫ, x, x
′)−GA0 (ǫ, x, x′)
]
, (2.13)
where the index ”0” means that we consider the propagators in the absence of the background field,
i.e. when Φ = 0, and
F (ǫ) = 1− 2nǫ = 1− 2 1
eǫ/T + 1
= tanh
ǫ
2T
, (2.14)
defines the distribution function; GK,R,A0 (ǫ, x, x
′) are time Fourier transformations of the Keldysh,
retarded and advanced propagators, correspondingly.
In all, the theory defined with the help of Keldysh rotation (2.8) is self consistent, i.e. after
establishing the relation (2.13) in operator formalism we can forget about this formalism and work
only in the functional approach, knowing that all information about the initial density matrix is
encoded in (2.13).
2.1 Dyson equation and R-A junction
To find the exact propagator matrix we treat the Ψ¯ΦˆΨ term in (2.9) as a perturbation and use
the causality condition [4]:
GR/A(t, t1) · ... ·GR/A(tn, t) = 0,
which follows from the fact that the retarded and advanced propagators are proportional to the
θ–functions. (Physically that just means that exact GR/A keep their property of being retarded and
advanced Green functions, correspondingly, as their tree–level counterparts.) This way we obtain
the Dyson–Schwinger equation for the matrix of exact propagators:
Gˆ(t, x; t′, x′) = Gˆ0(t, x; t
′, x′) +
∫
dτdy Gˆ0(t, x; τ, y) Φˆ(τ, y) Gˆ(τ, y; t
′, x′) ≡
≡ Gˆ0 + Gˆ0 ◦ Φˆ ◦ Gˆ. (2.15)
3Equation (2.13) constitutes the statement of the so called fluctuation–dissipation theorem (FDT) [3], [4]: it implies
a rigid relation between the response functions and the correlation functions in equilibrium.
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Where Gˆ0 is the matrix of propagators for Φ(v) = 0, and Gˆ is the matrix of exact propagators.
In components this equation can be written as:
GR = GR0 +G
R
0 ◦ Φ ◦GR ,
GA = GA0 +G
A
0 ◦ Φ ◦GA ,
GK = GK0 +G
K
0 ◦ Φ ◦GA +GR0 ◦ Φ ◦GK .
(2.16)
One can see that because the matrix Φˆ(t, x) is diagonal the equations for GR/A are independent from
each other. The derivation of the explicit form of GK,R,A0 can be found in Appendix A.
Since in the presence of Φ(v) there is no time translational invariance, in the exact propagators
one has to perform the Fourier transformation in t and t′ separately:
G(ǫ, x; ǫ′, x′) ≡
∫
dtdt′ G(t, x; t′, x′)eiǫt−iǫ
′t′ . (2.17)
At the same time when initially (at past infinity) fermions are at thermal equilibrium the Fourier
transformation of the Keldysh propagator has the form (2.13) or we can rewrite it as:
GK0 (ǫ, x; ǫ
′, x′) = GR0 (ǫ, x; ǫ
′, x′)F (ǫ′)− F (ǫ)GA0 (ǫ, x; ǫ′, x′) , (2.18)
where GK,R,A0 (ǫ, x; ǫ
′, x′) ≡ GK,R,A0 (ǫ, x, x′)δ(ǫ − ǫ′). That is because there is the time translational
invariance in the case when Φ(v) = 0.
Making the inverse Fourier transformation of (2.18), we obtain:
GK0 (t, x; t
′, x′) =
∫
dτGR0 (t, x; τ, x
′)f(τ − t′)−
∫
dτf(t−τ)GA0 (τ, x; t′, x′) = GR0 ◦f −f ◦GA0 , (2.19)
where the Fourier transformation of F (ǫ) is:
f(τ) =
∫ +∞
−∞
dǫ
2π
e−iǫτ tanh
ǫ
2T
= −P iT
sinh
(
πTτ
) , (2.20)
as is explained at the end of Appendix A.
With the use of the first two equations in (2.16) the last one there can be rewritten as:
GK(t, x; t′, x′) =
∫
dτ GR(t, x; τ, x′) f(τ − t′)−
∫
dτ f(t− τ)GA(τ, x; t′, x′)+ (2.21)
+
∫
dy
∫
dτ1
∫
dτ2G
R(t, x; τ1, y)G
A(τ2, y; t
′, x′)
[
Φ
(
τ2 − y√
2
)
− Φ
(
τ1 − y√
2
)]
f(τ1 − τ2),
i.e. we have expressed the exact Kledysh propagator via the exact retarded and advanced ones.
For convenience, let us denote by GKth sum of first two terms which reproduces the structure of the
equilibrium Keldysh propagator (2.19). The third "anomalous" term is the so called R-A junction
[30], [9] which we denote as GKan. Note that the "anomalous" term vanishes in the case of constant
potential Φ(v), while for non–trivial Φ(v) the theory is out of thermal equilibrium.
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2.2 Solution of the Dyson equation for the retarded and advanced prop-
agators
Multiplying both sides of the first equation of the system (2.16) by
[
GR0
]−1
we get:[[
GR0
]−1 − Φ( t− x√
2
)]
◦ GR = 1. (2.22)
Using that
[
GR0
]−1
= i/∂, the last equation in components can be written as:
 −Φ
(
t− x√
2
)
i
(
∂t + ∂x
)
i
(
∂t − ∂x
) −Φ( t− x√
2
)

[
GR11(t, x; t
′, x′) GR12(t, x; t
′, x′)
GR21(t, x; t
′, x′) GR22(t, x; t
′, x′)
]
= δ(t− t′)δ(x− x′)Iˆ, (2.23)
with the condition that
GR(t, x; t′, x′) = 0 if t < t′.
Since the potential Φ is a function of t−x only, it is convenient to work in the light-cone coordinates
u =
(
t+ x
)
√
2
and v =
(
t− x)√
2
. (2.24)
As is shown in Appendix B the solution of (2.23) is as follows:

GR11(u, v; u
′, v′) = −Φ(v
′)
2
J0
(
2
√
(u− u′)a(v, v′)
)
θuu′θvv′ ,
GR22(u, v; u
′, v′) = −Φ(v)
2
J0
(
2
√
(u− u′)a(v, v′)
)
θuu′θvv′ ,
GR12(u, v; u
′, v′) = − i√
2
δuu′θvv′ +
i√
2
√
a(v, v′)
u− u′ J1
(
2
√
(u− u′)a(v, v′)
)
θuu′θvv′ ,
GR21(u, v; u
′, v′) = − i√
2
θuu′δvv′ +
i√
2
Φ(v)Φ(v′)
2
√
u− u′
a(v, v′)
J1
(
2
√
(u− u′)a(v, v′)
)
θuu′θvv′ .
(2.25)
Here for simplicity we denote θxy ≡ θ(x− y) and δxy ≡ δ(x− y),
a(v, v′) =
1
2
∫ v
v′
dyΦ2(y); (2.26)
and J0(x), J1(x) are the Bessel functions.
It is straightforward to check that when Φ(v) = 0, the obtained expression reduces to:
GR
∣∣∣∣
Φ=0
=
 0 −
i√
2
θ(v − v′)δ(u− u′)
− i√
2
δ(v − v′)θ(u− u′) 0
 = GR0 , (2.27)
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which is the retarded Green function in the absence of the background scalar field, as is explained
in Appendix A. The advanced Green function can be obtained via the Hermitian conjugation of the
retarded one:
GA =
[
GR
]†
, (2.28)
Hermitian conjugation includes complex conjugation along with the interchange of the arguments
u, v ↔ u′, v′.
The knowledge of the exact form of GR/A allows one to find the Keldysh propagator from (2.21).
This form is bulky and hard to treat in physical terms. That is the reason why we are interested in
the calculation of the expectation values of the scalar current, 〈ψ¯ψ〉, and of the stress energy tensor.
Then, one only needs the trace of the Keldysh propagator over the spinor indexes for coincident
points.
2.3 The expectation value of the scalar current
The physical observables that we calculate below can be expressed in terms of the Wightman
propagator G<(x, t; x′, t′) = i 〈ψ¯(t, x)ψ(t′, x′)〉, which can be represented as
G<(x, t; x′, t′) =
1
2
GK(x, t; x′, t′)− 1
2
(
GR(x, t; x′, t′)−GA(x, t; x′, t′)
)
. (2.29)
As we will see, the second term on the right hand side of this expression does not contribute to the
quantities that we calculate, at least in the limit that we describe below in this section.
Thus, for the beggining we need to find the exact GK(t, x; t′, x′) propagator when t′ = t and
x′ = x − δ, as δ → 0. We split x and x′ to single out the divergent part of the correlation function.
As we will see below, the divergent part is only in the diagonal components of GKth.
We start with the calculation of GKth(x, t; x, t):
lim
δ→0
GKth(x, t; x− δ, t) =
= − lim
δ→0
√
2
∫ +∞
−∞
dτf(
√
2τ)
(
GR(x, t; x− δ, t−
√
2τ) +GA(x, t−
√
2τ ; x− δ, t)
)
, (2.30)
where we have made a change of integration variables in eq.(2.21) and f
(
τ
)
is defined by eq. (2.20).
Let us start with the analyzes of the structure of [GKth]11, which is the 11 component of the spinor
matrix GKth. From (2.25) and (2.28) we find that:
GR11(x, t; x− δ, t−
√
2τ) +GA11(x, t−
√
2τ ; x− δ, t) = (2.31)
= −1
2
θ(τ − δ)J0
(
2
√
τa(v, v − τ)
)[
Φ
(
v − τ)+ Φ(v)].
Using the properties of the retarded and advanced propagators we find that:
11
[GKth]11(x, t; x, t) = [G
K
th]22(x, t; x, t) ,
GR12(x, t; x, τ) +G
A
12(x, τ ; x, t) = 0 ,
GR21(x, t; x, τ) +G
A
21(x, τ ; x, t) = 0 . (2.32)
As a result the spinor matrix GKth(x, t; x, t) has the following form:
GKth(x, t; x− δ, t) =
√
2
∫ +∞
δ
dτf
(√
2τ
)
J0
(
2
√
τa(v, v − τ)
)
1
2
[
Φ
(
v − τ)+ Φ(v)] [ 1 0
0 1
]
. (2.33)
Since the Bessel function obeys the following property J0(x) ≈ 1, as x→ 0, the propagator GKth has
the logarithmic divergence log(δ) at the coincidence limit, δ → 0. We come back to this point below.
Now we continue with the discussion of GKan in (2.21). In this case one can put δ = 0, since
there is no divergence in the coincidence limit in such a term. The calculation of GKan is given in the
Appendix C. The result of the calculation is:
GKan(x, t; x, t) =
{
[GKan2]11(x, t; x, t) + [G
K
an3]11(x, t; x, t)
} [
1 0
0 1
]
, (2.34)
where [GKan2]11(x, t; x, t) is defined in the eq. (C.9), while [G
K
an2]11(x, t; x, t) is defined in eq. (C.15).
In all, we express the expectation value of the scalar current as:
2i lim
t→t′,x→x′
〈ψ¯(t′, x′)ψ(t, x)〉 = Tr lim
t→t′,x→x′
{
GKth(x, t; x
′, t′) +GKan2(x, t; x
′, t′) +
+GKan3(x, t; x
′, t′)− [GR(x, t; x′, t′)−GA(x, t; x′, t′)]} , (2.35)
where the spinor matrixes GKan2 and G
K
an3 are defined in eq. (C.14) and eq. (C.19) in Appendix C,
correspondingly.
In principle using the exact form of GK at coincident points one can express the current via
integrals over the Bessel functions. But to simplify expressions and to reduce them to a physically
tractable form, we make the following assumptions. First, we put T = 0, then the distribution
function becomes:
f(τ) = − lim
T→0
P iT
sinh
(
πTτ
) = −P i
πτ
. (2.36)
Second, we look for 〈ψ¯ψ〉 for such values of Φ(v), which obey the following conditions:
Φ(v)
λ
≫ 1,
∣∣∣∣Φ(k)(v)λkΦ(v)
∣∣∣∣≪ 1, and 1λ
∫ v
v−1
Φ2(y)dy ≫ 1, (2.37)
which essentially means that the scalar field is large and slowly changing function. Our goal is to
find the leading contribution to the 〈ψ¯(t, x− δ)ψ(t, x)〉 in the limit (2.37).
12
The details of the calculation one can find in the Appendix D. The result is
〈ψ¯(t, x− δ)ψ(t, x)〉 ≈ Φ(v)
π
ln
[
Φ(v) δ
]
. (2.38)
We discuss the meaning of this result in the concluding section.
2.4 The expectation value of the stress energy tensor
The stress energy operator in the theory under consideration is as follows:
T µν =
i
4
[
ψ¯γµ∂νψ + ψ¯γν∂µψ − ∂νψ¯γµψ − ∂µψ¯γνψ
]
− ηµνL . (2.39)
The component of this tensor, which is the most interesting for us is T 01 — the flux. We will
concentrate on the calculation of this component in the present subsection. The diagonal components
of T µν will be discussed in the next section.
After the point splitting regularisation we can represent the expectation value of the flux via the
derivatives of the components of the propagator (2.35):
〈T 01(t, x)〉 = i
4
[(√
2∂v −
√
2∂v′
) 〈ψ¯1(t′, x′)ψ2(t, x)〉 − (√2∂u −√2∂u′) 〈ψ¯2(t′, x′)ψ1(t, x)〉 ]∣∣∣∣
t,x=t′,x′
.
(2.40)
We will denote the contribution of each term from (2.35) into 〈T 01(t, x)〉 as TGK
th
, TGKan1 and etc. .
Since calculations are straightforward, but tedious, we show here only the final results:
TGR−GA = 0, TGKan2 = −TGKth − TGKan3 , TGKan3 = −TGKth −
−1
2
∫
dy
∫
dτ1dτ2f
(
τ1 − τ2
)[
Φ(vτ2)− Φ(vτ1)
]
θ(v − vτ1)θ(u− uτ1)J1
(
2
√
a(v, vτ1)(u− uτ1)
)
×
×
[
Φ(vτ1)Φ
2(v)
4
√
u− uτ1
a(v, vτ1)
θ(v − vτ2)δ(u− uτ2)−
Φ(v)
2
√
a(v, vτ1)
u− uτ1
δ(v − vτ2)θ(u− uτ2)
]
,
TGK
th
=
1
2
√
2
∫ ∞
0
dτf
(√
2τ
)(
Φ(v)− Φ(v − τ)
)2
J0
(
2
√
τa(v, v − τ)
)
.(2.41)
To obtain these expressions we have used the property explained around eq. (C.5) from the Appendix
C and the following property of the Bessel function [12]:
2n
x
Jn(x) = Jn−1(x) + Jn+1(x). Putting
all equations (2.41) together, we get that the non diagonal component of the stress energy tensor is
zero:
〈T 01(t, x)〉 = 0, (2.42)
which means that there is no fermion flux in the background field under consideration for the given
state in question. This result follows from the fact that in the functional formalism and the corre-
sponding state the left and right moving fermions always enter symmetrically. We will see below
that for some other states the situation can be different.
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3 Operator formalism and the corresponding simplest state
In the previous section we have calculated propagators and expectation values of physical quanti-
ties using solutions of the Dyson-Schwinger equation corresponding to an initial (thermal or ground)
state at past infinity, which is the simplest in those settings. Now we want to calculate the same
quantities in the operator formalism also using an initial state, which is the simplest in new settings.
Along this way we will encounter subtleties in matching the results for the physical observables in
the two formalisms under discussion. We will argue that the discrepancy comes from the fact that
in different formalisms we loosely consider different states, which have physically distinct properties.
Then, in the section 4 we propose a way to match the states in the two cases.
3.1 Modes and canonical commutation relation
To quantize the theory in operator formalism, we start from the equations of motion for the
modes following from the action (1.6):[
−Φ(v) i√2∂u
i
√
2∂v −Φ(v)
][
ψ1
ψ2
]
= 0 . (3.1)
Two linear independent solutions of this equation are as follows:
χp(t, x) = u˜(p)e
−ipu−ia(v,0)/p and ζp(t, x) = v˜(p)e
ipu+ia(v,0)/p , (3.2)
where v and u we define in eq.(2.24), a(v, v′) is defined in eq. (2.26) and
u˜(p) =
 1Φ(v)√
2p
 and v˜(p) =
 1
−Φ(v)√
2p
 . (3.3)
We choose such modes, as in (3.2), (3.3), because in the case when Φ(v) = m the correspodning
Keldysh propagator is the same as for the standard plane waves, as we show in Appendix E. In fact,
we show there that if we write the field operator4 as:
ψˆ(u, v) =
∫ +∞
0
dq
2π
1
4
√
2
[
aˆq
 1Φ(v)√
2q
 e−iqu−ia(v,0)/q + bˆ†p
 1
−Φ(v)√
2q
 eiqu+ia(v,0)/q] , (3.4)
with
{aˆp, aˆ†q} = 2πδ(p− q), {bˆp, bˆ†q} = 2πδ(p− q), (3.5)
and then put Φ(v) = m the standard theory of massive fermions follows after a trivial Bogolyubov
transformation, which does not mix positive and negative modes.
4The form of the field operator under consideration is formal, because of the peculiarity of the modes at p = 0. That
is why in the calculations of observables we assume that there is an ǫ shift in the exponents: u→ u− iǫ, v → v− iǫ.
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The state that we are going to use in our calculations below is the ground Fock space state
aˆp|0〉 = bˆp|0〉 = 0. We come back to the discussion of other possible states in the next section.
3.2 Retarded and advanced Green functions
As we have explained above, the retarded and advanced Green functions in Gaussian approxi-
mation do not dependent on the choice of initial state. In fact, the retarded Green function is equal
to:
GR(u, v; u′, v′) ≡ −iθ(t− t′){ψ(u, v), ψ¯(u′, v′)}, (3.6)
where the anti–commutator of ψ’s is the c–number. The independence of the state is apparent for
the tree–level propagators for the case when Φ = 0. In this subsection we observe the same fact for
the exact retarded and advanced propagators in the Gaussian approximation (see e.g. [4] and [10]).
From (3.6) and (3.4) for t > t′ we obtain that:
iGR(u, v;u′, v′) =
−iΦ(v′)
2
∫ +∞
0
dp
π
1
p
sin
(
p(u− u′) + a(v, v′)/p
)
1√
2
∫ +∞
0
dp
π
cos
(
p(u− u′) + a(v, v′)/p
)
Φ(v)Φ(v′)
2
√
2
∫ +∞
0
dp
π
1
p2
cos
(
p(u− u′) + a(v, v′)/p
) −iΦ(v)
2
∫ +∞
0
dp
π
1
p
sin
(
p(u− u′) + a(v, v′)/p
)
 .(3.7)
The integrals here are equal to [11], [31]:
−θ(t− t′) iΦ(v)
2
∫ +∞
0
dp
π
1
p
sin
(
p(u− u′) + a(v, v′)/p
)
=
=
−iΦ(v)
2
J0
(
2
√
(u− u′)a(v, v′)
)
θ(u− u′)θ(v − v′), (3.8)
and:
θ(t− t′)
∫ +∞
0
dp
π
cos
(
p(u− u′) + a(v, v′)/p
)
=
= −
√
a(v, v′)
u− u′ J1
(
2
√
(u− u′)a(v, v′)
)
θ(u− u′)θ(v − v′), where u− u′ 6= 0 . (3.9)
At the same time, when u− u′ = 0 one has that:
θ(t− t′)
∫ +∞
0
dp
π
cos
(
a(v, v′)/p
)
= θ(t− t′)
∫ +∞
0
dp
π
1
p2
cos
(
pa(v, v′)
)
= (3.10)
= θ(v − v′) lim
ǫ→0
1
πǫ
− 1
2
a(v, v′)θ(v − v′) .
Then it is possible to express the result of the integration as:
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θ(t− t′)
∫ +∞
0
dp
π
cos
(
p(u− u′) + a(v, v′)/p
)
= (3.11)
= θ(v − v′)δ(u− u′)−
√
a(v, v′)
u− u′ J1
(
2
√
(u− u′)a(v, v′)
)
θ(u− u′)θ(v − v′) .
Integral in the GR21 component of the spinor matrix G
R can be reduced to the same form as (3.9):
Φ(v)Φ(v′)
2
∫ +∞
0
dp
π
1
p2
cos
(
p(u− u′) + a(v, v′)/p
)
= (3.12)
= θ(u− u′)δ(v − v′)− Φ(v)Φ(v
′)
2
√
u− u′
a(v, v′)
J1
(
2
√
(u− u′)a(v, v′)
)
θ(u− u′)θ(v − v′).
Finally, putting all these results together we find that the retarded Green function has the same form
as (2.25).
3.3 The expectation value of the scalar current
The Keldysh propagator is equal to:
GK(t′, x′, t, x) = −i〈0|[ψˆ(t′, x′), ˆ¯ψ(t, x)]|0〉 = −i ∫ ∞
0
dp
2π
(
χp(t
′, x′)χ¯p(t, x)− ζp(t′, x′)ζ¯p(t, x)
)
,
(3.13)
where the spinor modes χp and ζp are defined in (3.2) and (3.3). In the expectation value under
consideration we use the state |0〉, which is annihilated by aˆp and bˆp operators from eq. (3.4).
Using that:
∫ +∞
0
dp
2π
1
p
cos
(
p(u− u′) + a(v, v′)/p
)
=
=

−1
2
N0
(
2
√
(u− u′)a(v, v′)
)
, (u− u′)(v − v′) > 0
1
π
K0
(
2
√|(u− u′)a(v, v′)|), (u− u′)(v − v′) < 0 , (3.14)
we can express the trace of the spinor matrix GK , which we need to calclate the scalar current, as:
Tr
(
GK(u, v; u′, v′)
)
= −i
(
Φ(v) + Φ(v′)
)∫ +∞
0
dp
2π
1
p
cos
(
p(u− u′) + a(v, v′)/p
)
=
= −i
(
Φ(v) + Φ(v′)
)[
− θ((u− u′)(v − v′))1
2
N0
(
2
√
(u− u′)a(v, v′)
)
+
+θ
(− (u− u′)(v − v′)) 1
π
K0
(
2
√
|(u− u′)a(v, v′)|
)]
, (3.15)
where K0(x) is the MacDonald function and N0(x) is the Neumann function.
From the obtained expression one can find that in the limit (2.37) the scalar current is equal to:
16
lim
δ→0
〈0|ψ¯(t+ δ0, x+ δ1)ψ(t, x)|0〉 = −i
2
lim
δ→0
Tr
[
GK
(
u, v; u+ δu, v + δv
)]
=
= −1
2
lim
δ→0
(
Φ(v) + Φ(v + δv)
)[
− θ(δvδu)1
2
N0
(
Φ(v)δ
)
+ θ
(− δvδu)1
π
K0
(
Φ(v)δ
)]
≈
≈ Φ(v)
π
ln
[
Φ(v) δ
]
, (3.16)
where δ ≡ √δµδµ = √2δvδu. This expression coincides with (2.38) — with the scalar current
calculated in the functional formalism in the same limit. We explain these observations in the
concluding section.
3.4 The expectation value of the stress energy tensor
In this subsection we discuss the expectation value of the stress energy operator (2.39) in the
operator formalism. Since the modes in (3.4) satisfy equations of motion, we can skip L in the
formula above. In the Appendix F we perform the calculation of the expectation value using the
expression (3.13) for the Keldysh propagator. The result of the calculation in the limit (2.37) is as
follows:
〈T µν〉reg ≈ Φ
2(v)
2π
ln
[
Φ(v) δ
]
ηµν − 1
48π
{a¯(v), v}
[
1 1
1 1
]
, (3.17)
where
a¯(v) =
1
m2
∫ v
dyΦ2(y),
and {f(z), z} is the Schwarzian derivative:
{f(z), z} = f
′′′(z)
f ′(z)
− 3
2
(
f ′′(z)
f ′(z)
)2
.
The second term in (3.17) breaks the general covariance. But that is not surprising since we consider
the theory with the position dependent potential Φ(t−x). Note that for the case Φ = m the general
covariance in (3.17) is restored.
The presence of the first term in (3.17) can be explained as follows. From the definition of the
stress energy operator (2.39), with the help of the equations of motion (3.1), one can deduce that
〈0|T µµ |0〉 = Φ(v)〈0|ψ¯(t, x)ψ(t, x)|0〉. (3.18)
Hence, the expectation value of the stress energy tensor should contain the term as follows:
〈0|T µν|0〉 = 1
2
Φ(v)〈0|ψ¯(t, x)ψ(t, x)|0〉ηµν + ... = Φ
2(v)
2π
ln
[
Φ(v) δ
]
ηµν + ... , (3.19)
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which is a part of the diagonal component of the expectation value. The same term is present in the
diagonal components of the stress energy tensor, which was found in the functional formalism. As
we explain in the concluding section, this term is universal in the limit (2.37).
A bit more unusual is the presence of the second Schwarzian term in (3.17). In particular the
existence of this term means that there is non–zero fermion flux 〈T 01〉, which was absent in the
functional formalism. So we encounter here a physically distinct state. The situation is somewhat
similar to the one with Boulewar and Hartle–Hawking vs. Unruh states in the presence of eternal
black holes [13].
To understand the origin of the Schwarzian term in (3.17), consider the action of our theory
S =
∫
dudv
[
ψ†1i
√
2∂vψ1 + ψ
†
2i
√
2∂uψ2 − Φ(v)
(
ψ†1ψ2 + ψ
†
2ψ1
)]
, (3.20)
and perform the following transformation in it:
v
′ =
1
m2
∫ v
0
dy Φ2(y)
u′ = u
and

ψ1(u, v) = ψ1(u
′, v(v′)) = η1(u
′, v′)
ψ2(u, v) =
√
dv′
dv
ψ2(u
′, v(v′)) =
√
dv′
dv
η2(u
′, v′) .
(3.21)
This is the conformal map, but we perform it in the theory which is not conformally invariant, due
to the presence of the interaction term.
Under such a transformation the action (3.20) gets converted into
S =
∫
du′dv′
[
η†1i
√
2∂v′η1 + η
†
2i
√
2∂u′η2 −m
(
η†1η2 + η
†
2η1
)]
, (3.22)
which is the theory of free massive fermions in Minkowski space. Furthermore, under such a trans-
formation the field operator ψˆ(u, v), which initially is defined as (3.4), gets converted into:
ηˆ(u′, v′) =
[
η1
η2
]
=
∫ +∞
0
dq
2π
1
4
√
2
[
aˆq
 1m√
2q
 e−iqu′−im2v′/2q + bˆ†p
 1− m√
2q
 eiqu′+im2v′/2q] =
=
∫ +∞
−∞
dp
2π
[
ˆ˜apu(p)e
−iwpt′+ipx′ +
ˆ˜
b†pv(p)e
iwpt′−ipx′
]
(3.23)
where we use the results and notations of Appendix E.
Thus, under the conformal transformation in question the theory with the potential Φ gets con-
verted into the theory of free massive fermions with the standard plane wave modes. At the same
time, we show in Appendix G that under such transformations as (3.21) the expectation value of the
flux operator 〈T 01〉 gets shifted affinely by the Schwarzian derivative type of contribution. Meanwhile,
the theory (3.22) obviously has zero flux5. These observations explain the origin of the Schwarzian
contribution to the expectation value of the stress energy tensor.
5After all the appearance of the Schwarzian term is not so surprising, because the flux operator T 01 in 2D generates
the Virasoro algebra independently of whether the theory is conformaly invariant or not. We would like to thank
G.Jeorgadze for pointing to us out this fact.
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4 The relation between previously found Kledysh propagators
Thus, in the section 2 we have solved the Dyson-Schwinger equation and found the exact retarded
and advanced propagators in the functional formalism. Then we have calculated the physical ob-
servables following from the exact Keldysh propagator (2.21), which carries the information about
the state of the theory.
In the section 3, we have been working in the operator formalism and found a complete basis of
modes solving the classical equations of motion. But there is an ambiguity in the choice of such a
basis. Depending on this choice, there are different “ground” Fock space states in the theory. In fact,
instead of (3.2) and (3.3) one could consider canonically transformed basis of modes:
χ˜p(t, x) =
∫
dq
2π
[
αpqχq(t, x) + βpqζq(t, x)
]
, ζ˜p(t, x) =
∫
dq
2π
[
γpqχq(t, x) + ηpqζq(t, x)
]
. (4.1)
To respect the canonical anti–commutation relations for the fermionic fields and for the corresponding
creation and annihilation operators the Bogoliubov coefficients, αpq, βpq, γpq and ηpq, should satisfy
the following conditions:
∫
dp
2π
(
αpqα
∗
pq′ + γpqγ
∗
pq′
)
= 2πδ(q − q′),
∫
dp
2π
(
β∗pqβpq′ + η
∗
pqηpq′
)
= 2πδ(q − q′),
and
∫
dp
2π
(
αpqβ
∗
pq′ + γpqη
∗
pq′
)
= 0. (4.2)
On physical grounds one also should demand that
αpq ≈ ηpq ≈ δ(p− q), βpq ≈ γpq ≈ 0, (4.3)
as either p or q is taken to infinity. That is necessary for the modes to have the proper UV behavior
and correspondingly for the propagators to have the proper Hadamard behaviour or UV singularity
structure.
Thus, there is no unique way to choose the basis of modes and all possibilities in (4.1) are in
principle allowed and may lead to different physical situations. This fact is apparent when there is
no preferable basis of special functions, which is obviously the case in the present situation.
For a given choice of modes one can define a new Fock space “ground” state:
ˆ˜ap|α, β, γ, η〉 = ˆ˜bp|α, β, γ, η〉 = 0, (4.4)
where ˆ˜ap and
ˆ˜
bp are canonically transformed annihilation operators. Then one can calculate the
corresponding matrix of propagators. The retarded and advanced propagators will be the same as
the corollary of (4.1)–(4.3). But one will obtain different Kledysh popagators.
The new Keldysh propagator, calculated with the use of an excited state on top of (4.4) has the
following form:
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G˜K(t, x; t′, x′) ≡ −i〈Ω|[ψ˜(t, x), ¯˜ψ(t′, x′)]|Ω〉 =
= −i
∫
dp
2π
∫
dq
2π
[
χ˜p(t, x) ¯˜χq(t
′, x′)
(
2πδ(p− q)− 2n′qp
)
+ ζ˜p(t, x)
¯˜
ζq(t
′, x′)
(
2n˜′pq − 2πδ(p− q)
)]
=
= GK(t, x; t′, x′) + 2i
∫
dp
2π
∫
dq
2π
[
nqpχp(t, x)χ¯q(t
′, x′)− n˜pqζp(t, x)ζ¯q(t′, x′)−
−κpqχp(t, x)ζ¯q(t′, x′)− κ†pqζq(t, x)χ¯p(t′, x′)
]
, (4.5)
where GK(t, x; t′, x′) is given by eq. (3.13), ψ˜ is a field operator rewritten in terms of χ˜ and ζ˜ andn′pq ≡ 〈Ω|ˆ˜a†pˆ˜aq|Ω〉n˜′pq ≡ 〈Ω|ˆ˜b†pˆ˜bq|Ω〉 . (4.6)
Also
nqp ≡
∫
dk1
2π
γk1pγ
∗
k1q
+
∫∫
dk1
2π
dk2
2π
[
n′k2k1αk1pα
∗
k2q
− n˜′k1k2γk1pγ∗k2q
]
, (4.7)
n˜pq ≡
∫
dk1
2π
βk1pβ
∗
k1q +
∫∫
dk1
2π
dk2
2π
[
n˜′k1k2ηk1pη
∗
k2q − n′k2k1βk1pβ∗k2q
]
, (4.8)
and
κpq ≡
∫
dk1
2π
αk1pβ
∗
k1q +
∫∫
dk1
2π
dk2
2π
[
n˜′k1k2γk1pη
∗
k2q − n′k2k1αk1pβ∗k2q
]
. (4.9)
On the other hand we know the exact form of the Keldysh propagator for a given distribution
function f . Then, one should expect that for a state |Ω〉 and for some choice of α, β, γ and η there
is a relation:
GK(t, x; t′, x′) + 2i
∫
dp
2π
∫
dq
2π
[
nqpχp(t, x)χ¯q(t
′, x′)− n˜pqζp(t, x)ζ¯q(t′, x′)−
−κpqχp(t, x)ζ¯q(t′, x′)− κ†pqζq(t, x)χ¯p(t′, x′)
]
≡
≡
∫
dτGR(t, x; τ, x′)f(τ − t′)−
∫
dτf(t− τ)GA(τ, x; t′, x′) +
+
∫
dy
∫
dτ1dτ2G
R(t, x; τ1, y)G
A(τ2, y; t
′, x′)
[
Φ(τ2, y)− Φ(τ1, y)
]
f(τ1 − τ2) . (4.10)
If we will solve this equation for n’s and κ’s, then that will establish the connection between the
states in operator and functional formalisms.
5 The behaviour of the previously found Keldysh propagators
at past infinity
At past infinity the exact Keldysh propagator GK which was found in the functional formalism
has the following form:
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GK(v, u; v′, u′) ≈
 0 P
T
sinh
[√
2πT (u′ − u)]
P T
sinh
[√
2πT (v′ − v)] 0
 , (5.1)
as follows directly from the Dyson–Schwinger equation, if the background field is switched off Φ(v)→
0, when v → −∞, as we have assumed.
Let us see what happens at past infinity with the Keldysh propagator which was calculated in
the operator formalism (3.13). It is straightforward to see that its diagonal components behave as:
GK11(v, u; v′, u′) ≈ Φ(v) ln
√
(u− u′)a(v, v′) ≈ Φ ln(Φ) ≈ 0,
GK22(v, u; v
′, u′) ≈ Φ(v′) ln
√
(u− u′)a(v, v′) ≈ Φ ln(Φ) ≈ 0, when Φ(v)→ 0
(5.2)
One of the non–diagonal components is as follows:
GK12(v
′, u′; v, u) = − 1√
2π
∫ +∞
0
dp sin
(
p(u− u′) + a(v, v′)/p
)
=
= − 1√
2π
lim
δv,δu→0
Im
∫ +∞
0
dp e−[δ
u−i(u−u′)]p−[δv−ia(v,v′)]/p =
= − 1√
2π
lim
δu→0
Im
1
δu − i(u− u′) =
1√
2π
P 1
u′ − u, (5.3)
while the other one is:
GK21(v
′, u′; v, u) = − 1√
2π
Φ(v)Φ(v′)
2
∫ +∞
0
dp
p2
sin
(
p(u− u′) + a(v, v′)/p
)
=
= − 1√
2π
Φ(v)Φ(v′)
2
lim
δv ,δu→0
Im
∫ +∞
0
dp
p
e−[δ
u−i(u−u′)]p−[δv−ia(v,v′)]/p =
∣∣∣∣p = 1q
∣∣∣∣ =
= − 1√
2π
Φ(v)Φ(v′)
2
lim
δv,δu→0
Im
∫ +∞
0
dq e−[δ
u−i(u−u′)]/q−[δv−ia(v,v′)]q =
= − 1√
2π
Φ(v)Φ(v′)
2
lim
δv→0
Im
1
δv − ia(v, v′) = −
1√
2π
Φ(v)Φ(v′)
2
P 1
a(v, v′)
. (5.4)
In all, for such a background field, which obeys the condition Φ(v) → 0, as v → −∞, we find that
in the limit v, v′ → −∞:
GK(v, u; v′, u′) ≈
 0
1√
2π
P 1
u′ − u
− 1√
2π
Φ(v)Φ(v′)
2
P 1
a(v, v′)
0
 . (5.5)
Thus, the Keldysh propagator found in the operator formalism does not necessarily reduce to its
vacuum form at the past infinity, due to turning of the background field. That is quite surprising,
but is due to the fact that the modes in eq. (3.2) contain integrals over v, which is some sort of a
memory encoded into their basis. Let us examine the situation in grater details.
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If we assume that Φ(v) = 0 when v < v0 for some v0 and v, v
′ in a(v, v′) are both smaller than v0,
then eq. (5.5) reduces to (5.1) for T = 0. I.e. in this case the background field does not affect the
propagator at past infinity. However, consider e.g. such a class of background fields which behave
as:
Φ(v) ≈ Ceαv, when v → −∞. (5.6)
Then, because
a(v, v′) =
1
2
∫ v
v′
dyΦ2(y) =
C2
4α
(
e2αv − e2αv′
)
=
C2
2α
eα(v+v
′) sinh
[
α(v − v′)],
the GK21 component of (5.5) behaves as
− 1√
2π
Φ(v)Φ(v′)
2
P 1
a(v, v′)
≈ P T0
sinh
[√
2πT0(v′ − v)
] , (5.7)
where T0 ≡ α√
2π
. As a result the Keldysh propagator under consideration behaves as
GK(v, u; v′, u′) ≈
 0
1√
2π
P 1
u′ − u
P T0
sinh
[√
2πT0(v′ − v)
] 0
 , when t→ −∞. (5.8)
So, if we assume that the background field is turned on exponentially at past infinity, then it means
that initially, the right handed fermions are at the ground state, while the left handed fermions
are at the thermal equilibrium with some effective temperature T0 set up by the way one turns on
the background field. Moreover, with adiabatic turning on of the background field Φ the integral
a(v, v′) can be non–trivial, which results in a non–trivial GK at past infinity due to the specifics of
the process of turning on the background field. This observation is also consistent with expression
for stress energy tensor. One can check that Schwarzian derivative in that limit is proportional to
∼ α2 ∼ T 20 as it should be for chiral massless fermions at finite temperature. Thus, in the operator
formalism, as opposed to the functional one, and the corresponding state there is no symmetry
between the left and right moving fermions.
6 Conclusions
We have found that the exact retarded and advanced propagators are the same in the func-
tional and operator formalisms. That is essentially just a consistency check for the validity of our
calculations.
Then, we have found that physical observables calculated with the use of these two formalisms
have different values, which is related to the fact that there are physically distinct states in the
calculations in these two approaches. However, there are certain quantities that have the same
22
values independently of the approach. Namely, the form of the scalar current is the same in both
situations for the large and slowly changing values of the background field Φ. Subleading terms in
the current of course are state dependent.
Furthermore, the form of the scalar current can be traced to the Feynman in–out effective action
calculated in the approximation (2.37). In fact, if one were taking the T–ordered Feynman functional
integral:
ei Seff [Φ] =
∫
DψDψ¯ ei S[ψ,ψ¯,Φ],
in the limit (2.37) the result would have been that Seff [Φ] ≈
∫
d2xVeff [Φ]. It is a textbook calculation
to see that Veff is exactly such that
〈ψ¯(t, x− δ)ψ(t, x)〉 ≈ ∂Veff (Φ)
∂Φ
≈ −Φ(v)
π
ln
[
Φ(v) δ
]
.
There are several points which are worth stressing here. First, these observations mean that for
the properly chosen modes and/or propagators (i.e. such that they have proper UV Hadamard
behaviour) the form of the current in the limit (2.37) is universal and state independent. This seems
to be natural, because in this limit the field is very strong and, hence, is not sensitive, at the leading
order, to the properties of the low laying ground state.
Second, the Feynman effective action does not have any imaginary contribution, contrary to what
is happening e.g. in the strong electric field. Moreover, unlike e.g. the case of the strong electric
field the effective action in this case is analytic function on the complex cut Φ–plane. Which means
that there is no tunneling of fermions in the background scalar field. That seems to signal that there
is no particle creation in the situation that we are discussing here.
However, as we observe in the subsection 3.4 the situation is not that simple. Because there we
encounter a non–trivial fermion flux in the operator formalism. The flux is given by:
〈T 01〉reg = − 1
48π
{a¯(v), v}, (6.1)
where
a¯(v) =
1
m2
∫ v
dyΦ2(y),
and {f(z), z} is the Schwarzian derivative:
{f(z), z} = f
′′′(z)
f ′(z)
− 3
2
(
f ′′(z)
f ′(z)
)2
.
This fact definitely signals fermion creation. At the same time in the functional formalism we find
that the flux is zero. The situation is similar to the one on the black hole background over the
Bouleward and Hartle–Hawking vs. Unruh states [13].
Furthermore, the QFT in the background field Φ as given by eq. (3.1) is similar to the QFT in
the presence of the non–ideal mirror [14], [15]. Such a mirror is transparent for high energy modes
23
unlike the ideal one [16], [17], which reflects waves of any energy. Furthermore, similarly to the
case under consideration, the Schwarzian type of stress–energy flux naturally appears in the case of
moving mirrors [16], [17].
Third, we have seen that Φ(t− x) solves the classical equations of motion ∂2φ = 0. However, on
the quantum level, zero point fluctuations create an effective potential and the expectation value of
the eq. (1.7) reduces to:
∂2φ ≈ −λ2 φ
π
ln
[
φ δ
]
,
for the large and slowly changing values of φ.
Now Φ(t−x) is not a solution anymore of the effective equations of motion. The correct solution
should describe rolling of the field φ down the to the minimum of the effective potential. Actually to
describe the rolling one probably needs a bit more expanded form of the effective action. The latter
depends on the choice of the quantum ground state.
During this rolling there will probably be quantum loop amplification of the tree-level particle
flux due to the change of the anomalous quantum averages and of the level population for fermions
and scalar. But that can be seen only in the loops when the field φ is made dynamical. This is at
least what we already have seen in the de Sitter space background [18]–[24], in the black hole collapse
background [25], in the strong electric field backgrounds [26], [27], in the case of moving mirrors [14],
[28] (see also the case of non–linear quantum mechanics with time dependent frequency [29]).
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A Free fermions without background field at finite tempera-
ture
To make our paper selfcontained in this Appendix we discuss the properties of the propagators in
the free massless 2D fermionic theory at finite temperature. The action of the theory has the form:
S[ψ, ψ¯] =
∫
d2x ψ¯(x, t)i/∂ψ(x, t) . (A.1)
The equations of motion are:
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 0 i
(
∂t + ∂x
)
i
(
∂t − ∂x
)
0

[
ψR
ψL
]
= 0 . (A.2)
We quantize the theory in a box of length L with periodic boundary conditions and then take L→∞.
The free field solutions to the Dirac equation are given by
ψˆη =
∑
p>0
√
1
L
(
aˆηpe
−ip(t+ηx) + bˆ†ηpe
ip(t+ηx)
)
, (A.3)
where η = + for the right moving component and η = − for the left moving component of the
spinor. The creation and annihilation operators satisfy the canonical anti–commutation relations
{aˆηp, aˆ†ηp′} = δpp′ and {bˆηp, bˆ†ηp′} = δpp′. The free Hamiltonian is:
Hˆ =
∫
dx
(
ψˆ†Ri∂xψˆR − ψˆ†Li∂xψˆL
)
=
∑
p>0
∑
η=R,L
p
(
aˆ†ηpaˆηp + bˆ
†
ηpbˆηp
)
. (A.4)
The expectation value of an operator Aˆ is defined as:
〈Aˆ〉 = Tr(ρˆAˆ) , (A.5)
where the trace is taken in Fock space and T is the temperature. For the thermal state the density
matrix operator is as follows:
ρˆ =
e−βHˆ
Tr
(
e−βHˆ
) = 1
Z
e−βHˆ , β =
1
T
. (A.6)
Z is the canonical partition function. To calculate the Green functions in the thermal state we need
to use the expectation value of the occupation number operator:
npδ(p− q) = 〈aˆ†ηpaˆηq〉 = 〈bˆ†ηpbˆηq〉 =
δ(p− q)
eβp + 1
. (A.7)
Then the Wightman propagator as a matrix in spinor indexes has the following form:
G0 = −i〈ψˆ(t, x)ψˆ†(t′, x′)〉 =
[
0 −i〈ψˆR(t, x)ψˆ†R(t′, x′)〉
−i〈ψˆL(t, x)ψˆ†L(t′, x′)〉 0
]
. (A.8)
The Feynman propagator is:
GT (t, x; t′, x′) = θ(t− t′)G> + θ(t′ − t)G<, (A.9)
where G> and G< are defined in eq.(2.11); the retarded Green function is:
GR(t, x; t′, x′) = θ(t− t′)
(
G> −G<
)
; (A.10)
the advanced Green function is:
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GA(t, x; t′, x′) = −θ(t′ − t)
(
G> −G<
)
; (A.11)
and the Keldysh propagator is:
GK(t, x; t′, x′) = G> +G< . (A.12)
Then the explicit form of the retarded propagator for the right moving fermions is:
GRr = −iθ(t − t′)
∑
p,p′>0
1
L
(
[aˆRp, aˆ
†
Rp′ ]+e
−ip(t+x−(t′+x′)) + [bˆ†Rp, bˆRp′ ]+e
ip(t+x−(t′+x′))
)
= (A.13)
= −iθ(t− t′)
∑
p>0
1
L
(
e−ip(t+x−(t
′+x′)) + eip(t+x−(t
′+x′))
)
= − i√
2
θ(v − v′)δ(u− u′) .
Similarly, for the left moving fermions we have:
GRl = −
i√
2
θ(u− u′)δ(v − v′) . (A.14)
Thus, for the retarded Green function we obtain the expression from eq. (2.27).
Let us calculate now the Keldysh propagator for the right moving fermions:
GKr (t, x; t
′, x′) = −i
∑
p,p′>0
1
L
(
[aˆRp, aˆ
†
Rp′ ]−e
−ip(t+x−(t′+x′)) + [bˆ†Rp, bˆRp′ ]−e
ip(t+x−(t′+x′))
)
= (A.15)
= −i
∑
p>0
1− 2np
L
(
e−ip(t+x−(t
′+x′)) − eip(t+x−(t′+x′))
)
= −i
∫ +∞
−∞
dp
2π
tanh
(
p
2T
)
e−ip(t−t
′+x−x′) .
The Fourier transformation of the Green functions (A.13), (A.14), (A.15) and of the advanced prop-
agator, as defined in (2.17), is as follows:
GR(ǫ, x; ǫ′, x′) = −2πiδ(ǫ+ ǫ′)θ(x′ − x)e−iǫ(x−x′)
GA(ǫ, x; ǫ′, x′) = 2πiδ(ǫ+ ǫ′)θ(x− x′)e−iǫ(x−x′)
GK(ǫ, x; ǫ′, x′) = −2πiδ(ǫ+ ǫ′) tanh
(
ǫ
2T
)
e−iǫ(x−x
′) .
(A.16)
From (A.16) it follows, that there is a relation between GR/A and GK :
GK(ǫ, x; ǫ′, x′) = tanh
(
ǫ
2T
)[
GR(ǫ, x; ǫ′, x′)−GA(ǫ, x; ǫ′, x′)
]
, (A.17)
which is the essence of the so called Fluctuation-Dissipation Theorem [3].
Let us find now the inverse Fourier transformation of the distribution function F (ǫ) = tanh ǫ
2T
:
f(τ) =
+∞∫
−∞
dǫ
2π
e−iǫτ tanh
ǫ
2T
= −
+∞∫
−∞
dǫ
2π
e−iǫτ
(
1− 2 1
eβǫ + 1
)
= (A.18)
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= −δ(τ) + lim
δ→0
1
π
∫ +∞
−∞
dǫ e−ǫ(δ+iτ)
1
eβǫ + 1
= −δ(τ)− lim
δ→0
iT
sinh
(
πT (τ − iδ)) .
Then, if τ 6= 0, we have that
f(τ) = − iT
sinh
(
πTτ
) ,
while if τ → 0:
f(τ) = −δ(τ)− i
π
1
τ − iδ = −δ(τ)−
i
π
τ + iδ
τ 2 + δ2
= − i
π
lim
δ→0
τ
τ 2 + δ2
. (A.19)
In all, one can write that:
f(τ) = −P iT
sinh
(
πTτ
) . (A.20)
B Calculation of the retarded and advanced propagators in
the functional formalism
In components the equation (2.23) can be written as:
− Φ(v)GR11 + i
√
2∂uG
R
21 = δ(u− u′)δ(v − v′) ,
i
√
2∂vG
R
12 − Φ(v)GR22 = δ(u− u′)δ(v − v′) ,
−Φ(v)GR12 + i
√
2∂uG
R
22 = 0 ,
i
√
2∂vG
R
11 − Φ(v)GR21 = 0 .
(B.1)
From here we get that: (
2∂v∂u + Φ
2(v)
)
GR11 = −Φ(v′)δ(u− u′)δ(v − v′), (B.2)
and (
2∂v∂u − 2
[
ln Φ(v)]′∂u + Φ
2(v)
)
GR22 = −Φ(v′)δ(u− u′)δ(v − v′). (B.3)
First we solve (B.2) and (B.3), and then we find GR12 and G
R
21 from (B.1). Since the potential Φ
dependents only on v, we can represent GR11 as:
GR11(u, v) = −Φ(v′)
∫
dp
2π
eip(u−u
′)G
R
11(p, v)
2ip
. (B.4)
After that eq. (B.2) acquires the form:(
∂v +
Φ2(v)
2ip
)
GR11(p, v) = δ(v − v′) . (B.5)
A solution of this equation is as follows:
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GR11(p, v) = e
−
∫ v
v′
Φ2(v)
2ip θ(v − v′) . (B.6)
For convenience we introduce the following notation:
a(v, v′) =
1
2
∫ v
v′
dyΦ2(y) ≥ 0. (B.7)
Then, using [11], we obtain that:
GR11(u, v) = −Φ(v′)θ(v − v′)
∫
dp
2π
1
2ip
eip(u−u
′)e
−
a(v, v′)
ip = (B.8)
= −Φ(v′) θ(v − v′)
∫ +∞
0
dp
2π
2i
2ip
sin
(
p(u− u′) + a(v, v
′)
p
)
,
where
∫ +∞
0
dp
2π
1
p
sin
(
p(u− u′) + a(v, v
′)
p
)
=

1
2
J0
(
2
√
a(v, v′)(u− u′)
)
, for u− u′ > 0
1
4
, for u− u′ = 0
0, for u− u′ < 0.
(B.9)
Here J0(x) is the Bessel function.
In compact form GR11 can be written as:
GR11(u, v) = −
1
2
Φ(v′)θ(v − v′)θ(u− u′)J0
(
2
√
a(v, v′)(u− u′)
)
. (B.10)
Repeating the same steps as above, we find that:
GR22(u, v) = exp
(∫ v
v′
[
lnΦ(v)
]′)
GR11(u, v) =
Φ(v)
Φ(v′)
GR11 =
= −1
2
Φ(v)θ(v − v′)θ(u− u′)J0
(
2
√
a(v, v′)(u− u′)
)
. (B.11)
From (B.1) it follows that:
GR12 =
i
√
2
Φ(v)
∂uG
R
22 = (B.12)
= − i√
2
θ(v − v′)δ(u− u′) + i√
2
θ(v − v′)θ(u− u′)
√
a(v, v′)
u− u′ J1
(
2
√
a(v, v′)(u− u′)
)
,
where we have used the following properties of the Bessel functions:
J0(0) = 1 , J
′
0(x) = −J1(x) . (B.13)
Then using again the system equations (B.1), we obtain that:
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GR21 =
i
√
2
Φ(v)
∂vG
R
11 = (B.14)
= − i√
2
δ(v − v′)θ(u− u′) + i√
2
Φ(v′)θ(v − v′)θ(u− u′)
√
u− u′
a(v, v′)
Φ(v)
2
J1
(
2
√
a(v, v′)(u− u′)
)
.
Putting all the results of this Appendix together we obtain eq. (2.25).
C Calculation of the anomalous contribution to the Keldysh
propagator in the coincidence limit in the functional for-
malism
For the further steps it is convenient to write GR/A from (2.25) as:GR = GR0 + θ(v − v′)θ(u− u′)DR ,GA = GA0 + θ(v′ − v)θ(u′ − u)DA , (C.1)
where the exact form of DR/A follows from (2.25). Then, using the last equation the product
GR(x, t; y, τ1)G
A(y, τ2; x, t) can be written as:
GR(x, t; y, τ1)G
A(y, τ2; x, t) =
=
(
GR0 (x, t; y, τ1) + θ(t− x− τ1 + y)θ(t+ x− τ1 − y)DR(x, t; y, τ1)
)
×
×
(
GA0 (y, τ2; x, t) + θ(t− x− τ2 + y)θ(t+ x− τ2 − y)DA(y, τ2; x, t)
)
=
=
(
GRGA
)(1)
+
(
GRGA
)(2)
+
(
GRGA
)(3)
, (C.2)
where, we denote by
(
GRGA
)(i)
, i = 1, 2, 3 the contributions that have the following structures:
(
GRGA
)(1)
∼ θ(...)θ(...)δ(...)δ(...) ,(
GRGA
)(2)
∼ θ(...)θ(...)θ(...)θ(...) ,(
GRGA
)(3)
∼ θ(...)θ(...)θ(...)δ(...) .
As a result one can divide contributions to GKan as follows:
GKan = G
K
an1 +G
K
an2 +G
K
an3, (C.3)
where
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GKan1 ≡
∫
dy
∫
dτ1dτ2
(
GR(x, t; y, τ1)G
A(y, τ2; x, t)
)(1)[
Φ(τ2 − y)− Φ(τ1 − y)
]
f(τ1 − τ2) ,
GKan2 ≡
∫
dy
∫
dτ1dτ2
(
GR(x, t; y, τ1)G
A(y, τ2; x, t)
)(2)[
Φ(τ2 − y)− Φ(τ1 − y)
]
f(τ1 − τ2) ,
GKan3 ≡
∫
dy
∫
dτ1dτ2
(
GR(x, t; y, τ1)G
A(y, τ2; x, t)
)(3)[
Φ(τ2 − y)− Φ(τ1 − y)
]
f(τ1 − τ2) . (C.4)
In (C.4) one can make the following change:
(
GR(x, t; y, τ1)G
A(y, τ2; x, t)
)(i)
→
→ 1
2
[(
GR(x, t; y, τ1)G
A(y, τ2; x, t)
)(i)
+
(
GR(x, t; y, τ2)G
A(y, τ1; x, t)
)(i)]
, (C.5)
since
[
Φ(τ2 − y) − Φ(τ1 − y)
]
f(τ2 − τ1) is symmetric under the exchange of τ1 ↔ τ2. Then, from
(2.27) and (2.28) it immidiatly follows that all spinor components of GKan1 are zero.
To calculate GKan2 consider
(
GRGA
)(2)
= θ(t−x−τ1+y)θ(t+x−τ1−y)θ(t−x−τ2+y)θ(t+x−τ2−y)DR(x, t; y, τ1)DA(y, τ2; x, t) .
(C.6)
The product of the four Heaviside functions restricts the arguments to the region:
t > τ1
t > τ2
(t− τ1) + x > y > −(t− τ1) + x
(t− τ2) + x > y > −(t− τ2) + x ,
(C.7)
hence, after some manipulations this part of the Keldysh propagator can be written in the following
form:
GKan2(x, t; x, t) =
=
∫ +∞
0
dτ1
∫ +∞
0
dτ2
∫ min(τ1,τ2)
−min(τ1,τ2)
dyDR(x, t; y + x, t− τ1)DA(y + x, t− τ2; x, t)×
×
[
Φ
(
v − τ2 + y√
2
)
− Φ
(
v − τ1 + y√
2
)]
f(τ2 − τ1) . (C.8)
Diagonal components of this spinor matrix have the following form:
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[GKan2]11(x, t; x, t) =
= −2
√
2
∫ +∞
0
dτ1
∫ +∞
0
dτ2
∫ min(τ1,τ2)
−min(τ1,τ2)
dy
{
Φ [v − (τ2 + y)]− Φ [v − (τ1 + y)]
}
×
×f
[√
2(τ1 − τ2)
] {1
4
Φ(v) Φ [v − (τ1 + y)] J0 [z(τ1, y)] J0 [z(τ2, y)] +
+
1
2
Φ(v) Φ [v − (τ2 + y)] J1 [z(τ1, y)]J1 [z(τ2, y)] z(τ1, y)
z(τ2, y)
(
τ2 − y
)(
τ1 − y
)}, (C.9)
and
[GKan2]22(x, t; x, t) =
= −2
√
2
∫ +∞
0
dτ1
∫ +∞
0
dτ2
∫ min(τ1,τ2)
−min(τ1,τ2)
dy
{
Φ [v − (τ2 + y)]− Φ [v − (τ1 + y)]
}
×
×f
[√
2(τ1 − τ2)
] {1
4
Φ(v) Φ [v − (τ2 + y)] J0 [z(τ1, y)] J0 [z(τ2, y)] +
+
1
2
Φ(v) Φ [v − (τ1 + y)] J1 [z(τ1, y)] J1 [z(τ2, y)] z(τ2, y)
z(τ1, y)
(
τ1 − y
)(
τ2 − y
)}, (C.10)
where
z(τ, y) ≡ 2
√
a [v, v − (τ + y)] (τ − y). (C.11)
Comparing (C.9) and (C.10) one can see that they are identical. Indeed, if we exchange τ1 ↔ τ2 in
[GKan2]22 and use that f
[√
2(τ1 − τ2)
]
= −f[√2(τ2 − τ1)] we obtain [GKan2]11.
Furthermore, non–diagonal components of GKan2 have the following form:
[GKan2]12(x, t; x, t) =
= −i
∫ +∞
0
dτ1
∫ +∞
0
dτ2
∫ min(τ1,τ2)
−min(τ1,τ2)
dy
{
Φ [v − (τ2 + y)]− Φ [v − (τ1 + y)]
}
×
×f
[√
2(τ1 − τ2)
] {
Φ [v − (τ1 + y)] J0 [z(τ1, y)] J1 [z(τ2, y)] z(τ2, y)
2(τ2 − y) −
−Φ [v − (τ2 + y)] J0 [z(τ2, y)] J1 [z(τ1, y)] z(τ1, y)
2(τ1 − y)
}
, (C.12)
and
[GKan2]21(x, t; x, t) =
= iΦ2(v)
∫ +∞
0
dτ1
∫ +∞
0
dτ2
∫ min(τ1,τ2)
−min(τ1,τ2)
dy
{
Φ [v − (τ2 + y)]− Φ [v − (τ1 + y)]
}
×
×f
[√
2(τ1 − τ2)
] {
Φ [v − (τ1 + y)] J0 [z(τ2, y)] J1 [z(τ1, y)] 2(τ1 − y)
z(τ1, y)
−
− Φ [v − (τ2 + y)] J0 [z(τ1, y)] J1 [z(τ2, y)] 2(τ2 − y)
z(τ2, y)
}
. (C.13)
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One can see that [GKan2]12 = [G
K
an2]21 = 0 due to the same reason why diagonal components of G
K
an2
are equal.
Finally, we obtain that
GKan2(x, t; x, t) = [G
K
an2]11
[
1 0
0 1
]
, (C.14)
where [GKan2]11 is defined in eq. (C.9).
Consider nowGKan3(x, t; x, t) part of the Keldysh propagator. After straightforward manipulations,
one can find that:
[GKan3]11(x, t; x, t) = [G
K
an3]22(x, t; x, t) =
= −Φ
(
v
)
2
√
2
∫ +∞
0
dτ
∫ +∞
0
dτ ′f
(√
2τ
)[
Φ
(
v − τ ′)− Φ(v − τ ′ + τ)]×
×Φ(v − τ ′)√ τ
a(v + δ, v − τ ′)J1
(
2
√
τa
(
v, v − τ ′))−
− 1√
2
∫ +∞
0
dτ
∫ +∞
0
dτ ′
[
Φ
(
v
)− Φ(v − τ)]f(√2τ)√a(v, v − τ)
τ ′
J1
(
2
√
τ ′a
(
v, v − τ)). (C.15)
To find non–diagonal components of the spinor matrix GKan3(x, t; x, t) consider:
(
GR(x, t; y, τ1)G
A(y, τ2; x, t)
)(3)
12
=
=
i
2
θ
(
t− x− τ1 + y
)
δ
(
t+ x− τ1 − y
)
θ
(
t− x− τ2 + y
)
θ
(
t+ x− τ2 − y
)×
×Φ(τ2 − y)J0
(
2
√
a(τ2 − y, t− x)τ2 + y − t− x√
2
)
−
− i
2
θ
(
t− x− τ2 + y
)
δ
(
t+ x− τ2 − y
)
θ
(
t− x− τ1 + y
)
θ
(
t+ x− τ1 − y
)×
×Φ(τ1 − y)J0
(
2
√
a(τ1 − y, t− x)τ1 + y − t− x√
2
)
. (C.16)
From (C.16) it follows that
1
2
[(
GR(x, t; y, τ1)G
A(y, τ2; x, t)
)(3)
+
(
GR(x, t; y, τ2)G
A(y, τ1; x, t)
)(3)]
= 0. (C.17)
Hence,
[GKan3]12(x, t; x, t) = 0.
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The same arguments are valid also for: (
GR(x, t; y, τ1)G
A(y, τ2; x, t)
)(3)
21
=
=
i
2
δ
(
t− x− τ1 + y
)
θ
(
t+ x− τ1 − y
)
θ
(
t− x− τ2 + y
)
θ
(
t+ x− τ2 − y
)×
×Φ(t− x)J0
(
2
√
a(τ2 − y, t− x)τ2 + y − t− x√
2
)
−
− i
2
δ
(
t− x− τ2 + y
)
θ
(
t+ x− τ2 − y
)
θ
(
t− x− τ1 + y
)
θ
(
t+ x− τ1 − y
)×
×Φ(t− x)J0
(
2
√
a(τ1 − y, t− x)τ1 + y − t− x√
2
)
. (C.18)
As a result,
[GKan3]21(x, t; x, t) = 0.
Finally, we find that
GKan3(x, t; x, t) = [G
K
an3]11(x, t; x, t)
[
1 0
0 1
]
, (C.19)
where [GKan3]11(x, t; x, t) is defined in eq. (C.15). Combining all the results of this Appendix together
we obtain the eq.(2.34).
D Calculation of the scalar current in the functional formalism
To find the leading contribution to the scalar current coming from [GKth]11 in the limit (2.37)
we have to consider the two types of integrals in eq. (2.33). To estimate them it is convenient to
introduce the dimensionless variable:
z = τλ . (D.1)
In terms of z the integrals in (2.33) acquire the following form:
I1(δ,∞) ≡
∫ +∞
δλ
dz
1
z
J0
(
2
√
z
2λ2
∫ λv
λv−z
dyΦ2(y/λ)
)
(D.2)
and
I2(δ,∞) ≡
∫ +∞
δλ
dz
Φ(v − z/λ)
z
J0
(
2
√
z
2λ2
∫ λv
λv−z
dyΦ2(y/λ)
)
, (D.3)
if f(τ) is taken to be as in eq. (2.36).
First of all, in the limit (2.37) we have that:
1
2λ2
∫ λv
λv−z
dzΦ2(z/λ) =
1
2
z
Φ2(v)
λ2
[
1 +
∑
n=1
anz
n
]
, (D.4)
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where
an =
(−1)n
λnn!
1
Φ2(v)
dn
dvn
Φ2(v), and
∣∣an∣∣ < 1 .
Consider now the integral as follows:
I1(δ, 1) =
∫ 1
δλ
dz
1
z
J0
(
2
√
z
2λ2
∫ λv
λv−z
dyΦ2(y/λ)
)
=
∫ 1
δλ
dz
1
z
J0
(
Az
√
1 +
∑
n=1
anzn
)
, (D.5)
where for convenience we use the following notation: A =
√
2
|Φ(v)|
λ
. And please note the change of
the upper limit of integration in (D.5) with respect to (D.2). We expand the Bessel function J0 in
terms of ai, using that:
∂i1 ...∂inJ0
(
Az
√
1 +
∑
n=1
anzn
)∣∣∣∣
ai=0
=
(−1)n
2n
(
Az
)n
Jn
(
Az
)
zi1 ...zin . (D.6)
Then,
I1(δ, 1) =
∫ 1
δλ
dz
1
z
J0
(
Az
)
+
∑
i1=1
ai1
(−1)
2
A
∫ 1
0
dz zi1+1−1J1(Az) +
+
∑
i1,i2=1
1
2!
ai1ai2
(−1)2
22
A2
∫ 1
0
dz zi1+i2+2−1J2(Az) +
+
∑
i1,i2,i3=1
1
3!
ai1ai2ai3
(−1)3
23
A3
∫ 1
0
dz zi1+i2+i3+3−1J3(Az) + ... . (D.7)
For A≫ 1 the following approximation is true [11]:
∫ 1
0
zµJν
(
Az
)
dz ≈ −
√
2
π
cos
(
A− π(2ν + 1)/4
)
A3/2
+
1
A3
+
+
√
2
π
(ν + µ− 1)
Aµ+1/2
cos
(
A− π(2ν + 1)/4
)
+
2µ
Aµ+1
Γ
(
1/2(1 + µ+ ν)
)
Γ
(
1/2(1− µ+ ν)
) . (D.8)
Using (D.8), one can estimate that:
I1(δ, 1) =
∫ 1
δλ
dz
1
z
J0
(
Az
)
+
1
A3
eB − a1√
2πA
cos
(
A− 3π/4
)
+ o
(
1
A3/2
)
, (D.9)
where
B =
A
2
∑
i
ai = − 1√
2Φ(v)
(
Φ2(v)
λ
−
∫ v
v−1/λ
Φ2(y)dy
)
. (D.10)
In our case the difference
Φ2(v)
λ
− ∫ v
v−1/λ
Φ2(y)dy is not of order Φ2(v)/λ, since Φ is a very slow
function of its argument, so we can neglect the term
1
A3
eB and obtain that:
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∫ 1
δλ
dz
1
z
J0
(
Az
)
=
∫ A
Aδλ
dz
1
z
J0
(
z
)
≈
∫ ∞
Aδλ
dz
1
z
J0
(
z
)
≈ − ln
(
δAλ
2
)
− γ . (D.11)
One can change the upper limit of integration, since for A≫ 1:∫ ∞
A
dz
z
J0(z) ≈
∫ ∞
A
dz
z
√
z
cos(z) ≈ −sinA
A3/2
+ o(
1
A5/2
) .
Thus, we obtain that:
I1(δ, 1) = − ln
(
δ|Φ(v)|
2
)
− γ+ Φ
′(v)
λΦ(v)
√
λ
4π|Φ(v)| cos
(√
2
|Φ(v)|
λ
− 3π/4
)
+ o
(
λ3/2
|Φ(v)|3/2
)
. (D.12)
The next step is to estimate the remaining part of the integral from eq.(D.2):
I1(1,∞) =
∫ ∞
1
dz
1
z
J0
(
2
√
z
2λ2
∫ λv
λv−z
dyΦ2(y/λ)
)
. (D.13)
We use, that
1
λ2
∫ λv
λv−1
dy Φ2(y/λ)≫ 1 and, hence,
1
λ2
∫ λv
λv−z
dy Φ2(y/λ) =
1
λ2
∫ λv−1
λv−z
dy Φ2(y/λ)+
1
λ2
∫ λv
λv−1
dy Φ2(y/λ) =
1
λ2
∫ λv
λv−1
dy Φ2(y/λ)
(
1+g(τ)
)
,
where
g(τ) =
∫ λv−1
λv−z
dy Φ2(y/λ)∫ λv
λv−1
dy Φ2(y/λ)
> 0 .
Using asymptotic expansion for the Bessel function J0, we obtain that:
|I1| ≈
∣∣∣∣∣∣∣∣∣
∫ ∞
1
dz
1
z
cos
(√
2z
1
λ2
∫ λv
λv−z
dy Φ2(y/λ)
)
[
2z
1
λ2
∫ λv
λv−z
dy Φ2(y/λ)
]1/4
∣∣∣∣∣∣∣∣∣
<
1[
1
λ2
∫ λv
λv−1
dy Φ2(y/λ)
]1/4 ∫ ∞
1
dz
1
z
1
z1/4
=
=
4[
1
λ2
∫ λv
λv−1
dy Φ2(y/λ)
]1/4 ∼
√
λ
Φ(v)
. (D.14)
Then, the total result for (D.2) is:
I1(δ,∞) = − ln
(
δ|Φ(v)|
2
)
−γ+ Φ
′(v)
λΦ(v)
√
λ
4π|Φ(v)| cos
(√
2
|Φ(v)|
λ
−3π/4
)
+o
(
λ3/2
|Φ(v)|3/2
)
, (D.15)
and also
I2(δ, 1) = Φ(v)I1(δ, 1) + o
(
λ3/2
|Φ(v)|3/2
)
, (D.16)
in the limit in question.
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The remaining integral that we have to estimate is as follows:
I2(1,∞) =
∫ +∞
1
dz
Φ(v − z/λ)
z
J0
(√
2z
1
λ2
∫ λv
λv−z
dy Φ2(y/λ)
)
≈
≈
∫ ∞
1
dz
Φ(v − z/λ)
z
cos
(√
2z
1
λ2
∫ λv
λv−z
dy Φ2(y/λ)
)
[
2z
1
λ2
∫ λv
λv−z
dy Φ2(y/λ)
]1/4 . (D.17)
It obeys the following conditions:
∣∣∣∣∣∣∣∣∣
∫ ∞
1
dz
Φ(v − z/λ)
z
cos
(√
2z
1
λ2
∫ λv
λv−z
dy Φ2(y/λ)
)
[
2z
1
λ2
∫ λv
λv−z
dy Φ2(y/λ)
]1/4
∣∣∣∣∣∣∣∣∣
<
<
1[
1
λ2
∫ λv
λv−1
dy Φ2(y/λ)
]1/4 ∫ ∞
1
dz
Φ(v − z/λ)
z
1
z1/4
=
=
4M[
1
λ2
∫ λv
λv−1
dy Φ2(y/λ)
]1/4 ∼ M
√
λ√
Φ(v)
∼
√
λΦ(v) , (D.18)
where
M = max
z∈(1,∞)
(
Φ(v − z/λ)
)
∼ Φ(v) . (D.19)
In all, we find that the expression (2.33) in the limit (2.37) can be approximated as:
[GKth]11(x, t; x− δ, t) =
i
π
Φ(v) ln
(
δ|Φ(v)|
2
)
+
i
π
Φ(v)γ+ (D.20)
+
i
π
Φ′(v)
λΦ(v)
√
λ|Φ(v)|
4π
cos
(√
2
|Φ(v)|
λ
− 3π/4
)
+ o
(
λ3/2
|Φ(v)|1/2
)
.
To find the leading contribution to the correlation function coming from [GKan2]11 in the limit (2.37)
we need to estimate the integral in eq.(C.9). One can see that if Φ(v) = const this integral vanishes.
Hence, it is proportional to some derivative of the potential and contributes subleading corrections
to the scalar current in the limit (2.37).
To find the leading contribution to the scalar current from [GKan3]11 in the limit (2.37) one needs
to estimate the integral in eq. (C.15). In the first row of (C.15) we can take the integral over τ ′
explicitly:
∫ +∞
0
dτ ′
√
a(v, v − τ)
τ ′
J1
(
2
√
τ ′a
(
v, v − τ)) = ∫ +∞
0
dy J1(y) = 1 , (D.21)
so,
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1√
2
∫ +∞
δ
dτ
∫ +∞
0
dτ ′
[
Φ
(
v
)− Φ(v − τ)]f(√2τ)√a(v, v − τ)
τ ′
J1
(
2
√
τ ′a
(
v, v − τ)) =
= − i
2π
∫ +∞
0
dτ
1
τ + δ
[
Φ
(
v
)− Φ(v − τ)], (D.22)
where we have used the expression for f(τ) from eq. (2.36).
Thus, the first integral on the right hand side of (C.15) can be neglected, since we assume that
Φ(x) is a very slow function of x, which means that the difference Φ(v − τ ′)−Φ(v− τ ′ + τ) is small
when δ < τ < 1.
The other integral in (C.15) can be represented in the following form:
−Φ
(
v
)
2
√
2
∫ +∞
1
dτ
∫ +∞
0
dτ ′
[
Φ
(
v − τ ′)]f(√2τ)Φ(v − τ ′)√ τ
a(v, v − τ ′)J1
(
2
√
τa
(
v, v − τ ′)) =
=
iΦ(v)
2π
∫ ∞
1
dτ
∫ a
0
dy
1
τ
√
t− δ
y
J1
(
2
√
(τ − δ) a(v, v − τ ′)) =
=
iΦ(v)
2π
∫ ∞
1
dτ
1
τ + δ
(
1− J0
(
2
√
a(v,−∞)τ)).(D.23)
To get this result we have made the change of variables s = 2
√
(τ − δ) a(v, v − τ ′) and used that∫ b
0
dx J1(x) = 1− J0(b). Then:
−Φ
(
v
)
2
√
2
∫ +∞
1
dτ
∫ +∞
0
dτ ′
[
Φ
(
v − τ ′ + τ)]f(√2τ)Φ(v − τ ′)√ τ
a(v, v − τ ′)J1
(
2
√
τa
(
v, v − τ ′)) ≈
≈ −Φ
(
v
)
2
√
2
∫ s
1
dτ
∫ s′
0
dτ ′
[
Φ(v)
]
f
(√
2τ
)
Φ(v)
√
τ
1/2Φ2(v)τ ′
J1
(
2
√
τ 1/2Φ2(v)τ ′
)
≈
≈ Φ
3(v)
Φ(v)
∫ s
1
dτ
τ
∫ s′
0
dτ ′
√
τ
τ ′
J1
(
Φ(v)
√
2τ τ ′
)
≈
≈ Φ(v)
s′
∫ s
1
dτ
τ
[
1− J0
(
Φ(v)
√
τs′
)]
≈ Φ(v)
s′
ln s ,(D.24)
where in (D.24) we have made the assumption that the leading contribution to the integral is coming
from such values of s and s′ which correspond to some finite values of τ and τ ′ respectively, such
that when 1 < τ < s and 0 < τ ′ < s′ one can use the approximation Φ(v− τ ′ + τ)Φ(v− τ ′) ≈ Φ2(v).
So we can also neglect this term with respect to Φ(v) ln
[
δΦ(v)
]
from eq. (D.20).
In all, we find that the approximate value of the integral (C.15) is as follows:
G
(anom)K(3)
11 (x, t; x, t) ≈
≈ iΦ(v)
2π
∫ ∞
1
dτ
1
τ + δ
(
1− J0
(
2
√
aτ
))− i
2π
∫ +∞
0
dτ
1
τ + δ
[
Φ
(
v
)− Φ(v − τ)] ≈
≈ i
2π
∫ 1
0
dτ
Φ(v − τ)− Φ(v)
τ + δ
+
i
2π
∫ ∞
1
dτ
Φ(v − τ)
τ + δ
−
−iΦ(v)
2π
∫ ∞
1
dτ
1
τ + δ
J0
(
2
√
aτ
) ≈ iΦ(v) const. + ... (D.25)
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where the ellipses include terms which are proportional to Φ′(v) and
1
Φ(v)
. Equation (D.25) shows
that in the limit (2.37) we can neglect [GKan3]11 with respect to G
K
th. Combining the results of the
calculations in this Appendix we obtain the eq. (2.38) in the limit (2.37).
E Massive fermions and Bogoliubov transformation
The action of free 2D massive fermions is
S[ψ, ψ¯] =
∫
dt
∫
dx ψ¯(x, t)
(
i/∂ −m
)
ψ(x, t). (E.1)
The equations of motion are as follows: −m i
(
∂t + ∂x
)
i
(
∂t − ∂x
)
−m

[
ψ1
ψ2
]
= 0 . (E.2)
Their plane wave solutions are:
ψ = u(p)e−iwpt+ipx and ψ = v(p)eiwpt−ipx , (E.3)
where
u(p) =
1√
2
√
wp +m
2wp
1−
p
m+ wp
1 +
p
m+ wp
 , v(p) = 1√
2
√
wp +m
2wp

p
m+ wp
− 1
1 +
p
m+ wp
 , (E.4)
and wp =
√
p2 +m2. The field operator has the form:
ψˆ(t, x) =
∫ +∞
−∞
dp
2π
[
aˆpu(p)e
−iwpt+ipx + bˆ†pv(p)e
iwpt−ipx
]
, (E.5)
and
{aˆp, aˆ†q} = 2πδ(p− q) , {bˆp, bˆ†q} = 2πδ(p− q) .
One can check that
{ψˆ(t, x), ψˆ†(t, y)} = δ(x− y)Iˆ , (E.6)
and
: Hˆ :=
∫ +∞
−∞
dp
2π
√
p2 +m2
(
aˆ†paˆp + bˆ
†
pbˆp
)
. (E.7)
But we can choose another basis of modes instead of the plane waves (E.3):
ψ = u˜(q)e−iqu−im
2v/2q and ψ = v˜(q)eiqu+im
2v/2q, (E.8)
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where
u˜(q) =
 1m√
2q
 , v˜(q) =
 1− m√
2q
 . (E.9)
As well as (E.3) these functions also solve eq. (E.2).
Let us find now the Bogoliubov canonical transformation between the modes (E.3) and (E.8):u(p)e−iwpt+ipx =
∫ +∞
0
dq F (q, p)u˜(q)e−iqu−im
2v/2q
v(p)eiwpt−ipx =
∫ +∞
0
dq G(q, p)v˜(q)eiqu+im
2v/2q .
(E.10)
It is straightforward to see that:
F (q, p) =
√
m2 + 2q2
4q2
δ
(
p− m
2 − 2q2
2
√
2q
)
G(q, p) = −
√
m2 + 2q2
4q2
δ
(
p− m
2 − 2q2
2
√
2q
)
.
(E.11)
From (E.11) one can observe that while p takes values in the interval (−∞,+∞), the Fourier pa-
rameter q in (E.8) is ranging in the interval (0,+∞). The peculiarity of the modes (E.8) at q = 0
and how to deal with it is discussed in the subsection 3.1.
Then, using (E.10) we can rewrite (E.5) as follows:
ψˆ(t, x) =
∫ +∞
−∞
dp
2π
[
aˆpu(p)e
−iwpt+ipx + bˆ†pv(p)e
iwpt−ipx
]
= (E.12)
=
∫ +∞
−∞
dp
2π
[
aˆp
∫ +∞
0
dq F (q, p)u˜(q)e−iqu−im
2v/2q + bˆ†p
∫ +∞
0
dq G(q, p)v˜(q)eiqu+im
2v/2q
]
=
=
∫ +∞
0
dq
2π
1
4
√
2
[
ˆ˜aq
 1m√
2q
 e−iqu−im2v/2q + ˆ˜b†p
 1− m√
2q
 eiqu+im2v/2q],
where 
ˆ˜aq =
4
√
2
√
m2 + 2q2
4q2
aˆ
(
m2 − q2
2
√
2q
)
ˆ˜bq = − 4
√
2
√
m2 + 2q2
4q2
bˆ
(
m2 − q2
2
√
2q
) and
{ˆ˜ap, ˆ˜a†q} = 2πδ(p− q){ˆ˜bp, ˆ˜b†q} = 2πδ(p− q) . (E.13)
The anticommutation relations are as follows:
{ψˆ(t, x), ψˆ†(t, y)} =
∫ +∞
0
dp
π
1
p2
cos
(
(x− y)m2
4
p− (x− y)
p
)[
1 0
0 1
]
. (E.14)
The integral here can be calculated as [11]:
I ≡
∫ +∞
0
dp
π
1
p2
cos
(
(x− y)m2
4
p− (x− y)
p
)
=
= lim
ǫ→0
∫ +∞
0
dp
π
1
p2 + ǫ2
cos
(
(x− y)m2
4
p− (x− y)
p
)
=
= lim
ǫ→0
1
2ǫ
exp
(
− |x− y|m
2
4
ǫ− |x− y|
ǫ
)
= lim
ǫ→0
1
2ǫ
exp
(
− |x− y|
ǫ
)
= δ(x− y). (E.15)
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Then we obtain the canonical anticommutation relations:
{ψˆ(t, x), ψˆ†(t, y)} = δ(x− y)
[
1 0
0 1
]
. (E.16)
For completeness, the free Hamiltonian in the new modes is as follows:
: Hˆ :=
∫ +∞
0
dq
2π
2q2 +m2
2q
[
ˆ˜a†q ˆ˜aq +
ˆ˜
b†q
ˆ˜
bq
]
. (E.17)
F Calculation of the expectation value of the stress energy
tensor in the operator formalism
In the light cone coordinates the components of the stress energy tensor have the following form:
Tvv =
1
2
(
T00 + T11 − 2T01
)
Tuu =
1
2
(
T00 + T11 + 2T01
)
Tuv = Tvu =
1
2
(
T00 − T11
)
.
(F.1)
Since the expectation value is divergent we use the point splitting regularization, i.e. after taking
the derivatives in the correlation function (2.35) we putt′ = t− iδ0x′ = x− iδ1 −→
u′ = u− iδuv′ = v − iδv , where Re(δu), Re(δv) > 0. (F.2)
Here δu and δv can be represented as
δu =
1√
2
(
δ0 + δ1
)
δv =
1√
2
(
δ0 − δ1) , and δ2 = δµδµ = 2δvδu = δ0δ0 − δ1δ1 . (F.3)
Writing the expectation value of (2.39) in components, we get
〈T 01〉 = i
4
[(√
2∂v −
√
2∂v′
)〈ψ†2(u′, v′)ψ2(u, v)〉 − (√2∂u −√2∂u′)〈ψ†1(u′, v′)ψ1(u, v)〉]
〈T00〉+ 〈T11〉 = i
2
[(√
2∂v −
√
2∂v′
)〈ψ†2(u′, v′)ψ2(u, v)〉+ (√2∂u −√2∂u′)〈ψ†1(u′, v′)ψ1(u, v)〉]
〈T00〉 − 〈T11〉 = i
2
[(√
2∂u −
√
2∂u′
)〈ψ†2(u′, v′)ψ2(u, v)〉+ (√2∂v −√2∂v′)〈ψ†1(u′, v′)ψ1(u, v)〉] .
(F.4)
We calculate each term in (F.4) separately. First of all, using regularization (F.2), we obtain that:
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a(v, v − iδv) = 1
2
∫ v
v−iδv
dyΦ2(y) =
=
1
2
Φ2(v)iδv − Φ(v)Φ′(v)(iδ
v)2
2
+
Φ′ 2(v) + Φ(v)Φ′′(v)
3!
(iδv)3 + ... =
= iδvb(v, δv) ≡ iδvΦ
2(v)
2
[
1− iΦ
′(v)
Φ(v)
δv −
(
Φ′2(v)
Φ2(v)
+
Φ′′(v)
Φ(v)
)
1
3
δv2 + ...
]
. (F.5)
Note that b(v, 0) =
1
2
Φ2(v). Then, using the modes (3.4), one can find that:
〈0|ψ†1(u′, v′)ψ1(u, v)|0〉 =
∫ ∞
0
dq
2π
1√
2
eiq(u−u
′)+ia(v,v′)/q , (F.6)
and
〈0|ψ†2(u′, v′)ψ2(u, v)|0〉 =
∫ ∞
0
dq
2π
1√
2
Φ(v)Φ(v′)
2q2
eiq(u−u
′)+ia(v,v′)/q . (F.7)
After taking the derivatives and using (F.2) and (F.5) we obtain that:(√
2∂u −
√
2∂u′
)〈0|ψ†1(u′, v′)ψ1(u, v)|0〉 =
= 2i
∫ ∞
0
dp
2π
p e−pδ
u−δvb(v,δv)/p =
i
π
(
1
δu2
− δ
vb(v, δv)
δu
)
=
=
i
π
(
1
δu2
− δ
vΦ2(v)
2δu
)
=
2i
π
(
2
δ2
− Φ
2(v)
2
)
δvδv
δ2
, (F.8)
and (√
2∂v −
√
2∂v′
)〈0|ψ†1(u′, v′)ψ1(u, v)|0〉 =
= i
(
Φ2(v)
2
+
Φ2(v − iδv)
2
)∫ ∞
0
dp
2π
p e−pδ
u−δvb(v,δv)/p =
=
i
π
(
Φ2(v)
2
+
Φ2(v − iδv)
2
)
K0
( |Φ(v)|√2δvδu
2
)
≈ −iΦ
2(v)
π
(
ln
[
Φ(v)δ
2
]
+ γ
)
, (F.9)
and [√
2∂v −
√
2∂v′
]〈0|ψ†2(u′, v′)ψ2(u, v)|0〉 =
=
1
2
(
Φ′(v)Φ(v − iδv)− Φ(v)Φ′(v − iδv)
)∫ ∞
0
dp
2π
1
p2
e−pδ
u−δvb(v,δv)/p +
+
iΦ(v)Φ(v − iδv)
4
(
Φ2(v) + Φ2(v − iδv)
)∫ ∞
0
dp
2π
1
p3
e−pδ
u−δvb(v,δv)/p . (F.10)
In the first term in (F.10) we make the change p =
1
q
of the integration variable and in the second
term in (F.10) the change is as follows: p =
b(v, δv)
q
. Then we obtain that:
[√
2∂v −
√
2∂v′
]〈0|ψ†2(u′, v′)ψ2(u, v)|0〉 =
=
1
2
(
Φ′(v)Φ(v − iδv)− Φ(v)Φ′(v − iδv)
)∫ ∞
0
dq
2π
e−δ
vb(v,δv)q−δu/q +
+
iΦ(v)Φ(v − iδv)
4b2(v, δv)
(
Φ2(v) + Φ2(v − iδv)
)∫ ∞
0
dq
2π
q e−qδ
v−δub(v,δv)/q . (F.11)
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We handle each term in (F.11) separately. The first term is equal to:
1
2
(
Φ′(v)Φ(v − iδv)− Φ(v)Φ′(v − iδv)
)∫ ∞
0
dq
2π
e−δ
vb(v,δv)q−δu/q =
=
1
4π
(
Φ′(v)
(
Φ(v)− iδvΦ′(v) + ...)− Φ(v)(Φ′(v)− iδvΦ′′(v) + ...)) 1
δvb(v, δv)
=
=
iδv
4π
Φ2(v)
(
Φ′′(v)
Φ(v)
− Φ
′2(v)
Φ2(v)
)
1
δvb(v, 0)
=
i
2π
(
Φ′′(v)
Φ(v)
− Φ
′2(v)
Φ2(v)
)
+O(δv). (F.12)
At the same time the second term is:
iΦ(v)Φ(v − iδv)
4b2(v, δv)
(
Φ2(v) + Φ2(v − iδv)
)∫ ∞
0
dq
2π
q e−qδ
v−δub(v,δv)/q =
=
iΦ(v)Φ(v − iδv)
8πb2(v, δv)
(
Φ2(v) + Φ2(v − iδv)
)(
1
δv2
− δ
uΦ2(v)
2δv
)
. (F.13)
To proceed further we also need to expand:
Φ(v − iδv)
(
Φ2(v) + Φ2(v − iδv)
)
=
=
(
Φ(v)− iδvΦ′(v)− 1
2
Φ′′(v)δv2 + ...
)(
Φ2(v) +
[
Φ(v)− iδvΦ′(v)− 1
2
Φ′′(v)δv2 + ...
]2)
=
=
(
Φ(v)− iδvΦ′(v)− 1
2
Φ′′(v)δv2 + ...
)
×
×
(
2Φ2(v)− 2iδvΦ(v)Φ′(v)− Φ′ 2(v)δv2 − Φ(v)Φ′′(v)δv2 + ...
)
=
= 2Φ3(v)− 4iδvΦ3(v)Φ
′(v)
Φ(v)
− δv2Φ3(v)
(
3
Φ′2(v)
Φ2(v)
+ 2
Φ′′(v)
Φ(v)
)
+O(δv) , (F.14)
and
1
b2(v, δv)
=
4
Φ4(v)
1[
1− iΦ
′(v)
Φ(v)
δv −
(
Φ′2(v)
Φ2(v)
+
Φ′′(v)
Φ(v)
)
1
3
δv2 + ...
]2 =
=
4
Φ4(v)
[
1 + 2iδv
Φ′(v)
Φ(v)
+ δv2
(
5
3
Φ′2(v)
Φ2(v)
+
2
3
Φ′′(v)
Φ(v)
)
− 4δv2Φ
′2(v)
Φ2(v)
+O(δv)
]
. (F.15)
Using that
iΦ(v)Φ(v − iδv)
8πb2(v, δv)
(
Φ2(v) + Φ2(v − iδv)
)
=
=
i
2π
[
2− 4iδvΦ
′(v)
Φ(v)
− δv2
(
3
Φ′2(v)
Φ2(v)
+ 2
Φ′′(v)
Φ(v)
)]
×
×
[
1 + 2iδ
Φ′(v)
Φ(v)
+ δv2
(
5
3
Φ′2(v)
Φ2(v)
+
2
3
Φ′′(v)
Φ(v)
)
− 4δv2Φ
′2(v)
Φ2(v)
]
=
=
i
π
+
i
6π
δv2
(
Φ′2(v)
Φ2(v)
− 2Φ
′′(v)
Φ(v)
)
+O(δv) , (F.16)
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and adding equations (F.12) and (F.16), we obtain the following result:[√
2∂v −
√
2∂v′
]〈0|ψ†2(u′, v′)ψ2(u, v)|0〉 =
=
i
π
(
1
δv2
− δ
uΦ2(v)
2δv
)
+
i
6π
(
Φ′2(v)
Φ2(v)
− 2Φ
′′(v)
Φ(v)
)
+
i
2π
(
Φ′′(v)
Φ(v)
− Φ
′2(v)
Φ2(v)
)
+O(δ) =
=
i
π
(
1
δv2
− δ
uΦ2(v)
2δv
)
+
i
3π
(
1
2
Φ′′(v)
Φ(v)
− Φ
′2(v)
Φ2(v)
)
+O(δ) =
=
2i
π
(
2
δ2
− Φ
2(v)
2
)
δuδu
δ2
+
i
3π
(
1
2
Φ′′(v)
Φ(v)
− Φ
′2(v)
Φ2(v)
)
+O(δv) . (F.17)
Finally, the last term which appears in the calculation of the expectation value of the stress energy
tensor (F.4) has the form as follows:(√
2∂u −
√
2∂u′
)〈0|ψ†2(u′, v′)ψ2(u, v)|0〉 = Φ(v)Φ(v′)2 2i
∫ ∞
0
dq
2π
1
q
e−qδ−δb(v,δ)/q =
=
iΦ(v − iδv)Φ(v)
π
K0
( |Φ(v)|√2δvδu
2
)
≈ −iΦ
2(v)
π
(
ln
[
Φ(v)δ
2
]
+ γ
)
. (F.18)
In (F.8), (F.9), (F.10) and (F.11) we have used the following properties of the MacDonald functions
[31]:
In(α, β) =
∫ ∞
0
dp pn−1e−αp−β/p = 2
(
β
α
)n/2
Kn
(
2
√
αβ
)
, Re(α), Re(β) > 0 (F.19)
with n = 0, 1, 2. Since we take the limit δv, δu → 0, i.e in our case α → 0 and β → 0 in the last
equation, we need the following assymptotics of the MacDonald functions:
Kn(z) ≈

− ln z
2
− γ, n = 0
1
z
, n = 1
2
z2
− 1
2
, n = 2
, as z → 0 (F.20)
Then, the leading term of each integral behaves as
In(α, δ) ≈

−2
(
ln
√
αβ + γ
)
, n = 0
1
α
, n = 1
1
α2
− β
α
, n = 2
. (F.21)
Also, one has to keep in mind that the results obtained above are valid only if
Re δvb(v, δv) = Re
(
δv
[
1− iΦ
′(v)
Φ(v)
δv −
(
Φ′2(v)
Φ2(v)
+
Φ′′(v)
Φ(v)
)
1
3
δv2 + ...
])
> 0 .
Particularly, this condition is satisfied when
1
λkΦ2(v)
dk
dvk
Φ2(v)≪ 1 , with k = 1, 2, ... ,
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i.e. in the same limit as (2.37). And finally, combining together (F.8), (F.9), (F.17), (F.18) and (F.4)
we find that: 
〈T 01(t, x)〉 = −1
π
(
2
δ2
− Φ
2(v)
2
)
δ0δ1
δ2
− 1
48π
{a¯(v), v}
〈T 00〉+ 〈T 11〉 = −1
π
(
2
δ2
− Φ
2(v)
2
)
δ0δ0 + δ1δ1
δ2
− 1
24π
{a¯(v), v}
〈T 00〉 − 〈T 11〉 = Φ
2(v)
π
(
ln
[
Φ(v)δ
2
]
+ γ
)
.
(F.22)
Using that δ0δ0 + δ1δ1 = 2δ0δ0 − δ2 = 2δ1δ1 + δ2 we can write (F.22) as:
〈T µν〉 = −1
π
(
2
δ2
− Φ
2(v)
2
)(
δµδν
δ2
− 1
2
ηµν
)
+
Φ2(v)
2π
(
ln
[
Φ(v)δ
2
]
+ γ
)
ηµν − 1
48π
{a¯(v), v}
[
1 1
1 1
]
.
(F.23)
where
a¯(v) =
1
m2
∫ v
dyΦ2(y),
and {f(z), z} is the Schwarzian derivative:
{f(z), z} = f
′′′(z)
f ′(z)
− 3
2
(
f ′′(z)
f ′(z)
)2
. (F.24)
Recall that above we have taken complex regularizion parameters δ’s, which can be represented asδu = ǫu + ituδv = ǫv + itv ,
ǫµ ≪ 1tµ ≪ 1 . (F.25)
where non-zero ǫµ guarantees that all integrals which appear in the above expressions are convergent
in regular sense (rather than on the space of generalized functions) and tµ is a real point splitting
parameter. The result (F.23) was obtained when ǫu, ǫv > 0, but now one can safely put ǫµ = 0. Then
the answer for the expectation value is as follows:
〈T µν〉 = 1
π
(
2
t2
+
Φ2(v)
2
)(
tµtν
t2
− 1
2
ηµν
)
+
Φ2(v)
2π
(
ln
[
Φ(v)
√−t2
2
]
+γ
)
ηµν− 1
48π
{a(v), v}
[
1 1
1 1
]
,
(F.26)
where t2 = 2tutv. The obtained expression explicitly depends on tµ — on the vector along which the
point splitting is done. To restore the symmetry of the expressions under consideration we have to
perform the averaging over all possible direction of tµ. The averaging is done in the standard manner
using that:
tµtν =
1
2
t2ηµν . (F.27)
Then, for the expectation value under consideration we obtain the expression in eq. (3.17), where√−t2 ≡ δ.
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G The change of the flux under the transformation (3.21)
The vv component of the stress energy tensor is given by (F.1). Its regularised form (upto the
2π factor) we define as:
T (v) ≡ −2π i
2
lim
v′→v
[(√
2∂v −
√
2∂v′
)
〈ψ†2(v′, u)ψ2(v, u)〉+
i
π
1
(v − v′)2
]
=
= −iπ lim
δ→0
[(√
2∂v −
√
2∂v′
)
〈ψ†2(v′, u)ψ2(v, u)〉
∣∣∣∣
v′=v−iδ
− i
π
1
δ2
]
. (G.1)
We want to find the transformation law of the (G.1) under the transformation (3.21). First of all,
note that we use point splitting regularization: v′ = v− iδ. After transformation (3.21) we have that
v¯′− v¯ ≡ −is = v¯(v− iδ)− v¯(v) = −iΦ
2(v)
m2
δ− Φ(v)Φ
′(v)
m2
δ2+
i
3
(
Φ′′(v)Φ(v)+Φ′ 2(v)
)
δ3+ .... (G.2)
Hence T (v) transforms as
T (v) = −iπ lim
δ→0
[(√
2∂v −
√
2∂v′
)
〈ψ†2(v′, u)ψ2(v, u)〉
∣∣∣∣
v′=v−iδ
− i
π
1
δ2
]
=
= −iπ
[(
Φ3(v)Φ(v′)
m4
√
2∂v¯ − Φ
3(v′)Φ(v)
m4
√
2∂v¯′
)
〈η†2
(
v¯(v′), u¯
)
η2
(
v¯(v), u¯
)〉+
+
√
2
m2
(
Φ′(v)Φ(v′)− Φ(v)Φ′(v′)
)
〈η†2
(
v¯(v′), u¯
)
η2
(
v¯(v), u¯
)〉 − i
π
1
δ2
]
=
= −iπ
[(
dv¯
dv
)2[√
2∂v¯ −
√
2∂v¯′
]
〈η†2
(
v¯(v′), u¯
)
η2
(
v¯(v), u¯
)〉+
+
(
Φ3(v)Φ(v′)− Φ4(v)
m4
√
2∂v¯ − Φ
3(v′)Φ(v)− Φ4(v)
m4
√
2∂v¯′
)
〈η†2
(
v¯(v′), u¯
)
η2
(
v¯(v), u¯
)〉+
+
√
2
m2
(
Φ′(v)Φ(v′)− Φ(v)Φ′(v′)
)
〈η†2
(
v¯(v′), u¯
)
η2
(
v¯(v), u¯
)〉 − i
π
1
δ2
]
=
=
(
dv¯
dv
)2
T˜ (v¯)− iπ
[
− i
π
1(
v¯(v)− v¯(v′))2 − iπ 1δ2 +
+
(
Φ3(v)Φ(v′)− Φ4(v)
m4
√
2∂v¯ − Φ
3(v′)Φ(v)− Φ4(v)
m4
√
2∂v¯′
)
〈η†2
(
v¯(v′), u¯
)
η2
(
v¯(v), u¯
)〉+
+
√
2
m2
(
Φ′(v)Φ(v′)− Φ(v)Φ′(v′)
)
〈η†2
(
v¯(v′), u¯
)
η2
(
v¯(v), u¯
)〉], (G.3)
where
T˜ (v¯) = −iπ lim
v¯′→v¯
([√
2∂v¯ −
√
2∂v¯′
]
〈η†2
(
v¯′, u¯
)
η2
(
v¯, u¯
)〉+ i
π
1(
v¯ − v¯′)2
)
. (G.4)
Using that in the limit δ → 0
√
2
m2
(
Φ′(v)Φ(v′)− Φ(v)Φ′(v′)
)
〈η†2
(
v¯(v′), u¯
)
η2
(
v¯(v), u¯
)〉 = i
2π
(
Φ′ 2
Φ2
+
Φ′′
Φ
)
, (G.5)
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and (
Φ3(v)Φ(v′)− Φ4(v)
m4
√
2∂v¯ − Φ
3(v′)Φ(v)− Φ4(v)
m4
√
2∂v¯′
)
〈η†2
(
v¯(v′), u¯
)
η2
(
v¯(v), u¯
)〉 =
=
i
2π
(
5
Φ′ 2
Φ2
− 2Φ
′′
Φ
− 4i1
δ
Φ′
Φ
)
, (G.6)
and
− i
π
1(
v¯(v)− v¯(v′))2 − iπ 1δ2 = iπ
(
− 7
3
Φ′ 2
Φ2
+
2
3
Φ′′
Φ
+ 2i
1
δ
Φ′
Φ
)
(G.7)
we find that
T (v) =
(
dv¯
dv
)2
T˜ (v¯) +
1
3
(
1
2
Φ′′
Φ
− Φ
′ 2
Φ2
)
=
(
dv¯
dv
)2[
T˜ (v¯)− 1
12
{v(v¯), v¯}
]
=
=
(
dv
dv¯
)−2[
T˜ (v¯)− 1
12
{v(v¯), v¯}
]
, (G.8)
i.e. Tvv indeed transforms affinely by a shift by a Schwarzian derivative.
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