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ABSTRACT 
An efficient frequency-domain method has been developed to 
analyse the forced response of large-scale nonlinear gas-turbine 
structures with bifurcations. The method allows: detection and 
localization of the design and operating conditions sets where 
bifurcations occur; calculation of tangents to the solution 
trajectory and continuation of solutions under parameter 
variation for structures with bifurcations.  
The method is aimed at calculation of steady-state periodic 
solution and multiharmonic representation of the variation of 
displacements in time is used. The possibility of bifurcations in 
realistic gas-turbine structures with friction contacts and with 
cubic nonlinearity has been shown.  
INTRODUCTION 
Gas turbine engines and their major components, such as 
bladed discs with dampers and/or root joints, rotors on squeeze-
film or magnetic bearings, casing with flanges and other types of 
joints, whole engine models are generally nonlinear structures. 
The nonlinear interactions are usually localised at contact 
interfaces between assembled components (e.g. at blade-disc 
root joints or at damper contact surfaces), or at location where 
high energy rubbing contacts occurs (e.g. as a result of rubbing 
contact of rotor blades and casing). The nonlinear contact 
interaction forces are usually due to friction, closing and opening 
gaps, variable contact areas, devices and supports with 
inherently nonlinear characteristics. The accurate prediction of 
strongly nonlinear behaviour requires using large-scale finite 
element models for all interacting components and high-fidelity 
modelling for the nonlinear contact interface interactions. 
Development of methods for analysis and numerical studies 
of nonlinear vibration in gas turbine engines become a major 
interest for the industry and attracts efforts of many researchers 
(e.g. see Refs. [1]-[8]). In most recent studies the steady-state 
vibrations are analysed in frequency domain and are based on the 
harmonic balance methods, although some formulations 
(Refs.[9] and [10]) require a restricted part of the analysis to be 
performed in time domain. The analysis can be performed to find 
forced response amplitudes, to calculate directly resonance peak 
amplitudes (Ref. [11]) together with their sensitivity to design 
parameters (Refs. [12] and [13]). There are significant number 
of monographs and papers considering bifurcation analysis for 
of dynamic structures (e.g. see Refs.[14] - [18]). However, one 
major phenomenon – bifurcation – has not been addressed and 
studied for complex gas-turbine structures and, moreover, for a 
general case of multiharmonic analysis of strongly nonlinear 
structures in the frequency domain. 
The phenomenon of bifurcation of nonlinear forced 
response vibrations can be observed in such nonlinear structures 
when, even under smooth variation of operating conditions, for 
some set of structural parameters and excitation several different 
steady-state vibration regimes can occur and, moreover, the 
vibration regime can change abruptly its qualitative properties.  
The analysis of bifurcations represents a challenging and 
under-investigated problem of high practical importance. 
In the proposed paper, a methodology is developed for 
frequency domain analysis of bifurcations of nonlinear steady-
state forced response vibration in gas-turbine engine structures 
and turbomachines with friction, gap and rubbing contact 
interfaces. The methodology allows using large-scale finite 
element models for structural components together with detailed 
and high-fidelity description of non-smooth nonlinear 
interactions at contact interfaces between these components. The 
method solves in frequency domain all major problems of the 
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bifurcation analysis: (i) detection of the bifurcation points; (ii) 
exact localisation of the bifurcation point, (iii) calculation of all 
possible vibration regimes emanating from the bifurcation point 
and (iv) tracing of all bifurcating vibration regimes under 
operating or structural parameter variation: e.g. rotation speed, 
gap or friction coefficient values.  
Analysis of bifurcations in structures with rubbing rotor-
stator friction contacts has been performed for: (i) a simplified 
rotor on nonlinear supports and (ii) for a realistic whole engine 
model comprising flexible finite element models of realistic 
engine rotor and casing. High accuracy and computational 
efficiency of the methodology is demonstrated. Validation of the 
results obtained by the new methods is performed by comparison 
with the results of direct integration of equations of motion 
obtained by analysis performed in time domain. 
BIFURCATIONS IN FREQUENCY-DOMAIN FORCED 
RESPONSE ANALYSIS 
The equation of motion for the forced vibrations of a structure 
with nonlinear contact interfaces takes the form: 
 ( , ) ( )t+ + + =Kx Cx Mx f x x p    (1) 
where ( )tx  is a vector of displacements for all degrees of 
freedom (DOFs) in the structure considered; K , C  and M  are 
structural stiffness, damping and mass matrices of finite element 
(FE) model of a structure. For bladed discs and other structures 
mounted on a rotating rotor, the stiffness matrix can include 
terms accounting for the rotation effects (e.g. Coriolis forces, 
gyroscopic moments, rotation stiffening effects) and, therefore, 
is generally dependent on the rotation speed, Ω . ( )tp  is a vector 
of excitation forces and ( , )f x x  is a vector of nonlinear contact 
interface forces. The contact forces occur in gas-turbine 
structures at the blade root joints of bladed discs, at contact 
surfaces of underplatform or tip dampers, at contact surfaces of 
adjacent interlock shrouds and at rubbing contacts between rotor 
and casing. The causes of nonlinear behaviour are usually 
friction forces, unilateral interaction at the pairing contact 
surfaces, gaps, varying contact stiffness properties, as in the case 
of Hertzian contacts, etc. In this paper, a case of periodic 
excitation forces is considered: ( )( ) 2t t= + π ωp p , where ω  is 
the principal excitation frequency and the steady-state periodic 
oscillations are studied. A general case is studied here, when the 
principal excitation frequency may not be related to the rotation 
speed, Ω , although for the majority of dynamic problems in gas-
turbine engines the principal excitation frequency is equal or 
multiple of the rotation speed: kω = Ω ( )1,2,...k = . 
The time variation of displacements and the nonlinear contact 
forces for the steady-state periodic regimes is represented by a 
restricted Fourier series: 
 ( ) ( )( ) ( )0
1
cos sin
n
c s
j j j j
j
t m t m t
=
= + ω + ω∑x X X X  (2) 
 ( )( ) ( ) ( )0
1
( , ) cos sin
n
c c s
j j j j
j
m t m t
=
= + ω + ω∑f x x F F F  (3) 
The harmonic numbers, jm , and their total number, n , are 
chosen to provide sufficiently accurate description of the 
periodic motion calculated. For a case when major and 
superharmonic vibrations are calculated (and the vibration 
period is equal or smaller than the excitation frequency), the 
harmonic numbers, jm , are integer numbers. For a case when 
subharmonic vibrations have to be analysed, some of the 
harmonic numbers can be represented by fractional numbers 
which provide the possibility to calculate periodic nonlinear 
responses with the vibration period larger than the period of the 
excitation forces. 
The application of the harmonic balance method together 
with the expressions for the dependency of the nonlinear contact 
on displacements as described in Ref.[3] provides the nonlinear 
frequency-domain equation of motion:  
 ( ) ( ) ( )( )( , ) ,A F Pλ = + λ λ − λ =R X X A F X P 0  (4) 
where X  and F  are vectors of harmonic coefficients for 
displacements and contact forces; P  is the vector of harmonic 
coefficients for the excitation forces, A  is the frequency 
response function (FRF) matrix and Aλ , Fλ  and Pλ  are some 
parameters of the structure, contact interfaces or excitation 
forces accordingly. For example, Aλ  can be the principal 
excitation frequency (i.e. Aλ = ω ), modal damping factor or 
natural frequency value; Fλ  can be some parameter of the 
contact interfaces, such as friction coefficient, gap or 
interference value, contact stiffness coefficient, the principal 
frequency, etc.; Pλ can be the excitation level for each harmonic 
component of the excitation forces or the principal frequency. 
The solution of Eq.(4) is usually required to be calculated not 
for one set of the design parameters but in some range of 
parameters characterising the structure, nonlinear contact 
interfaces, excitation frequency, excitation levels, etc. Therefore, 
each of the parameters in Eq.(4) can be chosen as a so-called 
tracing or continuation parameter (i.e. Aλ = λ , Fλ  or Pλ ) to 
obtain solutions of this nonlinear equation for all possible values 
of the chosen parameter. Moreover, all parameters can be varied 
simultaneously with prescribed functions of the variation of 
physical parameters: ( )Aλ λ , ( )Fλ λ  and ( )Pλ λ . The solution 
of the nonlinear equation of motion can be efficiently performed 
using so-called solution continuation methods (Refs.[19]  - [21]) 
and the multiharmonic displacements are determined as a 
function of the continuation parameter: ( )= λX X . 
For strongly nonlinear vibrations, for certain values of the 
parameters, the number of possible solutions can abruptly 
change and new solutions emerge at the point corresponding to 
this special set of the design and operating condition parameters. 
The points on the trajectory of solutions at which the new 
solutions emanate are called bifurcation points. The bifurcation 
points are called also branching points since the new branches of 
solutions emanate at these points of the solution trajectory. An 
example of a solution trajectory with a bifurcation point is given 
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in Fig. 1 where in addition to the original trajectory of solution 
(shown in black) two new solution branches emerge at the 
bifurcation point. 
 
Fig. 1 A trajectory of maximum displacement calculated as 
a function of excitation frequency 
The analysis of bifurcations has large practical importance 
since, in the presence of bifurcations, any of the branching 
solutions emanating from a bifurcation point, can be realised and 
different vibration regimes can occur for the same operating 
conditions. The possibility of the occurrence of such different 
vibratory regimes need to be accounted for in the design process. 
The realisation of one or another regime is usually dependent on 
the initial values of the nodal displacements and velocities at 
which the structure comes to the operating conditions of interest, 
where the steady-state response has to be determined. The initial 
conditions are dependent on the history of the gas-turbine engine 
operation including possible abrupt random perturbations and 
impacts. 
Moreover, the determination of the bifurcation points is 
necessary to ensure an efficient numerical procedure for tracing 
of the solution under the parameter variation since at the 
bifurcation points the standard continuation algorithms Refs.[19] 
- [21]) can fail. Usually it is exhibited in the infinite loops around 
a bifurcation point or in the forced re-direction of the tracing 
process backward to follow the solution branch which is already 
calculated. In some cases the tracing of solutions can be 
successfully performed, but, without a special method for 
dealing with the bifurcations, only one solution branch can be 
determined while the other solutions emanating at the bifurcation 
points are missed and, therefore, completely ignored in the 
design process. 
A method developed here for efficient tracing the nonlinear 
multiharmonic forced response solutions for structures with 
bifurcations includes the following major constituents: 
1) the detection of the bifurcation points during the solution 
tracing; 
2) the localisation of the bifurcation points, i.e. obtaining 
accurate values of parameters when the bifurcation occurs; 
3) the calculation of the tangents to the branching solutions; 
4) the tracing of branching solutions emanating from the found 
bifurcation points. 
The details of the implementation of the method for each of 
these constituents are discussed in the following sections. 
DETECTION OF THE BIFURCATION POINTS DURING 
SOLUTION TRACING 
The dependency of the nonlinear solution on the design 
parameters values can be complex. In the presence of multitude 
possible solutions corresponding to the same design parameters, 
to ensure that one selected solution trajectory is calculated the 
nonlinear frequency-domain Eq. (4) is supplemented by an 
additional equation and the following equation is solved: 
 ( ) ( )1
1
,
,
( , )r
λ 
λ = = 
λ 
R X
R X 0
X
 (5) 
The additional, tracing equation, 1( , ) 0r λ =X , provides 
uniqueness of the solution for all points at the trajectory of 
solutions (except of the bifurcation points). It can take different 
forms, for example, in the well-known arc-length continuation 
(e.g. see Ref.[20]), it takes the form: 
 ( ) ( )2 2 21 * *( , )  r sλ = − + λ −λ − δX X X  (6) 
where sδ  is step length along the trajectory of the solution; *X  
and *λ  are values of multiharmonic displacements and design 
parameter already calculated at the previous step. Examples of 
other tracing equations can be found in Refs.[19] and [21].  
During the tracing process, the solutions are calculated at 
discrete points along the solution trajectory, choice of the step 
length is selected automatically to ensure sufficiently fast 
convergence of the solution process and to capture the details of 
the solution trajectory. Each solution tracing step is based on the 
prediction of the solution and then its correction is performed to 
obtain its exact values. 
At the prediction stage, an approximation to the solution 
( )0 0,λX  is calculated using the tangent to the trajectory of the 
solution calculated at the solution point, { }, Tx tλ=t t : 
 0 *  x s= + δX X t 0 *  t sλλ = λ + δ  (7) 
At the correction stage the iterative Newton-Raphson 
algorithm is applied, which allows calculation of the solution 
with any desired accuracy: 
 ( )
( )
( )11 1 1
,
,
,
j j
j j
j j
r r
r
λ   λδ δ       = λ = −∂ ∂        δλ δλ λ       ∂ ∂λ 
J R R XX X
J X
XX
 (8) 
 1 j ;j+ = + δX X X    1  ;j j+λ = λ + δλ  0,1, 2,...j =   (9) 
where = ∂ ∂ = +J R X I AK ; I  is the identity matrix; 
= ∂ ∂K F X  is nonlinear contact stiffness matrix; λ = ∂ ∂λR R  
and subscripts j  and 1j +   correspond to the iteration number. 
The iterative calculation is finished when the required accuracy 
is achieved and at the found new solution, ( )* *,λX , a tangent to 
the solution trajectory is calculated from the following equation: 
 ( ) ( )* * * *, , xtλ λ
 
λ λ =    
 
t
J X R X 0  (10) 
The classification of the found solution can be easily made using 
the values of the determinants of Jacobians for Eq.(4) and Eq.(5):  
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• a bifurcation point if: 
 ( )det 0=J     and    ( )1det 0=J  (11) 
• a limit (turning) point (see Fig. 1) if: 
 ( )det 0=J     and    ( )1det 0≠J  (12) 
• a regular point if: 
 ( )det 0≠J     and    ( )1det 0≠J  (13) 
Therefore, if signs for ( )1det J  at two adjacent solutions differ 
then there is a bifurcation point and it is located between these 
solutions. The change of sign for ( )1det J  is a sufficient 
condition for the bifurcation point, although it is not a necessary 
condition for bifurcation point detection, since ( )1det J  can 
achieve zero values in some cases without changing its sign.  
For considered in this paper so-called ‘simple bifurcations’ 
where two solution curves intersect at a bifurcation point the 
change of sign of ( )1det J  is a good indicator of the bifurcation. 
The determinant, ( )1det J , of the Jacobian for Eq.(5), can be 
calculated without any significant computations efforts, 
practically as a by-product of the Newton-Raphson iterations 
(Eq.(8)). The expression for efficient evaluation of this 
determinant can be written in the form: 
 ( ) ( ) 11 11det det x
r rt−λ
∂ ∂ = + ∂λ ∂ 
J J t
X
 (14) 
LOCALISATION OF THE BIFURCATION POINT 
Branching point equation 
To determine accurately the solution corresponding to the 
bifurcation point we have to formulate an equation which would 
include the original equation of motion (Eq.(4)) and the 
bifurcation condition (Eq.(11)). In order to be able to calculate 
analytically the Jacobian of the branching equation we, 
following to ideas suggested in Ref. [15] for turning points and 
extended in Ref.[16] for bifurcation points, will use the condition 
that Jacobian has no-zero null space, instead of using the 
condition that the determinant of the Jacobian is zero. The 
equation for determination of the bifurcation point takes the 
form: 
 ( )
( )
( )
( )
2
2
,
,
, , ,
( )
,
j
T
r
λ
 λ + γ 
 λ λ γ = = 
 
 λ 
R X e
J X h
R X h 0
h
R X h
 (15) 
Here h  is an auxiliary vector belonging to the Jacobian null 
space; 22 ( ) 1r = −h h  is the condition that this vector is not zero; 
je  is a unit vector with j -th component equal to 1 (where j  is 
the number of a position with the maximum absolute value in the 
vector of initial approximation for vector h ); and γ  is an 
auxiliary variable introduced here to have the Jacobian of 
Eq.(15) non-singular. The formula for Newton-Raphson 
iterations performed for the solution of Eq.(15) takes the 
following form:  
 
( ) ( )
22 0 0
0 0
j j
T
T T
r
λ
λ λ
+ γδ    
    ∂ ∂ ∂ ∂λ δ     = −     δλ        δγ    
J 0 R e R eX
Jh X J Jh 0 Jhh
0 h
0 R R h
 (16) 
Choice of the solution approximation 
The convergence rate and even the ultimate success or failure in 
the calculation of the branching point is dependent significantly 
on the choice of the initial approximation for all unknowns 
involved in Eq.(15). The approaches suggested here are based on 
our experience obtained in the analysis of rather wide examples 
of test cases and realistic models of gas-turbine engine 
structures.  
First we need to find the initial approximation for the 
displacements, X , and tracing parameters, λ . From the solution 
tracing we know two solution points between which the 
bifurcation point is located and, in many cases, the choice from 
these solutions that solution which provides smaller value for 
( )1det J  can be a good initial approximation. Yet, to ensure 
sufficient closeness of the initial approximation to the bifurcation 
point in all cases the interval comprising the bifurcation point is 
usually traced with the reduced step size and then the solution 
closest to the bifurcation point, ( )0 0,λX  , is chosen as the initial 
approximation. Next, the approximation for the null vector, h , 
of Jacobian, ( )0 0,λJ X   is calculated by performing the singular 
value decomposition of the Jacobian and selecting from right-
hand eigenvectors a vector corresponding to the minimum 
magnitude of the singular value. For the auxiliary variable, γ , 
the initial value is assumed to be 0. 
Solution of the branching equation 
The size of the mutliharmonic equation of motion is usually 
large, when realistic models of gas-turbine structures are 
analysed and the number of degrees of freedom (DOFs) at 
contact interfaces and the total number of harmonics used in the 
multiharmonic expansion are significant. Therefore, the direct 
solution of Eq.(16) is not only inefficient but in most cases 
practically impossible. Moreover, the additional difficulty for the 
solution process occurs here due to the fact that the Jacobian, J , 
becomes singular at the bifurcation point. To deal with the 
Jacobian singularity a regularised matrix (Ref.[18]) is 
introduced:  
 Tj jα = + αJ J e e  (17) 
where α  is a coefficient chosen here as an average of all diagonal 
elements of matrix J  taken by their absolute values, and j  
corresponds to the location of the minimum diagonal element. 
Now we will solve Eq.(16) analytically. First, we re-write 
first line of Eq.(16) in the form: 
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 ( ) ( )Tj j j jα λδ = − − δγ − δλ − γ + α δJ X R e R e e e X  (18) 
Then the following designations are introduced: 
 1 jα = − − γJ d R e ; 2α λ= −J d R ; e jα = αJ d e ; 1
T
jβ = δe X  (19) 
and the increment of displacements takes the form: 
 ( )1 2 1/e eδ = − α δγ + δλ +βX d d d d  (20) 
Substituting Eq.(20) in the second line of Eq.(16) we can obtain 
an expression for the increment of the null vector, δh : 
 ( )1 2 3 1 3 2/ eδ = + δλ + β − α δγ + βh b b b b d  (21) 
where 
 ( )1 1α
∂
= − −
∂
Jh
J b Jh d
X
; ( ) ( )2 2α
∂ ∂
= − −
∂ ∂λ
Jh Jh
J b d
X
 (22) 
 ( )3 eα
∂
= −
∂
Jh
J b d
X
;   2
T
jβ = δe h  (23) 
Substituting Eq.(21) in third and fourth lines of Eq.(16) and in 
the last equation of Eq.(23) and, moreover, substituting Eq.(20) 
in the last equation of Eq.(19) we can obtain the following matrix 
equation with respect to 4 scalar unknowns, 1β , 2β , δλ  and δγ :  
( )
1 12
2 13 2 3
2 13 2 3
13 2 3
1 0
1
0.5
TT T T
jj e j j e
TT T T T
jj j e j j
T T T T
e
TT T T T
e
r
λλ λ λ λ
   β− −  
    β− −      = −     δλ +−         δγ α +−      
e de d e d e d
e be b e d e b e b
hbh b h d h b h b
R h bR b R d R b R b
 (24) 
Solution of this simple equation allows calculation of the 
increments for displacements and the null vector using Eqs.(20) 
and (21). It should be noted that such solution of the branching 
equation requires only one factorisation of the regularised 
Jacobian, αJ , and all the other operations are operations with 
scalars and vectors, which are not computationally expensive.  
CALCULATION OF TANGENTS TO BRANCHING 
SOLUTIONS  
When the bifurcation point is localised it is necessary to calculate 
tangents to all possible solutions emanating from this bifurcation 
point. Considering the displacements and the tracing parameters 
as functions of some arc-length coordinate, s , of the solution 
trajectory the tangent vectors are expressed: 
 { } { }, ,T Tx t s sλ = ∂ ∂ ∂λ ∂t X  (25) 
For a regular point the tangent to the solution trajectory can be 
found from Eq.(10), obtained by taking first derivative of Eq.(4) 
with respect to s . For a bifurcation point this equation does not 
provide a unique tangent and it is necessary to use higher 
approximations for the solutions of Eq.(4). By taking second 
derivative of Eq.(4) with respect to s  and multiplying it from 
the left by the null vector Th calculated earlier we obtain: 
 
2
2
2 2 2
2
2 22 0
T T
T
x x x
s s ss
t tλ λ
∂ ∂ ∂ ∂ ∂ ∂λ = + = ∂ ∂ ∂ ∂λ ∂∂  
 ∂ ∂ ∂
= + + = ∂ ∂λ∂ ∂λ 
R R X Rh h
X
R R Rh t t t
XX
 (26) 
The trajectory tangents can be expressed as a linear combination 
of two known vectors, h  and 1h :  
 { } { }1, ,
T T
x tλ = ζ + η ηt h h  (27) 
where ( )1 2 2T T e e= −h d h d h d d  and h  is a vector calculated 
earlier. The substitution of Eq.(27) in Eq.(26) gives an equation 
with the respect to coefficients η   and ζ : 
 2 22 0a b cζ + ζη+ η =  (28) 
where 
 ( )Ta ∂=
∂
Jh
h h
X
;    
( ) ( )
1
Tb
∂ ∂ 
= + 
∂ ∂λ 
Jh Jh
h h
X
 (29) 
 
( ) ( ) 21 1
1 22
Tc
∂ ∂ ∂
= + + 
∂ ∂λ ∂λ 
Jh Jh Rh h
X
 (30) 
Eq.(28) can have two solutions at the most, which occur if 
2 0b ac− >  and this condition can be used to check whether the 
simple bifurcation point is calculated correctly. Moreover, there 
are the following possible cases for the solution depending on 
the value of coefficient, a : 
1) a case of 0a = . This is the pitchfork bifurcation and two 
solutions of Eq.(28) are 
(i) 0η = ; anyζ =  and the corresponding tangent vector is  
 x =t h ; 0tλ =  (31) 
(ii) ( )/ 2b cη ζ = −  and the tangent vector is  
 1 0.5x b c= −t h h ; t bλ =  (32) 
2) a case of 0a ≠ . This is the asymmetric bifurcation and two 
solutions of Eq.(28) are 
(i) ( )2a b b acη ζ = − − −  and the tangent vector is  
 ( )21x a b b ac= + − − −t h h ; t aλ =  (33) 
(ii) ( )2a b b acη ζ = − + −  and the tangent vector is 
 ( )21x a b b ac= + − + −t h h ; t aλ =  (34) 
It should be noted that all the tangent vectors (as also solutions 
for and η  and ζ ) can be multiplied by any nonzero coefficient 
and this coefficient can be used for the normalisation of the 
tangent vectors. 
ALGORITHM OF TRACING NONLINEAR SOLUTIONS 
WITH BIFURCATIONS 
The general procedure of the calculation of multiharmonic 
forced response is the following. 
1) Tracing the solution trajectory using the standard solution 
continuation method with checking for each new found solution 
the sign of ( )1det J . 
2) If this sign changes, which indicates the presence of the 
bifurcation, then the bifurcation point is localized by solution of 
the branching equation by Newton-Raphson method 
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3) For the found bifurcation point, two tangent vectors are 
calculated. These tangent vectors allow determination of good 
approximations for 4 solutions located on four branches 
emanating from the bifurcation point. These approximations are 
calculated for two different directions of each of two tangent 
vectors: multiplying the calculated tangents by positive and 
negative scaling coefficients. One of these 4 branches is a branch 
which have been already calculated, before we located the 
bifurcation point, and three others are new branches. To 
determine which of the found continuation directions are old and 
which are new, the scalar product of the tangent calculated at the 
last regular point of the solution trajectory, ( )* *,x tλt  and the 
tangents calculated at a bifurcation point ( ), ,  1..4j jx t jλ =t  are 
used. The smallest value of this product (which takes usually 
negative values) indicates that this tangent leads backwards, i.e. 
to the already calculated path and, therefore, this tangent is not 
used in the further analysis. The largest value usually indicates 
that this can be a continuation of the traced solution trajectory 
further, behind the bifurcation point and, therefore, this tangent 
is used to continue the solution tracing. Two intermediate values 
give new solution branches, and the corresponding two tangents 
are saved in a special file together with the bifurcation point 
parameters.  
4) When solution tracing for the required range of parameter 
variation is finished for one branch, the solution tracing is then 
performed for each saved branching point and branching 
tangents separately. For each such tracing path new bifurcation 
points can be found and the algorithm given here in items 1) - 4) 
is applied recursively again. 
ANALYTICAL EVALUATION OF MATRICES FOR 
BIFURCATION EQUATION  
There is a significant number of matrices and vectors required to 
form and solve the branching equation and to calculate the 
branching solution tangents. There are two major requirements 
to allow robust and efficient calculation of forced response for 
structures with bifurcations: (i) these matrices have to be 
calculated with very high accuracy and (ii) these matrices have 
to be calculated fast. To meet these requirements all matrices 
involved in the bifurcation analysis are calculated analytically, 
for example:  
 ( )∂ ∂ ∂ ∂ = − + − ∂λ ∂λ ∂λ ∂λ 
R A F PF P A  (35)
 ( ) ( ) ( )
22 2
2 2 22
∂ − ∂ −∂ ∂ ∂
= − + +
∂λ ∂λ∂λ ∂λ ∂λ
F P F PR A AF P A  (36) 
 ( ) ( )∂ ∂=
∂ ∂
Jh Kh
A
X X
 (37) 
 ( ) ( ) ( )
∂ ∂∂
= +
∂λ ∂λ ∂λ
Jh KhA Kh A  (38) 
The analytical expressions for first and second derivatives of the 
FRF matrix A  of the linear structure with respect to modal 
properties (i.e. modal damping factors and natural frequencies) 
and with respect to the principal excitation frequency can be 
easily calculated, as shown in Ref.[22]. The vector of 
multiharmonic nonlinear forces, F  and the nonlinear tangent 
stiffness matrix, K , together with their different derivatives in 
Eqs.(35)-(38) are calculated by summation of such derivatives 
obtained separately for each of the multitude contact interface 
elements describing the nonlinear contact interactions. The 
library of the contact interface elements includes gap, friction 
contact, cubic nonlinearity and rotor-stator rubbing contacts. 
Derivation of some expressions for these elements can be found 
in Refs.[11]-[13] and [23]. In order to calculate matrices which 
are specific for the bifurcation analysis, such as ( )∂ ∂Kh X and 
( )∂ ∂λKh  a special facility has been added for each of these 
contact interface elements. The derivation of these terms takes 
into account the fact that the tangent stiffness matrix, K , is 
dependent on λ  and X  but h  is constant vector which is 
independent from those variables . 
NUMERICAL EXAMPLES 
The methodology developed here has been introduced in a 
computer code which demonstrated its efficiency in all cases 
analysed by the author. Some of examples of analysis of 
structures having the bifurcations are given below. 
A simple model with cubic nonlinearity 
First example is a one-degree of freedom model of a rotor 
described by the Duffing equation:  
 31 3 0 sinmx cx k x k x F t+ − + = ω   (39) 
The following parameters of the model given by equation are 
chosen for numerical studies: 0F =2000N; m =1kg; c =1Ns/m;
1k =1000N/m 3k =10000 N/m3. This equation was used in 
Ref.[24] for modelling a rotor test rig shown in Fig. 2 where one 
of the rotor supports is designed from a couple of thin plates to 
model stiffness properties of magnetic bearings.  
  
Fig. 2 A rotor with negative linear stiffness  
The plates are compressed and the pre-stressed plate state 
provides the negative linear stiffness coefficient and positive 
cubic stiffness coefficient. It should be noted that such plates 
have three static equilibrium positions, shown in Fig. 3: (i) 
straight plate (unstable equilibrium); (ii) plate bent on the left 
and (iii) the plate bent on the right. 
Thin plates 
modelling the 
nonlinear support 
A disk mounted 
on the shaft
A rotor shaft
A linear support with 
journal bearings
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a)   b) c)  
Fig. 3 Equilibrium configurations for the pre-stressed rotor 
support  
The forced response of this model is performed by keeping 
first all 20 harmonics: from 0 to 19 and assuming that the 
excitation frequency varies within the frequency range from 1 to 
30 Hz. The maximum displacement values obtained by tracing 
the major solution branch are plotted in Fig. 4 and circles 
indicate the found bifurcation points.  
 
Fig. 4 Forced response of a simple rotor model: major 
solution curve and bifurcation points 
It should be noted that this solution curve corresponds to 
solutions with zero and even harmonic coefficients in the 
multiharmonic expansion equal to zero. Therefore, this curve can 
be calculated by keeping only odd harmonics in the 
multiharmonic representation of displacements. Determination 
of the bifurcation point at frequency 13.6 Hz requires inclusion 
of zero harmonic in the multiharmonic expansion although even 
harmonics still can be omitted. To find all bifurcation points in 
the low frequency range from 1 to 8 Hz (where multitude of 
superharmonic resonance peaks is observed), even harmonics 
have to be included in the analysis.  
All forced response solutions for including the branching 
solutions emanating from the bifurcation points are plotted in 
Fig. 5. Since the equilibrium state changes for the structure 
analysed the maximum (positive) and minimum (negative) 
displacement values can differ and both these values are drawn 
in this plot. Solution corresponding to same solution branches 
are plotted in the same colour: red, green or blue. One can see 
that at the bifurcation point 13.6 Hz two new stable solutions 
occur. These solutions correspond to vibrations with respect to 
the left bent equilibrium (blue lines) and right bent equilibrium 
(green lines) and the constant term in the multiharmonic 
displacement representation become significant and, for higher 
frequencies, even dominant. 
 
Fig. 5 Forced response of a simple rotor model with all 
found bifurcation branches 
The solution branch of vibrations with the equilibrium 
corresponding to straight plate becomes unstable. The stability 
analysis was based on the Floquet theory (e.g. see Refs. [25] and 
[26]). The amplitudes of bifurcation branches for superharmonic 
vibrations observed for lower frequencies differ from the major 
solution relatively little. In order to show the shapes of the 
bifurcation solution in detail, their zoomed view is given in Fig. 
6. It is interesting that all found bifurcation solutions form closed 
loops and they starts at one bifurcation point and finish and the 
following bifurcation point.  
 
Fig. 6 Forced response of a simple rotor model with all 
found bifurcation branches: a zoomed view for a low-
frequency range 
Comparison of results of the developed method for frequency 
domain multiharmonic bifurcation analysis and the results 
obtained by integration of the equation of motion Eq.(39) are 
shown in Fig. 7 and Fig. 8. For the time domain analysis it is 
assumed that the excitation frequency is varied linearly: the 
excitation frequency is increased for Fig. 7 and it is decreased 
for Fig. 8.  
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The rate of frequency variation for the time-domain analysis 
is set to be small enough to ensure that transient processes would 
not affect the response significantly and the obtained results are 
close to the steady-state vibrations. The rate of frequency 
variation is chosen here to be 3.0e-2 sec-2. The time domain 
solutions are plotted in these figures in black and due to large 
number of plotted cycles they merge and seen in the plots as 
black areas. One can see a good correspondence between results 
obtained by the two approaches and abrupt changes of the levels 
of vibration amplitudes while passing the limit points. 
 
Fig. 7 Comparison of time domain (black line) and 
frequency domain solutions (colour lines): a case of 
frequency increasing 
 
Fig. 8 Comparison of time domain (black line) and 
frequency domain solutions (colour lines): a case of 
frequency decreasing 
A gas-turbine engine model  
The properties of the method developed have been also explored 
on the example of a whole engine model to demonstrate the 
method efficiency in application to typical large size models. The 
model comprises more than 1300 DOFs, which is still small 
enough to allow the time domain integration of the equations of 
motion. Four nonlinear snubbing contacts describing rotor-stator 
rubbing interactions are allowed for in the model: including fan-
casing interactions, rubbing contact in compressor and bearings. 
The rubbing contact interaction model include gap nonlinearity 
and friction force occurring as a result of interaction of the 
rotating rotor components with stator. Detailed description of the 
contact elements used for modelling of such interactions can be 
found in Ref.[23]. The major objective here is to study the forced 
response in the event of nonlinearities due to rotor casing rubs, 
e.g. following damage to the rotor blading and other unbalances 
in the whole engine model. In order to achieve this some model 
parameters such as levels of unbalance, bearing support 
flexibilities, etc. were altered to show up the non-linear effects. 
The forced response analysis was performed for this model, 
before the bifurcation method has been developed and 
implemented (see Ref.[23]). For the analysis only odd harmonics 
from range 0 to 11 were included initially in the multiharmonic 
displacement representation. The results were compared with the 
time domain solutions. The displacements were calculated at 
some critical locations and the good correspondence between 
time and frequency domain solutions was achieved (Fig. 9). 
However, for some regimes, comparison of contact interface 
forces indicated significant differences in the results for some 
narrow, but nevertheless practically important rotation frequency 
ranges. After the addition of even harmonics the solution tracing 
process had started to experience problems in the continuation at 
some frequencies which are indicated in Fig. 9 by red vertical 
lines and these frequencies correspond to the bifurcation points.  
 
Fig. 9. Time domain (dark red line) and frequency domain 
solutions (blue line): the difference between displacements of 
bladed disc and casing 
The new method has allowed the determination of all these 
bifurcation points and the calculation of all branching solutions. 
The results of calculation by the method developed are shown in 
Fig. 10 - Fig. 13. To illustrate the branching trajectories more 
clear the variation of the contact interaction forces is plotted here 
instead of displacements. Three of the four rotor-stator rubbing 
contacts are selected: where the effects of the bifurcations are 
more prominent. In Fig. 10 the contact force at 3rd rubbing 
contact are shown. One can see that two bifurcation regions can 
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be observed here: (i) in the vicinity of normalised frequency 0.24 
and (ii) in the vicinity of normalised frequency 0.93. The 
bifurcation in the vicinity of frequency 0.5 is not visible here. 
The bifurcations in vicinity of frequency 0.24 occur when the 
rotor comes in contact with the stator first time during the 
acceleration process. The bifurcation curves are small here and 
they are shown in Fig. 11 in a zoomed view. One can see that, 
similar to the case of the simple rotor, the solution branches form 
here a closed loop and two bifurcation points are located here at 
normalised frequency values: 0.2384 and 0.2387. 
 
Fig. 10. Contact interaction force at 3rd rubbing contact for 
all branching solutions 
 
Fig. 11. Contact interaction force at 3rd rubbing contact for 
all branching solutions: a zoomed view 
The contact interaction force at the rubbing contact 1 is plotted 
in Fig. 12. One can see that the bifurcations occur here when the 
rotor comes into contact with a casing at this location. There are 
four closely-spaced bifurcation points at normalised frequency 
values: 0.5056, 5068, 5069 and 5071. Moreover, the different 
bifurcation branches for the bifurcation point in vicinity of 
frequency 0.93 are observed here clearly. 
The contact interaction forces at 4th rotor-casing contact point 
are shown in Fig. 13 where one can see the bifurcation branches 
occurring at normalised frequency 0.93. Only solutions 
emanating from this bifurcation point is observed here since the 
rotor and stator do not come into contact at this location for all 
other bifurcations shown above. 
 
Fig. 12. Contact interaction force at 1st rubbing contact 
for all branching solutions 
  
Fig. 13. Contact interaction force at 4th rubbing contact for 
all branching solutions 
The comparison of time domain solutions and the results 
obtained by the developed method are shown in Fig. 14 - Fig. 16 
on the example of the rubbing contact forces at 1st contact 
location. Here, we can observe that the time domain solutions 
can follow different solution branches at the bifurcation points. 
In Fig. 14 and Fig. 15 the time domain results are obtained for 
the rotor acceleration when the excitation frequency and the 
unbalance forces are increasing. One can see that the time 
domain solutions differ at normalised frequency value 0.5 and 
we have two different cases, although they follow the same path 
at the bifurcation frequency 0.93. This effect was achieved by a 
choice of different initial condition and small change of the rate 
of rotation speed increase. 
A case of rotor deceleration is considered in Fig. 16. For this 
case the structure follows the solution branch different from 1st 
acceleration case for higher frequencies and for frequencies 
smaller 0.93 it behaves similar to the case 2 of the accelerating 
rotor. In all cases analysed, including shown here, the 
correspondence with the results obtained by the time and the 
developed method is very good. 
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Fig. 14. Time and frequency domain solutions: contact force 
at 1st rubbing contact for rotor acceleration, case 1 
 
 
Fig. 15. Time and frequency domain solutions: contact force 
at 1st rubbing contact for rotor acceleration, case 2 
 
Fig. 16. Time and frequency domain solutions: contact force 
at 1st rubbing contact for rotor deceleration 
On the classification of the found bifurcation points 
The analysis of coefficients of Eq.(28) calculated at a bifurcation 
point can help to distinguish between two major types of the 
bifurcations considered here: (i) a pitchfork bifurcation and (ii) 
an asymmetric bifurcation. The condition for the pitchfork 
bifurcation is: 0a = , but in practical calculations, due to inherent 
numerical inaccuracies, this condition was never satisfied 
exactly. Hence, the comparison of the relative magnitudes of 
coefficients a , b  and c  are used for the identification of the 
bifurcation type. The relative coefficient values are plotted in 
Fig. 17 for all 12 bifurcation points found for the simple rotor 
and for 7 bifurcation points found for the gas-turbine engine 
model. The bifurcation points are counted here from low 
frequency to higher frequency values. One can see that all 
bifurcations of the simple rotor model can be attributed to the 
pitchfork type, although for lower frequency bifurcation points 
(corresponding to vibrations with significant contributions of 
higher harmonics to the forced response), the bifurcations 
deviate slightly from the pitchfork type. For the whole engine 
model two first bifurcations (in the vicinity of the frequency 
0.24) are pitchfork bifurcations and all the other are asymmetric 
bifurcations. 
 
Fig. 17. Relative coefficient values of the tangents’ equation  
Numerical efficiency of the method 
Before illustrating the numerical efficiency of the method 
developed here we should note the following important facts. 
1) In most cases the solution tracing, performed for a nonlinear 
structure with solution bifurcations, becomes very difficult 
without the special treatment of the bifurcation points: since the 
usual tracing algorithms cannot progress along the solution 
trajectory and make usually infinite loops in the vicinity of the 
bifurcation points. The tracing process has to be stopped 
manually at each bifurcation point and, for a case when the 
solution has to be found over the whole parameter variation 
range, an exclusion of all bifurcations points is needed. 
Moreover, the determination of a good approximation for a 
solution after the excluded bifurcation point, which is necessary 
for the solution continuation, is very problematic in many cases. 
2) The exclusion of some selected harmonics from the 
multiharmonic representation of the forced response may help to 
avoid occurring the solution bifurcations and, therefore, allows, 
sometimes, the calculation of a solution which can be sufficiently 
close to the vibration regime occurring in an actual structure. 
Nevertheless, such approach not only fails to determine the 
possible bifurcation solution branches, but also the accuracy of 
the found solution becomes questionable. 
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3) The extended Jacobian determinant used for the detection of 
the bifurcation points using Eq.(14) is obtained as a by-product 
of the solution process and does not require significant additional 
computations. 
4) The solution continuation process over a range of tracing 
parameter variation involves usually calculation of several 
hundred or more solution points located on a selected trajectory 
of solutions. The number of bifurcation points is usually small: 
e.g. for the simple rotor model there are 12 bifurcation points and 
for the whole engine model the number of bifurcations is 7 in the 
considered frequency range.  
5) The calculation of an accurate bifurcation point location is 
the most time consuming part in the bifurcation analysis. 
Nevertheless, the computational effort required for localisation 
of the bifurcation points using Eqs.(15)-(24) together with the 
calculation of the tangents to the solution trajectory is 
comparable with the effort needed to calculate a single solution 
in the solution continuation process.  
6) The matrices and vectors involved in these calculations are 
obtained analytically which provides high speed and accuracy of 
calculation for these matrices. The convergence of the 
bifurcation localisation in the vicinity of the bifurcation points is 
in many cases close to quadratic, as it can be achieved for 
Newton-Raphson iterative solution with accurate Jacobian. 
The time of forced response calculations for both structures 
considered in this paper are given in Table 1. The calculations 
are compared here for cases when the bifurcation analysis (BA) 
is performed and when it is switched off. Moreover, the times of 
calculation using the time-marching method are provided. 
Table 1. Computational time of the forced response analysis 
Structure Simple rotor Engine model 
Harmonics 
included 
odd 
harmonics 
all from 0 
to 18 
odd 
harmonics 
all from 0 
to 11 
Without BA 18.84 sec n/a 273.99 sec n/a 
With BA 19.81 sec 43.62 sec 278.56 sec 535.61 sec 
Time domain 
analysis 78.6 sec 31344 sec 
When only odd harmonics are included, the analysis without 
BA can be performed over the whole frequency range 
considered, since the equations do not have bifurcations. The 
analysis with BA involves the calculation of the determinant for 
the extended Jacobian and it is evident that the time increase is 
negligibly small. When odd and even harmonics are included, 
the analysis cannot be performed for the whole frequency range 
without BA and the BA computational time is provided here 
only. This time is given for the same solution branch which is 
traced when only odd harmonics are kept. The analysis with BA 
includes here all components of the developed method: detection 
and localization of all bifurcations, calculation of tangents to the 
solution trajectory at the bifurcation points, and calculation of 
starting points for all branching solution trajectories. Comparing 
computation times of BA analyses for two cases: (i) with odd 
harmonics and (ii) with all harmonics included, one can see that 
the calculation times increase by factor of two and this increase 
should be attributed mostly to the increase of the size of 
nonlinear equations when the number of harmonic doubles. 
The convergence of the solution of Eq.(15) can represent a 
serious problem, if its Jacobian is not evaluated accurately and 
the initial solution approximation is not close enough to the 
solution. The proposed numerical procedure provides robust and 
quickly converged solutions, which is illustrated in Fig. 18 and 
Fig. 19 for both considered structures and for all detected 
bifurcation points. The values of the Jacobian determinant for 
each iteration in the process of bifurcation localisation are 
plotted here. One can see that for all bifurcation points the 
number of iterations from 4 to 9 can lead to the decrease of the 
Jacobian determinant by 10-12 orders of magnitude and, 
therefore, provide sufficient accuracy for the bifurcation point 
determination. 
  
Fig. 18 Convergence of the bifurcation localisation: the 
simple rotor case  
 
Fig. 19 Convergence of the bifurcation localisation: the gas-
turbine engine model 
CONCLUSIONS 
An efficient frequency-domain method has been developed to 
analyse the forced response of large-scale nonlinear gas-turbine 
structures with bifurcations.  
The method allows: (i) detection and (ii) localization of the 
design and operating conditions sets where bifurcations occur; 
(iii) calculation of tangents to the solution trajectory and (iv) 
continuation of solutions under parameter variation for structures 
with bifurcations.  
The method is aimed at calculation of steady-state periodic 
solution and multiharmonic representation of the variation of 
displacements in time is used. The method can calculate 
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bifurcation regimes for major, subharmonic and superharmonic 
vibrations.  
All equations required for dealing with the bifurcation points 
and solution branches are derived analytically which, together 
with new special facilities for the multiharmonic contact 
interface elements, provide the means for fast and highly 
accurate analysis.  
The excellent numerical properties and accuracy of the 
method are demonstrated on a simple rotor model and on a large 
rotor-casing model.  
The possibility of bifurcations in realistic structures with 
friction contacts and with cubic nonlinearity has been 
discovered. It was found that, in most of the considered cases, 
the bifurcation branches formed closed loops.  
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