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Abstract
Real diffusion networks are complex and dynamic, since underlying social structures
are not only far-reaching beyond a single homogeneous system but also frequently
changing with the context of diffusion. Thus, studying topic-related diffusion across
multiple social systems is important for a better understanding of such realistic situa-
tions. Accordingly, this thesis focuses on uncovering topic-related diffusion dynamics
across heterogeneous social networks in both model-driven and model-free ways.
We first conduct empirical studies for analyzing diffusion phenomena in real
world systems, such as new diffusion in social media and knowledge transfer in
academic publications. We observe that large diffusion is more likely attributed to
interactions between heterogeneous social networks as if they were in the same net-
works. Thus, external influences from out-of-the-network sources, as observed in
previous work, need to be explained with the context of interactions between hetero-
geneous social networks. This observation motivates our new conceptual framework
for cross-population diffusion, which extends the traditional diffusion mechanism to
a more flexible and general one.
Second, we propose both model-driven and model-free approaches to estimate global
trends of information diffusion. Based on our conceptual framework, we propose a
model-driven approach which allows internal influence to reach heterogeneous pop-
ulations in a probabilistic way. This approach extends a simple and robust mass ac-
tion diffusion model by incorporating the structural connectivity and heterogeneity
of real-world networks. We then propose a model-free approach using information-
theoretic measures with the consideration of both time-delay and memory effects
on diffusion. In contrast to the model-driven approach, this model-free approach
does not require any assumptions on dynamic social interactions in the real world,
providing the benefits of quantifying nonlinear dynamics of complex systems.
Finally, we compare our model-driven and model-free approaches in accordance
with different context of diffusion. This helps us to obtain a more comprehensive un-
derstanding of topic-related diffusion patterns. Both approaches provide a coherent
macroscopic view of global diffusion in terms of the strength and directionality of
influences among heterogeneous social networks. We find that the two approaches
provide similar results but with different perspectives, which in conjunction can help
better explain diffusion than either approach alone. They also suggest alternative op-
tions as either or both of the approaches can be used appropriate to the real situations
of different application domains.
We expect that our proposed approaches provide ways to quantify and under-
stand cross-population diffusion trends at a macro level. Also, they can be applied
to a wide range of research areas such as social science, marketing, and even neuro-
science, for estimating dynamic influences among target regions or systems.
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Chapter 1
Introduction
This chapter introduces the motivation and general outline of our research method-
ology, and then presents a detailed overview of the thesis including its main scientific
contributions.
1.1 Motivation
Users of online services are able to access increasingly large volumes of information
with much less time and efforts than ever before. For instance, online users are being
kept frequently updated on their interested content through varieties of feed readers
(aggregating news feeds such as Flipboard and Google Reader), or social media ag-
greators (integrating social networks such as TweetDeck and Hootsuite), or through
news agency’s active participations to social networking platforms. Such open web
environment enables unlimited digital content to be navigated without the need to
hop multiple social media platforms. In addition, the ubiquitous use of mobile de-
vices delivers new information in real time. Such easy and high accessibility to a
wide range of information not only makes underlying social networks far-reaching
across multiple social platforms, but also leads their connectivity patterns to change
dynamically in accordance with the context of information.
These dynamic and complex networks can be observed in various application
domains such as hyperlink networks on the Web [43, 105, 136], academic citation
networks across multiple disciplines [38, 92, 140], and even cortical networks across
different brain regions [55, 150, 164]. That is, studying significant patterns of (social)
interactions in the real world is meaningful as they are possibly applicable to diverse
research fields due to universal properties of real-world networks [15, 37, 127, 182].
However, previous diffusion studies have mostly focused on diffusion within a
single homogeneous system such as Twitter or Facebook, and thus influences from
out-of-the-network sources have been regarded as only external influence. In ad-
dition, prior work covering heterogeneous populations has not assessed dynamic
influences formed among multiple (social) systems and has often been without the
diverse context of diffusion. In this regard, the research presented in this thesis is
about uncovering dynamics of topic-related global diffusion across heterogeneous
social networks, beyond a single homogeneous social system.
1
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For studying information diffusion, we aim to address a number of key research
questions including: (1) How does information spread across multiple social sys-
tems? (2) How do we categorize heterogeneous social networks into a meaningful
set and understand its intra- and inter-relationships? (3) How do diffusion patterns
vary according to different information topics? (4) How do we estimate diffusion
trends across multiple populations?
We expect that the ways of answering these questions can help to study dynamics
of complex systems in other research areas.
1.2 Approach of Research
In order to understand such cross-population diffusion phenomena in the real world,
our research is conducted based on four scientific methods throughout the thesis.
1.2.1 Step 1 – Empirical Analysis
We first analyze real-world diffusion phenomena in two different application do-
mains: news diffusion in social media and knowledge diffusion in academic pub-
lications. Findings from these empirical analyses become the basis for developing
our new approaches in the next step. In this step, we construct explicit citation net-
works through hyperlinks in the main content of web documents in social media, and
through the bibliography in academic publications, and analyze diffusion patterns
across heterogeneous social systems.
1.2.2 Step 2 – Proposal of Approach
Based on the empirical findings from Step 1, we design a new conceptual framework
for diffusion processes. Following this conceptual design, we propose an approach.
In this step, we propose two model-driven and model-free approaches with different
aspects. That is, a model-driven approach is based on the assumption of underly-
ing social interactions in a probabilistic way, while a model-free approach does not
require any assumptions on the dynamic and complex interactions in the real world.
1.2.3 Step 3 – Estimation with Proposed Approach
We evaluate our approaches from Step 2, and estimate diffusion trends with each
proposed approach, using the preprocessed real data from the two different appli-
cation domains from Step 1. Applying a proposed approach to different domains
and evaluating the outcomes help to validate its feasibility and to strengthen and
generalize the proposed approach. Steps 2 and 3 are repeated twice in our study, i.e.
one for a model-driven approach and the other is for a model-free approach.
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Figure 1.1: Thesis outline.
1.2.4 Step 4 – Comparison and Interpretation
We finally compare our approaches, the model-driven and model-free approaches,
from Step 2 based on the estimation results from Step 3. We examine how they are
different or similar and interpret what they provide for obtaining meaningful insights
into cross-population diffusion phenomena in the real world. This comparison of
the two different approaches aims to provide a comprehensive macroscopic view of
topic-related global diffusion.
1.3 Thesis Overview
This dissertation focuses on dynamics of information diffusion at a macro level based
on the research steps discussed in the previous section. Figure 1.1 shows the overall
thesis outline by mapping the thesis chapters to corresponding thesis parts as well
as application domains. As the figure illustrates, this thesis consists of four main
parts and ten chapters. The first two chapters give an overview of this dissertation
work. Chapter 1 provides introduction of the thesis including motivation, outline,
and contributions. In Chapter 2, we define the concepts used in this thesis and dis-
cuss related work. The rest of the thesis outline is described in detail in the following
subsections.
1.3.1 Part I – Real-world Diffusion Phenomena
Analyzing real-world diffusion patterns from interconnected user-contributed con-
tent provides clues for a new model design. In this regard, Chapter 3 and 4 analyze
cross-population diffusion in social media and in academic publication domains,
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respectively. In common, identifying trending topics is important to trace global dif-
fusion across different social systems. Additionally, categorizing information topics
enables us to find common or distinct diffusion patterns between different categories,
and to obtain higher level views from an aggregation of individual topic diffusion
within a same category.
In Chapter 3, we analyze news diffusion patterns in social media by constructing
different levels of underlying networks, such as document, authorship, and informa-
tion networks [91]. We target trending news items by referring to Wikipedia event
profiles. We observe that news spreads across different types of social media, such
as mainstream news, social networking sites, and blogs, beyond a single social plat-
form, and the majority of users (55%) cite to a small fraction of prolific users (4%)
from different types of social media platforms, a notable departure from the balanced
traditional bow-tie model of web content.
In Chapter 4, we focus on knowledge diffusion patterns in computer science [89].
Based on the constructed citation networks, we analyze linkage patterns between top-
ranked conferences in computer science as well as between its different subdomains.
We observe that premier conferences lead computer science research and that they
are not only interconnected but also clustered along their common research interests.
The majority of conferences (51%) cite to a small proportion of other conferences
(10%) belonging to different subdomains, showing a similar pattern of a skewed
bow-tie as occurred in Chapter 3.
In common across the two application domains, the underlying network spans
multiple social systems. The majority of individuals in the network obtain new infor-
mation from a smaller proportion of other individuals from different social systems,
i.e. external sources, and the connectivity of the network is far-reaching across the
systems. That is, external influence is not ignorable, and underlying networks are
heterogeneous in real-world diffusion.
1.3.2 Part II – Model-Driven Approach
From the empirical analyses of real-world diffusion in Part I, we found that large
diffusion is attributed to interactions between heterogeneous populations. However,
most prior work has focused on diffusion within a homogeneous population such
as local contact networks in a single social platform (e.g., Twitter or Facebook). In
this respect, our research aims to uncover macro-level diffusion mechanisms across
heterogeneous social networks.
In Chapter 5, we design a new conceptual framework for cross-population dif-
fusion, which allows direct interactions between different social networks as if they
were in the same networks. Accordingly, we propose a macro-level diffusion model,
named Dynamic Influence Model, with a probabilistic approach by incorporating two
main features of real-world networks, heterogeneity and structural connectivity [85, 86],
which has not been studied in previous research.
In Chapter 6, we evaluate our proposed model using both synthetic and real
data. As real data, we take cases from two different domains, social media and
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academic publication, from Part I. Based on the evaluation of our model, we esti-
mate real-world diffusion at a macro level in terms of the strength and directionality
of influence [84, 85, 86, 89]. We find that influences between heterogeneous social
networks vary with the topics of information, leading to different diffusion patterns.
1.3.3 Part III – Model-Free Approach
As mentioned in the previous subsection, most studies have focused on micro-level
diffusion within a single homogeneous system, and their models are based on as-
sumptions that social interactions are from sampled snapshots of current social net-
works. In this regard, in Part II we proposed a macro-level diffusion model which
estimates influence of diffusion across multiple social networks without the need of
knowledge of local network structures in detail. However, this model-driven ap-
proach is based on the assumption of a real-world network property, i.e. a power-law
degree distribution, and thus it still needs to estimate the value of the scaling ex-
ponent for the power-law tail. In this context, in Part III we aim to discover an
approach of estimating diffusion without any assumptions on dynamically changing
social interactions in the real world.
In Chapter 7, we propose a model-free approach which estimates macro-level in-
formation transfer across heterogeneous social systems by using information-theoretic
measures [87, 89, 90]. This is enabled by considering a stochastic process at a sys-
tem level and by defining the system’s signal at a population level. Time-delay and
memory effects are also considered so that we can understand how recent and long
adoption histories of information in a source system have effect on diffusion in a
destination system.
In Chapter 8, we estimate macro-level information transfer in the social media and
academic publication domains as we did in Chapter 6. This enables us to compare
the proposed approaches based on these estimation results in Part IV. We analyze
topic-related information pathways across different social systems using the transfer
entropy with time-delay and memory effects. We find that the estimated topic-related
diffusion trends from this model-free approach exhibit similar inter-relationships to
those from the model-driven approach in terms of the strength and directionality of
influence. Inter-relationships among the systems are varied with news categories or
research keywords in our target application domains, leading to different diffusion
patterns [87, 88, 89, 90].
1.3.4 Part IV – Comparison of Approaches
Finally, we compare our proposed model-driven (Part II) and model-free (Part III) ap-
proaches with respect to common and different characteristics of the approaches [87,
88, 89, 90]. Applying both approaches to different real-world domains helps us to
compare and generalize the methods in a more consistent way.
In Chapter 9, we first extract several distinct diffusion patterns from time-series
cumulative adoption rates in social media and academic publications for each. We
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examine how the two approaches estimate and distinguish the patterns. In com-
mon across the domains, heterogeneous social systems in transitive relations have
more opportunities to bring about synchronous diffusion patterns across them, but
the strength as well as balance of intra- and inter-relationships within and between
the systems are also important to lead to cross-population diffusion. That is, syn-
chronous diffusion needs strong intra-relationships as momentum to make individu-
als to move to a certain state, i.e. critical mass, within each system, which is triggered
by strong inter-relationships between different social systems.
Finally, in Chapter 10, we conclude this thesis by summarizing all the main find-
ings and contributions, and discuss future directions for this research.
1.4 Scientific Contributions
In this section, we summarize the main contributions of our study for each part of
the thesis. All citations provided in the previous and current sections refer to our
publications from this dissertation work.
1.4.1 Part I – Real-world Diffusion Phenomena
We provide major characteristics of structural diffusion patterns across heteroge-
neous social networks in social media [91] and academic publications [89]. These
application domains have drawn large attention from diverse research areas, and
thus our empirical findings can provide the research communities with fundamen-
tal statistics as a background. Most studies have focused on site-specific diffusion of
particular keywords or quotes, but our study attempts to discover cross-population
diffusion of non-site specific topics for obtaining more universal diffusion patterns
in the real world. Thus, identifying trending topics is important to trace global dif-
fusion across heterogeneous populations. Accordingly, we propose a novel method
to identify note-worthy news by presenting each news item with named entities that
embody the “5W1H”, i.e. Who, What, Where, When, Why, and How, of journalistic prac-
tice. Categorizing trending topics provides higher level views of diffusion patterns by
aggregating individual topic diffusion within a same information category. By con-
structing different levels of underlying networks, such as document, authorship, and
information linkage patterns, we provide interpretations of structural connectivity,
social interactions, and relationships between different information topics.
1.4.2 Part II – Model-Driven Approach
We provide a new conceptual design for diffusion across heterogeneous social net-
works [85, 86], which shifts the viewpoint of a traditional diffusion framework (ex-
ternal and internal influences on a homogeneous population) to the dynamics of
heterogeneous populations (external and internal influences on heterogeneous pop-
ulations). That is, our framework allows that internal influence reaches beyond a
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single social system into multiple systems as if the underlying network were homo-
geneous, and thus it extends the traditional diffusion mechanism to a more general
and flexible one. Based on our conceptual framework, we propose a macro-level
diffusion model, called Dynamic Influence Model, by considering both heterogene-
ity and structural connectivity of real-world networks in a probabilistic way. Our
proposed model can improve the accuracy of diffusion models dealing with a homo-
geneous population within a single social system only, since it does not neglect the
effects of interactions between different populations on diffusion and differentiate
the strength of each population’s influence on others. That is, this model provides
both intra- and inter-relationships among heterogeneous populations in terms of the
strength and directionality of influence. By applying this approach to our target ap-
plication domains, we provide topic-related diffusion patterns across heterogeneous
social networks, which provides a way of understanding cross-population diffusion
phenomena in the real world [84, 85, 86, 89].
1.4.3 Part III – Model-Free Approach
We propose a model-free approach of estimating macro-level diffusion without any
assumptions on social interactions [87, 88, 89, 90], which not only provides benefits
of studying nonlinear dynamics of complex systems but also gives an abstract view
of cross-population diffusion. We define a stochastic process at a system level and
the systems’ signals transmitted to other systems at a population level, which can be
applicable to a variety of real-world scenarios. This conceptual framework enables
us to estimate macro-level information transfer across heterogeneous social systems
in terms of the strength and directionality of influence. To the best of our knowledge,
this is the first attempt to apply this macro-level model-free approach to social media
and academic publications. Estimation results can be comparable with the outcomes
from the model-driven approach, which provides opportunities to enhance the per-
formance of both approaches. When estimating information transfer from a source
to a destination system, the effects of time-delay and memory (the length of adop-
tion histories) are all considered. That is, behavioral characteristics of different social
systems can be obtained, which helps to better understand the context of diffusion.
By applying this approach to our target application domains, we provide different
ways of understanding topic-related diffusion across heterogeneous social networks.
1.4.4 Part IV – Comparison of Approaches
Our model-driven approach can provide both external and internal (intra- and inter-
relationships) influences among heterogeneous social systems but with assumptions
on the underlying social interactions. On the other hand, our model-free approach
can provide only inter-relationships among the systems but with no assumptions on
the interactions, and it also suggests behavioral characteristics of each system. Both
our approaches provide an abstract view of cross-population diffusion in terms of
the strength and directionality of influence. We find that the two approaches show
§1.4 Scientific Contributions 8
similar results but with different perspectives, which in conjunction can help to ob-
tain a more coherent overall picture of diffusion dynamics than either approach
alone [88, 89, 90]. They also suggest alternative options to choose a more appropriate
approach according to the conditions of different application domains. Finally, inter-
preting crowd phenomena with respect to both approaches suggests diverse aspects
of diffusion analytics and further provides a more comprehensive understanding of
topic-related diffusion.
We expect that our proposed approaches can help to quantify and understand
cross-populations diffusion in a wide range of research areas including neuroscience,
social science, and marketing for estimating functional connectivity of the human
brain, and dynamics of influence among social organizations or countries.
In the next chapter, we describe common and fundamental concepts used in this
thesis and discuss related work before starting the four main parts of the thesis.
Chapter 2
Overview and Survey
In this chapter, we first describe the common and fundamental concepts used in
this thesis as preliminaries and define relevant terminology and notation. Then,
we discuss related work on analyzing real-world diffusion phenomena, modeling
diffusion processes, and predicting future behavior at individual or group levels
with information-theoretic measures.
2.1 Concepts and Definitions
We review the basics of graph-theoretic terms, concepts of network structures, and
information-theoretic measures, which are all used for studying diffusion dynamics
in this thesis.
2.1.1 Fundamental Graph-Theoretic Concepts
Graph: a graph G consists of two sets V and E as G = (V, E), where V represents
a set of vertices or nodes and E denotes a set of edges or links. The order of G is the
number of vertices |V|, and the size of G is the number of edges |E|. Each edge
is associated to two vertices (not necessarily distinct), called endpoints. An edge is
called a self-loop or loop if it joins a single endpoint to itself. If an edge’s two end-
points are designated as the tail and the head for each, then it is called a directed edge.
Otherwise, it is called a undirected edge. A directed edge is also called an arc.
Adjacent and neighbors: if two vertices v and u are two endpoints of an edge e, then
a vetex v is adjacent to vertex u. The two adjacent verices are called neighbors.
Degree: the degree of a vertex v, denoted by d(v), is the number of edges incident
with the vertex or equivalently to the number of its neighbors. If a vertex v has no
neighbors, i.e. d(v) = 0, then the vertex is called an isolate. The Euler’s handshaking
lemma states that the sum of the vertex degrees in any graphs is equal to twice the
number of edges as:
∑
v∈V
d(v) = 2 |E|
9
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Indegree and outdegree: the indegree of a vertex v, denoted by din(v), is the number
of arcs whose endpoints are designated toward the vertex v (the number of incoming
arcs). The outdegree of a vertex v, denoted by dout(v), is the number of arcs whose end-
points are designated toward neighbors of the vertex v (the number of outgoing arcs).
Directed graph: if all of a graph’s edges are all directed, then it is called a directed
graph or digraph.
Undirected graph: if all of a graph’s edges have no designations of head and tail
(unordered pairs of endpoints), then it is called a undirected graph.
Simple graph: if a graph has no self-loops or multi-edges (slings), then it is called a
simple graph.
Trivial graph: if a graph consists of only one vertex without any edges, then it is
called a trivial graph.
Clique: if a subset of vertices in an undirected graph are all connected between every
pair of vertices, then they are called a clique.
Complete graph: if all pairs of vertices are adjacent, then a graph is said to be com-
plete, and this graph is its own maximal clique.
Subgraph: a subgraph Gs of a graph G = (V, E) consists of a subset of E and their
endpoints as Gs = (Vs, Es), where Es ⊆ E and Vs = {v, u : (v, u) ∈ Es}.
2.1.2 Structure of Networks
The structural properties of complex networks in the real world have drawn large
attention across diverse research areas [37, 53, 127, 128, 181]. We review fundamental
structural properties representing networks.
Connected component: if there is a path between two vertices in an undirected
graph, the two vertices are called connected. A connected component is a maximal set
of nodes whose every pair of vertices is connected.
Connectivity: when the removal of a set of vertices makes a connected graph G dis-
connected, we call this set of vertices as a cut or vertex cut. The connectivity of G is the
size of a minimal cut, and the graph G is called k-connected when its connectivity is
more than k.
Density: the density measures the proportion of the current edges to the maximum
possible number of edges in a graph G = (V, E). An undirected graph has no di-
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Figure 2.1: Overview of the bow-tie model consisting of six components: SCC, IN,
OUT, Tendrils, Tubes, and Disconnected.
rectionality between vertices, and thus its maximum possible number of edges is
1
2 |V| (|V| − 1), and its density is 2|E||V|(|V|−1) . For a directed graph, its maximum num-
ber of arcs is |V| (|V| − 1), and its density is accordingly measured as |E||V|(|V|−1) .
Weakly connected component: If all arcs are replaced with undirected edges in a
directed graph, and every pair of vertices v and u in the graph has a undirected path
between v and u, then this directed graph is called weakly connected. A weakly con-
nected component is a maximal (largest) weakly connected subgraph.
Strongly connected component: A directed graph is called strongly connected if every
pair of vertices v and u in the graph has a bidirectional path, i.e. a directed path from
v to u and a directed path from u to v. A strongly connected component is a maximal
(largest) strongly connected subgraph.
Triad: a triple of connected vertices is called a triad or a triangle.
k-core: a subgraph is called k-core if every vertex in the subgraph is adjacent to at
least k other vertices in the subgraph.
Bow-tie model: the bow-tie model, introduced by Broder [40], visualizes the reach-
ability of a network by partitioning its structure into six components as a bow-tie
structure, which is illustrated in Figure 2.1. As the figure shows, the bow-tie struc-
ture consists of (1) “SCC” (strongly connected component) as a main building block
in the center, (2) “IN” as a component outgoing to the SCC in the left wing, (3)
“OUT” as a component incoming from the SCC in the right wing, (4) “Tendrils” as
peripherals of IN and OUT, not reachable to/from the SCC, (5) “Tubes” as a com-
ponent connecting from IN to OUT but without passing through the SCC, and (6)
“Disconnected” as isolated components from the bow-tie (see [40] for details).
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Degree distribution: there are variations of vertices’ degrees in a graph. The degree
distribution means the probability distribution of the degrees in the graph. Accord-
ingly, the degree distribution, denoted by P(k), is obtained by counting the number
of vertices with degree k. If a graph has n vertices in total and nk vertices with degree
k, then the graph has a degree distribution of degree k as:
p(k) =
nk
n
.
Binomial distribution: if the total number of vertices of a graph is n, where each
vertex has independent probability p to be connected and 1− p to be not connected,
then the graph has a binomial distribution of degree k as:
p(k) =
(
n− 1
k
)
pk(1− p)n−1−k . (2.1)
Multinomial distribution: the binomial distribution allows only two possible out-
comes, success (p) and failure (1− p), of each trial, but the multinomial distribution
generalizes the binomial distribution by extending a Bernoulli trial to m possible
outcomes as:
p(k1, ..., km) =

n!
k1! ... km!
pk11 ...p
km
m , when ∑mi ki = n
0 otherwise,
(2.2)
Power law degree distribution: if a graph’s degree distribution follows a power law,
then the graph has a power-law distribution as:
p(k) ∝ k−α , (2.3)
where α is a parameter that scales its power-law tail. Networks whose degree distri-
butions follow a power law are called scale-free networks [127].
Riemann zeta function: Equation (2.3) can be rewritten as:
p(k) = Ck−α , (2.4)
where C is a constant, and α is an exponent scaling the power-law tail. For all possible
degrees k, the degree distribution p(k) adds up to 1 as ∑∞k=1 p(k) = 1. Note that k
starts at 1, since p(0) would be infinite. Thus, C in Equation (2.4) can be obtained as:
C =
1
∑∞k=1 k−α
=
1
ζ(α)
, (2.5)
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where ζ(α) is the Riemann zeta function [172]. ζ(s) is a function of a complex variable
s that analytically adds up infinite series as ∑∞n=1
1
ns and converges when <(s) > 1.
Real-world networks are scale-free networks, and they exhibit a power-law degree
distribution whose power law exponent α is typically in the range 2 < α < 3 [48, 127].
Thus, this function is needed for normalization of a power-law distribution, and
consequently Equation (2.3) can be rewritten as:
p(k) =
k−α
ζ(α)
, (2.6)
where k > 0, α > 1, and p(0) = 0.
2.1.3 Information-Theoretic Measures
The main purpose of information theory, as introduced by Shannon [154], is to re-
produce original massages which are initially generated by an information source,
pass through a noisy communication channel after being encoded, and are decoded
at a receiver. Regardless of its initial objectives, information-theoretic concepts have
been applied and extended across diverse research areas, such as computer science,
physics and neuroscience, as nonparametric statistics.
An information source produces messages x, and they are considered as possible
values of a random variable X. Information-theoretic quantities are obtained based
on a probability distribution function p(x) of the random variable X. We review the
fundamental information-theoretic measures used in this thesis as follows.
Entropy: in information theory, information is considered as the amount of uncer-
tainty. That is, no uncertainty provides no additional information. If p(x) is the
probability that a message x is observed, then information I(x) of observing the
message is represented as:
I(x) = log
1
p(x)
. (2.7)
Note that we express all entropies as bits, so all logarithms are taken to the base 2
throughout the thesis. An information source produces messages each of which has
a fixed probability to be observed. Thus, the average amount of information obtained
by a message is:
〈I〉 =∑
x
p(x)I(x) . (2.8)
This is the definition of entropy exhibiting the average amount of information.
Thus, entropy measures the degree of uncertainty of predicting the messages pro-
duced by the information source, and is represented as:
H(X) = −∑
x
p(x) log p(x) . (2.9)
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Joint entropy: the joint entropy of two random variables X and Y measures the un-
certainty of the joint distribution of X and Y as:
H(X, Y) = −∑
x,y
p(x, y) log p(x, y) . (2.10)
Conditional entropy: the conditional entropy of X given Y is the average uncertainty
about X when we have knowledge of Y. Specifically, the entropy of X given a mes-
sage Y = y is:
H(X|Y = y) = −∑
x
p(x|y) log p(x|y) . (2.11)
Thus, the conditional entropy of X given Y becomes the average uncertainly over
all the possible outcomes of Y as:
H(X|Y) =∑
y
p(y)H(X|Y = y)
= −∑
y
∑
x
p(y)p(x|y) log p(x|y)
= −∑
x,y
p(x, y) log p(x|y) . (2.12)
Mutual Information: the mutual information is information between two random vari-
ables X and Y, and it measures the reduction in X’s uncertainty due to the knowledge
of Y, or vice versa as:
I(X; Y) = H(X)− H(X|Y) = H(Y)− H(Y|X)
= −∑
x,y
p(x, y) log
p(x, y)
p(x)p(y)
. (2.13)
Note that the mutual information I(X; Y) is the Kullback-Leibler divergence [109] of
the joint distribution p(x, y) from the product distribution p(x)p(y). The Kullback-
Leibler divergence between two probability distribution p(x) and q(x) is defined as
DKL(p ‖ q) = ∑x p(x) log p(x)q(x) .
Transfer Entropy: the mutual information can be extended to a collection of n ran-
dom variables, i.e. a random process, Xn and Yn as I(Xn; Yn). This is a symmetric
measure such that I(Xn; Yn) = I(Yn; Xn). The transfer entropy (TE), introduced by
Schreiber [153], enables us to obtain the directionality between two stochastic pro-
cesses X and Y as:
TEY→X = H(Xt|Xt−1:t−k)− H(Xt|Xt−1:t−k, Yt−1:t−l) , (2.14)
where k and l denote Markov orders for the previous states of X and Y respectively
from the time step t− 1. Thus, the transfer entropy measures the reduction of uncer-
tainly in X’s state at time t due to the knowledge of Y’s recent l states.
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2.1.4 Definitions of Terminology
Diffusion network: a diffusion network consists of individuals who are involved in
spreading a new idea or information through contact neighbors in the network.
Information cascade: chain reactions of adopting new information are called infor-
mation cascade in this thesis.
Social system: we follow the definition of a social system by Talcott Parsons [137],
which consists of individuals who interact and influence each other’s behavior. We
consider a population belonging to a single social system as a homogeneous population
exhibiting the same behavioral characteristics within the system’s boundary. We call
a homogeneous population’s interaction network a homogeneous social network as its
narrower concept. As we discussed in Chapter 1, social interactions are far-reaching
across different social media platforms in social media, and thus the underlying
networks span multiple social systems. In this context, we call populations from
different social systems heterogeneous populations, and their interaction networks are
accordingly considered as heterogeneous social networks.
Meta-populations: we consider a meta-population scheme [29] which categorizes het-
erogeneous populations into a small number of meta-populations according to the
characteristics of target meta-populations in diverse application domains. This helps
to obtain a more simple and clearer macroscopic picture of global diffusion.
Social media: the term “social media” has been widely used, but with different and
limited understanding [76]. In general, social media has been understood as user
generated contents which are easily accessible by other users [12, 35, 185]. In more
detail, Kaplan and Haenlein [76] defined the concept of social media as a group of
internet-based applications allowing the creation and exchange of user generated
contents on the ideological and technological foundations of Web 2.0. In this thesis,
we follow this detailed and comprehensive definition of Kaplan and Haenlein.
The authors of [12] divided the social media domain into blogs, social networking
platforms such as Twitter and Facebook, social bookmarking sites such as Delicious
and CiteULike, and photo/video sharing communities such as Flickr and YouTube.
Meanwhile, Kaplan and Haenlein [76] classified social media into six types accord-
ing to the two dimensions, “Social Presence” and “Self-Presentation”: namely, blogs
(date-stamped entries managed by one person), social networking sites (applications
enabling users to connect to social networks such as Facebook and MySpace), col-
laborative projects (outcomes by joint effort of many actors such as Wikipedia and
Delicious), content communities (to share diverse types of media contents such as
Flickr, YouTube, and Slideshare), virtual game worlds (three dimensional virtual en-
vironments with restricted rules of interactions), and virtual social worlds (three
dimensional virtual environments with no rules of interactions).
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2.2 Survey of Real-World Diffusion Studies
Collective behavior often emerges from sporadic interactions between individuals in
a contact network. Such dynamic behavior consequently forms large complex diffu-
sion networks in the real world such as the Internet [45, 56, 139, 176, 187], online so-
cial networks [11, 66, 94, 105, 115, 122], email networks [77, 116, 129, 148, 160], mobile
phone networks [18, 54, 71, 96, 131], collaboration networks [27, 34, 67, 101, 125, 184],
cortical networks [16, 55, 112, 150, 164], metabolic and protein networks [28, 36, 58, 73,
74], and so on. Thus, analyzing the linkage patterns of real-world complex networks
is a meaningful first step towards a systematic understanding of the underlying dif-
fusion mechanisms.
2.2.1 Inference of Diffusion
Online diffusion tracking has been conducted from different perspectives. For in-
stance, information diffusion can be defined on shared keywords or similar text
between documents [11, 66], on shared quotes called meme phrases [103], on recom-
mendations [102, 106], on hyperlinks [43, 105, 123], or on site-specific actions such as
retweets, mentions, or hashtags in Twitter [75, 98, 147]. However, inferring diffusion
with the shared meme is implicit, and even inference with explicit hyperlinks can
be noisy because there are an increasing number of spam-hyperlinks on web pages.
In order to avoid a noisy tracking of diffusion in social media, we try to collect hy-
perlinks in the main text of a document to generate accurate and explicit citation
networks, and extract key memes to observe the information evolving patterns [91],
which is discussed in detail in Chapter 3.
However, it is still challenging to unveil the exact sources that have brought the
spread (e.g., adopting new behaviors or ideas, purchasing a product, etc.). That is,
an influencer is not explicitly acknowledged by its individual influenced, and thus it
is hard to collect or define real diffusion networks such as explicit consumer net-
works [72]. In this regard, more recently there has been an attempt to model diffu-
sion without explicit knowledge of underlying network structures [186]. Neverthe-
less, diffusion processes are not independent on diffusion contents [13, 123, 147], and
thus it is meaningful to discover the interplay between them. Accordingly, one of
our research goals is to understand how diffusion mechanisms across heterogeneous
populations varied with the topics of information [84, 85, 86, 89, 90], which will be
discussed in Chapter 6, 8, and 9 from the aspects of our model-driven and model-free
approaches.
2.2.2 Diffusion Space
Diverse information sources have become increasingly accessible on the Web. This
is partly because of news outlet’s active participation in social networking platforms
such as Twitter and Facebook and the help of web technologies such as news feeds,
feed readers, and social media aggregators. That is, the underlying social interactions
have become more dynamic and far-reaching across multiple social media platforms,
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which leads to heterogeneous social networks becoming more interconnected than
ever before [85]. Such emergent phenomena of complex social networks have been
investigated in a wide spectrum of diffusion spaces.
When it comes to social media, the diffusion boundary, covered by previous stud-
ies, has been mostly limited to a single social networking platform such as Twit-
ter [75, 98, 123, 147] or Facebook [24, 167]. The interactions between different social
media platforms have also been common interest, such as blogosphere [11, 105],
blogosphere-to-news [62, 63, 103], or blogosphere-to-YouTube [43]. In order to ob-
tain a global view of diffusion in social media, our research extends the diffusion
space from the blogosphere to mainstream news to social networking sites (SNS), i.e.
blogosphere-news-SNS [91], which is discussed in Chapter 3, 6, 8, and 9.
Similarly, in academic publications, knowledge spreads through complex path-
ways within a local research community [190], within a single research domain such
as computer science [19, 156], or across diverse disciplines [38, 92, 140]. In our study,
we also investigate academic publications in computer science, and focus on global
diffusion trends across different subdomains viewed as heterogeneous populations,
which is presented in Chapter 4, 6, 8, and 9.
2.2.3 Identification of Target Information
The operational definition for identifying target information in diffusion has in-
cluded a number of text clusters as approximated events [68], Twitter hashtags [49,
51, 98, 183], which are manually grouped into broad topical themes [147], or meme
phrases which are commonly observed across diverse media and are thus consid-
ered as reflecting real-world events [103]. The authors of [33] designed a two-step
approach to first cluster the input Twitter stream and then perform event versus non-
event classification on the clusters based on their statistical features. However, these
identified streams can be platform-specific topics. For instance, the authors of [98]
found that only 3.6% of Twitter’s trending topics exist in the hot search keywords
from Google.
Our research aims at understanding cross-population diffusion, and thus identi-
fying trending topics covering multiple populations is essential. This enables us to
trace beyond the bounds of site-specific (local) diffusion. Finally, categorizing the
topics of information enables us to obtain higher-level interpretations, such as com-
mon or distinct diffusion patterns between different categories. Detailed steps of
targeting and identifying information topics are described in Chapter 3 and 4.
2.2.4 Structural and Temporal Patterns of Diffusion Networks
Diffusion has been studied widely in computer science, marketing, social science, sta-
tistical physics, epidemiology, and neuroscience. A common theme across the study
of diffusion processes is that the structure of the network, its density, and patterns
of connections govern emergent phenomena, such as information cascades on the
Web [11, 43, 91, 103, 105, 147], frequent subgraph patterns of a recommendation net-
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work [106], online diffusion networks [61], or diverse real-world networks [119], firm
innovation [14, 141, 151], contagion of obesity [46], happiness [57] or disease [138, 144,
179], and brain functionality [10, 32, 41, 164]. Accordingly, there has been increas-
ing attention to the universal structural properties of large complex networks such
as relatively small characteristic path lengths, high clustering coefficients, power-law
degree distributions, and the presence of community structures [15, 26, 37, 182].
Human activity such as blogging and tweeting often shows periodicities (weekly
and yearly regularity). Traffic in the blogosphere leads to a seven-day periodicity
due to a weekend effect of sharply dropping off at weekends [105]. Such periodicity is
also found in our study of news diffusion in social media covering mainstream news,
the blogosphere, and social networking sites [91]. In addition, heavy-tailed dynamics
has been observed in the popularity of blogs, the distribution of blog sizes, bursty
patterns in blog activity [43, 64, 105], and information cascades in social media [91].
These universal properties [37, 124, 128] of user behaviors can serve as one of
the parameters in modeling spreading processes on networks. Our model-driven ap-
proach [85] assumes one of these real-world network properties, a power-law degree
distribution, which is discussed in detail in Chapter 5.
2.2.5 Diffusion Factors
Studies on diffusion models have mainly focused on three factors affecting infor-
mation propagation such as social structure (e.g., peer influence or connectivity),
node characteristics (e.g., individual interests or receptivity), and the nature of tar-
get information (e.g., endogenous or exogenous information). Individual or com-
bined parameters can be one of the essential factors in successful information diffu-
sion [13, 20, 22, 165].
There have been attempts to separate peer influence and peer similarity (ho-
mophily) effects on information propagation so that more detail and accurate level
of interpretations is achieved [20, 22]. For instance, user behavior contagion (e.g.,
the purchase of a product and adoption of a new idea) is possibly due to the direct
recommendation or exposure to information from socially connected neighbors, or
due to the similar preferences between users. Meanwhile, the nature of information
items needs to be considered as an additional important factor of information spread.
The authors of [13] assign every information item two parameters, endogeneity and
exogeneity. The endogeneity of the item quantifies its tendency to spread through the
underlying connections between nodes, and the exogeneity quantifies its likelihood
to be acquired by a node, independently of the underlying network.
In this regard, our proposed model-driven approach [85] considers all these fac-
tors in that (1) influence by contact networks (internal influence) is separated from
confounding factors (external influence), (2) our model quantifies the probabilities of
internal and external influences, providing likelihood of endogeneity and exogeneity
of an information item, and (3) we consider a meta-population scheme [29] which
categorizes heterogeneous social networks into meta-populations, exhibiting differ-
ent node characteristics between meta-populations. Note that our model-driven ap-
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proach estimates macro-level diffusion across heterogeneous meta-populations, and
thus it considers node characteristics at a meta-population level rather than an indi-
vidual node level. Details are discussed in Chapter 5, 6 and 9.
2.2.6 Fundamental Frameworks of Diffusion Processes
One of the best ways to understand effects of network properties from empirical
studies is to build mathematical models. There have been attempts to model a dif-
fusion process on contact networks for understanding its underlying mechanisms
from different research fields such as social science, marketing, medicine, physics,
and computer science.
In the early 1960s, adopting behaviors were classified in the social sciences into
five categories in terms of the timing of adoption, such as innovators, early adopters,
early majority, late majority and laggards [146]. In the marketing literature, this idea
was mathematically represented with a conditional likelihood of adoption by the
Bass Model [30]. This model consists of likelihoods of “innovation” and “imitation”,
which correspond to the concept of external and internal influences in computer
science literature [85, 107, 123], respectively.
The mathematical modeling of epidemics has also been an active field of re-
search across different disciplines such as epidemiology [17, 39, 79, 157], physics
[37, 120, 126, 138], mathematics [78, 149], and computer science [44, 83, 118, 189]
for the description of the diffusion of pathogens, knowledge, and innovation. De-
pending on the stage of the disease, such as susceptible (denoted by S, those who
can contract the infection), infected (I, those who have contracted the infection and
are contagious), and recovered (R, those who have recovered from the disease), there
have been several commonly used baseline models to describe the general proper-
ties of epidemic spreading processes; namely, the susceptible-infected (SI) model, the
susceptible-infected-susceptible (SIS) model, and the susceptible-infected-recovered (SIR)
model [21, 23, 70].
In this thesis, the Bass Model is considered as a fundamental framework for our
model-driven approach in Chapter 5 due to its simplicity and robustness [31], which
are important to model the dynamics of heterogeneous populations. Compared to
the Bass Model, epidemic models are too complicated to incorporate the heterogene-
ity and structural connectivity of social networks at the same time. That is because
we need to consider distinct stages of disease for each population such as S, I, and
R, the transmission rate between different stages, and the diffusion factors discussed
in the previous subsection. However, this epidemic approach can be one of future
research topics.
2.2.7 Effects of Structure and Heterogeneity of Populations on Diffusion
The Bass Model has provided realistic and robust estimation of new product growth
patterns [31], and thus, it has been one of the influential diffusion models across di-
verse areas, such as marketing, computer science, economics and operations research
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[31, 95, 107, 110, 130, 188]. Its fundamental assumption is that each individual meets
completely at random and has an equal chance of coming into contact with every
other individuals (fully mixed, or mass-action approximation) [127]. This simplicity has
enabled intuitive interpretation and has led to a wide range of extensions of the
model [31]. Also, the traditional approach of epidemic models [23] disregards un-
derlying contact networks and assumes that a population is homogeneous and fully
connected in the same way as traditional macro-level diffusion models [30, 127]. This
is a strong assumption, but it allows for models in the form of systems of ordinary
differential equations for the fraction of individuals in the various compartments
(Susceptible, Infected, and Recovered) [37].
However, many real-world networks exhibit non-uniform but heavy-tailed degree
distributions [175], as discussed earlier. In terms of network structures, there has
been interest in the effect of network topologies on the diffusion, such as cluster
density and reachability [97, 151], and degree distributions [107]. The authors of [25]
make an assumption of two levels of mixing based on the SIR model. Each node
belongs both to the network as a whole, and to one of a specified set of subgroups
within the network such as families. Accordingly, there has been interest in the effect
of clustering on the propagation of diseases. For instance, disease transmission much
more likely takes place within subgroups than transmission between subgroups [25,
97]. The authors of [107] incorporated degree distributions into the Bass Model, but
their assumption of a linear influence of the number of neighboring adopters does
not guarantee the probabilistic constraint. Details are discussed in Chapter 5.
All these studies are still limited to a single social platform or a homogeneous
population. One extension of the Bass Model allows heterogeneous populations such
as multinational diffusion of a product. For example, the adoption rate of a consumer
product in one country indirectly influences that in other countries [95, 142]. How-
ever, this extension disregards the effect of network topologies on diffusion. The
authors of [132] integrated different layers of single social networks into a weighted
composite network scheme, such as Bluetooth proximity networks, call log networks,
affiliation networks, and friendship networks, for 55 university students. They fo-
cused on homogeneous social networks represented by multi-layered networks with
different levels of importance, but our study covers heterogeneous social networks
with intra- and inter-network interactions.
In contrast to the previous studies, our research aims at considering the effects of
structures and heterogeneity of populations on diffusion at the same time. Accord-
ingly, we propose the Dynamic Influence Model in Chapter 5 and apply the proposed
model to real-world diffusion in Chapter 6.
2.2.8 Information-Theoretic Measures of Information Flow
Diffusion models assume social interactions based on sampled snapshots of current
social networks [43, 105], site-specific actions (e.g., mentions, retweets, and hashtags
in Twitter) [75, 123, 147], or real-world network properties [85, 86, 107]. However,
real-word network structures are hard to collect or define particularly in the case
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where heterogeneous social networks are interconnected. In this regard, there have
been attempts to estimate diffusion trends without any assumptions on complex and
dynamic social interactions in the real world by using information-theoretic measures
such as the mutual information and transfer entropy.
Extensive research on such information-theoretic measures has been conducted
in diverse areas including computer science [60, 177, 178, 180], neuroscience [133,
134, 135, 143, 173], and economics [99, 108, 113]. When it comes to social media,
the predictability of user behavioral patterns has drawn attention, such as individ-
ual or group level future interactions [180], information pathways between Twitter
users without explicit follower-followee relationships [177, 178], and classifications
of Twitter user behaviors [60].
These studies focus on homogeneous population within a single social platform
alone. However, as discussed earlier, heterogeneous social networks are increasingly
interconnected across multiple social media platforms (e.g., CNN, BBC, Facebook,
Twitter, WordPress, and Tumblr). Our research proposes a model-free approach in
Chapter 7 which shows a way of estimating inter-relationships between heteroge-
neous populations at a macro level. Also, we apply the proposed model-free ap-
proach to real-world diffusion in Chapter 8.
2.2.9 Topic-Related Diffusion
These modeling approaches can be applied to technological and commercial domains
where rapid and efficient spread of information or service is often desired such as
marketing campaigns [102, 121]. One of the crucial studies has focused on identi-
fying influential nodes [81, 82, 100, 104]. From the perspective of recommendation
performance, the authors of [163] predict the destination of information flow, and
ranks users based on the estimated time of how quickly information will reach to
them. The authors of [114] predict the size of diffusion of a specific item. In com-
mon, these researches assume a peer influence-based influence propagation on the
underlying networks and no distinctions between different information items. Ac-
cordingly, learning approaches to the probabilities of influence between nodes has
been proposed by harnessing the observation of the spread of a particular informa-
tion item [62, 65]. Also, they regard identical propagation of diverse information
items.
Significant variations in diffusion patterns have been observed between different
topics [123, 147]. For instance, diffusion of political issues is considerably driven by
external influence, while entertainment topics spread through internal communica-
tions [123]. The authors of [147] showed that political topics are relatively persistent
compared to non-controversial subjects. However, these studies have focused on a
single social platform, such as Twitter, so the dynamics of external and internal in-
fluences is limited to a single homogeneous social system. In this respect, our study
examines global diffusion across different types of social media, i.e. heterogeneous
social systems, with comprehensive topics using the Wikipedia Current Events [9]
and is not limited to site-specific trending topics.
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Table 2.1: Table of common symbols used in this thesis.
Symbol Description
a(t) The number of new adopters at time t
A(t) The number of cumulative adopters until time t
f (t) The proportion of new adopters at time t
F(t) The proportion of cumulative adopters until time t
pi Probability of external influence on a meta-population i
cji
Probability of influence of a meta-population j on a
meta-population i
α Power law coefficient
X, Y, Z Stochastic processes (an ordered set of random variables)
TEY→X Transfer entropy from Y to X
TEout Outgoing transfer entropy
TEin Incoming transfer entropy
k Markov order for the previous states of X
l Markov order for the previous states of Y
d The length of time-delay
Our ultimate research goal is to obtain a comprehensive understanding of topic-
related diffusion across heterogeneous populations. This is enabled by comparing
our model-driven and model-free approaches with respect to information topics in
different real-world application domains, such as social media and academic publi-
cations. Chapter 9 discusses overall insights from the comparisons in depth.
2.3 Nomenclature
Table 2.1 describe symbols which are commonly used in this thesis. In addition, we
separate chapter-specific symbols and present them in each chapter. A complete list
of symbols throughout the chapters can be referred in the Appendix A.1.
Part I
Real-world Diffusion Phenomena
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Chapter 3
News Diffusion in Social Media
We are constantly bombarded by human interest, new scientific findings, sports,
and current events as they move quickly through social media. Studying the diffu-
sion of news through social media is particularly important in understanding how
stories and information evolve and interact with other pieces of information. This
chapter focuses on identifying trending news topics, capturing their spreads in user-
contributed content, studying the structural connectivity of the underlying networks
from the aspects of document, user, and information networks, and finding intercon-
nectivity between diverse news topics.
3.1 Introduction
News stories quickly spread worldwide, some immediately affects the political, eco-
nomic, and social lives of millions (e.g., the Blitz in London during WWII), some
bears long-term cultural and ideological influence (e.g., The Declaration of Inde-
pendence), and some plays a significant role in both (e.g., the 1933 recession and
subsequent changes in finance practices). Tracking such emergent phenomena is a
significant step towards understanding consequential social circumstances. Recent
availability of large collections of real-time user-contributed content in social media
has facilitated to study such collective behavior at scale.
Tracking an ever-changing list of often unanticipated events is difficult, and most
prior work has focused on specific events such as quotes or site-specific interests.
For instance, online diffusion tracking has been conducted by finding shared key-
words or similar text between documents [11, 66], by tracing hyperlinks [43, 105] or
URLs [123], by defining meaningful reaction chains from site-specific actions such as
retweets or hashtags in Twitter [75, 98, 147] and shares or likes in Facebook [24, 167], by
identifying commonly used meme phrases [103], or by performing event versus non-
event classification on clustered input Twitter stream [33]. In this study, we propose
a method for identifying real-world news in social media, and we analyze news dif-
fusion patterns across diverse media types such as mainstream news (News), social
networking sites (SNS), and blogs (Blog).
As a working example of real-world diffusion phenomena, we focus on news dif-
fusion in social media by investigating the Spinn3r dataset [4]. This dataset contains
24
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Figure 3.1: Overview of diffusion in social media. (a) Complex information path-
ways across different types of social media such as social n tworking sites (SNS),
mainstream news (News), and blogs (Blog). (b) Underlying network structures: two
different levels of networks are defined as document (Di) and authorship (Ui) networks.
(c) Information networks: each document is labeled with a news item (Ni), continuous
news items are updated and aggregated as a common news topic (Ti), and each news
item also belongs to a news category (Ci). Different social media types are color-coded.
386 million web documents, covering a one-month period in early 2011. In this study,
we propose a novel method for identifying news-related documents across diverse
social media platforms on the Web. This is achieved by referring to the Wikipedia
Current Events [9] as a noteworthy news registry and by presenting each news item
with names entities covering journalism-inspired features “5W1H”, i.e. Who, What,
Where, When, Why and How. As Figure 3.1 shows, we construct different levels of
underlying networks such as document and authorship networks in Figure 3.1(b),
and information networks in Figure 3.1(c), by classifying Web documents with the
identified real-world news.
For more accurate and explicit network structures, we trace hyperlinks and/or
URLs in the main text of each document. From the constructed document networks,
we observe that a single document links to different news-related documents, and
these linkage patterns account for the majority of the total links. Such cross-topic
citations sometimes reveal surprising yet reasonable connections among different
real-world news stories which co-evolve over time, such as “Australian Open”-to-
“Queensland Floods”-to-“Cricket Game Cancellation”. We also study authorship
network structures with over 350 thousand nodes. The majority of users (55%) cite
to a small fraction of prolific users (4%), a notable departure from the balanced tradi-
tional bow-tie model of web content. Such observations, to the best of our knowledge,
is seen for the first time.
In the remainder of this chapter, Section 3.2 presents our data processing meth-
ods and network statistics, Section 3.3 proposes a method for identifying real-world
news and document classification, Section 3.4 analyzes news diffusion patterns from
constructed information networks, Section 3.5 observes underlying user networks
using the bow-tie model, and finally Section 3.6 concludes this study.
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Table 3.1: Key fields of each document record used in the dataset.
Data Field Main Usage
Publication time
To validate the direction of links from source to des-
tination documents.
Document URL
To obtain the unique identity of documents and also
extract user identity from its regular expressions.
Full HTML body
To extract hyperlinks and/or written URLs in the
main text of a document.
Written language
To target English documents for avoiding noisy
translation.
Publisher type
To target documents of three representative types of
social media such as News, SNS, and Blog.
3.2 Preparation and Analysis of Social Media Data
To explore a real-world example of diffusion phenomena, we investigate instances of
news diffusion in social media. We first describe our data collection and preprocess-
ing methods, and then examine the fundamental statistics of the data.
3.2.1 Data Collection
We base our work on the Spinn3r dataset which is freely available to the research
communities via ICWSM’11 [4]. This dataset consists of over 386 million social me-
dia content, such as blog posts, news articles, microblog content, classifieds, and
forum posts, during a one-month period in early 2011 (13 January to 14 February).
It was originally collected by Spinn3r [8], which is a licensed social media crawler.
One document record in the dataset contains information about a title, publication
timestamp, written language, document URL, estimated spam probability, and the
full HTML body. Key fields of the dataset used for this study are described with
their usage in Table 3.1 .
3.2.2 Target Documents Selection
We focus on analyzing documents from mainstream news (News), social networking
sites (SNS), and blogs (Blog), which account for 98.37% of the original dataset. These
documents are important in that they are not only the most relevant to real-world
news stories, but we can also observe dynamic interactions among the representative
social media types, i.e. News, SNS, and Blog. We choose to keep documents written
in English to avoid error in translation. We then filter out duplicate documents
(documents with the same contents and Web address) for their unique identity and
disregard the documents with a non-zero spam probability provided. As a result,
nearly 6 million documents are left after the filtering.
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Figure 3.2: Distribution of hyperlink cascade sizes.
Link Extraction: The full HTML bodies of documents contain large spam links
and lengthy header and footer information, which can lead to wrong interpretations
of document linkage patterns. Thus, our data processing first needs to remove such
boilerplates and keep the main document contents. We use the effective boilerpipe
library [93] to achieve this goal. We then follow out-links (hyperlinks and/or written
URLs) in the main text of a document for tracking diffusion. Hyperlinks in the docu-
ment contents, however, often contain shortened URLs, masking the true identity of
link destination. There are over 300 URL shortening services, and this makes it infea-
sible to query their distinct APIs to recover the original links. Moreover, some links
have been shortened more than once, further complicating the recovery. To tackle
this issue, we extract the original location from the HTTP header. After extracting
out-links, we remove self-links and out-of-scope links that connect to documents out-
side of the dataset. We also disregard links that point to documents created after the
referring documents.
Non-isolated Documents: Figure 3.2 shows the distribution of hyperlink cascade
sizes for the selected 60 million English documents, and it shows a heavy tailed dis-
tribution. The x-axis indicates the number of weakly connected documents from a
single document (isolated due to no hyperlinks or URLs in its main content) to the
largest connected documents, and the y-axis shows its frequency. The non-isolated
portion has 4,138,283 documents which accounts for 6.9% of the original 60 million
documents. Such a small percentage of connected documents tells us that the vast
majority of documents have no citations and thus have no linkage to other docu-
ments. This is not a trivial fraction when compared with the literature when only
2% of blog posts are not isolated [105]. In fact, our higher percentage results from
links between three different types of document sources (News, SNS and Blog) based
upon a wide range of content types of the Spinn3r dataset.
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Table 3.2: Identified users in social media from 60 million English documents cover-
ing a one month period in early 2011. The term “user” indicates an agent or actor
who produces documents. A news agency or site is also considered as a super-user
(selected news sites are from the largest strongly connected news network).
Media Type Domain User Count
News second-level domains 9,225
SNS
facebook.com 4,560,800
myspace.com 822,998
flickr.com 25,613
twitter.com 6,169
posterous.com 1,876
Blog
blogspot.com 691,175
livejournal.com 158,361
wordpress.com 90,803
tumblr.com 23,967
typepad.com 7,603
Total 6,398,590
3.2.3 User Identification
In this study, an individual who has an account in any social media platform is
regarded as a user, but identifying individuals with more than one account is out
of the scope of this study. In addition, each news site is regarded as a super-user.
Throughout the thesis, the term “user” indicates an agent or actor of each media
type who produces Web documents.
There is no universally valid user information, due to the diverse sources that the
dataset draws from. In this regard, we chose five SNS and Blog domains for each
media type, as they are not only popular spaces for social networking and blogging,
but we can also write regular expressions for extracting user identities from their
produced document URLs. This method generates a significantly large set of users,
and it is consistent with prior blog user extraction methods [43]. To identify news
sites, we regard second-level domains (e.g., cnn.com, nytimes.com) from document
URLs as unique identifiers of news sites only when a document’s publisher type
(in Table 3.1 ) is mainstream news. We finally extracted 9,225 news sites, which
constitute the largest strongly connected network. This strong connection implies
that each news site can reach every other news site, which provides news sites with
more frequent chances to be connected with each other and further to be exposed to
other social media types, such as SNS and Blog.
As shown in Table 3.2 , we identified 6.4 million users in total from the selected 60
million English documents. These identified users generated 57% (34 million) of the
target documents. In Figure 3.3 , red circles describe the distribution of the number of
connected documents that are produced by the identified users, while black squares
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Figure 3.3: Distributions of hyperlink cascade sizes. Black squares indicate the com-
plementary cumulative distribution of hyperlink cascade sizes for all 60 million En-
glish documents, while red circles are for documents created by the 6.4 million iden-
tified users in Table 3.2.
are for the selected 60 million English documents. The latter is shown in Figure 3.2 ,
but it is redrawn here for comparison. The x-axis indicates the hyperlink cascade (a
maximal set of connected documents) size as in Figure 3.2 , while the y-axis shows
the frequency that the connected document size is equal to or greater than the value
of x. As the figure illustrates, the majority of hyperlink cascades are attributed to the
documents generated by the identified users. This means that popular social media
platforms of News, SNS and Blog likely contribute to a wide diffusion in social
media, which also implies that these identified users can provide robust statistics for
studying diffusion mechanisms in social media.
3.3 Document Labeling with Real-world News
There are two challenges in extracting information networks from the underlying
document networks: (1) to identify trending news items, and (2) to associate each
document in our data collection with one of the identified news items that it de-
scribes. Our approach starts by learning daily news items from a crowd-sourced
online registry. We design document features motivated by journalistic practice to
make it possible to compute the similarity between a document and a news item.
This is notably different from tracking meme phrases [103] or approximating some
events using text clustering [68].
3.3.1 Real-world News Identification
Choosing a relevant data source of noteworthy real-world news requires some cau-
tion. Traditional news outlets such as the NYTimes or the BBC are subjected to
institutional and geographical biases; a social news reader of, say, Digg is presented
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January 23, 2011 (Sunday) 
Arts and culture 
• Actress Zsa Zsa Gabor is permitted to leave hospital 
and return home, eight days after undergoing the 
amputation of her right leg. (BBC) 
Business and economy 
•  Google is to give $100million to Eric Schmidt, an 
outgoing CEO. (Reuters)     (The Wall Street Journal) 
Disasters 
• The death toll in Brazil's worst flood disaster tops 
800 people. (BBC) 
News 
Category 
News 
Item 
Reference Documents 
Figure 3.4: An example snapshot of the Wikipedia Current Events [9]. Each bullet
point is referred to as one news item, which shows the short summary of a happening
on that day, along with reference hyperlinks to relevant articles (rounded rectangles).
Each title (bold font) is referred to as the corresponding news category of a news item.
by articles and not by news topics; news aggregation sites, such as Google News,
have better coverage but retroactive crawling is not easy due to no information of
previous news registries. On the other hand, the Wikipedia Current Events [9] is
a chronologically organized event registry of public interest, continuously updated
and discussed by volunteers. This seems to be the best news source of public interest
across different types of social media, despite potential selection bias of volunteers
who self-select to be editors.
Conceptual News Hierarchy: We define a news hierarchy at three increasing
levels of generality, as shown in Figure 3.1(c). For instance, a news item is the smallest
unit of daily new happenings. Some happenings possibly continue for a short or long
term, not necessarily day by day, with regional variations (e.g., local, nationwide, or
worldwide). Thus, we need to consider grouping such subsequent news items with a
common subject, location, person, and/or organization into one news topic as people
collectively think of them as one event. Also, each news topic can be categorized into
one general news category. For example, news items such as “Brisbane River banks
break in January 2011” and “North Queensland hit by Cyclone Yasi in February 2011”
can be grouped into “Queensland Floods” as one news topic which can be classified
into the news category “Disaster”.
As Figure 3.4 shows, a news item is mapped into each bullet point which de-
scribes the short summary of a daily new happening. Every news item comes along
with hyperlinks to reference articles for its detailed description (rounded rectangles
in Figure 3.4 ). These references are all crawled in order to train the model of each
news item. Details are discussed later in this section. Titles (bold fonts in Figure 3.4 )
are also referred to as news categories, and we choose five major categories which
are representatives across professional news agencies and have a sufficient number
of news items over time. The selected news categories are: Politics, Business & Econ-
omy, Disaster, Arts & Culture, and Sports.
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Figure 3.5: Document labeling with identified news items. (a) News items and Web
documents are from the Wikipedia Current Events [9] and our dataset respectively,
and they are all represented with M (= 4,411) dimensional named entity vectors. M
entities are from the reference documents (refdoc#: rounded rectangles in Figure 3.4)
of all selected news items. A vector’s element indicates the TFIDF of an entity, and
it is color-coded. (b) The similarity between a Web document and a news item’s
centroid vectors is calculated in order to label the document with the most similar
news item.
Target Real-world News: We parse the Wikipedia Current Event page of January
2011 by considering our dataset period (13/Jan/2011 – 14/Feb/2011). In order to
avoid missing diffusion traces, we target news items that occurred between the 6th
January (one week before the beginning of our dataset period to account for diffusion
of near past news items) and the 30th January, 2011 (two weeks before the end of our
dataset period to observe news diffusion for at least two weeks). Finally, we identified
284 news items for this period, among which subsequent news items are manually
grouped into one news topic, and accordingly we obtained 161 news topics. Note
that the automatic clustering of ongoing news items is not only challenging but also
noisy for the diffusion tracking of a news topic. This is because common entities
between unrelated news items can mislead to be grouped into one news topic, and it
is hard to define one universal rule from diverse factors to determine the relevance
of different daily news items. We found that the manual approach is feasible and
unambiguous for less than 200 news items in this investigation. For a larger number
of news items, automatic clustering and inter-user agreement on its results can be
topics for further research.
News Representation with Named Entities: A news item, the smallest unit of
daily new happenings, is well defined by the “5W1H”, i.e. Who, What, Where, When,
Why and How, of journalistic practice. Note that among the five Ws, at least three
(who, where and when) directly correspond to entities, such as person name, organi-
zation, location, date and time indicators. Moreover, the rest of the 5W1H (what, why
and how) often contain entities to make statements precise and credible. Therefore,
we propose a way of representing a news item with a named entity vector, as shown
in Figure 3.5(a), whose elements consist of the TFIDF (term frequency-inverse docu-
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ment frequency) score [111] of each entity extracted from the reference documents of
the news item (rounded rectangles in Figure 3.4).
Named entity recognition in documents has been an active research area of nat-
ural language processing for over a decade. There are still challenges being actively
tackled by the community, and efforts to date have produced high-quality tools. We
conducted named entity recognition by using the OpenCalais API [7] which pro-
vides up to 116 types of entities (from Anniversary to Voting Results). We extracted
4,411 unique entities (also, using entity resolution techniques as described in the next
section) for 284 news items from the crawled reference pages. For each news item,
4,411-dimensional entity vectors are generated for all reference documents of the
corresponding news item, and their centroid vector is compared with Web document
vectors for the document classification. Details are discussed in the next subsection.
3.3.2 Document Labeling with Identified News Items
We also represent each Web document with a named entity vector with the same
dimensions as the vectors of news items as shown in Figure 3.5(a). We then use
the vector-space model for classifying documents into news items by calculating the
similarity between document and news class vectors (more precisely, the centroid
of news item vectors) as shown in Figure 3.5(b); the most similar centroid vector
specifies the most similar news item. Each document can potentially be labeled with
zero, one, or more classes of news items. For simplicity, we assign a maximum of
one news class per document in this work.
Entity Resolution: An entity name can occur in many different ways among Web
documents, resulting in multiple dimensions for the same entity. For example, in our
data collection we identify nine name variations for Tunisia’s former president Zine
El Abidine Ben Ali, including “Zine Al-Abedine Ben”, ‘’Zine Al-Abedine Ben Ali”,
and “Zine Al-Abdine Ben Ali”. To alleviate this problem, we employ approximate
string matching techniques to cluster similar entity names. Such techniques are com-
monly used in entity resolution and data matching to identify similar strings that
refer to the same entity.
We investigate four techniques that have been found to be effective for matching
names [47]: (1) edit distance, which counts the number of character edits (insertion,
deletion, and substitution) to convert one string into another; (2) Jaccard distance
based on character bigrams, which counts how many bigrams (sub-strings of lengths
two) two strings have in common; (3) Winkler, which is a comparison technique
specifically for matching English surnames; and (4) the longest common sub-string
approach which recursively extracts the longest sub-strings two strings have in com-
mon and then counts the number of characters in these common sub-strings. Each
of these comparison functions returns a normalized similarity value between 0.0 (for
two totally different strings) and 1.0 (for two strings that are the same).
Evaluation of Document Labeling: For the evaluation of document labeling,
we use 653 crawled reference documents for 284 news items as ground truth. We
divided them into 538 (80%) documents for training 284 news items and 115 (20%)
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Table 3.3: Results of document labeling. Document labeling is conducted on 4 million
documents, each of which has at least one connected document, for tracking news
diffusion. About 69% of documents contain named entities of selected news items,
i.e. (a)+(d), but 21% of them are filtered out based on the threshold value (τ = 0.14).
Doc. Labeling Types of Documents Doc. Count Proportion
Labeled
(a) documents whose similarity
scores of news items are over the
threshold value (τ)
2,254,049 54.47%
Unlabeled
(b) documents with no content
or not supported languages by
entity recognition API
341,634 8.26%
(c) documents containing no
news-related named entities
957,957 23.15%
(d) documents whose similarity
scores of news items are under
the threshold (τ)
584,643 14.13%
Total 4,138,283 100.00%
documents for testing. The baseline classification accuracy based on cosine similarity
between document and news class vectors is 68%. The entity resolution brought the
improvement of the accuracy up to 74% using the best-performing Winkler string
matching technique. Since not all documents in our data collection are related to the
identified news items, we need to choose a similarity threshold value (τ) that filters
out documents that correspond to none of the known news items. We empirically
determine the threshold value as 0.14 which maximizes the F1 (the harmonic mean
of precision and recall) score with a multi-label classification evaluation metric [174].
Document labeling is conducted on 4,138,283 documents which are connected by
at least one hyperlink or URL in the main text of a document. This helps us to
build more accurate and explicit citation networks of news items and trace news
diffusion. As a result, a subset of 2.8 million documents have text containing at least
one named entity of a news item, and within this subset, 2.2 million documents are
classified into our selected news items with a confidence score above the threshold
(τ = 0.14). Details are shown in Table 3.3.
3.4 News Diffusion Patterns
We extracted non-isolated documents and labeled them with the identified news
items. Based on these labeled non-isolated documents, we observe the linkage pat-
terns of information networks by aggregating labeled document (Ni) networks into
topic (Ti) networks, as shown in Figure 3.1(c).
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Figure 3.6: Normalized linkage patterns between news topics. Different news cate-
gories are separated by black horizontal and vertical lines.
Table 3.4: Document clusters by conducting the normalized cut [155] on the largest
cascade of all news categories combined.
Politics
Business &
Disasters
Arts &
Sports
Economy Culture
Cluster1 0.0% 0.0% 20.0% 10.0% 70.0%
Cluster2 14.8% 34.6% 23.5% 21.0% 6.2%
Cluster3 54.5% 9.1% 18.2% 18.2% 0.0%
Cluster4 61.5% 7.7% 30.8% 0.0% 0.0%
Cluster5 53.1% 24.5% 12.2% 8.2% 2.0%
News Topic Linkage Patterns: Figure 3.6 shows the normalized linkage patterns
between news topics where the value of element (i, j) of the matrix is defined as the
number of linkages from news topic Ti to Tj divided by the total number of linkages
of Ti. The matrix is rearranged to group news topics based on their news category
and expressed in the gray-scale map, where black is the maximum value (1.0) and
white is the minimum one (0.0). Note that some dark-gray vertical lines are found
in the normalized linkage matrix. These indicate some particular news topics that
receive links from most of the news categories such as “US banking crisis”, “2011
AFC Asian Cup”, “Academy Awards”, and “Haiti earthquake anniversary”.
From the observation of inter-category linkages in Figure 3.6 , we investigate how
closely news topics in different categories are connected by applying a clustering al-
gorithm, the normalized cut on the network [155]. Table 3.4 shows the distributions
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Figure 3.7: Scatter plots of in- and out-degrees of documents for each category and
all categories combined. ρ denotes the correlation coefficient.
of news categories in each cluster, resulting from the normalized cut. It is diffi-
cult to find one-to-one matching between clusters and categories, which reconfirms
that news topics are tightly connected across categories. That is, there is no cluster
consisting of one news category. The news topics of Cluster1 are about the “2011
Australian Open”, ‘’Queensland Floods”, “Cricket Game Cancellation”, ‘’Victory of
England in the 2010-2011 Cricket Series in Australia”, and “England Hooligans on
Trial”. In addition, interestingly Cluster1 has news topics mostly related to Australia
and England, Cluster3 to Israel and Iran, and Cluster4 to Pakistan and India. It
shows that the news topics are interconnected with each other across different news
categories, and these connections likely reveal geographical relationships.
Figure 3.7 shows a scatter plot of document in-degrees versus out-degrees for
each of the five categories, and across all categories. As the figure shows, there are
no strong correlations between in-degree and out-degree sizes, which means that a
document which is largely cited does not necessarily cite a lot, and vice versa.
This section discussed linkage patterns among news topics and categories. The
findings can serve as parameter estimates for the diffusion rates between news topics
or categories, which is one of the topics for future study of event evolution modeling.
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Figure 3.8: Reachability of user network. (a) Macroscopic structure of user network
by the bow-tie model. (b) Media type distributions of each bow-tie component.
3.5 Underlying User Network
In this section, we examine over 350,000 users who generated non-isolated docu-
ments, since they participate in sharing and spreading information. We analyze the
user network at the macro level in order to obtain a global view of reachability in the
network by using the bow-tie model [40], as discussed in Chapter 2, which breaks the
network into six components according to the network’s structural connectivity.
Skewed Bow-tie Structure: The user network is based on the citation relation-
ships as shown in Figure 3.1(b), so a user network itself reflects document citation
structures at an abstract level. Figure 3.8 shows the bow-tie structure of this author-
ship network. Compared to web structure [40], we can see that the proportion of
the central core (LSCC) is 4.3% which is much smaller than 27% in th web structure.
On the other hand, the authorship network has a much larger IN component than
the OUT component (54.9 vs 3.7%), whereas both are around 21% for the web. Such
the user distributions of this surprising small core and the imbalance of IN and OUT
are explained by Figure 3.8(b). The small LSCC consists mostly of users from News
(74.37%) and Blog (25.45%). The IN accounting for more than half of all users, and
the majority (64%) of users in this component are SNS users. The TENDRILS also
have a significant SNS presence (41%). Blog users are positioned at all over the com-
ponents with a minimum 20% of proportions for each component. The majority of
SNS users tend to cite to news media, but they are not cited back from it, while Blog
users have bidirectional interactions with News. Also, notable is the dominance of
Blog users in DISC, suggesting that blogs are popular forums between themselves
regarding common interests in non-news items.
Implications from the Underlying Network’s Connectivity: Overall, unsurpris-
ingly mainstream news seems to play a central role in spreading news in social me-
dia, but surprisingly the connectivity of the user network is unbalanced, i.e. a skewed
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bow-tie, which is a notable departure from the balanced traditional bow-tie model of
web content. In other words, the large proportion of users obtain news stories from
out-of-the-network sources rather than from internal contact networks. Thus, exter-
nal influence is not ignorable. As discussed in Chapter 1, the increasing accessibility
to diverse information sources makes social interactions far-reaching across multiple
social systems, and thus the underlying social networks become more heterogeneous.
Thus, this skewed but far-reaching connectivity of the user network reflects (1) the
non-ignorable interactions between different social systems and (2) the heterogene-
ity of the underlying network. In addition, this structural connectivity suggests an
existence of the directionality of influence with different strength in news diffusion
across heterogeneous populations.
3.6 Conclusion
We analyzed news diffusion patterns across different types of social media by build-
ing different levels of networks such as information and authorship networks which
are all based on document networks.
Regarding information networks, news topics are interconnected with each other
across different news categories such as Politics, Business & Economy, Disaster, Arts
& Culture, and Sports, and across different types of social media such as News, SNS,
and Blog. This tells us two important insights to consider in studying diffusion. First,
different information categories need to be examined for tracking diffusion. In other
words, large diffusion reflects influence on wide areas of our society such as politics,
business, economy, and so on. Second, such large diffusion is attributed to hetero-
geneous populations such as News, SNS, and Blog users not limited to local social
networks in a single social platform. In terms of authorship networks, the underlying
user network structure exhibits unbalanced but far-reaching connectivity. The major-
ity of users (55%) cite to a small fraction of prolific users (4%) from different social
media platforms, reflecting that external influence is not ignorable and the underly-
ing social network is heterogeneous. These all supports the importance of studying
diffusion dynamics in terms of the directionality and strength across heterogeneous
social systems. Additionally, our analysis proposes approaches for real-world news
or event tracking across different types of social media. We expect that this work
would shed light on an analysis of diffusion patterns on the Web.
In this chapter, we focused on the structures of diffusion networks. In the next
chapter, we investigate knowledge diffusion patterns in academic publications as
an another working example of real-word diffusion phenomena. Common patterns
will be examined between these two significant examples in the real world. The
findings from the empirical analysis in this chapter motivate us to develop our new
approaches, model-driven and model-free, in Chapter 5 and 7 , and using the two
proposed approaches, temporal dynamics of news diffusion are estimated in Chap-
ter 6 and 8 , respectively.
Chapter 4
Knowledge Diffusion in Academic
Publications
In Chapter 3, we investigated news diffusion patters across different types of so-
cial media and observed that the underlying social networks are heterogeneous. In
this chapter, we focus on academic publications and analyze knowledge diffusion
patterns across different subdomains in computer science. Based on the constructed
citation networks, we extract both conference and subdomain networks, and examine
their linkage patterns in accordance with popular research keywords in computer sci-
ence. We then discuss similar diffusion patterns between social media and academic
publications.
4.1 Introduction
In the previous chapter, we observed that news spreads across different types of
social media such as mainstream news, social networking sites, and blogs. When it
comes to academic publications, the situation is not different from user-contributed
content on the Web. For instance, we often observe that common research topics
have been studied and shared across multiple disciplines, which collectively forms
complex information pathways in academic publications.
Scientific knowledge diffusion has been studied focusing on a local research com-
munity [190], a research domain [19, 156], or multiple domains [38, 92, 140]. In par-
ticular, studying multidisciplinary diffusion is significant to obtain a big picture of
diffusion trends in academia. However, it is hard to collect or define such heteroge-
neous networks, since it is challenging to disambiguate paper profiles (e.g., author
name, title, and publication venue) [168] and to categorize publications with well-
defined meta-information covering all research domains. In this regard, we focus on
computer science citation networks and analyze global diffusion patterns across its
multiple subdomains.
Our empirical study is based on the DBLP citation networks, covering recent 30
years, provided by AMiner [2]. In order to understand diffusion patterns across dif-
ferent research areas, meta-information is also collected from Microsoft Academic
Search (MAS) [5], such as research categories (domains and their associated sub-
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Figure 4.1: Conceptual structure of academic citation networks. Based on paper (Pi)
citation networks, conference (Ci), subdomain (Si), and domain (Di) networks can be
generated according to the attributes of each node in the citation networks.
domains) for each publication venue, and the rankings of conferences or keywords
in each category. From the DBLP dataset, we first construct academic citation net-
works, where each node is assigned attributes by referring to meta-information from
the MAS dataset. Based on the conceptual structure of academic citation networks
in Figure 4.1, conference (Ci) and subdomain (Si) networks in the domain (Di) of
computer science are extracted using the labeled node attributes in the constructed
citation networks. Note that our dataset is from computer science bibliography, and
accordingly only a single domain is available in this study.
We observe that top-ranked conferences lead computer science research, and the
conference network structure exhibits a skewed bow-tie as in the user network struc-
ture in social media. The majority of conferences (51%) cite a small proportion of
other conferences (10%) belonging to different subdomains. That is, the majority
of conferences obtain new information from different types of conferences, showing
the heterogeneity of the underlying network. Regarding the subdomain network,
different subdomains are not only interconnected but also clustered along their com-
mon research interests. Some of them receive links from most of other subdomains,
such as “Algorithms & Theory”, “Databases”, “Data Mining”, “Distributed & Paral-
lel Computing”, and “Operating Systems”, which more likely help research topics to
be shared across different subdomains in computer science. Finally, we investigate
diverse research keywords. They show different diffusion patterns according to their
popularity. For instance, popular research keywords (within the top 100 keywords in
computer science) much more likely spread across a wider range of subdomains than
less popular keywords ranked below the top 100. We also find that the popularity of
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Table 4.1: Information used from the DBLP dataset provided by AMiner [2].
Information Description Main Usage
Title Paper title To identify research keywords of each
publication by using the MAS dataset.Abstract Publication abstract
Year Publication year To obtain time-series of publications.
Venue
Publication venue
(i.e., conference, jour-
nal, book, etc.)
To identify a research domain and a sub-
domain of each publication by using the
MAS dataset.
Reference Paper IDs of references To construct academic citation networks.
a research topic needs to be considered with its coverage of research areas, not only
with its publication size.
The rest of this chapter is structured as follows. Section 4.2 describes our datasets
and preprocessing methods, and present major characteristics of academic citation
networks. Then, in Section 4.3, we examine the constructed citation networks at
two different levels, conference and subdomain networks, and analyze their linkage
patterns. Section 4.4 investigates diverse research keywords and examine their dif-
ferent diffusion patterns across subdomains. Section 4.5 discusses common diffusion
patterns between social media and academic publications, and finally Section 4.6
concludes this study.
4.2 Preparation and Analysis of Academic Publication Data
We will describe our data collection and data preprocessing methods for identifying
and targeting academic publications in computer science. Also, the major character-
istics of citation networks are presented.
4.2.1 Data Collection
We collect two datasets; (1) one dataset is for building academic citation networks,
and (2) the other is for obtaining meta-information of publications and further pro-
viding the attributes of each node in the constructed citation networks.
Computer Science Citation Networks: Our analysis and observations are based
on the DBLP (computer science bibliography) [3] citation network dataset1, provided
by AMiner [2] which is a free online web service for search and data mining opera-
tions on academic publications. This dataset is the integrated publication data from
DBLP, ACM Digital Library, CiteSeer, and SCI (Science Citation Index) by resolving
the issue of author name ambiguity [168, 169, 170, 171]. Each record in this dataset
consists of information including a paper title, authors, publication year, publication
1The version of the dataset used is 6 which was the latest at the time of conducting our experi-
ments [1].
§4.2 Preparation and Analysis of Academic Publication Data 41
Table 4.2: Information used from the Microsoft Academic Search (MAS) dataset [5].
Type Information Description Main Usage
Meta-
data
Research
Category
Research domains and the
associated subdomains. A
publication venue (confer-
ence or journal) is classi-
fied with one or more re-
search domains and sub-
domains.
To identify the research category
of each publication in the DBLP
dataset.
Conference
Ranking
The rankings of confer-
ence venues for each re-
search domain or its sub-
domains.
To compare premier with non-
premier conference publications;
the top 10 conferences of each
subdomain are investigated.
Keyword
Ranking
The rankings of keywords
for each research domain
or its subdomains.
To analyze topic-related diffu-
sion patterns across different re-
search subdomains; the top 100
keywords in computer science
are investigated.
Keyword
Variations
Each keyword has varia-
tions in its presentation
but with same meaning.
To extract relevant keywords
from titles or abstracts of publi-
cations in the DBLP dataset.
Profile Paper
Title, research keywords,
year, venue, research cate-
gory for each publication
To identify keywords of publi-
cations in the DBLP dataset by
matching profiles provided if no
keywords are available from ti-
tles or abstracts in the dataset.
venue, abstract, and reference papers within the dataset, each of which, however, may
not always be available. The key attributes used and their main usage are described
in Table 4.1 in more detail.
However, meta-information, such as research domains, subdomains, and key-
words of publications, is not provided in this dataset, which is important to analyze
knowledge diffusion patterns across different research areas. In this study, research
domains denote academic disciplines or fields of study such as computer science,
physics, social science, and so on, while subdomains indicate specific research sub-
areas belonging to one research domain, such as data mining, operating systems, or
software engineering under computer science.
Meta-information of Academic Publications: In order to obtain such meta-
information, we used the dataset, provided by Microsoft Academic Search (MAS) [5]
which is another free online search engine for academic content. This collected
dataset contains meta-information (e.g., research domains and subdomains for each
publication venue) as well as publication profiles (e.g., paper title, year, keywords,
and venue for each publication), but with no citation relationships. For identifying
§4.2 Preparation and Analysis of Academic Publication Data 42
Table 4.3: Identified twenty-four computer science subdomains in the DBLP dataset
by referring to the MAS dataset. “Abbr” denotes the abbreviation for each subdo-
main name. These abbreviations will be used for subdomain names in the remaining
figures for clarity.
Abbr Subdomain Name Abbr Subdomain Name
AT Algorithms & Theory MM Multimedia
SP Security & Privacy NC Networks & Communications
HW Hardware & Architecture WWW World Wide Web
SE Software Engineering DP
Distributed & Parallel Com-
puting
AI Artificial Intelligence OS Operating Systems
ML
Machine Learning & Pattern
Recognition
DB Databases
DM Data Mining RT
Real-Time & Embedded Sys-
tems
IR Information Retrieval Sm Simulation
NLS Natural Language & Speech Bio
Bioinformatics & Computa-
tional Biology
Gr Graphics ScC Scientific Computing
CV Computer Vision Edu Computer Education
HCI Human-Computer Interaction PL Programming Languages
and targeting publications in the DBLP dataset, we also investigate top-ranked con-
ferences and popular keywords in computer science by referring to MAS. Table 4.2
shows referred meta-information and paper profiles, and their main usage in detail.
In summary, from the DBLP dataset we construct citation networks, while node
attributes in the networks are obtained by referring to meta-information in the MAS
dataset. From these two complementary datasets, we eventually figure out knowl-
edge diffusion across different subdomains in computer science in accordance with
trending research keywords.
4.2.2 Fundamental Statistics
We examine main characteristics of academic citation networks based on our two
datasets. From the DBLP dataset, we obtained 2,244,018 papers and 2,083,983 citation
relationships between papers from 1936 to 2013.
Research domain and subdomain: By referring to the MAS dataset, we finally
identified research domains of over 90% (2.1M) of publications (2.2M) in the DBLP
dataset. 92% (1.9M) of these identified publications are categorized into the computer
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Figure 4.2: In- and out-degree distributions of computer science publications in the
DBLP dataset, which are separated by the type of venues such as all, conference,
journal, and top 10 conferences in each computer science subdomain. In total, 221
premier conferences are identified, belonging to 24 different subdomains in Table 4.3.
science domain, which confirms that DBLP is a computer science bibliography. In
terms of a publication venue, about 60% of the identified publications are conference
papers, while the rest are journal papers. As the vast majority (92%) of the identified
publications are from the research domain of computer science, we accordingly iden-
tified 24 different subdomains for these computer science publications by referring
to the MAS dataset. Table 4.3 shows the identified subdomains in detail.
Top-ranked Conferences: We identified the top 10 conferences for each subdo-
main in Table 4.3, by referring to the conference ranking information from MAS. As a
result, 221 top-ranked conferences are found in total from the DBLP dataset without
duplication between subdomains. It should be noted that some conferences belong
to multiple subdomains. For instance, CIKM2 belongs to three subdomains such as
“Data Mining”, “Information Retrieval”, and “Databases”, while ICML3 corresponds
to two subdomains such as “Artificial Intelligence” and “Machine Learning & Pat-
tern Recognition”. For simplicity, we assigned the most highly ranked subdomain
to each conference venue such as CIKM to “Data Mining” and ICML to “Machine
Learning & Pattern Recognition”.
Degree distributions: Figure 4.2 shows the in- and out-degree distributions of
publications, which are separated by all, conference, journal, and top-ranked con-
ference papers. As Figure 4.2(b) shows, journal papers include more citations than
conference papers due in part to the page limit policies of conference publications.
However, as Figure 4.2(a) shows, conference papers are cited more often than journal
papers, which can be interpreted that publications in conference venues are more
active in computer science than other research domains, and the faster review pro-
2ACM Conference on Information and Knowledge Management
3International Conference on Machine Learning
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Figure 4.4: (a) Degree distributions of the premier conference network in Figure 4.3
which are separated by in-, out-, and all-degrees. (b) Scatter plots of in- and out-
degrees of the premier conference network (the top 10 conferences of each subdomain
are selected). ρ denotes the correlation coefficient.
cesses of conferences lead to their publications to be exposed earlier and thus cited
more often compared with journal articles. In addition, conference publications with
high citations are from the top 10 conferences in each subdomain. For instance, 90%
of popular papers, receiving more than 40 citations, came from the top-ranked con-
ferences. That is, the premier conference publications more likely lead computer
science research than others.
4.3 Computer Science Citation Networks
In the previous section, we constructed the citation networks using the DBLP dataset
and also identified the nodes in the networks with research domain, subdomain,
and top conference publications using the MAS dataset. Based on the identification
of the nodes, the citation networks can be presented as conference and subdomain
networks as illustrated in Figure 4.1. In this section, we focus on these two networks
and analyzed their linkage patterns in detail.
4.3.1 Premier Conference Citation Networks
From the citation networks, we obtained a top-ranked conference network, as shown
in Figure 4.3, by identifying the nodes with the top 10 conferences in each subdo-
main. This figure illustrates the largest connected component among 221 confer-
ences, where each outgoing link of a conference is normalized by its total number of
citations. Each outlink implies that more than 10% of publications from a source con-
ference cite target conference publications. These connections help to find significant
knowledge diffusion patterns between premier conferences. In this figure, the labels
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Table 4.4: The most highly cited conferences from the top-ranked conferences in
Figure 4.3. In-degree indicates the number of other conferences giving citations to a
target conference. Conferences are listed in a descending order of in-degree.
Conference Subdomain In-
Short Name Full Name Name degree
STOC
ACM Symposium on Theory of
Computing
Algorithms &
Theory
23
CVPR
IEEE Conference on Computer
Vision and Pattern Recognition
Computer
Vision
23
VLDB
International Conference on
Very large Data Bases
Databases 22
CHI
ACM Conference on Human
Factors in Computing Systems
Human-
Computer
Interaction
22
SIGGRAPH
Special Interest Group on
GRAPHics and Interactive
Techniques
Graphics 21
beside the nodes in the network indicate the abbreviated conference names, while the
labels inside the nodes denote the associated subdomains. From this conference net-
work, it is observed that there are more frequent citations within a conference (self-
loop) compared to citations between different conferences. In terms of subdomains,
there are also stronger intra-connections within a subdomain than inter-connections
between subdomains.
Degree distributions: Figure 4.4 shows the degree distributions of the conference
network, separated by in-, out-, and all-degrees, and the scatter plot of in- and out-
degrees of the network. As shown in Figure 4.4(a), in- and out-degree distributions
exhibit very different tendencies. That is, the top-ranked conferences tend to cite less
than 10 other conferences in the network, but they are cited by a larger number of
other conferences. In other words, literature reviews are likely conducted by referring
to publications from a small number of familiar or closely related conferences, but
some new approaches or methodologies can be widely applicable in different areas
and are thus cited by a larger number of conferences in diverse subareas. Table 4.4
shows the list of conferences receiving citations from the largest number of other
conferences in the network. The listed conferences are cited by about 11% of confer-
ences in the network on average. As the table shows, all these conferences belong to
different subdomains, which implies that there is no single dominant subdomain in
computer science and that different research subareas influence each other.
Figure 4.4(b) shows the scatter plot of in-degrees versus out-degrees of confer-
ences in the premier conference network. As the figure shows there are no strong
correlations between in-degree and out-degree sizes, which means that a conference,
which is heavily cited, does not necessarily cite a lot of other conferences, and vice
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Figure 4.5: Reachability of the premier conference network in Figure 4.3 presented
as a skewed bow-tie, obtained by the bow-tie model [40].
versa. This is also observed from news diffusion in social media in Chapter 3.
Table 4.5: Distributions of computer science subdomains for each bow-tie component
in Figure 4.5. Each parenthesis after a subdomain indicates its proportion occupied
in the corresponding bow-tie component.
Bow-tie Subdomain Name (%)
LSCC
Algorithms & Theory (19%), Data Mining (19%), Artificial Intelli-
gence (14%), Databases (14%), Machine Learning & Pattern Recog-
nition (14%), Others (19%)
IN
Security & Privacy (9%), Graphics (9%), Natural Language & Speech
(8%), Software Engineering (6%), Real-Time & Embedded Systems
(6%), Hardware & Architecture (4%), Information Retrieval (4%), Mul-
timedia (4%), Simulation (4%), Computer Education (4%), Data Min-
ing (4%), Databases (4%), Algorithms & Theory (4%), Others (26%)
OUT Graphics (50%), Human-Computer Interaction (50%)
TUBES Computer Vision (35%), Hardware & Architecture (29%), Others (35%)
TENDRILS
Networks & Communications (23%), Operating Systems (18%), Simu-
lation (13%), Graphics (10%), Others (38%)
DISC
Scientific Computing (28%), Computer Education (20%), Bioinformat-
ics & Computational Biology (16%), Others (36%)
Reachability by the Bow-tie Model: We now view the premier conference net-
work from the aspect of reachability, by using the bow-tie model [40], as we did in
Chapter 3. Accordingly, Figure 4.5 shows the bow-tie structure of the conference
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Figure 4.6: Normalized linkage patterns between subdomains in computer science.
The x-axis and y-axis represent the abbreviated and full subdomain names respec-
tively, as shown in Table 4.3. Subdomains are grouped by clusters (Core, Systems,
and Data) in Table 4.6.
network. As this figure illustrates, the majority (50.68%) of conferences cite a small
proportion (9.5%) of other conferences, showing a skewed bow-tie. Regarding this,
Table 4.5 shows the distributions of subdomains for each bow-tie component. In this
table, major subdomains, occupying the majority of each bow-tie component, are
only presented for clarity. The small LSCC component mainly consists of five pop-
ular subdomains on theoretical and analytical aspects in computer science, which
means that these subdomains can reach every other subdomain in the component,
and thus they are more likely exposed to each other. On the other hand, the IN com-
ponent shows the highest variability of subdomains, compared with other bow-tie
components, with no dominant subdomain, while the OUT component exhibits the
lowest variability consisting of evenly distributed two subdomains.
This structure is similar to the reachability of the user network in social media
in Chapter 3. That is, the large proportion of subdomains is influenced by different
subdomains, and they are far-reaching beyond a single domain. This skewed but
far-reaching connectivity across different subdomains also implies the interactions
between different social systems and the heterogeneity of the underlying network.
This unbalanced reachability possibly brings about the directionality of influence
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Table 4.6: Clustered 24 subdomains in computer science with the normalized
cut [155] on the constructed citation networks from the DBLP dataset.
Label Subdomain Name
Core
Algorithms & Theory, Security & Privacy, Distributed & Parallel Com-
puting, Databases, Scientific Computing, Programming Languages
Data
Artificial Intelligence, Machine Learning & Pattern Recognition, Data
Mining, Information Retrieval, Natural Language & Speech, Graphics,
Computer Vision, Human-Computer Interaction, Multimedia, World
Wide Web, Bioinformatics & Computational Biology
Systems
Hardware & Architecture, Software Engineering, Networks & Com-
munications, Operating Systems, Real-Time & Embedded Systems,
Simulation, Computer Education
with different strength in diffusion across heterogeneous social systems, which will
be discussed in the next chapter in detail.
4.3.2 Subdomain Linkage Patterns
Based on the identified publications with research categories (domains and subdo-
mains), we constructed computer science citation networks. From the citation net-
works, the top-ranked conference network was extracted, and its main characteristics
were examined in the previous subsection. We now focus on subdomain linkage pat-
terns by extracting subdomain networks from the citation networks.
Figure 4.6 presents the normalized linkage patterns between subdomains, where
each cell (i, j) in the matrix is defined as the number of citations from subdomain
i to subdomain j, normalized by the total number of citations of subdomain i. The
matrix is expressed in a gray-scale map where black denotes the maximum value
1, and white corresponds to the minimum value 0. As the figure shows, in general
most of citations tend to be made within same subdomains, while some citations are
from multiple subdomains. In particular, “Algorithms & Theory”, “Data Mining”,
“Distributed & Parallel Computing”, “Operating Systems”, and “Databases” tend to
receive more citations from different subdomains than the others. These subdomains
more likely lead research topics to be shared and spread across different subdomains
in computer science compared with other subdomains.
Based on the subdomain linkage patterns in Figure 4.6, we conducted cluster-
ing using the normalized cut [155], which minimizes the inter-connections between
partitions and maximizes the intra-connections within partitions, on the subdomain
network. In this way, we can examine closely connected subdomains, and they are
shown in Table 4.6. As the table shows, the first cluster consists of subdomains which
have been at the core of computer science, the subdomains in the second cluster seem
to be closely related to approaches on data processing, and the last cluster contains
system-related subdomains in computer science. Accordingly, we label them as Core,
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Data, and Systems respectively for the rest of the thesis, which are revisited in Chap-
ter 6, 8, and 9 in order to examine knowledge diffusion across the three clusters and
obtain a macroscopic view of diffusion dynamics in computer science.
4.4 Research Keywords across Subdomains
As discussed earlier in Chapter 2, targeting trending topics is important in order to
obtain a global view of diffusion across heterogeneous social systems. In this regard,
we investigated the top 100 research keywords in computer science, provided by
MAS [5]. From the list, we disregard vague, unspecific, and redundant keywords
such as “spectrum”, “source code”, “point of view”, “case study”, and “empirical
study”, and we selected 80 keywords as target research topics. Keyword variations
are also considered, as described in Table 4.2, for identifying publications containing
one of variations of each keyword in their paper titles or abstracts. If no keyword is
found from the title or abstract of each paper in the DBLP dataset, then paper profiles
(e.g., title, year, and conference venue) are compared between the DBLP and MAS
datasets in order to fill in empty keyword information by referring to a matched
paper profile in the MAS dataset. As a result, we identified about 13 thousand
publications from 221 premier conferences with the selected 80 keywords. We finally
chose 20 keywords, each of which is contained in more than 100 publications in our
dataset. For a comparison between popular and less popular keywords, we chose
another 10 keywords which are ranked below the top 100 in computer science. Each
of these keywords also covers more than 100 publications in the dataset as 20 popular
keywords for a more fair comparison.
Local vs. Wide Popularity: Table 4.7 shows these 30 keywords in the order of
popularity from the aspects of both subdomains and conferences. Each subdomain
listed in the table contains more than 10% of publications related to the correspond-
ing keyword, along with the detailed percentage of publications in a parenthesis.
Also, each tick box indicates that more than 10% of premier conferences in each clus-
ter (Core, Data, or Systems in Table 4.6) are related to the corresponding keyword.
As the table shows, some research keywords are predominantly popular in a spe-
cific subdomain such as “System On Chip” in Hardware & Architecture, “Digital
Library” in Information Retrieval, and “Machine Translation” in Natural Language
& Speech, which correspond to the least popular keywords in Table 4.8. In con-
trast to these keywords, “Real Time”, “Satisfiability”, and “Large Scale” are popular
across diverse research subdomains, with a smaller percentage of publications (less
dominant), compared to other keywords. In addition, the large publication size on a
specific research topic does not necessarily mean its wide popularity across different
research areas. It can be limited to a research community, a conference venue, or a
subdomain, showing local popularity. For instance, the keyword “Multi Agent Sys-
tem” is popular in the subdomain of Artificial Intelligence and more specifically in
the conference of AAMAS4.
4International Conference on Autonomous Agents and Multiagent Systems
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Table 4.7: Selected research keywords by referring to MAS. Keywords are ordered by
their popularity (the first 20 keywords are placed within the top 100, and the others
are ranked below the top 100). Each subdomain listed accounts for more than 10%
of publications on the corresponding keyword (the detailed percentage is shown in
a parenthesis). Finally, C, D, and S denote the subdomain clusters, Core, Data, and
Systems, respectively in Table 4.6, and each keyword is checked with a tick mark only
when more than 10% of premier conferences in each cluster published papers related
to that keyword. Keyword rankings (“Rank” in the table) are framed only when C,
D, and S are all ticked, implying that the framed keywords are popular across all the
clusters. This table continues to Table 4.8 on the next page.
Rank Keyword Subdomain Name (≥ 10% of publications) C D S
1 Real Time
Graphics (20%), Real-Time & Embedded
Systems (14%)
√ √ √
2 Satisfiability
Algorithms & Theory (21%), Hardware &
Architecture (18%), Artificial Intelligence
(13%), Databases (11%)
√ √ √
3
Sensor
Network
Networks & Communications (48%), Real-
Time & Embedded Systems (18%)
√ √ √
4 Large Scale
Simulation (14%), Distributed & Parallel
Computing (11%), Data Mining (10%)
√ √ √
5
Wireless
Network
Networks & Communications (64%), Simu-
lation (14%)
√ √
6 Web Service
World Wide Web (44%), Software Engineer-
ing (17%), Databases (10%)
√ √ √
7
Genetic
Algorithm
Artificial Intelligence (37%), Software Engi-
neering (35%)
√ √ √
8
Support
Vector
Machine
Data Mining (29%), Machine Learning &
Pattern Recog. (26%), Information Retrieval
(11%)
√
9
High
Performance
Hardware & Architecture (55%), Distributed
& Parallel Computing (21%)
√ √ √
10 Semantic Web
World Wide Web (59%), Software Engineer-
ing (11%), Artificial Intelligence (10%)
√ √ √
11 Fault Tolerant
Distributed & Parallel Computing (41%),
Hardware & Architecture (16%)
√ √ √
12
Distributed
System
Distributed & Parallel Computing (36%)
√ √ √
13
Approximate
Algorithm
Algorithms & Theory (75%)
√ √ √
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Table 4.8: Continued from Table 4.7.
Rank Keyword Subdomain Name (≥ 10% of publications) C D S
14
Feature
Selection
Data Mining (36%), Machine Learning &
Pattern Recog. (20%), Artificial Intelligence
(10%)
√ √
15
Social
Network
Data Mining (26%), Human-Computer Inter-
action (19%), World Wide Web (18%)
√ √ √
16 Search Engine
World Wide Web (25%), Information Re-
trieval (25%), Data Mining (19%), Databases
(10%)
√ √ √
17
Learning
Algorithm
Machine Learning & Pattern Recog. (35%),
Artificial Intelligence (15%), Data Mining
(15%)
√ √ √
18
Cluster
Algorithm
Data Mining (46%)
√ √
19
Multi Agent
System
Artificial Intelligence (70%), Software Engi-
neering (11%), Simulation (10%)
20 Genetics
Artificial Intelligence (38%), Software En-
gineering (25%), Hardware & Architecture
(10%)
√ √ √
21
Reinforcement
Learning
Machine Learning & Pattern Recog. (46%),
Artificial Intelligence (42%)
√
22
Embedded
System
Hardware & Architecture (63%), Real-Time
& Embedded Systems (23%)
√ √
23
Virtual
Environment
Human-Computer Interaction (44%), Graph-
ics (28%)
√ √
24 Virtual Reality
Human-Computer Interaction (45%), Graph-
ics (38%)
√
25
Recommender
System
Human-Computer Interaction (24%), Data
Mining (16%), Information Retrieval (14%),
World Wide Web (14%)
√ √
26
Image
Retrieval
Information Retrieval (33%), Multimedia
(32%)
√
27
Information
Flow
Programming Languages (31%), Security &
Privacy (31%)
√ √ √
28
System On
Chip
Hardware & Architecture (91%)
√
29
Digital
Library
Information Retrieval (80%)
√
30
Machine
Translation
Natural Language & Speech (89%)
√
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A framed keyword ID in the table indicates its wide popularity across all the clus-
ters, Core, Data, and Systems. The ratios of the framed keywords for the 20 popular
and 10 less popular keywords are 75% and 10%, respectively. This means that pop-
ular research keywords much more likely spread across a wider range of research
areas than less popular keywords. Thus, the popularity of a research topic needs to
be considered with its coverage of research areas, not only with its publication size.
However, as we mentioned in the previous chapter, this structural connectivity does
not exhibit temporal dynamics of diffusion, which are further examined in the next
two thesis parts, by focusing on the widely popular 15 research keywords, i.e. framed
keywords in Table 4.7 and 4.8.
4.5 Diffusion in Social Media vs Academic Publications
For analyzing real-world diffusion phenomena, we focused on explicit citation rela-
tionships in the two different application domains, social media and academic pub-
lications, by extracting hyperlinks in the main content of a web document and bib-
liography in an academic publication. From these citation networks, we can obtain
different levels of linkage patterns, such as document, authorship, and information
networks, and they provide different implications on structural diffusion patterns.
There are several empirical findings in common across these two domains. First,
we observed that underlying networks exhibit strong intra-connections within a same
information category (i.e., news categories in social media and subdomains in aca-
demic publications), as well as relatively weak but far-reaching inter-connections be-
tween different information categories. Second, there are no correlations between in-
and out-degree sizes of web posting or scientific publications, showing that linkage
patterns are non-trivial. Finally, the underlying networks in both domains exhibit
skewed but far-reaching connectivity from the aspect of the bow-tie model. That
is, the majority of individuals in the network obtain new information from a small
proportion of other individuals belonging to different social systems, but they are
globally inter-connected.
These observations can be interpreted that there are interactions between differ-
ent social systems, and the underlying networks are heterogeneous. This suggests an
existence of dynamic influence with different strength across heterogeneous popula-
tions, which motivates to propose our approaches in Chapter 5 and 7. More detailed
motivational background will be discussed in the next chapter in detail.
4.6 Conclusion
In this chapter, we have analyzed knowledge diffusion patterns in computer science
publications by using the DBLP and MAS datasets. More specifically, the DBLP
datset is used for constructing citation networks and the MAS dataset is used for
obtaining meta-information of academic publications in the DBLP datset. From the
generated computer science citation networks, we observed that conference papers
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are cited more often than journal papers and that 90% of popular papers, receiv-
ing more than 40 citations, are from the top-ranked conference papers. That is, the
premier conference publications lead computer science research.
From the citation networks, we again extracted conference and subdomain net-
works based on the conceptual structure of academic citation networks. From the
extracted premier conference network, we observed that conferences are more likely
cited than they cite others, but there is no correlation between in- and out-degrees
of the network. This shows that a publication tends to cite previous publications
from less than 10 conferences interested, but it is more likely cited by a larger num-
ber of conferences. We also found that the conference network exhibits a skewed
bow-tie structure, showing the similar pattern to the user network structure in social
media in Chapter 3. Such unbalanced but far-reaching connectivity of the under-
lying networks supports the importance of studying dynamics of influence across
heterogeneous populations in the next chapter. Regarding the subdomain linkage
patterns, different subdomains are not only interconnected but also clustered along
their common research interests. Some of them are cited by a larger number of dif-
ferent subdomains than the others, such as “Algorithms & Theory”, “Data Mining”,
“Distributed & Parallel Computing”, “Operating Systems”, and “Databases”, which
can help research topics to be shared and spread across different subareas in com-
puter science. By clustering the subdomain network, we obtained the three clusters
which are concerned with basis (Core), data processing (Data), and system archi-
tecture and managements (Systems) in computer science. We also investigated 30
research keywords; 20 keywords are placed within the top 100 in computer science,
and the others are ranked below the top 100. They exhibit different diffusion pat-
terns; popular keywords are used by a wider range of subdomains covering all the
clusters, i.e. Core, Data, and Systems, than less popular keywords. We also found
that he popularity of a research topic needs to be considered with its coverage of
research areas, not only with its publication size.
In this chapter, we observed structural diffusion patterns in academic publica-
tions. However, they do not provide temporal dynamics of diffusion. Rather, un-
balanced but far-reaching connectivity across different subdomains, which are also
observed in social media in Chapter 3, can support the fact that there possibly exists
the directionality of influence with different strength in diffusion across heteroge-
neous social systems. Based on the empirical analysis in Chapter 3 and 4, temporal
dynamics of diffusion will be studied in depth in the next two parts of this thesis.
Part II
Model-Driven Approach
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Chapter 5
Dynamic Influence Model
In Part I, we analyzed real-world diffusion patterns in two different application do-
mains, social media and academic publications, and obtained a macroscopic picture
of structural connectivity of underlying networks. Based on our empirical analyses,
in this chapter we first propose a new conceptual framework for diffusion across het-
erogeneous social networks. Accordingly, we define a macro-level diffusion model,
called Dynamic Influence Model, in a probabilistic way by incorporating two main fea-
tures of underlying networks, i.e. heterogeneity and structural connectivity. With this
model-driven approach, we will further estimate temporal dynamics of real-world
diffusion in the investigated application domains in the next chapter. We expect
that the proposed model provides a way of interpreting the dynamics of diffusion in
terms of the strength and directionality of influence across target systems and that it
applies to a wide class of diffusion scenarios in diverse research areas.
5.1 Introduction
Information spreads beyond a single social system into multiple systems as diverse
information sources are increasingly accessible than ever before. From our empiri-
cal studies in Part I, we observed that such far-reaching information pathways are
formed in social media as well as in academic publications. For instance, in Chapter 3
noteworthy news topics spread across different types of social media such as News,
SNS, and Blog, and in Chapter 4 popular research topics draw attention from a wide
range of research subdomains in computer science. That is, the underlying networks
span across multiple social systems and thus necessarily consist of heterogeneous
populations. We call these underlying networks as heterogeneous social networks in
this thesis, as discussed in Chapter 2. Thus, a single social system alone is not suffi-
cient to understand the mechanisms of global diffusion across heterogeneous social
networks, since the effects of interactions between different networks on diffusion is
not negligible.
A diffusion process of information is commonly viewed to consist of two dis-
tinct phases [31, 67, 95, 103, 107, 123]: (1) the emergence of information by external
influence, such as mass media (e.g., the triangles in Figure 5.1(a)); and (2) the cas-
cading spread of the information through internal influence, such as interpersonal
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Single social systems Individuals in a system 
Change of influence (external to internal) 
(a) Separated social systems
 
 
External Influence 
Single social systems Individuals in a system 
Change of influence (external to internal) 
(b) Dynamic influence framework
Figure 5.1: Conceptual framework for diffusion. (a) Traditional diffusion framework:
external and internal influences on homogeneous social networks within a single
social system. (b) Dynamic influence framework: external and internal influences on
heterogeneous social networks across multiple social systems.
communications between connected neighbors in a contact network (e.g., the edges
in Figure 5.1(a)). Previous studies have mostly focused on diffusion within a single
social system alone, as discussed in Section 2.2.2. However, for a better understand-
ing of diffusion mechanisms, it is necessary to consider the effects of interactions
between different social networks on diffusion as we observed far-reaching infor-
mation pathways from our target domains. Such observations suggest more careful
considerations on distinguishing influence from different social networks along with
its strength and thus defining diffusion processes in a more flexible space. In this
regard, this study aims to uncover diffusion mechanisms across heterogeneous social
networks in terms of the strength and directionality of influence.
This study requires to resolve the following main challenges. First, external and
internal influences need to be redefined in heterogeneous social networks as we ex-
tend a diffusion space from a single to multiple social systems. Second, the structure
of the underlying networks is hard to collect and define. That is because the un-
derlying networks span multiple social systems, leading to limited data collection,
and dynamically changing local interactions make it difficult to define the struc-
tures only from a sampled snapshot of the current networks. Third, global diffusion
necessarily includes a large collection of different populations, which makes it diffi-
cult to estimate and interpret diffusion dynamics among them, and thus it requires
us to consider meta-population schemes [29] for obtaining a simple and thus clear
overall picture of diffusion. The way of classifying heterogeneous social networks
determines the definition of meta-populations, and it provides a different view of
diffusion dynamics among meta-populations.
To address these challenges, we first propose a new conceptual framework for dif-
fusion across heterogeneous social networks, called Dynamic Influence. Based on this
conceptual design, we model macro-level diffusion with a probabilistic approach that
incorporates the heterogeneity and structural connectivity of underlying networks
into the simple and robust mass-action Bass Model [30, 31]. This proposed model-
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driven approach will be evaluated and used in Chapter 6 to estimate macro-level
diffusion in the investigated application domains from Part I .
This proposed approach can improve the accuracy of diffusion models dealing
with a single social system alone, since it does not neglect the effects of heterogeneous
interactions on diffusion. In addition, it provides a new way of interpreting macro-
level diffusion in terms of the strength and directionality of the influence across
heterogeneous social networks. To the best of our knowledge, such a macro-level
diffusion model incorporating both heterogeneity and connectivity of underlying
networks has not been studied in previous research.
The remainder of this chapter is structured as follows. In the next section, we
propose a new conceptual framework for diffusion across heterogeneous social net-
works with motivational research background. Accordingly, Sections 5.4 proposes
our macro-level diffusion model, called Dynamic Influence Model, and finally Sec-
tion 5.5 concludes this study.
5.2 Conceptual Diffusion Framework
Information diffusion across multiple social systems makes it challenging to discover
its underlying mechanisms due to hidden structures of social networks and the diver-
sity of populations in these networks. For a better understanding of global diffusion,
in this section we propose a new conceptual framework for diffusion across hetero-
geneous populations, as shown in Figure 5.1.
Dichotomous View: Figure 5.1(a) illustrates separated social systems, each of
which consists of individuals interacting with each other. A set of individuals in a
system is called a homogeneous population, and a set of homogeneous populations
across multiple social systems are called heterogeneous populations in this thesis, as
discussed in Section 2.1.4 . From the aspect of a single social system, the world is
divided into inside and outside of the system, and thus it does not distinguish the
identities of other homogeneous populations beyond the system. Thus, the influ-
ences from different populations are all considered as external influence, while the
influences from individuals inside a system are regarded as internal influence.
External influence on a social platform such as Twitter has recently been quanti-
fied as exogenous out-of-the-network effects [123]. Interestingly, it was shown that
30% of diffusion regarding some trending topics in Twitter is attributed to external
influence. In the marketing literature [110], this is ten-times larger than the typical
value of external influence (0.03), and it is rather similar to the average value of inter-
nal influence (0.38). Such a large proportion of out-of-the-network effects supports
the fact that the influence outside of a single social system is not ignorable, since ex-
posure to new information from external sources is highly increasing, not depending
on exposure from local contact networks any more. Thus, it is necessary to consider
the heterogeneity of populations and the effects of their interactions on diffusion,
which helps to obtain a macroscopic view of diffusion beyond a dichotomous view.
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Table 5.1: Table of symbols for Chapter 5.
Symbol Description
h(t) Hazard function of time t
a(t) The number of new adopters at time t
A(t) The number of cumulative adopters until time t
f (t) The proportion of new adopters at time t
F(t) The proportion of cumulative adopters until time t
p Coefficient of innovation in the Bass Model
q Coefficient of imitation in the Bass Model
a A binary random variable for the event of an
individual’s adoption
P(a|t) Adoption probability that an average individual
adopts at time t
P(a|¬a, t) Probability that an average individual, who has not
adopted before, adopts at time t
Pext(a|¬a, i, t)
Probability that an average individual from a
meta-population i, who has not adopted before,
adopts at time t by external influence
pi
Probability of external influence on a
meta-population i, implying Pext(a|¬a, i, t) in short
Pint(a|¬a, i, t)
Probability that an average individual from a
meta-population i, who has not adopted before,
adopts at time t by internal influence
m The number of meta-populations
n Total size of m meta-populations
k The number of connected neighbors
vi
The number of neighbors from a meta-population i
who have already adopted
v
A vector consisting of vi for all m different
meta-populations as v = (v1, ..., vm)T
cji
Probability that an individual of a meta-population i
adopts when it is influenced by a connected neighbor
who is a previous adopter of a meta-population j
α Power law coefficient
ni The size of a meta-population i
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Dynamic Influence: In this regard, we define a new conceptual framework, Dy-
namic Influence, for diffusion across heterogeneous social networks. In this diffusion
framework, heterogeneous populations directly interact with each other as if they
were in the same networks, as shown in Figure 5.1(b). By collapsing the diffusion
boundaries of single social systems, homogeneous social networks in each system
are not separated but connected into other networks across multiple social systems.
Some external influence on original social systems (red triangles in Figure 5.1(a))
is redefined as internal influence (gray triangles in Figure 5.1(b)) between different
social networks by their hidden interactions (dashed lines in Figure 5.1(a)), and the
remaining external influence (red triangles in Figure 5.1(b)) is from outside of the
heterogeneous social networks.
This framework interprets influence between different social networks as direct
and simultaneous effects on diffusion. That is, traditional internal influence spans
heterogeneous populations, which makes a diffusion framework more flexible and
general one.
5.3 Fundamental Framework: Bass Model
In this section, we introduce the basic concept of the Bass Model which is the funda-
mental framework of our proposed Dynamic Influence Model in the next section.
5.3.1 Background
In the early 1960s, adopting behaviors of a population were defined in social science
in terms of the timing of adoption such as innovators, early adopters, early major-
ity, late majority, and laggards [146]. Frank Bass mathematically represented these
time-series adopting behaviors as a conditional likelihood of adoption in the Bass
Model [30]. It has provided realistic and robust estimation of new product growth
patterns, and thus it has been an influential diffusion model used in the marketing
literature. As discussed earlier in Chapter 2, the simplicity of the model has enabled
intuitive interpretation and has brought a wide range of extensions in diverse re-
search areas [31], such as marketing, computer science, economics and operations
research [95, 107, 110, 130, 188].
Its fundamental assumption is that a population is homogeneous and fully con-
nected in the same way as traditional epidemic models [23, 127]. In contrast to this
unrealistic assumption, there have been mainly two branches of extensions focusing
on either the heterogeneity of populations, or network structures [97, 107, 151].
However, one extension regarding the heterogeneity, such as multinational dif-
fusion of a consumer product [95, 142], disregards the effect of network topologies
on diffusion. The other extension on network structures, such as cluster density and
reachability [97, 151], and degree distributions [107], has focused only on a homoge-
neous population. Our study aims at considering the effects of both the heterogene-
ity and structural connectivity of real-world networks on diffusion by extending the
simple and robust mass-action Bass Model.
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5.3.2 Bass Model
In the Bass Model [30], the diffusion rate is governed by a hazard function h(t) which
is the ratio of the number of new adopters to the number of potential adopters, given
a population, at time t as:
h(t) =
a(t)
n− A(t) =
f (t)
1− F(t) , (5.1)
where n is the size of a population, and A(t) and a(t) = dA(t)/dt denote the number
of cumulative adopters and new adopters at time t, respectively. Accordingly, we de-
note the proportion of the cumulative adopters by F(t) = A(t)/n and the proportion
of new adopters by f (t) = dF(t)/dt = a(t)/n.
As discussed in the previous subsection, the Bass Model assumes that a popu-
lation is homogeneous and fully connected, and accordingly the hazard function is
defined as a simple linear form of the proportion of the cumulative adopters [30, 31]
as:
f (t)
1− F(t) = p + qF(t) , (5.2)
where the parameter p is called the coefficient of innovation, since it does not interact
with the cumulative adopter proportion F(t), and q is called the coefficient of imitation,
because it represents the internal influence of previous adopters. Equation (5.2) has
a closed form solution as:
F(t) =
1− e−(p+q)t
1+ qp e
−(p+q)t . (5.3)
As Equation (5.2) shows, the Bass Model assumes a homogeneous and completely
connected population. Our model in the next section incorporates the heterogeneity
and structural connectivity of real-world networks into the mass-action Bass Model
at a macro level. This helps to improve the accuracy of diffusion models dealing with
either single social networks or heterogeneous, but unstructured populations.
5.4 Dynamic Influence Model
In this section, based on the conceptual diffusion framework in Section 5.2, we pro-
pose a macro-level diffusion model by extending the Bass Model with two main
features (heterogeneity and structural connectivity) of underlying networks.
5.4.1 Problem Statement
We now formally describe the problem and extend the Bass Model in a probabilistic
way. In reality, the structure of heterogeneous social networks is hardly obtainable
(e.g., limited data collection due to the diversity of information sources) and even
dynamic (e.g., changes of interaction patterns in different context of information,
or lively changing relationships), which makes it challenging to define the struc-
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ture from the sampled snapshot of current networks. Regardless, dynamic influ-
ences among different social networks are not ignorable. Thus, the goal is to infer
the macro-level diffusion processes within and between different populations in a
probabilistic way without the need to know detailed network structures, but with a
real-world network property.
In more detail, given the number of time-series cumulative adopters Ai(t) for a
population i among m populations from time t = 1 to T as {Ai(t)}Tt=1, i = 1, ..., m,
we aim to infer the unobservable influence from a population j to a population i, cji,
which denotes the probability that an individual from the population i adopts when
it is exposed to its neighbor who is a previous adopter from the population j (cij is
the other way around). Particularly, we assume that the degree distribution of an
individual follows a power law, since a wide range of real-world networks exhibit
power-law behaviors in their degree distributions [48, 127].
5.4.2 Model Formulation
For modeling diffusion across heterogeneous social networks, we begin by interpret-
ing the Bass Model from a probabilistic point of view. The proportion of adopters
in the Bass Model is in fact its expectation in the mean-field mass-action kinetics of
the model, and thus it can be thought of as an adoption probability that an average
individual adopts at time t:
F(t) = P(adopt | t) , (5.4)
where adopt is a binary random variable for the event of an individual’s adoption,
and it will be abbreviated to “a” in the rest of the chapter for brevity. Similarly, we
can view the hazard function as a new adoption probability, P(a | ¬a, t):
f (t)
1− F(t) =
∂tP(a | t)
1− P(a | t) = P(a | ¬a, t) , (5.5)
where ∂t denotes the partial derivative with respect to t and ¬ stands for the opposite.
Therefore, P(a | ¬a, t) indicates the probability that an average individual, who has
not adopted before, adopts at time t.
By separating external and internal influences and applying the probability of the
union of two independent events, i.e., P(A ∪ B) = P(A) + P(¬A)P(B), we get:
∂tP(a|t)
1− P(a|t) = Pext(a|¬a, t) + (1− Pext(a|¬a, t))Pint(a|¬a, t) , (5.6)
where Pext(a|¬a, t) and Pint(a|¬a, t) denote the new adoption probabilities by external
and internal influences, respectively.
Heterogeneity: To deal with the heterogeneity of populations, we introduce a
random variable, i = 1, ..., m, for different types of m populations. Note that a pop-
ulation can be a meta-population as discussed in Section 5.1, which depends on the
definition of a population in a specific application domain.
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Thus, a set of new adoption probabilities are constructed for each population
i = 1, ..., m as:
∂tP(a|i, t)
1− P(a|i, t) = Pext(a|¬a, i, t) + (1− Pext(a|¬a, i, t))Pint(a|¬a, i, t) . (5.7)
Like the coefficient of innovation in the Bass Model, we consider the new adoption
probability of a population i by external influence as:
Pext(a|¬a, i, t) = pi , (5.8)
where pi ∈ [0, 1]. That is, pi is the probability that an arbitrary individual in a
population i is infected by external influence, and Pint(a|¬a, i, t) in Equation (5.7)
denotes the probability that the individual is infected internally by previous adopters
who are neighbors in the heterogeneous networks consisting of m populations.
Structural Connectivity: Now, let us focus on the internal new adoption probabil-
ity Pint(a|¬a, i, t) by considering the structural connectivity of underlying networks.
Suppose that an individual of type i (belonging to a population i) has k neighbors
in which v = (v1, ..., vm)T neighbors of each individual type have already adopted.
Then, from the sum and product rules, the internal new adoption probability is fac-
torized by:
Pint(a|¬a, i, t) =
n−1
∑
k=1
∑
v
P(a, v, k|¬a, i, t) (5.9)
=
n−1
∑
k=1
∑
v
P(a|v, k,¬a, i, t)P(v|k,¬a, i, t)P(k|¬a, i, t)
where n = ∑mi=1 ni, and ni is the size of a population i.
The distribution of an individual’s exposures to previous adopters in its neigh-
bors is modeled as a binomial distribution (refer to Section 2.1.2), which is consistent
with prior diffusion models [107, 123]. Thus, each adoption is a Bernoulli trial, and
the probability that an individual adopts after v = (v1, ..., vm)T contacts is:
p(a|v, k,¬a, i, t) = 1−
m
∏
j=1
(1− cji)vj , (5.10)
where cji ∈ [0, 1] denotes the probability that an individual of type i adopts when
it is exposed to a previous adopter of type j in its neighbors. Note that it is the
probability that an individual is affected by at least one of its adopting neighbors, i.e.
one minus the probability of the complementary event that it is not affected by any of
the previous adopters in its neighbors. Comparison between our Bernoulli influence
model and the linear influence model of [107] will be discussed later in Section 5.4.3.
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From a macro point of view, the probability distribution of having v adopters in
k neighbors is a multinomial distribution as:
p(v|k,¬a, i, t) = k!
v1! · · · vm!(k− v)!
m
∏
i=1
P(a|i, t)vi(1− P)k−v , (5.11)
where v = ∑mi=1 vi and P = ∑
m
i=1 P(a|i, t).
Finally, we assume that the degree distribution of an individual follows a power
law, since real-world networks are scale-free networks exhibiting power-law distri-
butions [43, 48, 91, 98, 105, 127] as:
p(k|¬a, i, t) = 1
ζ(α)
k−α , (5.12)
where α is the power law coefficient, and ζ(α) = ∑n−1k=1 k
−α.
Substituting Equations (5.10) to (5.12) into Equation (5.9) gives the internal new
adoption probability as:
Pint(a | ¬a, i, t) = 1− 1
ζ(α)
n−1
∑
k=1
(
1−∑mj=1 cjiP(a|j, t)
)k
kα
, (5.13)
Note that the neighboring adopters, v, in Equation (5.9) are marginalized out in
Equation (5.13) by the multinomial theorem (see Appendix B.1 for details). Therefore,
our macro-level diffusion model does not require micro-level information, such as
local structures of contact networks.
Again, by substituting Equations (5.8) and (5.13) into Equation (5.7), we obtain
the system of partial derivative equations for the Dynamic Influence Model. It is
not mathematically tractable, and thus, we need to solve it numerically to get the
adoption probabilities {P(a | i, t)}mi=1.
5.4.3 Comparison of Influence Assumptions
Before finishing this section, it is worth comparing our Bernoulli influence model in
Equation (5.10) with the linear influence model of [107]. The authors of [107] only
considered diffusion in homogeneous networks, and thus, the corresponding linear
influence model in heterogeneous networks would be:
p(a|v, k,¬a, i, t) =
m
∑
j=1
cjivj , (5.14)
where cji ≥ 0 is the influence coefficient that an adopter in the neighbors of type j
affects an individual of type i. Note that the influence increases linearly with the
number of previous adopters vj in its neighbors.
Technically, it is not a probability distribution, because with fixed {cji}mj=1, it is
possible that p(a|v, k,¬a, i, t) > 1, if an individual has many adopters in its neighbors.
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Therefore, it is not an appropriate assumption for a probabilistic model. The benefit
of the linear influence model is that it helps simplify the internal new adoption
probability in Equation (5.9) as a linear form of the adoption probabilities:
Pint(a|¬a, i, t) = ζ(α− 1)
ζ(α)
m
∑
j=1
cjiP(a|j, t) . (5.15)
However, Equation (5.15) is just the first-order Taylor approximation of Equa-
tion (5.13), which is explained in Appendix B.2. Thus, the linear influence model
is a linear approximation of our Bernoulli influence model when there exist no
previous adopters (∀i, P(a|i, t) = 0 ⇒ x = 1). Therefore, our Bernoulli influ-
ence model is more sophisticated than the linear influence model, and because it is
based on a probability distribution, it naturally guarantees the probability constraint,
0 ≤ p(a|v, k,¬a, i, t) ≤ 1.
The Dynamic Influence Model will be evaluated and applied to our target appli-
cation domains in Chapter 6.
5.5 Conclusions
In this chapter, we first introduced the new conceptual framework for diffusion across
heterogeneous social networks, which extends the traditional diffusion mechanism
to a more flexible and general one. Then, we defined a macro-level diffusion model,
called the Dynamic Influence Model, by applying this concept to the simple mass-
action Bass Model with a probabilistic approach. This is a generalization of the Bass
Model into the dynamics of meta-populations in a probabilistic way by incorporating
the two essential features, the heterogeneity and structural connectivity of underlying
networks.
This generalization enables us (1) to distinguish influences between intercon-
nected heterogeneous social networks from arbitrary external influence on homo-
geneous social networks, and thus improve the accuracy of a mass-action diffusion
model or a model dealing with homogeneous networks, (2) to interpret diffusion dy-
namics across multiple social systems in terms of the strength and directionality of
influence, and finally (3) to estimate macro-level diffusion trends without the needs
of detailed network structures, providing benefits when data collection is limited or
when a macroscopic picture is needed before targeting a specific social system or
region interested for further investigations.
We expect that the proposed model applies to a wider class of diffusion phenom-
ena in diverse areas, including the social sciences, marketing and neuroscience, for
interpreting the dynamics of target systems or regions at a macro-level.
In the next chapter, we evaluate our proposed model with synthetic data, conduct
experiments on real data from Chapter 3 and 4, and interpret estimated diffusion
trends in social medial and academic publications.
Chapter 6
Estimating Real-World Diffusion
with a Model-Driven Approach
In this chapter, we estimate real-world diffusion with our Dynamic Influence Model
presented in Chapter 5 in terms of the strength and directionality of influence across
heterogeneous social networks. We first evaluate our proposed model by using gen-
erated synthetic datasets as ground truths and compare the results with the Bass
Model as a baseline. In order to show the feasibility of our model, two evaluation
metrics are used: model fitting errors and parameter errors. Based on the verifica-
tion of the model’s parameter recovery, we conduct experiments on real data from
our target application domains: social media in Chapter 3 and academic publica-
tions in Chapter 4. In Part I of this thesis, we analyzed structural diffusion patterns
from the constructed citation networks, while in Part II we try to discover topic-
related temporal dynamics of diffusion from time-series adopting behaviors in the
same application domains. We expect that the way of applying our model to the two
example real-world domains helps to interpret diffusion dynamics in other domains
at a macro level.
6.1 Introduction
We often encounter consequential statistics brought by collective behavior of a pop-
ulation, such as sales growth of a new consumer product, increasing participants
in fund-raising activities, nation-wide mass assemblies for political protests, and so
on. From these time-evolving activity sequences, we can obtain growth patterns of
adopters over time but without the underlying diffusion mechanisms. In the pre-
vious chapter, we extended the mass-action Bass Model into a model of diffusion
over heterogeneous and connected social networks. This generalization enables us to
infer diffusion processes in a probabilistic way only from cumulative adopters across
heterogeneous social networks or meta-populations in more general.
For estimating real-world diffusion with our model-driven approach, we first
evaluate the model performance using synthetic data and compare the results with
the Bass Model as a baseline. We fit the models by minimizing the sum of squared
errors in an iterative way until the error converges. As evaluation metrics, model
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Table 6.1: Table of symbols for Chapter 6.
Symbol Description
T The total number of time steps
ni The size of a meta-population i
θi Model parameters for the i-th equation except for ni
Θi Model parameters for the i-th equation including ni, i.e. Θi = {ni, θi}
e˜k Relative parameter error of the k-th parameter
ωˆk Estimated value of the k-th parameter
ωk Ground truth of the k-th parameter
fitting errors and parameter errors are used as in prior work [95, 107, 123]. Based on
the verification of parameter recovery with generated synthetic datasets, we conduct
experiments on real data from our target application domains in Part I and interpret
diffusion dynamics with the estimated parameter values with real datasets.
From the experiments on social media data from Chapter 3, we find that influ-
ences between different media types vary with the context of information, which
leads to different diffusion patterns. For instance, News is the most influential in
the arts and economy categories, while SNS and Blog are in the politics and culture
categories, respectively. Controversial topics, such as political protests in the Middle
East and multiculturalism failure, tend to drive concurrent and synchronous diffu-
sion across all social media types, while entertainment topics, such as film releases
and celebrities, exhibit stronger internal diffusion within a single social system (ho-
mogeneous social networks), i.e. stronger intra-relationships than inter-relationships.
Regarding the experiments on academic publication data as presented in Chapter 4,
we observed balanced inter-relationships among three meta-populations, Core, Data,
and Systems, in the research keywords “Real Time” and “Large Scale”, and they ex-
hibit more synchronous and simultaneous cumulative adoption rates. In addition,
more balanced intra- and inter-relationships are observed in the most popular key-
words, such as “Real Time”, “Satisfiability”, “Sensor Network”, and “Large Scale”.
In common, balanced influences among heterogeneous populations more likely
lead to synchronous and simultaneous diffusion across them. In other words, the
diffusion patterns in a social system can reflect the balance or imbalance of influences
among different social systems. Such macro-level observations, to the best of our
knowledge, are seen for the first time. We expect that these exemplary applications
of our model-driven approach can provide a way of interpreting real-word diffusion
from macroscopic perspectives.
The rest of this chapter is organized as follows. Section 6.2 shows the feasibility
of the Dynamic Influence Model by conducting experiments on synthetic data. Based
on the evaluation of our model, we continue to experiment with the real data from
Part I. Accordingly, Section 6.3 and 6.4 estimate and interpret macro-level diffusion
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Figure 6.1: Unique structures of influence flows among three meta-populations. Each
graph contains self-loops, representing intra-influence within a meta-population,
which are omitted for brevity. Empty links between two different nodes indicate
very weak connections compared with nonempty links, but they are not ignorable
for a better understanding and a more accurate estimation of diffusion across hetero-
geneous social networks. Thus, there is a directed connection between every pair of
nodes in each graph, but with different strengths. Our synthetic datasets are gener-
ated based on these sixteen unique structures.
in social media and academic publications, respectively. Section 6.5 discusses our
model-driven approach and experimental results, and finally Section 6.6 concludes
this study.
6.2 Evaluation of Model Performance
The goal of this section is to recover the hidden diffusion processes from generated
synthetic datasets. For testing model performance, model fitting errors and param-
eter errors are evaluated in the experiments. The former describes how closely our
model predicts the cumulative number of adopters for each meta-population, while
the latter shows how correctly our model infers the ground truth parameters.
6.2.1 Synthetic Data Generation
As discussed in Chapter 5, the effects of interactions between different social net-
works on diffusion are not ignorable, and thus we can think of all possible direc-
tions of influence flows between meta-populations. When it comes to news diffusion
across different types of social media, such as News, SNS and Blog as investigated
in Chapter 3, or knowledge diffusion across different clusters of subdomains, such
as Core, Data, and Systems in Chapter 4, we can build a 3× 3 asymmetric adjacency
matrix for presenting influence flows among three meta-populations, where each cell
indicates the presence or absence of influence between two meta-populations. Thus,
there are 29 possible cases of relational structures among three meta-populations in
total.
If we also vary the strength of influence, then the number of potential cases be-
comes intractable. For efficient and meaningful simulation, it is important to generate
synthetic datasets reflecting representatives among such numerous possible cases.
For avoiding redundant cases, we first consider unique structures of the relations,
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Figure 6.2: Synthetic data generation reflecting dynamic influences among three
meta-populations (i.e. Meta1, Meta 2, and Meta 3). Forty-eight synthetic datasets are
generated in total, and the different population sizes reflect real-world situations,
such as different number of adopters in News, SNS and Blog. The generated datasets
are illustrated with time-series cumulative adopters, A (left) and the proportion of
the corresponding cumulative adopters, F (right).
which leaves us with 16 dynamic relations, as shown in Figure 6.1. The dynamic
structures include 13 triads (1–13) and additional three disconnected graphs (14–16).
In this figure, each graph has three self-loops, indicating intra-relationships within
meta-populations, but they are all omitted for brevity. We assume that there al-
ways exists influence between two populations, but with different strength. Thus,
empty links between different nodes represent very weak influences compared with
nonempty links. Note that the 16th graph has a weak connection between every
pair of nodes, which avoids the most trivial case, i.e. isolated social systems in Fig-
ure 5.1(a) in Chapter 5.
In addition, applying a threshold to the strength of influence can simplify dy-
namic influence as its presence or absence, which depends on application domains.
However, in this study, we do not ignore every weak influence to reflect real-world
diffusion exhibiting dynamic interactions between heterogeneous social networks,
which heps to estimate more accurate diffusion patterns. Accordingly, three vari-
ants of link weights are considered as (non-empty-link-weight, empty-link-weight)
= {(0.33, 0.01), (0.26, 0.05), (0.18, 0.07)} in order to cover exemplary cases, such as
(1) dominant influence within meta-populations, i.e. strong intra- and weak inter-
relationships, (2) strong influence of one meta-population on the others, i.e. unbal-
anced inter-relationships, and (3) balanced influences among three meta-populations,
i.e. balanced inter-relationships including balanced intra- and inter-relationships. We
finally generated 48 (= 16 × 3 variants) datasets of cumulative adopters from our
diffusion model, each of which consists of {(A1(t), A2(t), A3(t))}Tt=1, as shown in
Figure 6.2. The length of time step T is chosen as 30 to reflect the periods of our real
datasets (e.g., 30 days and 30 years for the social media and academic publication
datasets, respectively), and the subscripts 1, 2, and 3 of A(t) indicate the identities
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Figure 6.3: Distributions of model fitting errors with 48 synthetic datasets (BM: Bass
Model, DM: Dynamic Influence Model). Model fitting errors are calculated with re-
spect to (a) cumulative adoption rate F in Equation (6.1) and (b) cumulative adopters
A by multiplying each population size to corresponding errors in Equation (6.1).
of the three meta-populations. Each link between nodes represents the strength and
directionality of influence between two populations. In our model, they are denoted
as cji ∈ [0, 1], which is the probability that an individual from a population i adopts
when it is influenced by a neighboring adopter from a population j, as discussed in
Equation (5.10) in Chapter 5.
6.2.2 Experiments on Synthetic Data
Let us denote the model parameters by Θi = {ni, θi}, i = 1, ..., 3, where ni represents
the size of each meta-population i, and the definitions of θi are different in each diffu-
sion model. For instance, θi = {pi, qi} in the Bass Model, while θi = {pi, c1i, c2i, c3i} in
the Dynamic Influence Model. To fit each model to the generated synthetic datasets,
we apply Nonlinear Least Squares (NLS) [80], which minimizes the normalized root
mean squared errors (RMSE) as:
RMSE =
√√√√ 1
3T
T
∑
t=1
m
∑
i=1
(
Ai(t)
ni
− P(a|i, t, θi)
)2
, (6.1)
where P(a|i, t, θi) is the estimated adoption probability of each population at time
t, and m is the number of meta-populations. Note that due to the parameter iden-
tification problem, where the same results are produced with different settings of
parameters, we fix the power law coefficient α in Equation (5.13) in Chapter 5 to be
2.5, as this value in real-word networks is typically in the range 2 < α < 3 [48, 127].
Figure 6.3 shows the distributions of model fitting errors of two diffusion models,
the Bass Model (BM) and our Dynamic Influence Model (DM), with the 48 generated
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Figure 6.4: Estimation of parameter values of our model with 48 synthetic datasets.
(a) Distributions of ground truths of parameter values. (b) Distributions of estimated
parameter values. (c) Distributions of relative parameter errors (e˜) in Equation (6.2)
for all parameters. (parameters: pi – external influence of a meta-population i, cji –
internal influence of a meta-population j on a meta-population i, and ni – size of a
meta-population i). Note that ni is omitted for clarity in (a) and (b) due to the large
difference of its magnitude order from others, but it is included in (c).
datasets. As the figure shows, the DM outperforms the BM with more acceptable
standard deviation in both RMSEs of F (cumulative adoption rate) and A (cumula-
tive adopters). However, this is not surprising, since the DM has more degrees of
freedom, due to having more parameters than the BM.
Thus, we show the parameter recovery of the DM with relative parameter errors.
Figure 6.4 shows the distributions of ground truths of parameter values from syn-
thetic datasets in (a), estimated parameter values in (b), and relative parameter errors
for all parameters in (c). Due to the different magnitude orders of the true parameter
values (e.g., pi < cji  ni), each parameter error is normalized by a true parameter
value to show its relative parameter error (e˜k) as:
e˜k =
|ωˆk −ωk|
ωk
, (6.2)
where ωˆk and ωk denote the estimated and true parameter values of the k-th pa-
rameter, respectively. Figure 6.4(a) and (b) exhibit very similar distributions of true
and estimated parameter values. More precisely, all estimated parameter values and
true parameter values differ by less than one order of magnitude, as shown in Fig-
ure 6.4(c). These results show the feasibility of our model to reproduce parameters
from the datasets, i.e. time-series cumulative adopters.
Based on the evaluation of our proposed model, we estimate real-world diffusion
in the rest of this chapter, by taking working examples from news diffusion in social
media in Chapter 3 and knowledge diffusion in academic publication in Chapter 4.
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Table 6.2: Selected news topics and the corresponding news categories, which have
driven the top largest global diffusion in social media. News topics and categories
are referred to the Wikipedia Current Events [9].
Category News Topics (January 2011)
Politics
Protests in Tunisia, Egypt, Sudan, and Yemen; Internet shutdown in
Egypt; Hosni Mubarak Resignation; Tucson shooting; Julian Assange
Wikileaks; Healthcare law, etc.
Business &
Economy
US bank crisis; Apple profit record; Borders bankruptcy; New Google
CEO; Swiss bank account reveal by Wikileaks; Food crisis; Unemploy-
ment; Oil price, etc.
Disasters Floods in Australia, Sri Lanka, and Brazil; Massive winter storm in US
Technology
& Science
10 billion downloads of App Store; Apple iPad2 release; iPads for ed-
ucation; Google versus Bing; Facebook security; Wikipedia 10th An-
niversary; Google technology news, etc.
Arts
Academy Movie Awards; Golden Globe Awards; Screen Actors Guild
Awards; Film release; Celebrities, etc.
Culture
Multiculturalism failure; Conflicts between Muslims and Christian;
Cultural change of female education by Taliban. etc.
Sports
NFL playoffs; BCS Championship; AFC Asian Cup; Australian Open;
Ashes series winner; Sky Sport sexism scandal
6.3 Dynamic Influence in Social Media
We analyzed news diffusion patterns in social media in Chapter 3 from the aspects
of the structural connectivity across News, SNS, and Blog. In this section, we ex-
amine temporal dynamics of diffusion in social media in terms of the strength and
directionality of influence. We first describe data preparation, conduct experiments
on real data, and discuss experimental results.
6.3.1 Data Preparation
In Chapter 3.2, we described the preparation and analysis of the Spinn3r dataset [4].
Among the 60 million English documents, we selected documents that contain at
least one hyperlink or URL in their main text and that are also created by the 6.4
million identified users in Table 3.2. We labeled these documents with 284 identified
real-world news items by referring to the Wikipedia Current Events [9]. Eventually,
we selected 63 news topics, as shown in Table 6.2, each of which has driven adoptions
of at least 150 identified users across different types of social media, i.e. News, SNS,
and Blog. These selected news topics led to 3.1 million web documents, and 56%
(1.7 million) of them are created by the identified users. The fact that over 50% of
the largest diffusion of 63 news topics is led by these identified users reconfirms the
validity of our real datasets to study real-world diffusion mechanisms.
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Table 6.3: Averages and standard deviations of model fitting errors (RMSE) in Equa-
tion (6.1) with real datasets (BM: Bass Model, DM: Dynamic Influence Model).
BM DM
Mean 2.866e-2 2.259e-2
STD 1.902e-2 1.027e-2
We conduct experiments with 63 real datasets, one per topic, each of which con-
sists of daily cumulative adopters for the three media types as three meta-populations
in our model during a one month period, i.e. {Ai(t)}30t=1, i = n, s, b, where n, s, and
b denote News, SNS, and Blog for each. Note that in Chapter 3 we selectively chose
five main categories for obtaining a overall big picture of news diffusion in social
media, but here we add and separate the news categories, as shown in Table 6.2, for
a better understanding of topic-related diffusion patterns in more detail.
6.3.2 Experiments on Real Data
As we discussed in Chapter 5, our macro-level diffusion model does not require
detailed network structures (see Equation (5.13) and Appendix B.1), and what we
need to know is only the power-law exponent α in Equation (5.13), based on the
assumption of a power-law degree distribution. Most real-world networks in their
degree distributions have power-law exponents in the range 2 < α < 3 [48, 127], as
discussed in the previous section. When it comes to social media, the entire Twitter-
sphere, including 41.7 million users, exhibited an exponent of about α = 2.3 [98], the
blogosphere showed exponents of 2.5 ≤ α ≤ 2.6 [43, 105], and authorship networks
in our real data also follow a power-law degree distribution with the exponent of
α = 2.3. Based on the observations from both related works and our study con-
sidering possibly missing or noisy connections in our dataset, we set the power-law
exponent, α = 2.5. With the collected 63 real datasets, we fit the models (DM and BM)
and further examine how news spreads across social media by comparing different
diffusion patterns between different news categories in Table 6.2.
There are no ground truths of parameter values in the real data, so we fit the
proposed model (DM) and the baseline model (BM) using nonlinear least squares
(NLS), as in the experiments on the synthetic datasets, and evaluate model fitting
errors as shown in Table 6.3. Overall, due to noise in the real datasets, the model
fitting performance decreased by at least one order of magnitude, compared with
those on the synthetic datasets. However, our proposed model still performs better
than the BM, with more acceptable standard deviations in all cases. This result can
be interpreted as we need to consider influence between heterogeneous populations
on diffusion, and thus the proposed model can improve the accuracy of diffusion
models dealing with a single social system or a local contact network alone.
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(a) Arts: the film “Black Swan”
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(b) Culture: multiculturalism failure
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(c) Politics: Yemen protests
Figure 6.5: Example cases of model fitting results with real datasets from the arts,
culture, and politics categories (BM: Bass Model; DM: Dynamic Influence Model).
The x-axis indicates time t in days.
6.3.3 Interpretations of Experimental Results
We examine different diffusion patterns by the context of information. Figure 6.5
shows three example cases of model fitting results from the arts, culture, and politics
news categories. As Figure 6.5(a) and (b) demonstrate, they show different diffusion
patterns. The art and culture categories are often grouped together into the same
category in news agencies or the Wikipedia Current Event which our selected news
items are drawn from. However, information topics in the same category do not
necessarily exhibit similar diffusion patterns.
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Figure 6.6: Distributions of estimated parameter values with real datasets, separated
by different categories. The x-axis indicates value of parameter cji (the probability
of the influence of media type j on i); the y-axis represents the probability of the
parameter value greater than or equal to cji.
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Figure 6.7: Averages and standard deviations of cumulative adoption rates for all 63
pieces of news content by media types.
Synchronous Diffusion across Social Media: In Figure 6.5(a), news about the
film “Black Swan” rapidly spreads in news media first, and then it continues to
spread to other social media (more rapidly in SNS than Blog). On the other hand, in
the case of “multiculturalism” issues in Figure 6.5(b), the growth rate was not rapid
from the beginning, but the diffusion begins to grow sharply and simultaneously
across all media types after 23 days, when UK Prime Minister, David Cameron, stated
the failure of multiculturalism [6]. Similarly, such concurrent behaviors are observed
in the diffusion of political movements in the Middle East, such as Tunisia, Egypt,
Sudan, and Yemen. As shown in Figure 6.5(c), the “Yemen protests” demonstrate
synchronous diffusion patterns after 15 days.
Without direct interactions across social media, such synchronous and simulta-
neous growth unlikely happens. As the figure shows, the BM cannot follow these
concurrent growth patterns without considering the effects of interactions across het-
erogeneous social networks on diffusion. Thus, influences from different social net-
works are not ignorable for a better understanding of diffusion processes.
Topic-related Diffusion Dynamics: By categorizing news topics according to Ta-
ble 6.2, we attempt to distinguish different diffusion patterns in terms of the strength
and directionality of influence. Figure 6.6 shows the distributions of estimated pa-
rameter values, where cji in the x-axis indicates the influence of media type j on
media type i, and the y-axis represents the probability that the influence of type j on
i is equal to or greater than cji.
Figure 6.6(a) shows overall trends of interactions among three media types by
aggregating parameter values of all news categories. In general, News is influenced
by all media types in a balanced way, while SNS and Blog, in that order, exhibit
stronger internal interactions within the same media types. This can be interpreted
that news media need to monitor trending topics in other social media in order to
keep their readers updated on popular news topics. As shown in Figure 6.6(a) and
6.6(b), the news topic on the film “Black Swan” in the art category demonstrates
the different diffusion pattern from the topic “multiculturalism failure” in the cul-
§6.4 Dynamic Influence in Academic Publications 77
ture category. Such different patterns are governed by different diffusion dynamics.
News is the most influential in the diffusion of arts topics, such as Academy Awards,
film releases, and celebrities. However, regarding the culture category, Blog tends to
show strong influence on News and SNS. Controversial subjects of the culture cat-
egory, such as multiculturalism failure, religious conflicts, and female education in
Afghanistan, likely lead to longer discussions, and thus Blog media can be a more
suitable space to deliver personal opinions than SNS allowing a limited text length
and News delivering objective and neutral reports. Besides the arts category, News
also occupies the influential position in the business and economy category. News
can be considered as reliable media to report accurate statistics or impartial facts on
economic situations. Interestingly, regarding political topics, SNS exhibits the high-
est influence on other media types, while the influence of Blog is negligible. Political
news generally has great social repercussions, such as the Middle East protests, the
Tuscon shooting, and Wikileaks. In this respect, the micro-blogging space can be a
better medium to distribute urgent issues rapidly, and their prompt proliferation in-
fluences news media to focus on the issues. In the technology and science category,
internal buzz in SNS is predominant in contrast to Blog.
Diffusion Rate of Social Media: Figure 6.7 shows the averages and standard
deviations of cumulative adoption rates for 63 news topics by media types. In gen-
eral, News and SNS media spread information rapidly, showing very similar growth
rates. That is, SNS users tend to be very responsive to new information in contrast to
the persistent behavior of Blog users. Blog shows much slower growth rates than the
other types, but it is relatively insensitive to timing of new information and adopts
older news topics in a persistent manner.
In summary, News is the most influential in the arts and the business and econ-
omy categories, while in the politics and the culture categories, SNS and Blog are
influential, respectively. Thus, dynamics of diffusion needs to be explained within
the context of information.
6.4 Dynamic Influence in Academic Publications
We analyzed diffusion patterns in academic publications in Chapter 4. As observed
in news diffusion in social media, academic citation networks are also interconnected
across different subdomains in computer science. While we analyzed the overall
structural connectivity of academic publications in Chapter 4, in this section we ex-
amine temporal dynamics of topic-related diffusion in terms of the strength and
directionality of influence. We first describe the preparation of our dataset, conduct
experiments on the dataset, and then discuss experimental results as we did in the
previous section.
6.4.1 Data Preparation
In Chapter 4, we constructed computer science citation networks and observed that
conference publications are cited more often than journal papers. Among popular
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conference publications receiving more than 40 citations, 90% of them came from the
top-ranked 221 conferences. Based on these observations, we targeted the citation
networks consisting of papers from these 221 premier conferences.
Meta-populations: In order to obtain macro-level diffusion patterns across dif-
ferent research areas, we clustered 24 subcomains from the target citation networks
into the three clusters: Core, Data, and Systems, as shown in Table 4.6. Accordingly,
there are three clusters of conferences based on their associated subdomains. These
clusters of conferences are considered as the three meta-populations (m = 3) in the
Dynamic Influence Model, and accordingly each conference in the i-th cluster corre-
sponds to an individual in the i-th population (refer to Equation (5.13)).
There are several reasons that conferences are considered as individuals of a meta-
population in this study. First, adopter distributions of different research topics can
be biased when we consider an author as an individual adopter. That is because the
number of authors in a paper is highly variable from one to more than ten authors,
and thus the adopter count of a specific research topic is possibly overestimated or
underestimated. On the other hand, in the previous section an online user is con-
sidered as a member of a meta-population, since every document in social media is
produced by a single user1. Second, author disambiguation from extensive publica-
tions can be noisy [47]. As discussed earlier in this chapter, disambiguating paper
profiles such as author, affiliation, and publication venues is a challenging issue,
which is beyond the scope of this thesis. Finally, regarding each publication as an
adopter still can be a problem because each conference publishes a different number
of papers, which also cause biased adopter distributions as discussed in the first rea-
son. Besides, a large number of publications share common authors, which makes it
more difficult to interpret adopting behaviors.
Research Topic Selection: As discussed in Chapter 2, targeting trending topics
is important in order to not only obtain a global view of diffusion across heteroge-
neous populations but also to distinguish topic-related diffusion patterns. In order to
achieve this goal, we investigated the top 100 research keywords in computer science,
provided by the Microsoft Academic Search (MAS) [5] in Chapter 4. Among these
keywords, we obtained 15 research keywords (framed keywords in Table 4.7 and 4.8),
each of which is used in more than 100 publications from the premier conferences
and, more importantly, is widely used across all three clusters. In this section, we
target these popular keywords as trending research topics, and they are listed in Ta-
ble 6.4 in the order of popularity. Each keyword listed in the table has occurred in
publications from more than 10% of conferences belonging to each cluster.
Dataset Generation: For the selected research keywords in Table 6.4, we gener-
ated fifteen time-series datasets (one per keyword) of cumulative adopters Ai(t) for
the most recent 30 years as {(Ac(t), Ad(t), As(t))}Tt=1, where T denotes the length of
time steps (T = 30), and c, d, and s represent the three clusters, Core, Data, and Sys-
tems, respectively. In each dataset, a conference is counted as an adopter only when
its publications are involved in the citation networks consisting of papers related to
1There are occasionally co-authored news articles. Even such cases in news media are not an issue
in our study because we regard one news site as a super user, as discussed in Chapter 3.
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Table 6.4: Selected research keywords among the top 100 keywords in computer
science by referring to Microsoft Academic Search (MAS) [5]. Selected keywords are
listed in the order of popularity, each of which is widely used across all clusters, i.e.
Core, Data, and Systems (refer to Table 4.7 and 4.8 for more details).
Rank Research Keyword Rank Research Keyword
1 Real Time 9 Fault Tolerant
2 Satisfiability 10 Distributed System
3 Sensor Network 11 Approximate Algorithm
4 Large Scale 12 Social Network
5 Web Service 13 Search Engine
6 Genetic Algorithm 14 Learning Algorithm
7 High Performance 15 Genetics
8 Semantic Web
Table 6.5: Averages and standard deviations of model fitting errors (RMSE) in Equa-
tion (6.1) with real datasets (BM: Bass Model, DM: Dynamic Influence Model).
BM DM
Mean 1.884e-2 1.754e-2
STD 8.156e-3 7.268e-3
a corresponding keyword. This helps us to estimate more accurate topic-related dif-
fusion trends. This is the same way as the previous section where we counted online
users as adopters only when their web documents constitute document networks re-
lated to a selected news topic. Note that, some keywords are relatively young, such as
“Sensor Network”, “Semantic Web”, and “Social Network”, and thus the length of T
is not always 30. In the next subsection, with these generated time-series datasets we
estimate topic-related diffusion patterns in terms of the strength and directionality
of influence.
6.4.2 Experiments on Real Data
As mentioned earlier, there are no ground truths of parameter values in the real data,
so we fit the models (DM and BM) using Nonlinear Least Squares (NLS) as we did in
the previous section. With the generated 15 real datasets, we evaluate model fitting
errors as shown in Table 6.5. Overall, our proposed model performs better than the
BM, with more acceptable standard deviations as in the case of social media.
Figure 6.8 shows the model fitting results in terms of cumulative adoption rates
(F) of the three meta-populations, i.e. Core, Data, and Systems, for each research key-
word. As the figure shows, the growth rates of adoptions are varied with different
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Figure 6.8: Time-evolving cumulative adoption rates (F), inferred by the Dynamic
Influence Model, for the selected research keywords in Table 6.4. Core, Data, and
Systems represent three clusters of conferences according to their associated subdo-
mains in Table 4.6. The x-axis indicates time t in years.
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1: Real Time 2: Satisfiability 3: Sensor Network
4: Large Scale 5: Web Service 6: Generic Algorithm
7: High Performance 8: Semantic Web 9: Fault Tolerant
10: Distributed System 11: Approximate Algorithm 12: Social Network
13: Search Engine 14: Learning Algorithm 15: Genetics
Figure 6.9: Dynamic influence among three clusters (Core, Data, and Systems) for the
selected research keywords in Table 6.4. In each graph, the node labels indicate the
three clusters (C:Core, D:Data, and S:Systems). Link widths and arrows present the
strength and directionality of influence respectively, which is based on the estimated
parameter values (cji in Equation (5.10)) in our Dynamic Influence Model. For clarity,
self-loops and links with weights less than 1.0e-3 are omitted.
keywords. In general, established keywords, which have drawn attention for more
than 30 years, such as “Real Time”, Satisfiability”, and “Distributed System”, show
higher cumulative adoption rates than relatively younger keywords such as “Web
Service”, “Semantic Web”, and “Social Network”. Interestingly, the keyword “Sen-
sor Network” shows the most rapid growth pattern compared with other younger
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Figure 6.10: Estimated internal influence. The x-axis represents the ranks of selected
research keywords in Table 6.4, while the y-axis represents the probability of internal
influence cji (influence of a meta-population j on a meta-population i). Graphs are
separated by each cluster which is influenced by all meta-populations (C – Core, D –
Data, S – Systems): (a) c∗c, (b) c∗d, and (c) c∗s.
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keywords. Particularly, the adoption rate in the Systems cluster increased by 40%
during the last 10 years. Such abrupt growth pattern of Systems is also shown in
other keywords regarding system performances, such as “High Performance”, “Fault
Tolerant”, and “Approximate Algorithm”. These cumulative adoption behaviors are
governed by diffusion mechanisms, and we try to infer the processes based on the
estimated parameter values of our model. Such interpretations are visualized in
Figure 6.9, and the detailed quantifications are also presented in Figure 6.10.
6.4.3 Interpretations of Experimental Results
Time-series adopting behaviors of meta-populations can be interpreted with our
probabilistic diffusion mechanism from the aspects of the strength and directionality
of influence.
Inter-relationships: In general, heterogeneous populations influence each other
but with different strengths, as shown in Figure 6.9. This figure provides an overall
picture of topic-related diffusion patterns, showing weak or strong influence for all
or partial directions across the clusters. Such balance or imbalance of influences
may bring about different cumulative adoption rates (F) between different keywords,
as shown in Figure 6.8. Even though the selected keywords are most popular in
wide research areas, but they are not explained with same dynamics of influence.
However, more balanced inter-relationships, observed in the keywords “Real Time”
and “Large Scale”, more likely lead to similar curves of cumulative adoption rates
(i.e. more synchronous and simultaneous growth rates across populations) than less
balanced inter-relationships, shown in the keywords “Web Service” and “Semantic
Web”.
Intra- and inter-relationships: Figure 6.10 presents intra- and inter-relationships
(cji in Equation (5.10)) in more detail from the aspects of all meta-populations’ inter-
nal influence on each population: Figure 6.10(a) for Core, (b) for Data, and (c) for
Systems. As the figure shows, in general intra-relationships (cii) are stronger than
inter-relationships (cji, i 6= j). Core shows relatively stronger intra-relationships than
the others. Data is influenced by Core and/or Systems as much as intra-influence
for the research keywords “Real Time” and “Large Scale”, while Data shows the
strongest intra-relationship for the keyword, “Social Network”. Systems is strongly
influenced by Core in particular for the keywords on system performances, such
as “Real Time”, “Sensor Network”, “Large Scale”, and “High Performance”. These
keywords show similar strength between Core’s influence on System (ccs) and intra-
relationship of Systems (css), while the keyword “Large Scale” exhibits the stronger
inter-relationship than the intra-relationship, i.e. ccs > css. In addition, more balanced
intra and inter-relationships are observed in the top popular keywords, such as “Real
Time”, “Satisfiability”, “Sensor Network”, and “Large Scale”.
In general, balanced inter-relationships more likely lead to a synchronous and
simultaneous growth of adoptions, while balanced intra- and inter-relationships tend
to be driven by widely popular research keywords.
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6.5 Discussion
From the experimental results, we observed that the heterogeneity of social networks
has an effect on diffusion, but it also raises issues. First, the collapse of the boundaries
of social media platforms brings a concern of identifying borderline users who have
more than one account in different social media platforms. However, distinguishing
such borderline users is beyond the scope of this study. It is one of the research topics
of identifying multi-layered social networks [132]. Second, the structure of diverse
social networks are hidden, due to privacy issues, various communication channels
(e.g., news feeds, mobile applications, and web search), and frequently changing
relations between online users. Even if we obtain user networks in social media, we
cannot say that they are real diffusion networks. In this context, our model assumes
a power-law degree distribution, which brings another limitation, due to unknown
or missing topologies. However, we can obtain macro-level trends of diffusion across
populations without the need of detailed network structures. Studying the structural
properties of diffusion networks across heterogeneous populations can improve the
proposed model further.
Regardless of these limitations, influence between heterogeneous social networks
helps to better describe diffusion within homogeneous social networks. This is be-
cause external influence on a single social system is not ignorable (e.g., 30% of expo-
sures in Twitter were attributed to external sources [123]), and some of the external
sources play an important role as internal influence, as discussed in Chapter 5. Fre-
quent and close interactions between heterogeneous networks are possibly due to
web technologies that enable various information sources to be more easily accessi-
ble and shared, and thus diverse online social networks to be more interconnected
across multiple social media platforms. In this complex environment, this study can
provide the benefits of excluding detailed network topologies, but considering real-
istic circumstances by combining the structural property and heterogeneity of real-
wold networks in our proposed model.
6.6 Conclusions
In this chapter, by conducting experiments on both synthetic and real data, we
showed a way of interpreting diffusion in terms of the strength and directionality
of influence across meta-populations, and we compared different diffusion patterns
among a great variety of information topics.
Our model-driven approach helps to better describe diffusion due to the consider-
ations of the effects of interactions between heterogeneous populations. Supportive
evidence can be found in the diffusion of news topics regarding political protests
and multiculturalism failure, since they tend to drive concurrent and simultaneous
diffusion across different types of social media. Such phenomena unlikely happen
without direct interactions between different social networks. We also found that
there are different diffusion patterns by different news categories. News media are
the most influential in the arts and economy categories, while SNS and Blog media
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are in the politics and culture categories, respectively. Regarding dynamic influence
in academic publications, we found that balanced inter-relationships across Core,
Data, and Systems more likely lead to a synchronous and simultaneous growth of
adoptions, which is observed in the keywords “Real Time” and “Large Scale”. In
addition, balanced intra and inter-relationships tend to be driven by the most pop-
ular keywords, such as “Real Time”, “Satisfiability”, “Sensor Network”, and “Large
Scale”. Thus, diffusion patterns reflect topic-related dynamic influence, i.e. balance
or imbalance of influences, across heterogeneous social networks.
We applied our model-driven approach to the two exemplary application do-
mains of social media and academic publications. We expect that these applications
can provide a way of interpreting real-word diffusion in other domains at a macro
level. In contrast to the model-driven approach in Part II, in the following we will
present a model-free approach independent on any assumptions of network struc-
tures in Chapter 7 and also apply this approach to the same applications domains
in Chapter 8 for further comparisons between the model-driven and model-free ap-
proaches in Part IV.
Part III
Model-Free Approach
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Chapter 7
Macro-level Information Transfer
Social interactions on the Web have become more dynamic and far-reaching across
multiple social media platforms than ever before. This is because of frequent changes
of online contact networks and increasing accessibility to diverse information sources.
Accordingly, massive and continuous user-generated content spreads through het-
erogeneous social networks. In this chapter, we propose a model-free approach for
estimating macro-level information transfer across different social systems without
any assumptions on such dynamic social interactions.
7.1 Introduction
In Part II of this thesis, we proposed the model-driven approach which estimates
dynamic influence across heterogeneous social systems, each of which consists of
a large number of individuals interacting with each other. This approach does not
neglect the structural connectivity of underlying networks, since it drives a diffusion
process in a stochastic way. Thus, this model needs to assume social interactions to
obtain underlying stochastic pathways and ultimately quantify non-linear dynamics
of complex systems. In order to minimize the limitations of collecting local network
structures, our model assumes a universal property of real-world networks, i.e. a
power-law degree distribution. Thus, it does not require the knowledge of detailed
network topologies, but it still needs to estimate the power-law coefficient which is
the scaling exponent for the power-law tail [127].
Information theory, introduced by Shannon [154], provides the benefits of quan-
tifying non-linear dynamics of complex systems such as information of a random
variable, a collection of variables, and exchanges between variables. Such quantifica-
tion does not require any assumptions, which makes information theoretic-measures
model-free [50]. Due to this flexibility, ad hoc models are not necessarily to be de-
fined whose assumptions are often based on the sampled snapshots of current social
networks. These sampled structures have largely relied on site-specific actions (e.g.,
mentions and retweets in Twitter, and likes and comments in Facebook), which makes it
hard to generalize these models and to apply them to other application domains.
The goal of this chapter is to propose a model-free approach for estimating macro-
level information transfer across heterogeneous social systems without any assump-
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Table 7.1: Table of symbols for Chapter 7.
Symbol Description
X, Y, Z Stochastic processes (an ordered set of random variables)
X, Y, Z Random variables
T An ordered set of time t (t ∈ T)
xt, yt The realizations of X and Y at time t respectively
At Acceleration, i.e. the changes of adoption rates at time t
τ Threshold value to discretize At of a stochastic process
p(x) Probability of the event x
p(x, y) Probability of the joint event x and y
p(x|y) Probability of the event x given event y
I(x) Information of observing the event x
H(X) Shannon entropy of X
H(X|Y) Conditional entropy of X given Y
I(X; Y) Mutual information between X and Y
I(X; Y|Z) Conditional mutual information between X and Y given Z
I(X; Y) Mutual information between X and Y
I(X; Y|Z) Conditional mutual information between X and Y given Z
TEY→X Transfer entropy from Y to X
Bias[I ] The Panzeri-Treves bias of an information-theoretic quantity I such
as H(X), H(X|Y), I(X; Y), and TEY→X
DKL(P ‖ Q) Kullback-Leibler divergence of two probability distributions P and Q
k Markov order for the previous states of X
l Markov order for the previous states of Y
d The length of time-delay
tions on complex social interactions. This is enabled by (1) designing a social system
as a stochastic process which produces a time-series activity sequence, and by (2) con-
sidering the transfer entropy with both time-delay and memory (Markov order [117])
effects. This approach helps to obtain a macroscopic view of global diffusion in terms
of the strength and directionality of influence, and to understand behavioral charac-
teristics of a social system from the effects of time-delay and memory. We expect
that this model-free approach can provide a different way of estimating macro-level
diffusion with new perspectives.
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The rest of this chapter is structured as follows. In Section 7.2, we first explains
fundamental information-theoretic measure as a background. In Section 7.3, we pro-
pose a conceptual framework for macro-level information transfer across social sys-
tems and defines a model-free approach based on this conceptual design. Finally,
Section 7.4 concludes this study.
7.2 Information-theoretic Measures
In this section, we briefly explain fundamental information-theoretic measures, since
these are used in quantifying macro-level information transfer in the next section.
7.2.1 Fundamental Measures
In Shannon’s information theory [154], the entropy is the basic quantity to measure
the amount of information or uncertainty. As discussed in Chapter 2, no uncertainty
of an event provides no information. Thus, the term “information” in the theory
implies the degree of uncertainty of predicting the event x’s occurrence, given a
probability of the event p(x), produced by an information source as:
I(x) = logb
1
p(x)
, (7.1)
where b denotes the basis of the logarithm. Note that we express all entropies as bits,
so all logarithms, denoted by log, are taken to the basis of two (b = 2) for the rest of
this thesis. The natural logarithm (b = e) will be denoted by ln.
The entropy of a random variable X is defined as the expected amount of uncer-
tainty or information of X as:
H(X) = E[I(x)]
= −∑
x
p(x) log p(x) . (7.2)
In addition, the amount of information of the random variable X’s states, given
knowledge of another variable Y’s states, can be measured using conditional entropy
as:
H(X|Y) = −∑
x,y
p(x, y) log p(x|y) . (7.3)
7.2.2 Bias Correction
These information-theoretic quantities require the probability distributions of target
random variables, but the estimation of the probabilities are based on finite samples.
In reality, it is known that such a limited sample size brings about a biased estimation
of the entropy [173]. In order to resolve this issue, we subtract the Panzeri-Treves
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bias [134, 135], quantifying the magnitude of the systematic error, from the estimated
entropy as in [177, 180].
The Panzeri-Treves bias is defined as:
Bias[H(X)] = − 1
2N ln(2)
[X¯− 1] ,
Bias[H(X|Y)] = − 1
2N ln(2)∑Y
[X¯Y − 1] , (7.4)
where X¯ and X¯Y denote the number of observed states of X and the number of
observed states of X with nonzero probability of Y respectively, and N is the total
number of samples.
This bias correction method is applied to other information-theoretic quantities,
and the corresponding Panzeri-Treves bias is described in the rest of this chapter.
7.2.3 Mutual Information
The mutual information between the two random variables measures the average re-
duction in the uncertainty of one variable due to the knowledge of the other variable.
The mutual information between the variable X and Y is defined as:
I(X; Y) = H(X)− H(X|Y)
= H(Y)− H(Y|X)
= −∑
x,y
p(x, y) log
p(x|y)
p(x)p(y)
. (7.5)
From Equation (7.5), the Panzeri-Treves bias for mutual information is accord-
ingly calculated with those for entropy and conditional entropy as:
Bias[I(X; Y)] = Bias[H(X)]− Bias[H(X|Y)] . (7.6)
The conditional mutual information between X and Y given Z is the average infor-
mation shared between X and Y except for Z as:
I(X; Y|Z) = H(X|Z)− H(X|Y, Z)
= H(Y|Z)− H(Y|X, Z)
= ∑
x,y,z
p(x, y, z) log
p(x|y, z)
p(x|z) . (7.7)
The mutual information can be extended to a collection of n random variables,
i.e. a stochastic process, as I(X; Y) which exhibits the reduced uncertainty due to
the knowledge of the sates of one of the processes. However, it cannot capture the
directionality of information between two processes. In this regard, we introduce
the transfer entropy in the next section, which enables to obtain the directionality
between two random processes.
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Figure 7.1: Conceptual framework for macro-level information transfer across social
systems in the setting of Shannon’s information theory. A signal (a time-series ac-
tivity sequence of a population in a social system) is produced by a source system,
an encoded signal (X) is transferred to a destination system through a noisy channel,
and then a decoded noisy signal (Y) is received by a destination system. A social
system’s signal is defined in Section 7.3.1.
7.3 Macro-level Information Transfer across Social Systems
In this section, we define a model-free approach to estimate macro-level information
transfer across different social systems by using information-theoretic measures.
7.3.1 Conceptual Framework
We first introduce the concept of a stochastic process and then propose our concep-
tual framework for macro-level information transfer across social systems.
A Social System as a Stochastic Process: A stochastic process is an ordered set
of random variables [52], and thus it can be considered as time-evolving random
variables when they are indexed by time. In this thesis, we focus on a discrete-time
stochastic process X as:
X := {Xt : t ∈ T} , (7.8)
where T is an ordered set of time t, and Xt is a random variable indexed by time t.
Accordingly, a social system can be defined as a stochastic process, since a pop-
ulation in the system produces a time-series activity sequence in a variety of forms
such as new adoption rates of a information topic over time. Such time-evolving col-
lective behaviors of a social system influences other social systems. For example, the
abrupt growth of adopters in one social system influences the growth patterns in
other social systems. We observed synchronous and simultaneous diffusion patterns
across different types of social media in Chapter 6, showing that the time-series cu-
mulative adoption rates F in News, SNS, and Blog regarding the controversial news
topics (e.g., “Multiculturalism Failure” and “Yemen Protests”) are all similar to each
other. Such scenarios can also be found in multinational diffusion of a consumer
§7.3 Macro-level Information Transfer across Social Systems 92
product between neighboring countries [31, 59, 95, 142]. For instance, a technology-
leading country (or a big city), as a social system, produces a sales growth pattern of
an electronic device over time, and its abrupt or steady increase influences the sales
of the same device in neighboring countries (or neighboring cities).
Figure 7.1 illustrates our conceptual framework for macro-level information trans-
fer across social systems from the aspects of Shannon’s information theory. As dis-
cussed in Chapter 2, the main purpose of information theory is to reproduce original
messages generated by a source. Based on this fundamental framework, we consider
an information source and destination at a system level.
In the figure, a source social system generates a signal such as time-series growth
rates of adopters in the system, and the signal is encoded and transmitted to a
destination social system through a noisy channel. The encoded signal X is noise-
corrupted after passing through the communication channel, and its decoded signal
Y is received by the destination system. Thus, identifying a social system’ signals is
important to catch invisible information transfer between processes. In this regard,
we define a signal as follows.
Identification of a System’s Signal: Let a(t) be the number of new adopters at
time t and f (t) be the proportion of a(t) given a population’s size n in a social system.
The new adoption rate f (t) of a specific information topic changes over time, and we
call these changes of adoption rates as acceleration A. We then define three discrete
states of a social system X at time t, xt as:
xt =

−1 (decrease), if At ∈ (−∞,−τ]
0 (transition), if At ∈ (−τ, τ)
+1 (increase), if At ∈ [τ,∞)
, (7.9)
where At = f (t)− f (t− 1), and the value of τ is determined based on real data so
that the three states are uniformly distributed.
Based on this conceptual framework, we propose a model-free approach to esti-
mate macro-level information transfer across heterogeneous social systems by using
the transfer entropy with both time-delay and memory effects, which will be pre-
sented in the following sections.
7.3.2 Macro-level Information Transfer
In the previous subsection, we considered a social system as a stochastic process
and defined its signal, transmitted to the other social system, as Equation (7.9). This
conceptual framework enables to estimate information transfer at a macro level.
In Chapter 5, we discussed a meta-population scheme, which clusters heteroge-
neous populations into a small number of relevant groups, for obtaining simple and
clear diffusion dynamics across meta-populations. Here, a social system can be ex-
tended to a more flexible space that contains a meta-population, consisting of a larger
number of individuals interacting with each other. Thus, our definition of a stochas-
tic process can be considered at a meta-population level, and it can be applied in a
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wide range of application domains according to their appropriate meta-population
schemes.
Definition of Transfer Entropy: As discussed in the previous section, the mutual
information cannot capture the directionality of information flow between two ran-
dom processes, since the definition in Equation (7.5) is symmetric. In contrast, the
transfer entropy, introduced by Schreiber [153], is defined to consider causal relations
between two stochastic processes, X and Y as:
TEY→X = I(Xt; Ylt−1|Xkt−1) (7.10)
= H(Xt|Xt−1:t−k)− H(Xt|Xt−1:t−k, Yt−1:t−l)
=∑ p(xt, x(k)t−1, y
(l)
t−1) log
p(xt|x(k)t−1, y(l)t−1)
p(xt|x(k)t−1)
, (7.11)
where t is a time index, and k and l denote the Markov order for the previous states
of X and Y, respectively such that xkt = {xt−1, ..., xt−k} and ylt = {yt−1, ..., yt−l}. Note
that in our study the realizations of the random variable X correspond to the three
possible states (decrease, transition, and increase) in Equation (7.9), and accordingly
the entropy can be considered as expected acceleration of adoption rates of a random
variable X at time t, Xt.
The transfer entropy TEY→X describes the reduction of uncertainty of the state of
Xt, given k previous states of the destination process X, by introducing l previous
states of the source process Y. In addition, the transfer entropy can be considered
as the conditional mutual information as Equation (7.10), which implies the average
information shared between the past (Ylt−1) of the source process Y and the next state
(Xt) of the destination process X except for X’s past (Xkt−1).
As discussed in Chapter 2, the mutual information I(X; Y) is the Kullback-Leibler
divergence [109] of the joint distribution p(x, y) from the product distribution p(x)p(y).
Accordingly, the transfer entropy is the Kullback-Leibler divergence between two
conditional probability distributions p(xt|x(k)t−1) and p(xt|x(k)t−1, y(l)t−1) as:
TEY→X = DKL(p(xt|x(k)t−1) ‖ p(xt|x(k)t−1, y(l)t−1)) .
In order to estimate system-level information transfer, we also need to alleviate
the issue of a biased estimation from a limited sample size. As discussed in the
previous section, we subtract the Panzeri-Treves bias [134, 135] from the estimated
entropy from samples. Similarly, the Panzeri-Treves bias for the transfer entropy is
calculated as:
Bias[TEY→X] = Bias[I(Xt; Ylt−1|Xkt−1)]
= Bias[H(Xt|Xkt−1)]− Bias[H(Xt|Xkt−1, Ylt−1)] . (7.12)
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Figure 7.2: Transfer entropy with the effects of time-delay d and memory k, l be-
tween discrete-time stochastic processes X and Y (TEY→X or TEX→Y); d indicates the
length of time shift (red arrows) from time t, while k and l denote the Markov or-
ders (the length of blue frames) of the X’s past and Y’s past respectively such that
xkt = {xt−1, ..., xt−k} and ylt = {yt−1, ..., yt−l}.
7.3.3 Time-delay and Memory Effects
We consider time-delay and memory effects on diffusion, since heterogeneous popu-
lations exhibit different behavioral characteristics when adopting new information or
ideas from other populations. For instance, as we estimated news diffusion in social
media in Section 6.3, Blog shows more persistent behavior than News and SNS. That
is, the growth rates of adoptions in Blog are relatively slower than the others (Blog
tend to cite older news compared with News and SNS), while News and SNS exhibit
rapid and similar growth patterns. Such common or different behavioral charac-
teristics can reflect the time-delay and/or memory effects on information transfer.
Besides, both effects cannot be estimated by our model-driven approach, and thus
this approach can provide new perspectives on diffusion.
In this regard, we estimate the transfer entropy by varying the length of time-
delay (1 ≤ d ≤ 3) and memory (1 ≤ k = l ≤ 5) so that we can analyze the effect of
the d time-shifted recent l or k states of one social system on the future state of the
other social system, as illustrated in Figure 7.2.
Accordingly, Equation (7.11) is modified as:
TEY→X = I(Xt; Ylt−d | Xkt−d)
= H(Xt|Xt−d:t−k−d+1)− H(Xt|Xt−d:t−k−d+1, Yt−d:t−l−d+1)
=∑ p(xt, x(k)t−d, y
(l)
t−d) log
p(xt|x(k)t−d, y(l)t−d)
p(xt|x(k)t−d)
, (7.13)
where d denotes the length of time-delay, and it is the only difference between Equa-
tion (7.11) and (7.13). In this study, we assume that the Markov orders of the X’s past
and Y’s past are same, i.e. k = l, for simplicity.
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With this model-free approach, we will estimate macro-level information transfer
in the real-world diffusion in the next chapter. Also, the estimated diffusion patterns
will be compared with outcomes from our model-driven approach in Part IV.
7.3.4 Applications of Information-theoretic Measures
More recently, information-theoretic measures have been used in predicting user be-
havioral patterns in social media which is one of our target application domains. For
instance, the entropy is used for classifying Twitter user behaviors [60] and for pre-
dicting mobility in real [162] or virtual [159] human lives, the mutual information is
used for predicting individual or group level future interactions [180], and the trans-
fer entropy is used for detecting relationships between Twitter users independent of
the knowledge of follower-followee social structures in Twitter [177, 178].
These studies are all from the aspects of intra-relationships within a single so-
cial platform alone. However, as discussed in Chapter 5, underlying networks in
diffusion spans multiple social systems, and the effects of interactions between het-
erogeneous populations on diffusion are not ignorable. Our model-free approach ex-
tends a way of estimating micro-level inter-relationships in a single social system into
a macro-level information transfer between heterogeneous systems. This approach
can be comparable with our model-driven approach in that macro-level transfer can
be considered as inter-relationships between two social systems as in the Dynamic
Influence Model, i.e. cij, i 6= j in Equation (5.10).
To the best of our knowledge, such macro-level information transfer has been first
applied in both social media and academic publication domains. This can provides
a new way of understanding cross-population diffusion without the need of knowl-
edge of social network structures. In Part IV, our model-driven and model-free ap-
proaches are compared based on the estimation results in Chapter 6 and 8 with the
discussions about the relations between the two approaches, which provides a more
comprehensive understanding on global diffusion.
7.4 Conclusion
In this chapter, we introduced a conceptual framework for macro-level information
transfer across social systems and accordingly defined a model-free approach using
the transfer entropy. This is enabled by considering a stochastic process at a system
level and by defining the system’s signals at a population level. Identifying such sig-
nals is important to catch invisible information flow between two random processes.
For this identification, we used the transfer entropy which provides the strength and
directionality of influence between social systems.
For a more accurate estimation of information transfer, we do not ignore time-
delay and memory effects on diffusion. These effects cannot be obtained by our
model-driven approach, and thus our model-free approach can provide complemen-
tary new perspectives on diffusion. This model-free approach provides benefits of
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quantifying nonlinear dynamics with non-parametric estimation. However, the esti-
mations are based on the probability distributions of target random variables from
real data, which brings about biased estimations. In this regard, we use the Panzeri-
Treves bias correction method for estimating all information-theoretic quantities.
The generality of our framework makes that it can be applied to a wide range of
application domains for estimating macro-level information transfer. We expect that
the proposed model-free approach can provide a different way of understanding
global diffusion with news perspectives in addition to the model-driven approach.
In the next chapter, we estimate real-word diffusion with our model-free approach.
The estimated diffusion patterns in Chapter 8 are compared with outcomes from our
model-driven in terms of the strength and directionality of influence in Part IV.
Chapter 8
Estimating Real-World Diffusion
with a Model-Free Approach
In the previous chapter, we proposed a way of estimating macro-level information
transfer between social systems with time-delay and memory effects. In this chapter,
we estimate real-world diffusion with this model-free approach. For this study, we
conduct experiments on real data from our target application domains, social media
and academic publications, as we did in Part II. We then analyze the experimental
results from macro-level information transfer in terms of the strength and direction-
ality of influence across social systems as in our Dynamic Influence Model for further
comparisons in Part IV. In addition, we examine time-delay and memory effects on
diffusion which cannot be obtained from our model-driven approach, and finally we
interpret the results. Based on the estimation results in Chapter 6 and 8, we will
compare our model-driven and model-free approaches in the next chapter in depth.
8.1 Introduction
As discussed in Chapter 5, global diffusion emerges through collective behaviors
of a large collection of heterogeneous populations, which makes it difficult to ob-
tain a clear macroscopic picture of diffusion. In this regard, we suggested a meta-
population scheme which clusters heterogeneous populations into a small number
of relevant groups according to their similarity. The measures of similarity between
populations can vary with application domains or research objectives. In Chapter 7,
we considered a social system as a stochastic process, since it produces a time-series
activity sequence. This concept can be applicable at a meta-population level when
its individual members collectively generate time-evolving histories of behaviors in
various real-world scenarios, such as daily adoption histories of a news item from
News, SNS, and Blog, or yearly publication histories from Core, Data, and Systems.
In this chapter, we consider a stochastic process at this meta-population level for
estimating macro-level information transfer in our target application domains.
We conduct experiments with our model-free approach using the real datasets
from Chapter 6. We also conduct statistical tests for all estimations in order to evalu-
ate the significance of information-theoretic quantities. Estimated diffusion patterns
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Table 8.1: Table of symbols for Chapter 8.
Symbol Description
X, Y Stochastic processes
N, S, B Stochastic processes of News, SNS, and Blog in social media respectively
C, D, S
Stochastic processes of Core, Data, and Systems in academic
publications respectively
k The length of memory
d The length of time-delay
TEY→X Transfer entropy from Y to X
TEout Outgoing transfer entropy
TEin Incoming transfer entropy
are analyzed in terms of the strength and directionality of influence and are also
interpreted from the aspects of behavioral characteristics of meta-populations.
From the experiments on social media data, distinct and common behavioral pat-
terns are observed across News, SNS, and Blog. For instance, Blog is more influenced
by longer trajectories of adoption trends of a source system, while News and SNS
show relatively weak memory effects. Regarding news topics, the culture, disaster,
and sports categories show the strongest memory effects, while the science category
shows the weakest. In terms of strength and directionality of influence, the politics
category leads to relatively balanced inter-relationships across the systems, which is
in contrast to the culture and technology categories.
From the experiments on academic publication data, in general longer histories
of publication trends of a source system are more influential to a destination system.
In terms of research keywords, relatively time-insensitive topics (e.g., “High Perfor-
mance” and “Fault Tolerant”) show a stronger memory effect than time-sensitive
topics (e.g., “Web Service” and “Social Network”). In terms of the strength and di-
rectionality of influence, the keywords “Real Time” and “Large Scale” show balanced
inter-relationships in contrast to the keywords “Web Service” and “Semantic Web”.
In common across the two domains, the effects of time-delay and memory, as
well as diversity of information topics, all need to be considered as important factors
of diffusion. In other words, meta-populations exhibit different behavioral charac-
teristics which not only lead to different diffusion patterns but are also governed by
different information topics. Such macro-level observations in our application do-
mains, to the best of our knowledge, are seen for the first time. We expect that these
applications of our model-free approach can provide a different way of estimating
macro-level diffusion from our model-driven approach and a way of understanding
behavioral characteristics of target systems.
The rest of this chapter is organized as follows. Section 8.2 presents the method
of a statistical significance test to evaluate estimations with our model-free approach.
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Based on this statistical test, Section 8.3 and 8.4 estimate and interpret macro-level
information transfer in social media and academic publications, respectively. Sec-
tion 8.5 discusses the model-free approach and experimental results, and finally Sec-
tion 8.6 concludes this study.
8.2 Statistical Significance of Information Transfer
Information-theoretic measures quantify the information of a random variable, a col-
lection of variables, or exchanges between variables based on the probability distribu-
tions of the target random variables. However, these distributions are approximated
by limited observations from real data, which makes such measurements random.
Thus, we need to evaluate the significance of information-theoretic quantities.
For this evaluation, we use statistical significance tests as in prior work [99, 177,
180]. The null hypothesis H0 is that the future state of a destination random process
X is not predictable by the knowledge of the previous states of a source process
Y. We construct a null distribution from surrogate data by shuffling Y’s ordered
elements 1,000 times. This enables the surrogate data to follow the same probability
distributions with the source process Y, but to diverge from the temporal dependence
of destination on the source. We then compare p-value with α with a 95% confidence
interval. When we reject H0, i.e. p < 0.05, we consider the estimation is significant.
Based on this significance testing, we analyze the experimental results from our
model-free approach in the rest of this chapter.
8.3 Macro-level Information Transfer in Social Media
In this section, we estimate macro-level information transfer in social media by using
the model-free approach proposed in the previous chapter. For this study, we first de-
scribe data preparation, conduct experiments on real data, and analyze topic-related
diffusion trends from diverse aspects.
8.3.1 Data Preparation
In Section 6.3, we described the real datasets used for analyzing diffusion patterns
in social media with our Dynamic Influence Model. In the previous experiments,
we selected the 63 news topics in Table 6.2, each of which has driven adopters of at
least 150 identified users across different types of social media, i.e. News, SNS, and
Blog. Corresponding to the selected topics, we generated 63 real datasets, and each
dataset consists of daily cumulative adopters of News, SNS, and Blog during a one
month period as {Ai(t)}30t=1, i = n, s, b, where n, s, and b denote News, SNS, and
Blog, respectively.
In this section, for the experiment with our model-driven approach, we also use
these 63 datasets after additional modifications as follows. As we discussed in Sec-
tion 7.3, we consider a social system as a discrete-time stochastic process which pro-
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Figure 8.1: Probability of states (decrease, transition, and increase) of stochastic pro-
cesses, i.e. News, SNS, and Blog, as a function of τ in Equation (7.9).
duces new adoption rates f (t) at time t. Also, as we mentioned in Section 8.1, we
consider this stochastic process at a meta-population level for obtaining a more sim-
ple and clearer picture of macro-level diffusion. Accordingly, we convert each dataset
{Ai(t)}30t=1 into time-series new adoption rates as { fi(t)}30t=1, i = n, s, b. We finally
discretize the new adoption rates f (t) into three discrete states, i.e. decrease, transition,
and increase according to Equation (7.9). The value of τ in the equation is determined
as τ = 6.0e-3 using all the datasets so that the three states are the most equally
likely, as shown in Figure 8.1. With these 63 datasets, we conduct experiments in the
following subsections.
8.3.2 Transfer Entropy with Time-delay and Memory Effects
As discussed in the previous chapter, mutual information cannot capture the direc-
tionality of influence between two stochastic processes, X and Y. Transfer entropy
overcomes this limitation. We estimate the transfer entropy by varying the length of
time-delay (1 ≤ d ≤ 3) and memory (1 ≤ k = l ≤ 5) so that we can analyze the effect
of the d time-shifted most recent l or k states of one social system on the future state
of the other social system, as illustrated in Figure 7.2.
We consider the three different online social systems, News, SNS, and Blog,
as discrete-time random processes, N, S, and B, respectively. Accordingly, we es-
timate transfer entropy (TE) of all possible combinations of the processes, i.e. TEN→S,
TEN→B, TES→N , TES→B, TEB→N , and TEB→S, for the selected 63 news topics, as shown
in Figure 8.2. The first plot (ALL) in the figure is obtained by aggregating all the cases
to show an overall trend. As discussed in Section 8.2, all estimations are evaluated by
statistical significance tests, and thus only significant quantities are considered. Each
cell in Figure 8.2 indicates the proportion of the significant transfer entropy, and it is
expressed in a gray-scale map with 15 variants (3 variants of time-delay × 5 variants
of memory), where white and black denote the maximum (1) and minimum (0) val-
ues, respectively. Also, the framed cells present the highest value in each map, and
they are color-coded according to the map positions. As the first matrix (ALL) shows,
in general a more recent and longer activity sequence of a process more likely influ-
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Figure 8.2: Transfer entropy between online social systems (N:News, S:SNS, and
B:Blog) by varying the length of time-delay (d) and memory, k and l (k = l) in Fig-
ure 7.2. Each cell represents the ratio of significant cases out of all 63 news topics in
Table 6.2, where its transfer entropy is greater than those of 1,000 shuffled data with
95% confidence intervals, which is gray-color coded (white for the maximum value
1, and black for the minimum value 0). The framed cells present the highest value
among 15 variations in each graph, and they are color-coded by the cell positions.
ences other processes; when d = 1 and k = l = 5, the proportion of the significant
transfer entropy is the highest.
TEN→B and TES→B exhibit the highest color contrasts along the y-axis compared
with the others, which means that the Markov order (memory size) is an important
factor when estimating diffusion in the Blog system. That is, the longer trajectories
of adoption trends (at least four days long) in the News and SNS systems have a
stronger effect on diffusion in the Blog system. Also, diffusion in the News and SNS
systems is more likely influenced by longer histories of adoptions in other systems,
but the changes are relatively small compared to the Blog system. Thus, in terms of
time-delay and memory configuration, setting d = 1 and k = l = 1 (the latest one-
day adoption history of a system) can be used to estimate the transfer entropy when
a destination system is SNS or News, i.e. TEN→S, TEB→S, TES→N , and TEB→N , while
setting d = 1 and k = l = 4 can be used for estimating the transfer entropy when a
desination system is Blog, i.e. TEN→B and TES→B.
In addition, color-coded cells in Figure 8.2 show common information destina-
tions in the framework of Shannon’s information theory. That is, information transfer
in social media reflects the properties of destination processes rather than source pro-
cesses. In other words, behavioral characteristics of a destination system determine
the trends of news diffusion in social media. As discussed in Section 2.2.5, node char-
acteristics (e.g., individual interests or receptivity of information) in a social network
are one of the main diffusion factors. In this context, a destination system’s behav-
ioral characteristics can be considered as node characteristics at a meta-population
level and thus as an effect on macro-level diffusion in social media.
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Figure 8.3: Transfer entropy between online social systems (News, SNS, and Blog) for
each news category, by varying the length of time-delay (d) and the size of memory,
k and l (k = l) in Figure 7.2. Each cell indicates the ratio of significant cases out of all
possible cases, where its transfer entropy is greater than those of 1,000 shuffled data
with 95% confidence intervals. The framed cells present the highest value in each
graph, and they are color-coded by the cell positions.
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Figure 8.4: Changes of significant transfer entropy (TE) ratios for all 63 news topics
when increasing the memory size from k = l = 1 to k = l = 5 in Equation (7.11)
and fixing the time-delay as d = 1 in Figure 7.2. The eight news categories are
color-coded (N: News, S: SNS, and B: Blog).
8.3.3 Topic-related Diffusion: Time-delay and Memory Effects
We now investigate topic-related diffusion patters for each news category consider-
ing the effects of time-delay and memory on the diffusion.
Figure 8.3 illustrates the proportions of the significant transfer entropy for each
news category, showing different or common patterns among the eight categories.
In this figure, cells with the highest value in each map are color-coded according
to their cell positions, and they can be roughly divided into four groups based on
their common cell positions of time-delay and memory as: (1) disaster, sports, and
technology, (2) arts and politics, (3) culture and economy, and (4) science. As the
figure shows, when increasing the size of memory, the changes of the significant
TE ratios are larger in the categories of culture, disaster, and sports than the other
categories, exhibiting the positive effects of a longer memory size. On the other
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Figure 8.5: (a) Outgoing and incoming transfer entropy (TE) for each media type by
varying the length of k (=l) in Equation (7.11). The y-axis represents the proportions
of significant cases whose transfer entropy is greater than those of 1,000 shuffled data
with 95% confidence intervals. (b) Comparison of outgoing and incoming transfer
entropy for each media type when k = l = 1 in Equation (7.11). The y-axis represents
the same as (a).
hand, the science category is not too much dependent on the memory size, and its
diffusion trend can be estimated with the latest one-day adoption records in other
social systems. As shown in Table 6.2, the culture category consists of controversial
topics, the disaster category has abrupt but continuous natural disasters, and the
sports category contains periodic sports games. These categories draw continuous
attention, which convinces the stronger effects of the longer memory size.
To be more specific, Figure 8.4 shows the changes of the significant TE propor-
tions when increasing the memory size k from 1 to 5. As the figure shows, the
increase of the memory size generally comes up with positive effects on diffusion. In
particular, the Blog system exhibits the positive changes across all categories (TEN→B
and TES→B), and regarding the culture category the ratio increases by more than 80%.
On the contrary, the SNS system shows a majority of negative changes (TEN→S and
TEB→S), and for the science category the proportion of significant TEB→S substan-
tially decreases by 75%. These results are consistent with the previous findings: the
strongest effect of a longer memory size in the Blog system (TEN→B and TES→B) in
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Figure 8.6: Memory effects on the directionality of influence when the memory size
k in Equation 7.11 increases from 1 to 5. (a) Baseline influence (k=1). (b) Changes
of influence when k increases from 1 to 5. Arrows represent the strength and direc-
tionality of influence based on the findings in Figure 8.5; black solid arrows indicate
stronger influence than dashed arrows in (a), and red solid arrows in (b) are for
representing the distinct changes in the strength of influence when k increases.
Figure 8.2, and the opposite patterns between the culture (highest proportion when
k = 5) and science (highest proportion when k = 1) categories in Figure 8.3.
8.3.4 Topic-related Diffusion: Strength and Directionality of Influence
Let us examine information transfer in terms of the outgoing and incoming transfer
entropy for different media types as well as news categories, by varying the memory
size k with the time-delay d set as 1. Figure 8.5(a) shows the estimated outgoing
(TEout) and incoming (TEin) transfer entropy for each social system (e.g., TEN→S
and TES→N denote outgoing and incoming transfer entropy of News to SNS and of
News from SNS, respectively). In this figure, the y-axis represents the proportion
of the significant transfer entropy when varying the memory size k in the x-axis.
As the figure shows, in general, the predictability of diffusion in one social system
likely increases as the previous states of the other social system are known as much
as possible (longer memory). However, there are differences between the systems.
News and SNS more likely influence other social systems (more significant outgoing
transfer entropy of News and SNS), and Blog tends to be more influenced by other
social systems (more significant incoming transfer entropy of Blog) as the memory
size increases.
In particular, when it comes to k = l = 1 in Figure 8.5(b), the baseline direction-
ality of influence shows that News is neutral (both outgoing and incoming), SNS is
incoming, and Blog is outgoing. This is the simplest memory-less case, where the
latest one-day previous states of two stochastic processes are only considered for
estimating information transfer between them. Accordingly, these behavioral charac-
teristics are visualized in Figure 8.6(a), and the changes of the baseline influence are
represented in Figure 8.6(b).
Figure 8.7 estimates the outgoing (TEout) and incoming (TEin) transfer entropy,
separated by different news categories, when k = l = 1 and d = 1. The x-axis in-
dicates news topics for each category, and they are repeated for each system, which
are divided by vertical lines. As the figure shows, for the culture category, News and
Blog have higher outgoing transfer entropy than that of SNS, while the incoming
§8.4 Macro-level Information Transfer in Academic Publications 105
News SNS Blog
0.2
0.4
0.6
TE
out: Culture
News SNS Blog
0.2
0.4
0.6
TE
out: Politics
News SNS Blog
0.2
0.4
0.6
TE
out: Technology
 
 TEN→S
TEN→B
TES→N
TES→B
TEB→N
TEB→S
News SNS Blog
0.2
0.4
0.6
TEin: Culture
News SNS Blog
0.2
0.4
0.6
TEin: Politics
News SNS Blog
0.2
0.4
0.6
TEin: Technology
 
 TES→N
TEB→N
TEN→S
TEB→S
TEN→B
TES→B
Figure 8.7: Outgoing (TEout) and incoming (TEin) transfer entropy for different news
categories when k=l=1 and d=1 in Equation 7.13 (baseline condition). The x-axis in-
dicates the news index for the topics in a corresponding category as shown in Table
6.2, which is repeated for each social system (vertical lines). Thus, there is no special
ordering in the news index within each system. Different social systems are color-
coded, and the directionality of influence (target systems in TEout and source systems
in TEin) is also distinguished by shapes. The y-axis represents the values of TEout and
TEin (color-coded markers), and the 95% confidence intervals of 1,000 shuffled data
are shown in black. Note that only significant cases are shown for clarity.
transfer entropy of SNS is generally higher than those of the others, i.e. N→S←B.
Similarly, regarding the technology category, we can find the directionality of in-
formation flow as N→S←B→N. On the other hand, the politics category exhibits
the relatively balanced interactions between different media types, compared to the
other categories. The estimated diffusion patterns with our model-free approach in
this section will be compared with outcomes from our model-driven approach in
Chapter 9.
8.4 Macro-level Information Transfer in Academic Publica-
tions
In this section, we estimate macro-level information transfer in academic publications
with the model-free approach as in the previous section. For the experiments on our
second application domain, we first describe data preparation, conduct experiments
on real data, and analyze topic-related diffusion trends from diverse aspects.
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Figure 8.8: The proportions of significant cases of outgoing and incoming transfer
entropy (TE) for each cluster when k = 1 and d = 1.
8.4.1 Data Preparation
In Section 6.4, we described the real datasets for estimating diffusion in academic
publications with our model-driven approach. We targeted the top-ranked 221 con-
ferences in computer science and classified them into the three clusters, Core, Data,
and Systems, each of which consists of closely connected subdomains, as shown in
Table 4.6. We consider these clusters as meta-populations for obtaining a macroscopic
picture of diffusion as in the case of social media. For understanding topic-related
diffusion, we selected 15 research keywords in Table 6.4 among the top 100 popu-
lar keywords by referring to Microsoft Academic Search (MAS) [5]. These selected
keywords are widely used across all clusters; for each keyword, at least 10% of con-
ferences in a cluster have published papers containing that keyword. Accordingly,
we generated 15 datasets, each of which consists of yearly cumulative adopters in a
meta-population i during the recent 30years as {Ai(t)}30t=1, i = c, d, s, where c, d, and
s denote Core, Data, and Systems, respectively.
In this experiment, we also use these 15 datasets with additional modifications as
described in the previous section. We convert each dataset {Ai(t)} into time-series
new adoption rates as { fi(t)}30t=1, i = c, d, s. We finally discretize the new adoption
rates f (t) into three discrete states according to Equation (7.9). The value of τ in
this equation is determined as τ = 1.0e-3 as in the way we did in social media in
Section 8.3.1. With these datasets, we conduct experiments for understanding macro-
level information transfer in academic publications in the following subsections.
8.4.2 Transfer Entropy with Time-delay and Memory Effects
We estimate the transfer entropy by varying the time-delay d and the memory size
k as shown in Figure 7.2 so that we can analyze the effect of the d time-shifted re-
cent k states of a stochastic process on the future state of the other process. For this
study, the three clusters, Core, Data, and Systems, in Table 4.6 are considered as
discrete-time stochastic processes, C, D, and S, respectively. We estimate transfer en-
tropy of six possible combinations of the processes such as TEC→D, TEC→S, TED→C,
TED→S, TES→C, and TES→D, by varying the time-delay (1 ≤ d ≤ 3) and memory size
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(a) Outgoing transfer entropy
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(b) Incoming Transfer Entropy
Figure 8.9: The proportions of significant cases of outgoing and incoming transfer
entropy (TE) for each cluster by varying the length of memory k from 1 to 5 (d=1).
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Figure 8.10: Summary of memory effects on diffusion (d=1); (a) solid arrows ex-
hibit the stronger tendency than dashed arrows, and (b) red arrows indicate distinct
changes in the tendency when increasing k from 1 to 5. (a) and (b) correspond to
Figure 8.8 and 8.9 respectively.
(1 ≤ k ≤ 5). These six possible cases of transfer entropy are estimated for each se-
lected keyword, but only significant transfer entropy is considered by conducting the
statistical significance tests discussed in Section 8.2. Otherwise, the synchronization
of diffusion patterns between two stochastic processes is thought of as a coincidence.
Figure 8.8 shows the proportions of the significant transfer entropy for each clus-
ter in terms of the outgoing (TEout, influencing other clusters) and incoming (TEin,
being influenced by other clusters) transfer entropy when k=1 and d=1. This figure
reflects the fundamental directionality of influence for a cluster, since it is based upon
the most recent state of a process (d=1) without information of its activity sequence,
i.e. memory-less (k=1). As the figure shows, Core is both outgoing and incoming (the
proportions of outgoing and incoming transfer entropy are similar), which implies
that a Core’s recent state of publications likely influences other clusters and is also
influenced by others. In other words, Core keeps a balance between leading and fol-
lowing the other clusters. On the other hand, Data and Systems show the opposite
influence directions; Data more likely influences others (leading the other clusters),
while Systems is more likely influenced by others (following the other clusters).
However, such behavioral characteristics of each cluster change when we vary the
length of memory. As Figure 8.9(a) shows, the proportions of the significant TEout
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Table 8.2: Behavioral characteristics of clusters based on the estimated transfer en-
tropy as the time-delay d and the memory k increase.
Cluster
Baseline Influence Memory Effect Time-delay Effect
(k=d=1) (as k grows) (as d grows)
Core neutral
more leading & more leading &
more following more following
Data leading more following more following
Systems following more leading
more leading &
more following
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(b) Incoming transfer entropy
Figure 8.11: The proportions of significant cases in outgoing and incoming transfer
entropy (TE) for each cluster by varying the length of time-delay d from 1 to 3 (k=1).
increases as the memory size k increases from 1 to 5. In general, a longer activity
sequence of a cluster tends to more influence other clusters except for Data. This
means that the longer we know about the past popularity of a research topic, the
better we can tell its popularity in the present. In other words, academic publications
are generally based on longer research trends. Particularly, for the Data cluster, its
state-of-the-art more likely influences others. In terms of incoming transfer entropy
TEin in Figure 8.9(b), Core and Data become more incoming when increasing the
memory size k, except for Systems. That is, Data has a tendency to follow longer
histories of publications of others, while its short-term history tend to more influ-
ence others. In contrast, Systems shows the opposite patterns. All in all, the longer
trajectories of publication trends have effect on diffusion in academic publications;
systems becomes more outgoing, Data becomes more incoming, and Core becomes
both more outgoing and more incoming. Figure 8.10 accordingly summarizes the
memory effects on diffusion when k = 1 (baseline influence) and k = 5, showing the
changes of each cluster’s behavioral characteristics.
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Figure 8.12: The proportions of significant transfer entropy (TE) for the selected
research keywords when varying the length of time-delay (1 ≤ d ≤ 3) and memory
(1 ≤ k ≤ 5). The x-axis indicates the memory size k, and the y-axis represents the
proportions of significant transfer entropy. Time-delay is color-coded in each graph.
We also examine time-delay effect on diffusion by varying the length of the time-
delay d from 1 to 3, as shown in Figure 8.11. Regarding the outgoing transfer entropy
in Figure 8.11(a), the very recent publication states (d = 1) of a cluster are less influ-
ential, except for Data. For incoming transfer entropy in Figure 8.11(b), all clusters
show more persistent behavior in that they are more influenced by not very recent
but earlier publication states of others. Accordingly, Table 8.2 summarizes the effects
of both memory and time-delay.
8.4.3 Topic-related Diffusion: Time-delay and Memory Effects
Now, we examine topic-related diffusion patterns for the selected research keywords
in Table 6.4 from the aspects of time-delay and memory effects. Figure 8.12 shows the
changes of the significant TE proportions for each keyword, by varying the length of
time-delay (1 ≤ d ≤ 3) and memory (1 ≤ k ≤ 5). As the figure shows, both effects on
diffusion vary with different keywords.
In terms of the memory effect, there are mainly two opposite patterns, positive
and negative effects of a longer memory size on information transfer (i.e. the in-
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crease and decrease of the significant TE ratios when increasing the memory size k).
The positive effect is observed in the keywords “Real Time”, “Satisfiability”, “Large
Scale”, “Genetic Algorithm”, “High Performance”, “Fault Tolerant”, “Distributed
System”, and “Genetics”. On the other hand, the negative effect is shown in the
keywords “Sensor Network”, “Web Service”, “Semantic Web”, “Social Network”,
“Search Engine”, “Approximate Algorithm”, and “Learning Algorithm”. Interest-
ingly, the second group of keywords are relatively time-sensitive research topics
which need to keep up to date with recent trends of the literature due to the quickly
advancing web environment. On the other hand, the first group of keywords are
closely related to topics on fundamental computational theories in computer science,
whose original concepts are hardly changing, and thus more likely traced and cited
than the others.
Also, there are variations in time-delay d across all the topics. In general, publica-
tion trends of a cluster start to influence other clusters at least after 2 years (d >= 2).
Meanwhile, the strongest time-delay effects are observed in the keywords “Fault
Tolerant”, “Distributed System”, and “Search Engine” which exhibit the relatively
distinct changes in the significant TE proportions when increasing time-delay. These
keywords are also influenced by memory effects. Thus, for a better understanding of
information transfer in academic publications, we need to consider both time-delay
and memory effects as well as diversity of research topics.
8.4.4 Topic-related Diffusion: Strength and Directionality of Influence
Figure 8.13 visualizes macro-level information pathways across the Core, Data, and
Systems clusters for each keyword, based on the estimated information transfer. The
link weights in each triad represent the averaged significant transfer entropy for all
15 variants of time-delay (1 ≤ d ≤ 3) and memory (1 ≤ k ≤ 5).
From this visualization, we can obtain a macroscopic view of information flows
in academic publications, rather than the detailed values of link weights. This figure
can be compared with Figure 6.9 which is based on the trained parameter values of
the Dynamic Influence Model in Chapter 6. As the two figures illustrate, diffusion
patterns resulting from the model-driven and model-free approaches exhibit very
similar trends in terms of strength and directionality of influence. They do not show
exact matches, but overall trends are comparable. For instance, in Figure 8.13, the
keywords “Real Time” and “Large Scale” show relatively balanced inter-relationships
between clusters, while the keywords “Web Service” and “Semantic Web” exhibit
unbalanced inter-relationships. These patterns are also observed in our model-driven
approach in Chapter 6.
Such similar patterns suggests that two approaches can help each other to de-
termine its own threshold values of link weights so as to maximize the similarity of
outcomes from the approaches and to obtain a more meaningful diffusion patterns.
Detailed comparisons will be discussed in the next chapter.
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Figure 8.13: Information pathways across clusters, Core, Data, and Systems based
on the estimated transfer entropy which are averaged for all time-delay (1 ≤ d ≤ 3)
and memory (1 ≤ k ≤ 5). Node labels represent the initials of the clusters, and
link width and arrows indicate the strength and directionality of influence between
clusters. Each cluster and its outgoing links are color-coded.
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8.5 Discussion
Information-theoretic measures provides us with benefits of quantifying nonlinear
dynamics of complex systems. That is because such quantifications do not require
any assumptions on underlying network structures in diffusion, which makes such
measures model-free. Based on this flexible setting of information theory, we pro-
posed a conceptual framework where a stochastic process is defined at a system
level, and a social system’s signal is defined at a population level. This enables us
to estimate macro-level information transfer and to obtain a more simple and clearer
picture of global diffusion.
By conducting experiments on real data from different application domains, we
find that time-delay and memory effects need to be considered as diffusion factors.
Both effects reflect the behavioral characteristics of a population in a social system.
For instance, the memory effect reveals the degree of persistence of a destination
process, which means that a stronger memory effect reflects a tendency to follow a
longer activity sequence of a source process: e.g., Blog in social media, and Core and
Data in academic publications. In addition, the time-delay effect reflects the timing
of influence of a source process on a destination process. For example, in social
media the most recent previous states of a process influence others more strongly.
In academic publications, it takes more than a year for a source process’s activity
sequence to influence a destination process.
Heterogeneous populations exhibit different behavioral characteristics which are
governed by different information topics. Thus, the diversity of information topics
is not ignorable for a better understanding of diffusion. In social media, the politics
category shows more balanced inter-relationships across News, SNS, and Blog than
the culture and technology categories. In academic publications, the keywords “Real
Time” and “Large Scale” show balanced inter-relationships in contrast to the key-
words “Web Service” and “Semantic Web”. Some keywords on computational the-
ories (e.g., “High Performance”, “Fault Tolerant”, and “Distributed System”) show
stronger memory effects than the keywords on relatively time-sensitive topics (e.g.,
“Web Service”, “Social Network”, and “Search Engine”) which need to keep up with
recent trend of the literature due to frequently changing web environment.
Behavioral characteristics of a system lead to different diffusion patterns. Such
properties of systems are obtained by quantifying the transfer entropy with time-
delay and memory effects which cannot be obtained by our model-driven approach.
Comparisons between model-driven and model-free approaches will be discussed in
detail in the next chapter.
8.6 Conclusion
In this chapter, we conducted experiments on real data with the model-free approach
proposed in Chapter 7 and analyzed macro-level information transfer with time-
delay and memory effects. In common between the two application domains, the
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effects of time-delay and memory, as well as diversity of information topics, govern
diffusion patterns across heterogeneous social systems.
From the experiments on social media data, we observed distinct and common
behavioral characteristics among News, SNS, and Blog. In general, more recent and
longer activity sequences of a process more likely influence other processes. The
strongest memory effect on diffusion is observed in the Blog system, while relatively
weak memory effects are observed in the News and SNS systems. That is, Blog is
more influenced by longer trajectories of adoption trends of News and SNS. In terms
of news topics, the culture, disaster, and sports categories show the strongest memory
effects, while the science category shows the weakest. In terms of the directionality
of influence, News is neutral (both outgoing and incoming), SNS is incoming, and
Blog is outgoing when the length of memory k and time-delay d is a minimum
(k = d = 1). However, as the memory size increases, SNS becomes more outgoing,
and Blog is more incoming, showing the persistent behavior of Blog. In terms of the
strength and directionality of influence, the politics category leads to more balanced
influences across the systems than the culture and technology categories.
Regarding the experiments on academic publications, baseline influence (k = d =
1) showed that Core is neutral (both outgoing and incoming), Data is outgoing, and
Systems is incoming. When increasing the memory size, Systems becomes more
outgoing, Data becomes more incoming, and Core becomes both more outgoing and
more incoming. Thus, longer trajectories of publication trends have stronger effects
on diffusion in academic publications. In terms of research keywords, relatively time-
insensitive topics (e.g., “High Performance” and “Fault Tolerant”) show stronger
memory effect than time-sensitive topics (e.g., “Web Service” and “Social Network”).
Time-sensitive topics have the negative effects of a longer time-delay where the most
recent previous state of a process is the most influential. In terms of the strength and
directionality of influence, the keywords “Real Time” and “Large Scale” show more
balanced inter-relationships than the keywords “Web Service” and “Semantic Web”,
which is consistent with the outcomes from our model-driven approach.
We applied our model-free approach to our target application domains as in
Part II. We expect that the way of applying our approach to these domains can
helps to understand macro-level diffusion in different real-word scenarios. In the
next chapter, the estimated diffusion patterns from the model-free approach will be
compared with results from our model-driven approach.
Part IV
Comparison of Approaches
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Chapter 9
Comparisons of the Model-Driven
and Model-Free Approaches
In this chapter, we compare our proposed model-driven and model-free approaches
with the estimated diffusion patterns in social media and academic publications. For
this comparison, we first extract distinct diffusion patterns based on the experimental
results from Chapter 6 and 8 so that we can examine how these two approaches
uncover the patterns from their own perspectives on diffusion. For each application
domain, we analyze and interpret the outcomes from the approaches and try to find
common insights between the domains.
9.1 Introduction
In Part I of this thesis, we conducted empirical studies on real-world diffusion in
social media and academic publications, and we observed that social interactions are
far-reaching across multiple social systems. This makes the discovery of the diffusion
mechanisms challenging, since the underlying networks are heterogeneous and thus
hard to collect or define the network structures.
In this context, in Chapter 5 we proposed the Dynamic Influence Model which ex-
tends the internal influence beyond a homogeneous population into heterogeneous
populations by incorporating the heterogeneity and structural connectivity of un-
derlying social networks in a probabilistic way. In Chapter 6, using this proposed
approach, we estimated the real-world diffusion patterns in our target application
domains and observed topic-related diffusion patterns. This model is based on the
assumption of a real-world network property, a power-law degree distribution. Thus,
it does not require the detailed network structures but needs to estimate the param-
eter value of scaling a power-law tail.
In contrast to this model-driven approach, in Chapter 7 we proposed the model-
free approach using information-theoretic measures, and thus it is independent of
any assumptions on social interactions. This approach enables us to estimate macro-
level information transfer across social systems by considering a stochastic process
at a system level and defining a system’s signal at a population level. In Chapter 8,
using this proposed approach, we estimated the transfer entropy with the time-delay
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and memory effects, which provides different aspects of diffusion from the model-
driven approach.
In this chapter, based on the experimental results from Part II and Part III,
we compare our model-driven and model-free approaches from the aspects of the
strength and directionality of influence across heterogeneous social systems. For
this comparison, we first extract distinct diffusion patterns from the estimations so
that we can examine how these two approaches uncover the patterns and how the
resulting trends are different or common between them.
From this comparison study, we find that in general transitive relations have more
opportunities to bring about similar diffusion patterns across social systems, but the
strength as well as balance of intra- and inter-relationships are also important to lead
to global diffusion. That is, synchronous diffusion needs strong intra-relationships
as momentum to make individuals to move to a certain state, i.e. critical mass, which
is triggered by strong inter-relationships between different social systems. Dynamic
influence with different strength and directionality leads to unlimited diffusion pat-
terns, but from the patterns we can draw an overall picture of momentum formed
among heterogeneous populations. We expect that this comparison study can pro-
vide a way of understanding macro-level diffusion in a comprehensive way.
The rest of this chapter is structured as follows. Section 9.2 and 9.3 compare the
model-driven and model-free approaches based on the estimation results in social
media and academic publications, respectively. Section 9.4 discusses the outcomes
that the two approaches provide, and finally Section 9.5 concludes this chapter.
9.2 News Diffusion in Social Media
In this section, we compare our model-driven and model-free approaches based on
the estimated news diffusion patterns in social media from Section 6.3 and 8.3. The
comparisons are conducted by focusing on the distinct diffusion patterns across the
News, SNS, and Blog systems so that we can examine how these two approaches
distinguish the patterns with their own perspectives on diffusion. We first examine
the outcomes from the model-driven approach regarding the external and internal
influences of the Dynamic Influence Model. We then analyze the results from the
model-free approach with respect to the time-delay and memory effects of macro-
level information transfer. Finally, we compare the estimated diffusion patterns in
terms of the strength and directionality of influence. The first two and the last in-
vestigations correspond to different and common aspects of the two approaches,
respectively.
9.2.1 Diffusion Patterns from Model-Driven Approach
In Section 6.3, we conducted experiments on social media data from Chapter 3 with
our proposed Dynamic Influence Model (DM) and observed different diffusion pat-
terns between the eight news categories. From the estimated topic-related diffusion
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in social media, we try to discover distinct patterns so that we can better under-
stand diffusion dynamics in a more principled way. The discovered patterns are also
viewed with our model-free approach in the next section.
Distinct diffusion patterns: For extracting distinct diffusion patterns, we clus-
tered the cumulative diffusion rates (F) of 63 news topics in Table 6.2 for each social
system (News, SNS, and Blog). As a clustering method, we used the k-means clus-
tering [69] in order to partition the time-series adoption sequences into k similar
diffusion patterns. As a result, we obtained five distinct patterns, as shown in Fig-
ure 9.1. In this figure, the graphs in the first three columns present the averages and
standard deviations of clustered F values for each system, and these averages are
separately shown in the graph in the last column for a clear comparison between the
systems. Accordingly, Figure 9.2 shows the distributions of the estimated parameter
values of the DM, corresponding to each diffusion pattern in Figure 9.1.
From these two figures, the five diffusion patterns can be characterized as below.
Note that, for a clear comparison, we call internal influence cji of the DM in Equa-
tion (5.10) as (1) intra-influence or intra-relationship when i = j, (2) inter-influence or
inter-relationship when i 6= j, or (3) internal influence for the both cases, for the rest of
this chapter.
• Pattern #1 – unbalanced intra-influences with a significant difference: In Figure
9.2(a), News and SNS show very strong intra-relationships (cnn and css), and
they influence with each other. On the other hand, Blog shows relatively very
weak intra-relationship (cbb). As Figure 9.1(a) shows, the growth rate in SNS
is even faster than News. Example news items are “Brazil Floods”, “Golden
Globe Awards”, “Mammoth Revive”, and “Betelgeuse”.
• Pattern #2 – stronger external influence than intra-influence: In Figure 9.2(b), exter-
nal influence (pn and ps) in News and SNS is stronger than their intra-influence
(cnn and css) except for Blog, but intra-influence (cbb) in Blog is not strong. As
Figure 9.1(b) shows, all diffusion curve exhibit concave shapes rather than tra-
ditional S-curves. Related news items are mostly about famous people (e.g.,
“Actress Zsa Zsa Gabor”, “Google’s outgoing CEO Schmitdt”, and “Support
for Julian Assange”) or even a popular product (e.g., iPad).
• Pattern #3 – stronger internal influence than external influence with balanced intra-
influences: In Figure 9.2(c), News, SNS, and Blog all show stronger intra-relation-
ships (cnn, css, and cbb) than their own inter-relationships (cji, i 6= j) which are
all greater than external influence (pn, ps, and pb). This pattern includes new
items on political protests in the Middle East such as Tunisia, Egypt, Sudan,
and Yemen. In Figure 9.1(c), this pattern leads to very similar S-curves of dif-
fusion across the systems as we observed the concurrent diffusion pattern in
Yemen protests in Section 6.3.
• Pattern #4 – unbalanced intra-influences with a relatively small difference: The large
proportion (50%) of the selected news items belong to this pattern. In Fig-
ure 9.2(d), News shows stronger external influence (pn) than internal influence
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(a) Pattern #1. unbalanced intra-influences with a significant difference
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(b) Pattern #2. stronger external influence than intra-influence
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(c) Pattern #3. stronger internal than external influence with balanced intra-influences
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(d) Pattern #4. unbalanced intra-influences with a relatively small difference
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(e) Pattern #5. much stronger internal than external influence with balanced strong intra-influences
Figure 9.1: Distinct diffusion patterns for each social system by clustering the cumu-
lative adoption rates F of 63 news topics in Table 6.2. In each pattern, the first three
graphs show the averages and standard deviations of cumulative adoption rates for
each system whose average is separately presented in the fourth graph for clarity.
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(a) Pattern #1. unbalanced intra-influences with a significant difference
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(b) Pattern #2. stronger external influence than intra-influence
0   
0.1
0.2
0.3
0.4
Pa
ra
m
et
er
 V
al
ue
s
p
n
      c
nn
     c
sn
     cbn      ps      cns     css     cbs       pb      cnb      csb     cbb
(c) Pattern #3. stronger internal than external influence with balanced intra-influences
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(d) Pattern #4. unbalanced intra-influences with a relatively small difference
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(e) Pattern #5. much stronger internal than external influence with balanced strong intra-influences
Figure 9.2: Distributions of the estimated parameter values of the Dynamic Influence
Model for each clustered diffusion pattern in Figure 9.1. (parameters: pi – external
influence on a meta-population i and cji – internal influence of a meta-population j
on a meta-population i). Refer to Equation (5.8) and (5.10) for details.
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with very weak intra-relationship (cnn). On the contrary, SNS and News show
stronger intra-relationships, but they are relatively weak compared to other pat-
terns. As shown in Figure 9.1(d), SNS and Blog produce relatively flat S-curves
compared with Pattern #1, #3, and #5, and News shows the concave-shaped
curve as in the Pattern #2.
• Pattern #5 – much stronger internal influence than external influence with balanced
strong intra-influences: This pattern shows the most synchronous diffusion curves
across the systems, as shown in Figure 9.1(e). In Figure 9.2(e), intra-relationships
of News, SNS, and Blog are very strong and balanced, while external influ-
ence is ignorable and inter-relationships are relatively balanced compared to
other patterns. Related news items are on disputable topics such as “Multi-
culturalism Failure”, and “Muslim-Christian Conflicts”. As discussed in Chap-
ter 6, such controversial issues drive a synchronous and simultaneous diffusion
across different social systems.
Traditionally, news media have been considered as external influence, but Pat-
tern #1, #3, and #5 show that they interact with each other as if they were in a
social network. Pattern #3 and #5 shows similar diffusion patterns across the sys-
tems, which are driven by both strong intra- and inter-relationships in a balanced
way. The big difference between these two patterns is the strength of intra-influence.
That is, stronger intra-relationships more likely reflect influence from other social
systems and fuel diffusion within each system, leading to a more synchronous and
simultaneous diffusion across the systems.
9.2.2 Diffusion Patterns from Model-Free Approach
In the previous subsection, we discovered the five distinct diffusion patterns in social
media across News, SNS, and Blog. In this section, we analyze these patterns with
our model-free approach.
We estimated macro-level information transfer with the time-delay (d) and mem-
ory (k) effects, as described in Figure 7.2, so that we can analyze the effect of the d
time-shifted recent k states of a social system (a stochastic process) on the future state
of the other system. Also, only significant transfer entropy is considered by conduct-
ing statistical significance tests discussed in Section 8.2. In this way, the synchroniza-
tion of diffusion patterns between two stochastic processes are not considered as a
coincidence.
Time-delay and memory effects: We now examine the discovered diffusion pat-
terns in the previous subsection with our model-free approach, as shown in Fig-
ure 9.3. This figure presents the changes of the significant TE proportions for each
diffusion pattern when varying the length of time-delay (1 ≤ d ≤ 3) and memory
(1 ≤ k ≤ 5). As the first graph in the figure shows, in overall a longer diffusion trend
of a social system more influence others, but the time-delay effects are ignorable. In
particular, Pattern #2 and #5 exhibit the largest variations when the memory size
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Figure 9.3: The proportions of significant transfer entropy (TE) for the five diffusion
patterns in Figure 9.1 by varying the length of time-delay (1 ≤ d ≤ 3) and memory
(1 ≤ k ≤ 5). The x-axis indicates the memory size k, and the y-axis represents the
proportions of significant transfer entropy. Time-delay is color-coded in each graph.
increases, showing the positive effects of a longer memory size k. This can be inter-
preted that news topics on famous people or products in Pattern #2 and controversial
issues in Pattern #5 tend to draw attentions for a longer term. In contrast to these two
patterns, Pattern #1 shows negative effects of a longer memory size. Related news
topics are from the science category, which typically does not drive longer debates
or discussions compared to the previous patterns. Pattern #3 and #4 also shows the
positive effects of a longer memory but not as strong as Pattern #2 and #5.
To be more specific, Figure 9.4 shows the detailed time-delay and memory effects
for each possible direction of the transfer entropy. This figure provides the detailed
behavioral characteristics of each social system in accordance with a source system as
well as each diffusion pattern. From this figure, time-delay effects are recognizable
compared with overall trends in Figure 9.3.
When increasing the length of time-delay and memory, noticeable changes for
each pattern are summarized as below.
• Pattern #1 – unbalanced intra-influences with a significant difference: SNS shows
negative effects with a longer memory size (TEN→S and TEB→S).
• Pattern #2 – stronger external influence than intra-influence: SNS shows positive
effects with a longer memory size. Blog shows the highest variations with time-
delay effects, and it is most influenced by other systems when d = 2 (TEN→B
and TES→B).
• Pattern #3 – stronger internal influence than external influence with balanced intra-
influences: SNS shows positive effects with a longer memory size.
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(a) TEN→S
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(b) TEN→B
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(c) TES→N
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(d) TES→B
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(e) TEB→N
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(f) TEB→S
Figure 9.4: The proportions of significant transfer entropy (TE) for each possible
direction and diffusion pattern when varying the length of time-delay (1 ≤ d ≤ 3)
and memory (1 ≤ k ≤ 5). Time-delay is color-coded in each graph.
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Pattern #1 Pattern #2 Pattern #3 Pattern #4 Pattern #5
(a) Inter-influence between different systems from the model-driven approach
Pattern #1 Pattern #2 Pattern #3 Pattern #4 Pattern #5
(b) Significant transfer entropy from the model-free approach
Figure 9.5: Comparison of the diffusion patterns obtained from the model-driven and
model-free approaches. Triads visualize the distinct diffusion patterns in Figure 9.1
based on the estimations from the approaches. (a) Dynamic influence across News,
SNS, and Blog based on the estimated parameter values cji (i 6= j) in Equation (5.10).
(b) Information transfer across News, SNS, and Blog based on the estimated transfer
entropy which are averaged for all time-delay (1 ≤ d ≤ 3) and memory (1 ≤ k ≤ 5).
In each graph, the node labels indicate the three social systems (N: News, S: SNS, and
B: Blog). Link widths and arrows present the strength and directionality of influence,
respectively.
• Pattern #4 – unbalanced intra-influences with a relatively small difference: SNS
shows negative effects with a longer memory size, while Blog shows the posi-
tive effects.
• Pattern #5 – much stronger internal influence than external influence with balanced
strong intra-influences: News, SNS, and Blog all show positive effects with a
longer memory size.
SNS shows dynamic behavior changing across different diffusion patterns, while
News in general exhibits neutral behavior. Blog shows more persistent behavior
in that it is more influenced by a older and longer-term activity sequence of the
other system compared with SNS and News. This is consistent with the baseline
influence of each social system and its changes with an increase of the memory size,
as discussed in the previous chapter. That is, News is neural, SNS is incoming, and
Blog is outgoing as baseline influence. When increasing the memory size, SNS and
Blog become outgoing and incoming for each.
9.2.3 Strength and Directionality of Influence from two Approaches
In Section 9.2.1 and 9.2.2, we examined dynamic influence across News, SNS, and
Blog and their behavioral characteristics which can be obtained from the model-
driven and model-free approaches respectively. In this section, we examine common
outcomes from the approaches, the strength and directionality of influence between
different social systems.
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1 4 6 13 6 
Transitive 
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Figure 9.6: Unique structures of relations among social systems. Each triad sum-
marizes the obtained diffusion trends for each distinct pattern in Figure 9.5 by com-
bining only strong connections obtained from the model-driven and model-free ap-
proaches. Presented triads are from Figure 6.1 describing 16 unique structures of re-
lations among three meta-populations. Blue frames indicate transitive relations (i.e. if
A→ B and B→ C, then A→ C), and the numbers beside triads denote the identities
of unique structures in Figure 6.1.
Figure 9.5 shows the macroscopic picture of information pathways for the discov-
ered distinct diffusion patterns discussed in the previous subsections. Figure 9.5(a)
visualizes the estimated parameter values cji (i 6= j) of the Dynamic Influence Model.
The parameter cji indicates the probability that a meta-population j influences a meta-
population i in Equation (5.10) and implies inter-relationships between different so-
cial systems. Figure 9.5(b) also illustrates macro-level information transfer across
social systems based on the estimated significant transfer entropy which tells us that
the future state of a destination social system is predictable due to the knowledge
of the previous states of a source social system. This can be interpreted as inter-
relationships between the systems.
As the figure shows, the estimated diffusion trends from both approaches are
in general similar to each other in terms of the strength and directionality of influ-
ence. Figure 9.6 summarizes the diffusion trends in Figure 9.5 by combining only
strong connections obtained from the approaches. These summarizations indicate
the unique structures of relations among three meta-populations in Figure 6.1. Blue
frames in the figure present transitive relations (i.e. if A → B and B → C, then
A → C). As the figure shows, Pattern #1, #3, and #5 exhibit transitive relations, and
particularly Pattern #3 and #5 present the same unique structure. This reflects the
similar distributions of intra- and inter-influences between Pattern #3 and #5.
These three patterns showed stronger internal influence than external influence.
Even though they all reflect transitive relations, the strength and balance of intra-
influences across the systems are also important to distinguish the diffusion patterns.
That is, the balanced and strong intra-influences of Pattern #5 in Section 9.2.1 show
the most synchronous and simultaneous diffusion across the systems, while the bal-
anced but weak intra-influences of Pattern #3 show less synchronous diffusion than
Pattern #5. Unbalanced intra-influences of Pattern #1 show the least synchronous dif-
fusion among these three patterns, even though it shows the most interactive unique
structure in Figure 6.1.
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Thus, outcomes from both the model-driven and model-free approaches in con-
junction can help better understand real-world diffusion in a comprehensive way
than either approach alone. In the next section, we also examine knowledge diffu-
sion in academic publications by comparing these two approaches.
9.3 Knowledge Diffusion in Academic Publications
In this section, we compare the proposed approaches by using the estimated knowl-
edge diffusion patterns in academic publications. As in the previous section, the
comparisons are based on the distinct diffusion patterns across the Core, Data, and
Systems clusters so that we can examine how the two approaches uncover these pat-
terns.
9.3.1 Diffusion Patterns from Model-Driven Approach
Based on the estimated topic-related diffusion patterns in academic publications from
Section 6.4, we try to discover distinct diffusion patterns at a higher level. As in the
previous section, by using the k-means clustering method we clustered the cumu-
lative diffusion rates (F) of the 15 research keywords in Table 6.4 for each cluster
(Core, Data, and Systems). As a result, we obtained four distinct diffusion patterns,
as shown in Figure 9.7. In addition, Figure 9.8 shows the distributions of the esti-
mated parameter values of the Dynamic Influence Model for each clustered diffusion
pattern in Figure 9.7. From these figures, the discovered diffusion patterns can be
characterized as below.
• Pattern #1 – stronger external influence than inter-relationships: This pattern in-
cludes research keywords such as “Social Network”, “Search Engine”, “Web
Service”, and “Semantic Web”. In Figure 9.8(a), Core and Data show relatively
stronger external influence (pc and pd) than inter-relationships (cdc and csc for
Core and ccd and csd for Data), but Core’s inter-relationships are stronger com-
pared to the other clusters. Data shows the strongest intra-influence (cdd among
the four patterns but relatively weak inter-relationships with the other clusters.
Systems shows weaker external influence (ps) than the others, and rather the
strength of external influence is similar to those of inter-relationships (ccs and
cds). Figure 9.7(a) reflects this dynamic influence, showing the slow growth rate
of Systems in contrast to Core and Data.
• Pattern #2 – balanced but weak internal influences: Corresponding keywords are
“Generic Algorithm”, “Genetics”, “Learning Algorithm”, and “Approximate
Algorithm”. As shown in Figure 9.8(b), this pattern shows relatively balanced
intra-influences across the clusters along with balanced inter-relationships among
them, but the strength of internal influence in all clusters is very weak com-
pared to other patterns. As Figure 9.7(b) shows, the growth rates of the clusters
are similar but very slow. This can be interpreted that these keywords have
drawn attention from small proportions within and between the clusters.
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(a) Pattern #1. stronger external influence than inter-relationships
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(b) Pattern #2. balanced but weak internal influences
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(c) Pattern #3. unbalanced and weak internal influences
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(d) Pattern #4. unbalanced but strong internal influences
Figure 9.7: Clustered diffusion patterns according to each social system’s cumulative
adoption rates F of 15 research keywords in Table 6.4. In each pattern, the first three
graphs illustrate the averages and standard deviations of cumulative adoption rates
for all social systems whose averages are separately presented in the fourth graph
for clarity.
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(a) Pattern #1. stronger external influence than inter-relationships
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(b) Pattern #2. balanced but weak internal influences
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(c) Pattern #3. unbalanced and weak internal influences
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(d) Pattern #4. unbalanced but strong internal influences
Figure 9.8: Distributions of the estimated parameter values of the Dynamic Influence
Model for each clustered diffusion pattern in Figure 9.7. (parameters: pi – external
influence of a meta-population i and cji – internal influence of a meta-population j
on a meta-population i). Refer to Equation (5.8) and (5.10) for details.
§9.3 Knowledge Diffusion in Academic Publications 128
• Pattern #3 – unbalanced and weak internal influences: This pattern contains key-
words related to system performance such as “High performance”, “Fault Tol-
erant”, “Distributed System”, and “Satisfiability”. In Figure 9.8(c), Core and
System show relatively higher intra-influences than Data, and Systems shows
stronger inter-relationships than the others. On the other hand, Data shows
low interactions within and between clusters in contrast to Systems. As Fig-
ure 9.7(c) shows, the growth pattern of Data is different from the others and its
rate is very slow. Systems is influenced by both Core and Data, and accordingly
the increases of the growth rates of Data and Core during recent 10 years more
accelerate the adoption rate of Systems.
• Pattern #4 – unbalanced but strong internal influences: Relevant keywords are
“Real Time”, “Large Scale” and “Sensor Network”. In Figure 9.8(d), the intra-
relationships of Core and Systems are the strongest among the four patterns.
In particular, Data and System is influenced by System and Core as much as
intra-influence respectively, while the inter-relationships of Core are ignorable
compared to the others. Strong intra-influence of Core (ccc) strongly influences
System, and System’s strong internal influence (css and ccs) also highly influ-
ences Data. As Figure 9.7(d) shows, this pattern drives the most synchronous
diffusion curves among the patterns even though intra-influences are not bal-
anced. That is, inter-relationships are strong enough to fuel such synchronous
diffusion.
Compared with the diffusion patterns in social media in the previous section,
weak and unbalanced intra- and inter-relationships are observed. However, we can
obtain common insights from these different application domains. That is, syn-
chronous diffusion needs strong intra-relationships as momentum to make individu-
als to move to a certain state, which is triggered by strong inter-relationships between
different social systems. Dynamic influence with different strength and directional-
ity leads to form unlimited diffusion patterns, but from the patterns we can draw a
rough picture of momentum formed within and between heterogeneous populations.
9.3.2 Diffusion Patterns from Model-Free Approach
We now analyze the discovered diffusion patterns in the previous subsection with
our model-free approach. As in Section 9.2.2, we estimate the transfer entropy (TE)
by varying the time-delay d and the memory size k as discussed in Figure 7.2 so
that we can observe behavioral characteristics of the clusters. Also, only significant
transfer entropy is considered by conducting statistical significance tests as discussed
in the previous section.
Time-delay and memory effects: Figure 9.9 shows the changes of the significant
TE proportions for each diffusion pattern when varying the length of time-delay (1 ≤
d ≤ 3) and memory (1 ≤ k ≤ 5). The first graph in the figure shows overall trends
of time-delay and memory effects for all diffusion patterns combined. As the figure
shows, the overall trends do not provide much information, since the high variations
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Figure 9.9: The proportions of significant transfer entropy (TE) for four diffusion
patterns in Figure 9.7 by varying the length of time-delay (1 ≤ d ≤ 3) and memory
(1 ≤ k ≤ 5). The x-axis indicates the memory size k, and the y-axis represents the
proportions of significant transfer entropy. Time-delay is color-coded in each graph.
of the effects across the four diffusion patterns cancel out the distinct behavioral
characteristics. Note however that in the case of social media in Section 9.2.2, the five
diffusion patterns showed common positive effects of a longer memory size, which
is reflected in their overall trends.
As Figure 9.9 shows, opposite trends are observed in academic publications such
as negative and positive effects of a longer memory size between Pattern #1 and
Patterns #3 and #4, while Pattern #2 shows fluctuations. This is consistent with the
results from the previous chapter. More details are discussed in this section. To be
more specific, Figure 9.10 shows the detailed time-delay and memory effects for each
transfer entropy. This figure provides the detailed behavioral characteristics of each
cluster regarding the different diffusion patterns.
When increasing the length of time-delay and memory, recognizable changes for
each pattern are summarized as below.
• Pattern #1 – stronger external influence than inter-relationships: Core, Data, and
Systems all show the negative effects of a longer memory size. This pattern
includes keywords such as “Social Network”, “Search Engine”, “Web Service”,
and “Semantic Web”, which all showed the decreases of significant TE ratios
when increasing the memory size in Chapter 8. As discussed in Section 8.4,
these keywords are related to research topics demanding to be updated with
the recent state of the literature compared with theoretical research topics due
to frequently changing environments on the Web.
• Pattern #2 – balanced but weak internal influences: Systems shows the negative
effects of a longer memory size (TEC→S and TED→S). When Data is a source
system, the variation of the significant TE ratio increases. This is consistent with
the results that in the model-driven approach, Data is influential on Systems
regarding this pattern.
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(a) TEC→D
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(e) TES→C
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Figure 9.10: The proportions of significant transfer entropy (TE) for each possible
direction and diffusion pattern when varying the length of time-delay (1 ≤ d ≤ 3)
and memory (1 ≤ k ≤ 5). Time-delay is color-coded in each graph.
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Pattern #1 Pattern #2 Pattern #3 Pattern #4
(a) Internal influence between different systems from the model-driven approach
Pattern #1 Pattern #2 Pattern #3 Pattern #4
(b) Significant transfer entropy from the model-free approach
Figure 9.11: Comparison of the diffusion patterns obtained from the model-driven
and model-free approaches. Triads are constructed based on the estimations from
each approach and they correspond to the distinct diffusion patterns in Figure 9.1. (a)
Dynamic influence across Core, Data, and Systems based on the estimated parameter
values cji (i 6= j) in Equation (5.10) of the Dynamic Influence Model. (b) Information
transfer across Core, Data, and Systems based on the estimated transfer entropy
which are averaged for all time-delay (1 ≤ d ≤ 3) and memory (1 ≤ k ≤ 5). In
each graph, the node labels indicate the three clusters (C: Core, D: Data, and S:
Systems). Link widths and arrows present the strength and directionality of influence
respectively.
• Pattern #3 – unbalanced and weak internal influences: Core and Data show the
positive effects of of a longer memory size. Particularly, Data also shows the
positive effects of a longer time-delay as it is more influenced by a older and
longer trends of Systems (TES→D).
• Pattern #4 – unbalanced but strong internal influences: Data show the positive
effects of a longer memory size. In contrast to Pattern #2, System does not
show the negative effects of a longer memory size. This reflects the estimation
results from the model-driven approach in the previous subsection, where this
pattern exhibits that Core is influential on System, but the influence from Data
is relatively very weak.
In the previous chapter, we observed two opposite trends of the memory effects.
Pattern #1 and Pattern #3 consist of keywords showing the negative and positive
effects of a longer memory size for each. In terms of the time-delay effects, Pattern #1
shows the least variations compared with other patterns. In general, at least 2-year
before publication trends of a cluster influence other clusters (i.e. d ≥ 2). Behavioral
characteristics of a destination system reflect a source system’s influence on that
system from the model-driven approach (i.e. cji, where j and i indicate source and
destination systems, respectively). These changes are all closely related to keyword
topics, which reconfirms that we need to consider time-delay and memory effects
as well as diversity of information topics for a better understanding of information
transfer in real-world diffusion.
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Figure 9.12: Unique structures of influence flows across social systems. Each triad
summarizes the obtained diffusion trends for each distinct pattern in Figure 9.11
by combining only strong connections from the model-driven and model-free ap-
proaches. Unique structures are referred to Figure 6.1 in Chapter 6. Blue frames
indicate transitive relations (i.e. A → B and B → C, then A → C), and the numbers
beside triads denote the identities of unique structures in Figure 6.1.
9.3.3 Strength and Directionality of Influence from two Approaches
In Section 9.3.1 and 9.3.2, we examined dynamic influence and behavioral characteris-
tics of clustered subdomains in computer science with our model-driven and model-
free approaches, respectively. In this section, we continue to examine the strength
and directionality of influence across Core, Data, and Systems for the discovered
distinct diffusion patterns from Section 9.3.1.
Accordingly, Figure 9.11 shows macroscopic pictures of information pathways
for each diffusion pattern. Figure 9.11(a) provides the visualizations of the estimated
parameter values cji (i 6= j) of the Dynamic Influence Model as in Section 9.2.3.
Figure 9.11(b) also presents macro-level information transfer across the clusters based
on the estimated significant transfer entropy. These can all be interpreted as inter-
relationships between the systems.
As the figure shows, the estimated diffusion trends from both approaches are
in general similar to each other in terms of the strength and directionality of in-
fluence. Accordingly, Figure 9.12 summarizes the diffusion trends from Figure 9.11
by combining only strong connections obtained from both approaches. As the fig-
ure shows, Pattern #1, #3, and #4 exhibit transitive relations. These three patterns
showed stronger intra- and inter-relationships than Pattern #2, while this intransitive
Pattern #2 showed the slowest time-series growth rates of adoptions. In other words,
widely popular research topics in computer science are more likely led by transitive
relations across different subareas. These transitive relations have more opportunities
to bring about concurrent diffusion across heterogeneous systems, but the strength
as well as balance of intra- and inter-relationships are also important to lead to such
global diffusion.
We applied our model-driven and model-free approaches to different real-world
application domains, social media and academic publications, which helps to vali-
date the feasibility of the models and further generalize the approaches.
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Figure 9.13: Conceptual comparison between the model-driven and model-free
approaches. Both approaches in conjunction provide complementary information
on diffusion; the model-driven approach provides external and internal influ-
ences across heterogeneous social systems, i.e. pi and cji of the Dynamic Influence
Model, while the model-free approach provides information on each system’s be-
havioral characteristics (node property) and information transfer across the systems,
i.e. macro-level information transfer with time-delay and memory effects.
9.4 Discussion
In Chapter 5 and 7, we proposed two model-driven and model-free approaches,
respectively, based on the empirical studies on real-word diffusion phenomena in
Part I. In this chapter, we compared the two approaches using the estimated diffusion
patterns in social media and academic publications in Chapter 6 and 8. We observed
that the two approaches provide similar results but with different perspectives, which
in conjunction can help better explain diffusion than either approach alone. In this
section, we discuss the common and different perspectives of the approaches and
their applicability in other research areas.
9.4.1 Model-Driven vs. Model-Free Approaches
Our model-driven approach, called the Dynamic Influence Model, helps better de-
scribe diffusion within a homogeneous population in a single social system, since it
does not ignore the effects of interactions between heterogeneous social networks on
diffusion. As discussed in Chapter 5, some supportive evidence has been observed
by a recent study [123] that 30% of exposures in Twitter were attributed to external
sources. This percentage is rather close to internal influence as from the marketing
§9.4 Discussion 134
literature [110]. In this regard, our approach extends the simple and robust mass ac-
tion Bass Model into the dynamics of meta-populations in a probabilistic way. This is
enabled by incorporating the two essential features, the heterogeneity and structural
connectivity of underlying networks in diffusion, and is based on the assumption
of a power-law degree distribution which helps to obtain stochastic pathways on
heterogeneous networks. Thus, this approach can provide the benefits of excluding
detailed network topologies in the complex environment, but it still needs to estimate
the parameter value of a degree distribution.
On the other hand, our model-free approach, macro-level information transfer
across social systems, as described in Chapter 7 does not require any assumptions
on social interactions by using information-theoretic measures. By considering a
social system as a stochastic process and defining its signals emitted to other social
systems, we estimated macro-level information transfer between meta-populations
with both time-delay and memory effects. These non-parametric statistics provide
benefits of quantifying non-linear dynamics of complex systems, but they require
accurate probability distributions of target random variables. However, it is hard
to construct such probability distributions in a realistic situation due to the small
sample sizes obtainable from limited observations.
Thus, the two approaches in conjunction can help to obtain more significant dif-
fusion patterns by comparing the estimation results from the approaches and maxi-
mizing the similarity between them. Figure 9.13 summarizes information that each
approach provides. As examined in Section 9.2.1 and 9.3.1, the model-driven ap-
proach enables to reveal the strength and directionality of influence within and be-
tween (intra- and inter-relationships respectively) social systems as well as external
influence outside these systems. The model-free approach also provides information
of inter-relationships between different systems except for intra-relationships and ex-
ternal influence. From the time-delay and memory effects of the transfer entropy in
Section 9.2.2 and 9.3.2, we can additionally obtain behavioral characteristics of each
system which can be a node property at a macro level, as shown in Figure 9.13.
Thus, the two proposed approaches together provide a complementary macro-
scopic picture of diffusion by filling the gap which either approach cannot provide
alone, and thus they can help better understand real-world diffusion in a compre-
hensive way. They also suggest alternative options to choose a more appropriate
approach according to the experimental conditions of different application domains.
9.4.2 Applications to Other Research Fields
As discussed in the previous subsection, the model-driven approach can provide
both intra- and inter-relationships among heterogeneous systems but with assump-
tions of the underlying social interactions, while the model-free approach reveals
inter-relationships between systems along with their behavioral properties but with-
out any assumptions of the social interactions. These two approaches can suggest
alternative options in estimating diffusion trends at a macro level in a wide range of
application domains.
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For instance, from the neuroscience point of view, brain structures can be cate-
gorized based on their functionalities [55, 150, 164], which is analogous to hetero-
geneous social networks categorized into three meta-populations in this study. The
nervous system is a complex network of neurons, and their connectivity is hard to
collect and define as in the case of dynamic social interactions in social media. Also,
neuronal connections may vary with different input signals to the human brain in
the way that diffusion patterns in social media are different in accordance with di-
verse information topics. In this regard, the connectivity between brain functions
can be estimated with our approaches in terms of the strength and directionality of
influence across target regions in the brain.
In addition, organizational or multinational diffusion has been a common topic
across the areas of marketing, social science, and political science [31, 42, 95, 158, 166].
Here, our approaches can help to quantify dynamics of influences among organiza-
tions, countries, or continents according to appropriate meta-population schemes.
In this thesis, we estimated knowledge diffusion across computer science subdo-
mains, but these approaches can also be applied to a higher level of research fields.
For instance, one research domain can be considered as a social system, such as com-
puter science, social science, and physics, and thus we can estimate diffusion trends
of multidisciplinary research topics across different research areas. That is, a flexible
meta-population scheme provides more opportunities to apply our approaches to a
wider range of application domains.
9.5 Conclusion
In this chapter, we compared our model-driven and model-free approaches based on
the estimated diffusion patterns in social media and academic publications from the
aspects of common and different features of the approaches. This helped us to obtain
a more consistent understanding of cross-population diffusion at a macro level.
From this comparison study, we focused on distinct diffusion patterns in our ap-
plication domains so that we can examine how the two approaches uncover these
patterns. In common, strong and balanced internal influences across the systems
more likely drive synchronous diffusion. In general, transitive relations have more
opportunities to bring about similar diffusion patterns across heterogeneous systems,
but the strength as well as balance of both intra- and inter-relationships are also im-
portant to lead to global diffusion. That is, synchronous diffusion needs strong intra-
relationships as momentum to make individuals to move to a certain state, which
is triggered by strong inter-relationships between different social systems. Dynamic
influence with different strength and directionality leads to form unlimited diffusion
patterns, but from the patterns we can draw an overall picture of momentum formed
within and between heterogeneous populations.
We applied our model-driven and model-free approaches to different real-world
application domains, social media and academic publications, which helps to vali-
date the feasibility of the models and further generalize the approaches. The esti-
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mated diffusion trends from both approaches are in general similar to each other
in terms of the strength and directionality of influence but with different perspec-
tives on diffusion. Thus, outcomes from both the model-driven and model-free ap-
proaches in conjunction can help better understand real-world diffusion in a com-
prehensive way than either approach alone.
We expect that our proposed approaches can provide benefits for understanding
dynamics of complex systems whose network structures are hard to collect in reality
and provide a way of uncovering cross-populations diffusion in a wide range of
application domains.
Chapter 10
Conclusion and Future Directions
A “connection” or “interaction” between individuals can be defined in numerous
ways, such as relationships of online communications, spatial vicinity, kinship, friend-
ship, and collaborations. These connections function as communication channels of
a new idea or information, which collectively form complex information pathways
on heterogeneous (social) networks. Such far-reaching connectivity leads to an un-
limited number of unique patterns of global diffusion, and these patterns vary with
the context of information.
This thesis aimed to uncover macro-level diffusion mechanisms across heteroge-
neous social networks. For this study, we conducted empirical analyses on real-world
diffusion in two application domains, social media and academic publications, which
have drawn attention from diverse research areas. Based on our findings, we pro-
posed the model-driven and model-free approaches and compared estimated topic-
related diffusion patterns from the two approaches.
In Part I of this thesis, our empirical analyses focused on the citation relationships
in social media and academic publications. We observed that diffusion networks
span beyond a single social system into multiple systems, and thus they necessar-
ily contain heterogeneous social networks. The underlying connectivities are not
uniform but unbalanced, suggesting an existence of dynamic influence across such
systems. These common observations motivated us to propose the model-driven and
model-free approaches.
In Part II, we proposed the Dynamic Influence Model which extends the tradi-
tional diffusion framework into a more flexible and general one. That is, this model
allows direct interactions between different social networks as if they were in the
same networks. This is enabled by generalizing the simple and robust mass action
Bass Model [30] into a model of dynamics across meta-populations.
In contrast to this model-driven approach, in Part III we proposed a model-
free approach by using information-theoretic measures. This approach can estimate
macro-level information transfer across social systems by defining a stochastic pro-
cess at a system level and its signal at a meta-population level, and by considering
both time-delay and memory effects.
In Part II and III, we conducted experiments on the real data described in Part I,
and we estimated topic-related diffusion patterns using our proposed approaches. In
Part IV, we finally compared our two approaches based on the obtained estimation
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results. We focused on distinct diffusion patterns from social media and academic
publications, and we examined how each approach estimates and distinguishes these
patterns. In common across the two application domains, transitive relations of so-
cial systems have more opportunities to bring about synchronous and concurrent
diffusion patterns across such systems. Also, the strength and balance of intra- and
inter-relationships play an important role in leading to such simultaneous global dif-
fusion. The estimated diffusion trends from both approaches are in general similar to
each other in terms of the strength and directionality of influence but with different
perspectives on diffusion. Thus, the outcomes from the model-driven and model-
free approaches in conjunction can help to better understand real-world diffusion in
a comprehensive way than either approach alone.
We expect that our proposed approaches can provide benefits for understand-
ing the dynamics of complex systems whose network structures are hard to collect
and define in reality, and they provide a way of uncovering cross-population diffu-
sion across target systems or regions in a wide range of application domains. For
instance, policy makers, urban planners, and service providers can benefit from hu-
man mobility patterns when making their timely decisions. Human mobility patterns
have been modeled through more unprecedented human activity data than ever be-
fore [96, 145, 152, 161], but the coverage of massive activity data often depends on the
technology levels of target regions, cities, or countries [18]; e.g., higher mobile phone
coverage in industrialized and developed regions than developing regions. Thus, our
approaches can provide a way of freeing models from such dependency on diverse
data coverage in real world systems.
10.1 Summary of Contributions
In this section, we present the main contributions of this thesis, which are summa-
rized according to the research steps discussed in Chapter 1.
10.1.1 Empirical Analysis
We investigated diffusion in social media and academic publications and provided
the major characteristics of cross-population diffusion in the real world. For target-
ing trending topics, we proposed a way of identifying noteworthy news items from
the aspects of journalistic practice “5W1H”, i.e. Who, What, Where, When, Why, and
How. We also showed solid steps of document labeling and profiling, which are im-
portant for empirical analyses to be based upon more accurate citation networks. By
constructing different levels of citation networks, we showed structural diffusion pat-
terns across heterogeneous social networks in a more principled way. This motivated
us to propose the two approaches of estimating temporal dynamics of diffusion in
both model-driven and model-free ways.
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10.1.2 Approaches
Based on our empirical findings, we proposed the Dynamic Influence Model and
macro-level information transfer across social systems as the model-driven and model-
free approaches, respectively.
The model-driven approach considers the two essential features, the heterogene-
ity and structural connectivity of real-world networks, in a probabilistic way, and
improves the accuracy of models dealing with a homogeneous population within a
single social system alone. This approach is based on the assumption of a univer-
sal property of real-world networks, which helps to obtain stochastic pathways on
the heterogeneous networks. Thus, it can provide the benefits of excluding detailed
network topologies in a complex environment and provide a macroscopic view of
cross-population diffusion.
On the other hand, the model-free approach does not require any assumptions
on social interactions by using information-theoretic measures. This approach esti-
mates information transfer at a macro level with both time-delay and memory ef-
fects, which provides different ways of understanding cross-population diffusion.
Time-delay and memory effects are interpreted as behavioral characteristics of social
systems, which cannot be obtained from the model-driven approach, and thus can
provide different perspectives on diffusion. These non-parametric statistics provide
the benefits of quantifying non-linear dynamics across heterogeneous social systems.
A meta-population scheme makes both approaches more applicable to various
real-world scenarios, since it extends a social system into a more flexible space con-
taining a meta-population.
10.1.3 Comparisons and Interpretations
We compared the model-driven and model-free approaches based on the estimated
diffusion patterns with each approach. The model-driven approach reveals inter-
nal influence, intra- and inter-relationships within and between social systems, as
well as external influence outside the systems. The model-free approach also pro-
vides the strength and directionality of influence between different systems (inter-
relationships), except for intra-relationships and external influence, which can be
compared with the results from the model-driven approach and help to enhance
the model parameters further. That is, the estimated diffusion patterns from both
approaches are comparable with respect to inter-relationships, which helps to de-
termine the threshold values of the model parameters in a way that maximizes the
similarities of the outcomes.
From the time-delay and memory effects of the model-free approach, we can ob-
tain each system’s behavioral characteristics of adopting new idea or information.
Behavioral characteristics of a destination system reflect a source system’s influence
on that system whose influence is obtained from the model-driven approach. As dis-
cussed in Chapter 2, node characteristics in a network can be one of the main factors
of diffusion, and thus such behavioral characteristics of systems can be considered
as node properties in a macroscopic graph of global diffusion.
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Thus, both approaches in conjunction provide a macroscopic picture of diffusion
by filling the gap which either approach cannot provide alone. They also suggest
alternative options to choose a more appropriate approach according to the experi-
mental conditions of different application domains. We expect that our approaches
can be applied to discovering mechanisms of emergent phenomena in real world
systems as complex systems.
10.1.4 Implications of the Findings from Real World Systems
Based on our proposed approaches, we assessed topic-related influences among het-
erogeneous meta-populations in social media as well as in academic publications,
which lead to global diffusion of news items and knowledge. In both cases, differ-
ent information topics bring different dynamics, which provides clues of targeting
populations appropriate to the context of application domains.
In addition, the future states of social systems are influenced by the previous
states or the history of previous states of other social systems. These Markovian or
non-Markovian properties of social systems provide clues of targeting data periods
appropriate to system properties obtained by the time-delay and memory effects of
macro-level information transfer.
10.2 Future Directions
The work presented here has a number of opportunities to be improved and applied
in different ways as described in the following future directions.
10.2.1 Inference of Heterogeneous Networks
In this thesis, we assumed a real-world network property, a power-law degree dis-
tribution, since extensive research has shown that real-world networks are scale-free
networks and exhibit a power-law degree distribution [43, 48, 91, 98, 105, 127]. How-
ever, different underlying connectivities of heterogeneous diffusion networks can be
found when considering the properties of each homogeneous population and the
context of information. Discovering universal properties of heterogeneous networks
can provide unlimited opportunities to be applied to diverse research areas.
10.2.2 Trace of Evolving Information
Our study has focused on different trending topics and examined time-series dif-
fusion patterns of each topic in a separate way. However, we cannot ignore that
different topics can co-evolve influencing each other. Uncovering the causality of
information evolution can help us to predict emerging information topics or events.
Different topics showing similar diffusion trends are more likely related to each other
as we for example observed such patterns from the political protests in the Middle
East. There can be other factors influencing information co-evolution, such as the
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similarity of contact networks, same location, and timing of an event’s occurrence.
Thus, developing a mathematical model describing these factors can be one of future
directions.
10.2.3 Synchronization of Global Diffusion
In this thesis, we uncovered common dynamics of influence from synchronous diffu-
sion patterns across heterogeneous social systems. The factors of synchronous global
diffusion need to be further improved. Based on such improvements, we can define
synchronization measures and develop applications maximizing the objective func-
tions of such measures. This can be used in diverse application domains which need
to synchronize diffusion across target regions, e.g., standardization across regions
showing significant gaps.
10.2.4 Social Roles in Global Diffusion
We have focused on macro-level diffusion and obtained the strength and directional-
ity of influence at a system level. Our approaches can also be applied to micro-level
diffusion within a single social system and obtain dynamics of influence at a social
community or group level, given an initial setting of a social group or community
definition and detection. This application can be improved to further refine a social
group definition and detection in an iterative way.
10.2.5 Unified Framework
Uncovering the interplay between diffusion mechanisms and co-evolution of differ-
ent information topics is challenging. This can be achieved by combining model-
driven and model-free approaches into a single framework and by learning model
parameters and the properties of target communities, systems, or regions in a more
systematic way. Consistent and comprehensive designs of system architectures of
such a framework can be one of possible future directions.
10.3 Closing Remarks
The work presented in this thesis helps us to understand diffusion of information
across heterogeneous (social) networks by uncovering the underlying mechanisms
in both model-driven and model-free ways. We expect that our approaches in con-
junction can help to reveal a macroscopic coherent picture of momentum for social
movements or knowledge innovations, formed among heterogeneous (meta-) popu-
lations in various real-world scenarios.
Appendix A
Nomenclature
A.1 Table of Symbols
Table A.1: Table of all symbols used in this thesis. Symbols
used differently across chapters are omitted here (refer to
each chapter for its own definition).
Symbol Description
h(t) Hazard function of time t
a(t) The number of new adopters at time t
A(t) The number of cumulative adopters until time t
f (t) The proportion of new adopters at time t
F(t) The proportion of cumulative adopters until time t
p Coefficient of innovation in the Bass Model
q Coefficient of imitation in the Bass Model
a
A binary random variable for the event of an individual’s
adoption
P(a|t) Adoption probability that an average individual adopts at
time t
P(a|¬a, t) Probability that an average individual, who has not
adopted before, adopts at time t
Pext(a|¬a, i, t)
Probability that an average individual from a population i,
who has not adopted before, adopts at time t by external
influence
pi
Probability of external influence on a meta-population i,
implying Pext(a|¬a, i, t) in short
Continued on next page
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Table A.1 – Continued from previous page
Symbol Description
Pint(a|¬a, i, t)
Probability that an average individual from a
meta-population i, who has not adopted before, adopts at
time t by internal influence
m The number of meta-populations
n Total size of m meta-populations
k The number of connected neighbors
vi
The number of neighbors from a meta-population i who
have already adopted
v
A vector consisting of vi for all m different
meta-populations as v = (v1, ..., vm)T
cji
Probability that an individual of a meta-population i
adopts when it is influenced by a connected neighbor who
is a previous adopter of a meta-population j
α Power law coefficient
ni The size of a meta-population i
θi Model parameters for the i-th equation except for ni
Θi
Model parameters for the i-th equation including ni,
i.e. Θi = {ni, θi}
e˜k Relative parameter error of the k-th parameter
ωˆk Estimated value of the k-th parameter
ωk Ground truth of the k-th parameter
X, Y, Z Stochastic processes (an ordered set of random variables)
X, Y, Z Random variables
xt, yt The realizations of X and Y at time t respectively
At Acceleration, i.e. the changes of adoption rates at time t
p(x) Probability of the event x
p(x, y) Probability of the joint event x and y
p(x|y) Probability of the event x given event y
I(x) Information of observing the event x
Continued on next page
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Table A.1 – Continued from previous page
Symbol Description
H(X) Shannon entropy of X
H(X|Y) Conditional entropy of X given Y
I(X; Y) Mutual information between X and Y
I(X; Y|Z) Conditional mutual information between X and Y given Z
I(X; Y) Mutual information between X and Y
I(X; Y|Z) Conditional mutual information between X and Y given Z
TEY→X Transfer entropy from Y to X
TEout Outgoing transfer entropy
TEin Incoming transfer entropy
Bias[I ] The Panzeri-Treves bias of an information-theoretic
quantity I such as H(X), H(X|Y), I(X; Y), and TEY→X
DKL(P ‖ Q) Kullback-Leibler divergence of two probabilitydistributions P and Q
k Markov order for the previous states of X
l Markov order for the previous states of Y
d The length of time-delay
N, S, B
Stochastic processes of News, SNS, and Blog in social
media respectively
C, D, S
Stochastic processes of Core, Data, and Systems in
academic publications respectively
Appendix B
Proof of Equations
B.1 Proof of Equation (5.13)
By substituting Equations (5.10) to (5.12) into Equation (5.9):
Pint(a | ¬a, i, t)
=
n−1
∑
k=1
∑
v
P(a|v, k,¬a, i, t)P(j|k,¬a, i, t)P(k|¬a, i, t)
=
n−1
∑
k=1
1
ζ(α)
k−α∑
v
(
1−
m
∏
j=1
(1− cji)vj
)
k!
v1! · · · vm!(k− v)!
m
∏
i=1
P(a|i, t)vi(1− P)k−v
= 1−
n−1
∑
k=1
1
ζ(α)
k−α∑
v
(
m
∏
j=1
(1− cji)vj
)
k!
v1! · · · vm!(k− v)!
m
∏
i=1
P(a|i, t)vi(1− P)k−v
= 1−
n−1
∑
k=1
1
ζ(α)
k−α∑
v
k!
v1! · · · vm!(k− v)!
m
∏
j=1
(
(1− cji)P(a|j, t)
)vj (1− P)k−v
= 1−
n−1
∑
k=1
1
ζ(α)
k−α
(
m
∑
j=1
(1− cji)P(a|j, t) + (1− P)
)k
(by the multinomial theorem)
= 1−
n−1
∑
k=1
1
ζ(α)
k−α
(
1−
m
∑
j=1
cjiP(a|j, t)
)k
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B.2 Proof of Equation (5.15)
Let the base of the numerator in Equation (5.13) be x:
x , 1−
m
∑
j=1
cjiP(a|j, t), x ∈ [0, 1] (B.1)
Then, having the power-law exponent α fixed, the internal new adoption proba-
bility can be viewed as a function of x:
Pint(a | ¬a, i, t) = 1− 1
ζ(α)
n−1
∑
k=1
xk
kα
, f (x) (B.2)
Since the derivative of f (x) is:
f ′(x) = − 1
ζ(α)
n−1
∑
k=1
xk−1
kα−1
(B.3)
the Taylor expansion of f (x) at x = 1 is:
Pint(a | ¬a, i, t) = f (x) ≈ f (1) + f ′(1)(x− 1) = − ζ(α− 1)
ζ(α)
(x− 1)
=
ζ(α− 1)
ζ(α)
m
∑
j=1
cjiP(a|j, t)
which is equivalent with the Taylor expansion of Pint(a | ¬a, i, t) at all P(a|i, t) = 0.
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