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Abstract—This paper presents a unique modeling framework
able to describe general linear and passive systems depending
on deterministic and stochastic parameters altogether. Once
the stochastic macromodel is built, the variability analysis of
the system under study can be accurately performed both in
the frequency- and time-domain for any nominal value of the
parameters considered in a suitable design space.
Index Terms—Polynomial Chaos, parameterized macromodel-
ing, variability analysis, passivity.
I. INTRODUCTION
In the recent years, many Polynomial Chaos (PC) expansion
based techniques, such as [1]–[6], have been proposed for
uncertainty quantification applications in the electromagnetic
and electronics domain, as alternative to the computationally
cumbersome Monte Carlo (MC)-based approaches. In par-
ticular, these techniques focus on the efficient evaluation of
the performance of the system considered, when some of its
parameters can be considered as random variables, varying
around a suitable and fixed nominal value.
In this contribution, we present an alternative approach
applicable when the system performance must be evaluated
for different nominal values of the geometrical or electrical
parameters. Rather than focusing only on the fast computation
of the stochastic variations, the proposed approach aims at
giving a complete characterization both in the time- and
frequency-domain of the system performance in the (large)
range of variations of the possible nominal values of such
parameters. The proposed approach is based on the stochastic
modeling techniques [6] and it is described in the following.
II. PARAMETERIZED MACROMODELING OF POLYNOMIAL
CHAOS-BASED AUGMENTED SYSTEMS
In general, the scattering parameters of generic linear and
passive systems 𝑺 (𝑠, 𝒈) depend on the frequency 𝑠 = 𝑗2𝜋𝜔
and on a set of geometrical or electrical parameters 𝒈. Typi-
cally, these design parameters can be assumed to have values
in a suitable range, which can be discrete or continuous,
and it will be referred to as design space in the rest of the
contribution. During the design phase, the main goal is to find
a set of values 𝒈 = 𝒈𝑥 where the system under study satisfies
the design specifications and is robust to the tolerances of the
manufacturing process. In this framework, the geometrical or
electrical design parameters under study can be considered
as random variables with suitable distributions around their
nominal values 𝒈.
There are different possible approaches to reach this goal:
for example, first a set of values in the design space (also
called design points) satisfying the initial specifications can be
chosen via suitable design of experiments (DoE) techniques(
𝒈1, 𝒈2, . . . , 𝒈𝑄
)
= 𝑮, then the variability analysis can be
performed for all the elements of 𝑮, in order to verify which
design points are robust to the tolerances of the manufacturing
process. In this paper, we explore the possibility of computing
a single parameterized macromodels describing the stochastic
variations of the system under study both in the frequency-
and time-domain in the entire design space of interest.
A. PC-based Augmented Systems
When a linear and passive system is subject to stochas-
tic effects caused by random variations of its geometric or
electrical parameters, here denoted by the random variables 𝝃
varying around their nominal value 𝒈, the relationship between
the 𝝃-dependent incident 𝒂 (𝑠, 𝝃∣𝒈) ∈ ℂ𝑁×1 and reflected
𝒃 (𝑠, 𝝃∣𝒈) ∈ ℂ𝑁×1 waves at the 𝑁 system ports becomes
𝒃 (𝑠, 𝝃∣𝒈) = 𝑺 (𝑠, 𝝃∣𝒈)𝒂 (𝑠, 𝝃∣𝒈) (1)
where 𝑺 (𝑠, 𝝃∣𝒈) is the scattering matrix of the system under
study. Following the approach described in [6], it is possible
to define the following deterministic representation describing
the variations of the system under study:
𝒃𝑃𝐶(𝑠, 𝒈) = 𝑺𝑃𝐶(𝑠, 𝒈)𝒂𝑃𝐶(𝑠, 𝒈) (2)
where the vectors 𝒂𝑃𝐶(𝑠, 𝒈), 𝒃𝑃𝐶(𝑠, 𝒈) ∈ ℂ(𝑀+1)𝑁×1 col-
lects the deterministic PC expansion coefficients of the cor-
responding wave variables, with 𝑀 + 1 the number of
the PC basis functions considered, whereas 𝑺𝑃𝐶(𝑠, 𝒈) ∈
ℂ
(𝑀+1)𝑁×(𝑀+1)𝑁 is a suitable scattering matrix representa-
tion, called “augmented system”.
It is important to remark that
∙ the augmented system is computed via a suitable
weighted combination of the PC coefficients of the scat-
tering matrix of the system under study;
∙ despite (2) is a mathematical description, it retains the
physical properties of such system: 𝑺𝑃𝐶(𝑠, 𝒈) can be
considered as an actual scattering parameters matrix
which must follow the same constraints for causality,
stability and passivity as for its original stochastic coun-
terpart;
∙ computing such augmented system requires to evaluate
the scattering parameters for a set of values 𝝃𝑘 for 𝑘 =
1, . . . ,𝐾 of the chosen random parameters, in order to
compute the corresponding PC expansion in the form




where 𝜑𝑘 are the orthonormal PC basis functions and 𝑺𝑘(𝑠, 𝒈)
for 𝑘 = 0, . . . ,𝑀 are the corresponding PC coefficients.
Note that the PC basis functions are (typically) orthogonal
polynomials and include a constant term, which is usually
indicated with 𝜑0. When orthonormal basis functions are
considered, as in this case, it is possible to prove that 𝜑0 = 1.
The interested reader is referred to [1]–[6] for a detailed
description of the PC expansion properties.
Now, since 𝑺𝑃𝐶(𝑠, 𝒈) can be considered as a scattering
matrix, it is possible to employ any deterministic parame-
terized macromodeling technique defined for the scattering
parameters [7]–[10] in order to model the stochastic variations
of the system under study for all the possible nominal values
𝒈 in the design space considered. Note that, while the time-
domain variability analysis based on the augmented system
(2) is described in [6], it is important to define also how
such augmented system can be used for frequency-domain
variability analysis.




𝑺𝑘(𝑠, 𝒈)⟨𝜑𝑘(𝝃)𝜑𝑗(𝝃), 𝜑𝑖(𝝃)⟩ (4)
where the symbol ⟨⋅⟩ indicate the inner product operator. For
𝑖 = 0, equation (4) can be simplified as
[𝑺𝑃𝐶(𝑠, 𝒈)]0𝑗 = 𝑺𝑗(𝑠, 𝒈) (5)
given the orthogonality of the PC basis functions and con-
sidering that 𝜑0(𝝃) = 1. Hence, the first block row of 𝑺𝑃𝐶
contains all the PC coefficients of the system scattering matrix.
Similarly, by assuming 𝑗 = 0 in (4), the same conclusion
can be drawn for the first block column. As a result, it is
always possible to obtain the PC coefficients of the scattering
matrix starting from its augmented system representation: the
frequency-domain variability analysis can be performed with
accuracy and efficiency thanks to the properties of the PC
expansion. Furthermore, if a continuous frequency-domain
model of 𝑺𝑃𝐶 is obtained, for example via the Vector Fitting
(VF) algorithm [11], [12], it is possible to evaluate the desired
PC coefficients over the entire frequency range considered.
B. Augmented Systems Parameterization
At this point, it is possible to build a parameterized macro-
model of 𝑺𝑃𝐶 and employ it for the time- and frequency-
domain variability analysis of the system under study. In
particular, we adopt the technique [7] together with the adap-
tive sampling scheme [13], in order to automate the model
building process. The proposed modeling framework starts by
computing the augmented system 𝑺𝑃𝐶 in the design points
individuated by the technique [13]. In order to do so, a
PC model of the scattering parameters in the form (3) is
computed for each design point, starting from the scattering
parameters of the system under study evaluated for a set
of samples around the chosen design points [6]. Once the
augmented systems 𝑺𝑃𝐶 are obtained, corresponding state-
space models are computed via the VF algorithm (indicated
here as root macromodels) and the parameterized model is
computed through suitable interpolation schemes of such root
macromodels [7]. If the modeling accuracy is not sufficient,
the design space is divided in cells by the technique [13] and
the entire procedure is repeated for each cell, until the desired
accuracy is reached. The flowchart for this modeling process
is illustrated in Fig. 1.
Hence, for each (nominal) value of the parameters 𝒈 in the
design space considered, the proposed modeling framework
gives a state-space representation of the corresponding aug-
mented system 𝑺𝑃𝐶 , which can be used for both time- and
frequency-domain analysis, as described in [6] and section
II-A, respectively.
Furthermore, the proposed methodology allows one to
model deterministic and stochastic parameters altogether:
the parameters 𝒈 in the design space can be deterministic,
stochastic, or a combination of the two, as it will be shown
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Fig. 1. Flowchart of the proposed parameterized macromodeling technique.
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Fig. 2. Geometry of the microstrip lowpass filter under study.
in Section III, since it is always possible to compute the
corresponding augmented system [6]. Note that the size of
the augmented system depends on the number of the PC
basis functions as 𝑁 × (𝑀 + 1). Hence, first accurate PC
models with 𝑀𝑖 + 1 basis functions are built separately for
different nominal values of the chosen random variable in
the design space. Next, the highest 𝑀𝑖 is chosen to build
the corresponding parameterized macromodel 𝑺𝑃𝐶(𝑠, 𝒈) in
the entire design space. Note that, the computational cost of
building a parameterized macromodel 𝑺𝑃𝐶(𝑠, 𝒈) is similar to
the corresponding one for applying the same parameterized
macromodeling technique to a deterministic system of size
(𝑀 + 1)𝑁 × (𝑀 + 1)𝑁 . However, differently from the de-
terministic case, 𝐾 evaluations of the scattering parameters
are required to compute the corresponding augmented system
for each sample 𝒈𝑖, where 𝐾 depends on the particular
technique adopted to compute the PC coefficients [6]. Finally,
the proposed approach defines a unique framework to model
deterministic and stochastic parameters altogether and gives
a complete characterization of the system under stochastic
effects in the entire design space. However, the downside is
that the computational cost to build the parameterized model
can be higher than performing the variability analysis (via PC-
based approaches, for example) only for the nominal values
of interest for the specific problem at hand.
III. NUMERICAL EXAMPLE
The microstrip lowpass filter shown in Fig. 2 and described
in [14] is analyzed over the frequency range [1− 7] GHz.
The filter scattering parameters are evaluated in Matlab1 via
a quasi-analytical model [15]. The width 𝑊 of the three
microstrips varies in the range [9 − 15] mm and is assumed
as a deterministic parameter, since the filter performance is
not sensitive to its variation caused by the manufacturing
tolerances; the height of the substrate 𝐻 is considered as a
Gaussian distributed random variable with nominal values in
the range [1.5 − 3.5] mm and standard deviation 75 𝜇m; the
relative permittivity of the substrate 𝜖𝑟 is a Gaussian random
variable with fixed nominal value 4.2 and standard deviation
0.067: once the substrate material is chosen, the only variations
of 𝜖𝑟 depend on the tolerances of the manufacturing process.
Following the approach described in Section II-B, ten PC
basis functions are used to compute the desired model, leading
to twenty-port augmented system. In particular, a non-intrusive
stochastic testing sampling method [1], [3] is used to minimize
the number of samples required for computing the desired PC
coefficients. As a result, the augmented system can be built






































Fig. 3. The mean and standard deviation (std) of the magnitude of 𝑆11(𝑠, 𝝃)
for 36 nominal values of (𝑊,𝐻, 𝜖𝑟). The blue lines indicate the MC analysis,
the red dash lines are results of the proposed model, while the green dotted
lines shows the corresponding absolute error.
by evaluating the scattering parameters at 𝐾 = 10 samples of
the chosen parameters around each nominal value 𝒈𝑖. Next, a
parameterized macromodel 𝑺𝑃𝐶(𝑠, 𝒈), with 𝒈 = (𝑊,𝐻, 𝜖𝑟)
is built via the techniques [7], [13] by assuming a maximum
absolute error threshold of -45 dB between the model response
and the computed augmented systems.
Figure 3 shows the modeling accuracy in the frequency-
domain: the results of the proposed macromodel for 36 points
spreading over the design space (not used to build the model)
are compared with the MC analysis performed for 5000
(𝑊,𝐻, 𝜖𝑟) samples. The accuracy is good for all the points
considered.
Time-domain simulations are performed with the following
settings: the filter is excited by a source with 50 Ω internal
resistance and is terminated on a 50 Ω resistor. The source
generates a windowed sinc function voltage pulse with rect-
angular shape spectrum from DC to 5.2 GHz. Note that the
parameterized model 𝑺𝑃𝐶(𝑠, 𝒈) is stable and passive: it can
be directly applied for time-domain simulations. Six samples
equally spaced along each diagonal of the two dimensional
design space (𝑊,𝐻) are chosen for accuracy assessment of
the model (note that the nominal value of 𝜖𝑟 is constant),
while the time-domain MC analysis at the same samples is
also conducted as a benchmark. In particular, a state-space
model is built via the VF algorithm for each sample used
in the MC analysis. The corresponding mean and standard
deviation of the output voltage are shown in Figs. 4 and 5.
It is interesting that all the mean values in Fig. 4 are quite
similar, while the corresponding standard deviations present
noticeable differences, which indicates that some samples are
more robust than others with regard to the variations of the
random parameters. Instead, for the points at the other diagonal
both the mean and standard deviation are quite sensitive to the
parameters variations as Fig. 5 shows. These results show the
Fig. 4. Mean and standard deviation (std) of the output voltage for six
samples equally spaced along one diagonal of the design space: from
(𝑊 = 9.25, 𝐻 = 1.55)mm to (𝑊 = 14.75, 𝐻 = 3.45)mm. The blue
lines indicate the MC analysis and red dash lines are obtained via the proposed
model.
Fig. 5. Mean and standard deviation (std) of the output voltage for six
samples equally spaced along one diagonal of the design space: from
(𝑊 = 14.75, 𝐻 = 1.55)mm to (𝑊 = 9.25, 𝐻 = 3.45)mm. The blue
lines indicate the MC analysis and red dash lines are obtained via the proposed
model.
capability of the proposed method of giving a comprehensive
analysis of the filter performance in the entire design space.
Furthermore, complex stochastic moments such as the prob-
ability density function (PDF) and cumulative distribution
function (CDF) can also be computed via the (inexpensive)
sampling of the corresponding PC model in the frequency-
and time-domain [6].
The model building process is completed in 9 hours and 29
minutes. However, the frequency- and time-domain variability
analysis via the computed model require 2.5 s and 30 s, respec-
tively, for each nominal value of the parameters considered.
Note that a single time-domain MC analysis requires about 4
hours 30 minutes, on average. Hence, the proposed approach
is more efficient than the MC method if more than two design
points are considered.
IV. CONCLUSION
A parameterized macromodeling approach for stochastic
linear systems is proposed in this contribution. The proposed
approach is general, since it can be applied to a large category
of systems, and offers a flexible model building phase, where
different techniques can be used to compute the proposed
macromodel. Furthermore, the proposed technique allows one
to perform accurate and efficient frequency- and time-domain
variability analysis. A suitable numerical example validates
the proposed methodology.
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