Two requirements for pivoting a cumulative distribution function (CDF) in order to construct exact confidence intervals or bounds for a real-valued parameter θ are the monotonicity of this CDF with respect to θ and the existence of solutions of some pertinent equations for θ. The second requirement is not fulfilled by the CDF of the maximum likelihood estimator of the exponential scale parameter when the data come from some life-testing scenarios such as type-I censoring, hybrid type-I censoring, and progressive type-I censoring that are subject to time constraints. However, the method has been used in these cases probably because the non-existence of the solution usually happens only with small probability. Here, we illustrate the problem by giving formal details in the case of type-I censoring and by providing some further examples. We also present a suitable extension of the basic pivoting method which is applicable in situations wherein the considered equations have no solution.
respect to θ of the cumulative distribution function (CDF) F (y; θ) of a (typically) sufficient statistic Y . In the case when Y is continuous, the method is applicable under the following conditions:
I. The distribution of Y is stochastically increasing (resp., decreasing) in θ, i.e., for all y, we have F (y; θ 1 ) (resp., ) F (y; θ 2 ) whenever θ 1 < θ 2 ;
II. For some α 1 , α 2 > 0 with α 1 + α 2 = α ∈ (0, 1), the equations F (y; θ) = 1 − α 1 and F (y; θ) = α 2 can be solved with respect to θ for all possible values y of Y .
If we denote by θ L (y) < θ U (y) the solutions to the above equations, the random interval [θ L (Y ), θ U (Y )] is then an exact 100(1 − α)% confidence interval for θ. The typical choice is α 1 = α 2 = α/2, though it is not necessary in general. By slightly generalizing condition II, the method can be also applied in cases when the distribution of Y is noncontinuous (e.g., discrete); see Casella and Berger (2002) .
In the last 45 years, the above approach has been adopted by many researchers for constructing exact confidence intervals and/or bounds for the mean of the exponential distribution based on data obtained from life-testing experiments under time constraints. Schemes such as hybrid type-I censoring, generalized hybrid type-II censoring and progressive type-I censoring can be thought of as extensions of the conventional type-I (right) censoring, and were introduced in the literature to overcome some drawbacks in the conventional type-I censoring. Recall that a random sample is said to be type-I right censored, hereafter simply "type-I censored", if only observations up to a certain time T are observed. To fix ideas, suppose n items are subject to a life-test and denote by X 1 , . . . , X n their lifetimes. Assume that they are iid random variables from an exponential distribution with mean θ ∈ Θ = (0, ∞).
Let T > 0 be a fixed time point and suppose the life-test is terminated at time T . If D = n i=1 I(X i T ) denotes the number of failures observed until time T , then the maximum likelihood estimator (MLE) of θ exists if and only if D 1 and is given bŷ
where X 1:n < · · · < X n:n is the ordered sample (cf. Arnold et al., 2008) . But when D = 0, the MLE does not exist as in this case it can be readily seen that the likelihood function is a monotone increasing function of θ. The estimatorθ seems to have been proposed for the first time by Bartlett (1953) . Its conditional CDF, given D 1, was derived in closed-form by Bartholomew (1963) . It can be represented as a mixture of left-truncated gamma distributions with both positive and negative weights (sometimes referred to as a generalized mixture) with the shape parameters of these gamma distributions being integers ranging from 1 to n. The exact form of this CDF, denoted by F (y; θ|D 1), is presented in Section 3.
Since F (y; θ|D 1) is available in closed-form, it seems natural to pivot it in order to construct exact confidence intervals for θ. In fact, this particular approach has been suggested by Barlow et al. (1968) who also provided a computer program to calculate the corresponding confidence limits. However, although in this case condition I holds (see Balakrishnan et al., 2002, or Balakrishnan and Iliopoulos, 2009) , condition II fails. Indeed, in Section 3 (see Corollary 1), it is shown that for any u ∈ (0, 1), the range of F ((n − 1 + u)T ; θ|D 1) as a function of θ is the interval (u, 1). This implies that whatever α 1 and α 2 we choose, there is always a positive probability set B such that for any y ∈ B at least one of the equations in condition II has no solution. Hence, the method of pivoting the CDF can not be applied in this case unless it is modified suitably. It turns out that the same problem appears for the CDF of the MLE of θ for many other life-testing scenarios such as those mentioned earlier. However, this problem does not seem to have been noted while the method itself has been adopted in several sampling scenarios.
The rest of this paper is organized as follows. In Section 2, we present an extension of the method of pivoting the CDF that covers situations like those mentioned above.
We prove that the confidence intervals constructed by this extension still remain exact.
In Section 3, we discuss in detail the case of type-I right censored exponential lifetimes and prove that the original pivoting method can never be applied as it is. In Section 4, we point out some more general life-testing experiments wherein the same problem persists. We conclude with a brief discussion in Section 5.
2 An extension of the method of pivoting the CDF Let Y be a statistic with CDF F (y; θ) which is continuous in both y ∈ R and θ ∈ Θ.
Assume that Θ is an open, half-open or closed interval with endpoints θ < θ which may be −∞ and/or ∞, respectively. Assume further that Y is stochastically increasing in θ, i.e., F (y; θ) is a decreasing function of θ for each y and let
By the monotonicity of F (y; θ) with respect to θ and the fact that it is bounded, these limits exist for all y. To keep things simple, let us assume that the monotonicity with respect to θ is strict. Then, for any y ∈ Y = support(Y ) and α ∈ (0, 1), the equation F (y, θ) = α will have a solution θ(α, y) ∈ (θ, θ) if and only if F (y; θ) < α < F (y; θ).
Then, we have the following result.
Proof. Partition Y into non-overlapping sets B 1 (α) = {y : θ * (α, y) = θ}, B 2 (α) = {y : θ * (α, y) = θ(α, y)}, B 3 (α) = {y : θ * (α, y) = θ}, and then set y 1 = sup B 1 (α), y 2 = sup B 2 (α). Note that y 1 inf B 2 (α) and y 2 inf B 3 (α). Indeed, if y ∈ B 1 (α) and y ′ < y, then F (y ′ ; θ) F (y; θ) and by taking the limits as θ ↓ θ, we see that F (y ′ ; θ) α as well. Similarly, if y ∈ B 3 (α) and y ′ > y, then y ′ ∈ B 3 (α), too. Hence, B 1 (α) contains "small" y's and B 3 (α) contains "large" y's, and so B 2 (α) lies between these two sets. It turns out that P θ {Y ∈ B 1 (α)} = F (y 1 ; θ), P θ {Y ∈ B 2 (α)} = F (y 2 ; θ) − F (y 1 ; θ), and P θ {Y ∈ B 3 (α)} = 1 − F (y 2 ; θ). Applying now the theorem of total probability, we get for any θ ∈ (θ, θ),
By definition, for y ∈ B 2 (α), we have θ(α, y) θ ⇔ F (y; θ) F (y; θ(α, y)) = α.
Notice that the conditional CDF of Y , given Y ∈ B 2 (α), is the truncated continuous
Thus,
substituting the last quantity in (2), we get the required result.
Theorem 1. Let α 1 , α 2 > 0 with α 1 + α 2 = α ∈ (0, 1). Then, the random set
is an exact 100(1 − α)% confidence interval for θ.
Proof. Note first that the monotonicity of F (y; θ) with respect to θ, together with the fact that 1 − α 1 > α 2 , imply θ * (1 − α 1 , y) θ * (α 2 , y) for all y. By writing
θ} and then applying Lemma 1, the result follows.
When θ(1 − α 1 , y) and θ(α 2 , y) are defined for all values y, the confidence interval
is identical to the one given in Casella and Berger (2002) since in this case the original method works properly. However, if one of these quantities does not exist for some y, then I * α 1 ,α 2 (y) becomes simply a bound (either lower or upper) for θ. It is indeed inconvenient when θ = −∞ or θ = ∞ since θ * (1 − α 1 , Y ) = −∞ or θ * (α 2 , Y ) = ∞ with positive probability implies that the expected width of I * α 1 ,α 2 (Y ) is infinite. Moreover, there may be values y such that I * α 1 ,α 2 (y) degenerates into the "points" θ or θ which may lie outside the parameter space. This follows from the facts
such values of Y may be useless for the construction of this particular confidence interval. However, exclusion of these values from the analysis by truncating Y off the "useless" set inflates the actual coverage probability to (1 − α)/P θ {Y ∈ B(α 1 , α 2 )}, where B(α 1 , α 2 ) = {y; θ * (1 − α 1 , y) < θ and θ * (α 2 , y) > θ}. This would result in the corresponding confidence interval being quite conservative.
Situations where F (y; θ) = α has no solution are not artificial at all as we shall see in the next section. It could occur in any standard model under restriction on the parameter space. For instance, suppose we wish to construct an exact confidence interval for a normal mean θ based on a random sample X 1 , . . . , X n , but subject to the restriction θ θ θ, where θ < θ are known finite values. When the parameter space is unrestricted, then pivoting the CDF of the sufficient statisticX is straightforward and it results in standard confidence intervals for θ of the form
√ n ] (assuming that the standard deviation σ is known for simplicity), where z α denotes the upper α-quantile of the standard normal distribution. This is a consequence of the fact that the CDF ofX, Φ(
However, this is not the case when θ is restricted to the interval [θ, θ] . Then, for a range of y that has non-zero probability, the equations Φ(
The modification we have proposed forces for such y the endpoints of the confidence intervals to be θ and/or θ, i.e., it applies the natural truncation whenever needed.
Remark 1. In case where the monotonicity of F (y; θ) with regard to θ is not strict for some y, the equation F (y; θ) = α may have multiple solutions. Then, by setting θ(α, y) = inf{θ : F (y, θ) = α}, Lemma 1 and Theorem 1 continue to hold since the crucial equivalence θ(α, y) θ ⇔ F (y; θ) F (y; θ(α, y)) = α still remains valid.
Remark 2. In cases where Y is stochastically decreasing in θ, i.e., when F (y; θ) is increasing in θ for all y, the distribution can be reparametrized by θ ′ = ψ(θ) where ψ is a strictly decreasing function. Then, Y is stochasticaly increasing in θ ′ and everything works as above.
Remark 3. The extension of the method may be adapted to the case where Y has a noncontinuous distribution. Following Casella and Berger (2002) , letF (y; θ) = P θ (Y y). For any y ∈ Y, this function is increasing in θ since F (y; θ) is decreasing.
For α ∈ (0, 1) and y ∈ Y, let us use θ ′ (α, y) to denote the solution of the equation F (y; θ) = α with respect to θ, when it exists. Define
Then, for any α 1 , α 2 > 0 with α 1 +α 2 = α ∈ (0, 1), the random set [θ
is a 100(1 − α)% confidence interval for θ. This follows from the facts that θ * (α 1 , y) θ * (α 2 , y) for all y as well as P θ {θ * (α 1 , Y ) > θ} < α 1 and P θ {θ * (α 2 , Y ) < θ} < α 2 .
The last inequalities can be established as done in Lemma 1.
Type-I censoring with exponential lifetimes
Recall the type-I censoring setup with exponential lifetimes mentioned in the Introduction. By using a moment generating function approach as done by Bartholomew (1963) , it can be shown that for any integer 1 d 0 n the conditional CDF ofθ, 
Lemma 2. For any integers
where (a) + = max{a, 0}.
Proof. Consider the Poisson sum representation of the CDF of the gamma distribution with integer shape d and scale 1,
as u approaches zero. Clearly, if dy − (n − d + ν)T 0, the quantity on the left hand side equals zero and so its limit is zero as well. When dy − (n − d + ν)T > 0, 
Moreover, the last sum takes every value in (0, 1) as y ranges over
Proof. Note that as θ ↓ 0, 1 − e −T /θ ↑ 1 and so D converges in probability to n. This implies that lim θ↓0 P θ (D d 0 ) = 1 for all d 0 . On the other hand, as θ ↓ 0, the only term that matters in the sum representation of F (y; θ|D d 0 ) is the one corresponding to d = n, ν = 0, since in all other cases we have n − d + ν > 0 and so lim θ↓0 e −(n−d+ν)T /θ = 0. Hence, for all y > 0,
and thus the first limit is established. Observe now that by Lemma 2 the ratios
Hence, On the other hand, as y ↑ nT /d 0 , the limit becomes
The last sum is the Stirling number of the second kind S(d 0 , d 0 ) (cf. Charalambides, 2005) which is equal to 1, and this completes the proof.
Corollary 1. For any u ∈ (0, 1), the range of F ((n − 1 + u)T ; θ|D 1) as a function of θ is the interval (u, 1).
Proof. For any u ∈ (0, 1), we have (n − 1 + u)T ∈ ((n − 1)T, nT ). Hence, by applying Theorem 2 and using the continuity of F ((n − 1 + u)T ; θ|D 1) with respect to θ,
we get that its range as a function of θ is the interval
as claimed.
Corollary 1 tells us that whatever α 1 and α 2 we choose for calculating the exact 100(1 − α)% confidence interval for θ, there is always a positive probability, no matter how small, where at least one of the endpoints is not defined. More specifically, θ(α 2 , y) is not defined for y (n − 1 + α 2 )T , while both endpoints θ(1 − α 1 , y) and θ(α 2 , y) are not defined for y (n − 1 + (1 − α 1 ))T .
Proposition 1. For any u ∈ (0, 1), the probability that θ(u,θ) is not defined lies between 0 and 1 − u.
Proof. The quantity θ(u, y) is not defined when y (n − 1 + u)T . This event has probability 1 − F ((n − 1 + u)T ; θ). By Corollary 1, F ((n − 1 + u)T ; θ) lies between u and 1, and hence the result.
Corollary 2. Let α 1 , α 2 > 0 with α 1 +α 2 = α ∈ (0, 1). Consider the exact 100(1−α)% confidence interval I * α 1 ,α 2 (θ) for θ. (a) The probability p ∞ that its upper point is infinite (so that the width of I * α 1 ,α 2 (θ) is infinite) lies between 0 and 1 − α 2 ; (b) The probability p ∅ that both of its endpoints are infinite (so that I * α 1 ,α 2 (θ) is an empty set) lies between 0 and α 1 .
Notice that the problem of nonexistence of the solutions θ(α, y) occurs only when y ∈ ((n−1)T, nT ). This range of values are achieved by the MLE if and only if D = 1.
One may therefore think that a single observation is not enough for the construction of a confidence interval with finite endpoints and that the problem can be solved by requiring more than one failure to be observed. However, whatever number of observations is required, the problem remains. Indeed, Theorem 2 shows that no matter what d 0 is, there is always a range of values where the limit of F (y; θ|D d 0 )
as θ ↑ ∞ may take any value between zero and one. Fortunately, p ∞ and p ∅ decrease to zero with n at an exponential rate. Indeed, these probabilities are strictly smaller than P θ (D = 1)/P θ (D 1) = n(e T /θ − 1)/(e nT /θ − 1), and so most of the times I * α 1 ,α 2 (θ) results in a proper interval. Nevertheless, p ∞ and p ∅ always remain positive which means that the expected width of I * α 1 ,α 2 (θ) is infinite and there is also a positive probability to become an empty set.
Some other scenarios facing the same problem
As mentioned in the Introduction, Barlow et al. (1968) applied the method of pivoting the CDF for constructing exact confidence limits for the exponential mean under type-I censoring. Since then, the approach has been used for the same purpose in more general models. In this section, we briefly review one of these models and demonstrate that for constructing exact confidence intervals by pivoting the CDF of the corresponding MLE the extension presented in Section 2 must also be applied.
One of the flexible censoring schemes that appeared in the literature is hybrid type-I censoring. This scheme was originally proposed by Epstein (1954) and was further studied by Chen and Bhattacharyya (1988) and Childs et al. (2003) ; see also Balakrishnan and Kundu (2013) . Chen and Bhattacharyya (1988) and Childs et al. (2003) pivot the CDF (more specifically, the survival function) of the MLE of θ in order to obtain exact confidence bounds and intervals, respectively. The difference of this scheme from the standard type-I censoring is that the experiment terminates at the random time T * = min{X r:n , T }, where 1 r n. The idea is that in cases wherein the experimenter is satisfied with r observations, he/she is allowed to stop the experiment before the pre-determined time as soon as r failures have occured.
Assuming exponential lifetimes, Epstein (1954) found the MLE of θ in this case aŝ
where D * = n i=1 I(X i T * ) denotes the number of failures that are observed up to time T * , that is, D * = r if T * = X r:n and D * = D if T * = T , where D is as defined before. As in the case of conventional type-I censoring, this MLE is also defined if and only if D 1. Chen and Bhattacharyya (1988) gave an expression for the conditional CDF ofθ given D 1, which was further simplified by Childs et al. (2003) . Their expression of the CDF is
Thus, in this case as well, the distribution is represented as a (generalized) mixture of gamma distributions. Its stochastic monotonicity has been established by Balakrishnan and Iliopoulos (2009) . On the other hand, it is easy to verify that there is a range of values for which the limit of the CDF as θ ↑ ∞ is not zero. More specifically, for any u ∈ (0, 1), we have lim θ↑∞ F r ((n − 1 + u)T ; θ|D 1) = u when r > 1 and lim θ↑∞ F r (nuT ; θ|D 1) = u when r = 1 which means that the problem of nonexistence of a solution to the equation F r (y; θ|D 1) = u for particular values y is also present here. The same situation arises under type-I hybrid progressive censoring introduced by Childs et al. (2008) (see also Cramer and Balakrishnan, 2013) , generalized type-II hybrid censoring (Chandrasekar et al., 2004) , progressive type-I censoring (Balakrishnan, 2007; Balakrishnan et al., 2011) and some other life-testing scenarios as well.
Discussion
The construction of exact confidence intervals for the scale parameter of the exponential distribution under life-test with time constraints has been discussed in a variety of censoring scenarios. The method has then been compared by simulation with some alternate approaches like normal approximation, bootstrap confidence intervals and Bayesian credible intervals. Obviously, exact confidence intervals outperform confidence intervals based on such approximate methods in terms of coverage probability.
In some cases, simulated average widths are reported as well. However, as illustrated in Corollary 2 and the ensuing discussion, the expected width of the exact confidence interval is infinite. This is a consequence of the fact that for particular values y of the MLE the equation F (y; θ) = α has no solution, violating condition II given in the
Introduction. It appears that this condition has not been noticed as a restriction and has been taken for granted. Normally, from time to time in Monte Carlo simulations, this problem must have led numerical methods to behave strangely. For example, the Newton method would keep iterating until overflow while the bisection method would not even be able to perform the initial step. In this paper, we have formally analyzed the situation in the case of conventional type-I censoring and discussed briefly other sampling schemes under which the CDF of the MLE behaves in a similar manner.
The analysis performed in Section 3 suggests that there is no satisfactory solution to the problem of having both finite expected width and attainment of the coverage probability. For instance, truncation of the right endpoint from infinity to any finite value obviously decreases the coverage probability.
Running experiments subject to time constraints leads naturally to truncated distributions. One may wonder whether truncation of a distribution always does cause troubles to the existence of the solution θ(α, y) of the equation F (y; θ) = α.
In some cases, this seems to depend on the tail behavior of the baseline (i.e., the untruncated) distribution. Let Y be a random variable originally coming from the location family with CDFs F 0 (y − θ), θ ∈ R. Assume that Y is (possibly doubly) truncated in the interval (T 1 , T 2 ), where T 1 or T 2 can be −∞ and +∞, respectively.
Then, the CDF of Y is F (y; θ) = {F 0 (y − θ) − F 0 (T 1 − θ)}/{F 0 (T 2 − θ) − F 0 (T 1 − θ)}, y ∈ (T 1 , T 2 ). It can be verified that for any fixed y, 
whereF 0 = 1 − F 0 . Assume further that F (y; θ) is decreasing in θ. For instance, this is ensured if the baseline distribution has the monotone likelihood ratio property with respect to θ. Then, the existence of θ(α, y) depends on the behavior of the tails of F 0 . For example, when F 0 (y) = Φ(y), y ∈ R, i.e., the standard normal CDF, the above limits equal 0 and 1, respectively, for any y (and T 1 < T 2 ). Thus, θ(α, y) always exists. On the other hand, when F 0 (y) = e y /(1 + e y ), i.e., the standard logistic CDF, the limits are e y−T 2 and e T 1 −y , respectively, which means that for any particular y, θ(α, y) exists only for a restricted range of α's.
