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We develope a two-species exclusion process with a distinct pair of entry and exit sites for each
species of rigid rods. The relatively slower forward stepping of the rods in an extended bottleneck
region, located in between the two entry sites, controls the extent of interference of the co-directional
flow of the two species of rods. The relative positions of the sites of entry of the two species of rods
with respect to the location of the bottleneck are motivated by a biological phenomenon. However,
the primary focus of the study here is to explore the effects of the interference of the flow of the two
species of rods on their spatio-temporal organization and the regulations of this interference by the
extended bottleneck. By a combination of mean-field theory and computer simulation we calculate
the flux of both species of rods and their density profiles as well as the composite phase diagrams
of the system. If the bottleneck is sufficiently stringent some of the phases become practically
unrealizable although not ruled out on the basis of any fundamental physical principle. Moreover
the extent of suppression of flow of the downstream entrants by the flow of the upstream entrants
can also be regulated by the strength of the bottleneck. We speculate on the possible implications
of the results in the context of the biological phenomenon that motivated the formulation of the
theoretical model.
I. INTRODUCTION
Non-equilibrium steady states (NESS) of systems of
interacting driven particles are of current interest in sta-
tistical physics [1, 2]. Totally asymmetric simple exclu-
sion process (TASEP) [3–5] is a paradigmatic model of
interacting self-propelled particles [2–6]. In this model a
fraction of the sites on a one-dimensional lattice are occu-
pied by particles that can hop forward probabilistically,
at a given rate (i.e., with a probability per unit time), if
and only if its target site is empty. Various adaptations
and extensions of TASEP, including multi-species exclu-
sion processes [7–55], have been used to model vehicular
traffic (see [7, 8] for reviews) and traffic-like collective
phenomena in biological systems (see ref.[9–12] for re-
views). Under open boundary conditions, the rates of
entry and exit of the particles are also specified. In anal-
ogy with vehicular traffic, the points of entry and exit
of the particles are often also referred to as the ON- and
OFF- ramps, respectively. By convention adopted in this
paper, all the particles move from left to right.
Special sites from which the particles can hop forward
at a relatively slower rate are usually referred to as de-
fect sites. An isolated slow site is a “point-like” defect
whereas a continuous string of slow sites constitute a
“line-like” (or “extended”) defect. Each of these defects,
irrespective of its size, creates a bottleneck where the flow
of particles slows down. The effects of a single bottleneck
as well as those of randomly distributed bottlenecks on
the spatio-temporal organization of the particles, partic-
ularly the flow in the NESS, have been investigated over
the last two decades [56–92]. In all those models with
bottlenecks only a single ON-, OFF-ramp pair was con-
sidered.
In this paper we develop a biologically motivated two-
species exclusion process with a distinct pair of ON-,
OFF-ramps for each species, where an extended defect
lies in between the two ON ramps. More specifically, the
ON-ramp of one of the two species of particles is located
immediately downstream from the right edge of a single
extended bottleneck while the other ON ramp lies far
upstream from the left edge of that defect.
Although the relative positions of the two ON-ramps
with respect to the extended bottleneck in this model is
motivated by a specific biological phenomenon, it is not
intended to account for experimental data. Instead, the
model focuses on the physics of collective spatio-temporal
organization of the two species of particles. By influenc-
ing the flow of the particles that enter through the up-
stream ON-ramp, the bottleneck can control the extent of
interference of the flow the two species in the downstream
region. For this model, by a combination of mean-field
theory and computer simulations, we draw the phase di-
agrams that displays an unprecedented richness. We also
demonstrate a switch-like regulation of flow of one species
of rods by a sufficiently high flow of the other.
II. MODEL
In the first two subsections we present brief summaries
of TASEP with hard rods and the biological phenomenon
of Internal Ribosome Entry Site (IRES) that motivates
the model introduced in this paper.
A. Brief summary of TASEP with hard rods and
models of ribosome traffic
In a TASEP under open boundary conditions equis-
paced sites on a one-dimensional lattice are labeled by the
integer index j = 1, 2, ..., L + ` − 1. In the case TASEP
with a single species of hard rods, each of length ` (in
the units of lattice spacing), successive ` sites are cov-
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2ered simultaneously by each rod. The position of each
rod on the lattice is denoted by the lattice site covered
by its leftmost edge. In our terminology used throughout
this paper, a site j is said to be occupied by a rod if j
denotes its position. Thus, at any arbitrary instant of
time, if a site j is occupied by a rod then all the sites
j, j + 1, j + 2, ..., j + `− 1 are simultaneously covered by
the same rod. Thus, out of the L + ` − 1 lattice sites
only the L sites 1, 2, ..., L can be occupied by the rods;
the remaining `− 1 sites can be covered by a rod if it is
occupies the site L.
Mutual exclusion of the rods is ensured by imposing
the condition that no lattice site can be covered by more
than one rod simultaneously. At any arbitrary instant
of time the number density of the rods on the lattice is
defined by
ρ = N/L (1)
where N is the total number of rods occupying lattice
sites at that instant of time. Since each rod simultane-
ously covers ` sites on the lattice and since none of the
sites can be covered by more than one rod simultaneously
the coverage density is given by
ρc = ρ` (2)
where the corresponding number density ρ is obtained
from eq.(1). In other words, coverage density is the true
measure of the total fraction of lattice sites occluded by
the rods while only the remaining fraction remains empty.
Under open boundary conditions, a rod can enter the
lattice only through the site i = 1. If simultaneously
all the first ` sites of the lattice (i.e., the sites 1, 2, ..., `)
are not covered by any existing rod a new rod can enter
the system and occupy the site i = 1 (and also cover
the sites 2, ..., ` simultaneously); the rate of this event is
α. Similarly, a rod can exit from the lattice, with rate
β, if it is occupying the site i = L (and covering the
remaining sites i = L+ 1, L+ 2 . . . L+ `− 1). A rod that
occupies any site i other than i = L can hop forward,
with step size unity (measured also in the unit of lattice
spacing) and jump rate p, only if the site i+ ` is empty.
P (i, t) denotes the probability of finding a rod at site
i at time t.
We define p(i | i + `) as the conditional probability of
finding site i+ ` empty, if site i is given to be occupied.
It is straightforward to show that [37, 38]
p(i | i+ `) = 1− ρ`
1 + ρ− ρ` , (3)
where, ρ is the occupational density of the system.
The master equations corresponding to the above ex-
plained dynamics are given below,
a: At site i = 1,
dP (i, t)
dt
= αP (0, ...., 0︸ ︷︷ ︸)− P (i, t)p(i | i+ `)p, (4)
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FIG. 1. (Color online) A cartoon depicting the phenomenon
of unconventional translation initiated through IRES. The rel-
ative positions of the sites of canonical initiation and IRES
with respect to that of the secondary structure of the mRNA
track, along with the rates of the various kinetic processes,
are shown schematically (see the text for details).
where, P (0, ...., 0︸ ︷︷ ︸) is the probability that all sites from
i = 1 to i = ` are empty.
b: At site i = L,
dP (i, t)
dt
= P (i− 1, t)p− P (i, t)β, (5)
c: At all remaining sites,
dP (i, t)
dt
= P (i− 1, t)p(i− 1 | i+ `− 1)p
− P (i, t)p(i | i+ `)p.
(6)
Under steady state condition, flux (J) in a uniform
system is given by,
J = p
ρ(1− ρ`)
(1 + ρ− ρ`) (7)
By taking,
dJ
dρ
= 0, we get,
JMC =

1
(
√
`+ 1)2
if p = 1,
p
(
√
`+ 1)2
if p < 1,
(a)
ρMCc =

√
`
(
√
`+ 1)
if p = 1,
√
`
(
√
`+ 1)
if p < 1.
(b) (8)
If initiation is the rate-limiting step (i.e., the rate α is
the smallest of the three rates), then the system exhibits
3  
FIG. 2. (Color online) A schematic description of the two-
species exclusion model, intended to capture some of the key
features of Fig.1. The whole lattice is divided into three
segments. Segments I and III are regions where the rate
of forward hopping of a rod is W , irrespective of the site
and identity of the rod. The mid-segment II, that mimics
the secondary structure of mRNA in Fig1, is essentially an
extended bottleneck because the forward jump rate Ws of
the rods in this segment is less than W . Sites i = 1 and
i = is = L2 + n`+m are the sites of entry for the rod1 (with
rate α1 in segment I) and for rod2 ( with rate αIE in segment
III), respectively. Thus, segments I and II are populated by
only rod1 whereas a mixed population of rod1 and rod2 exists
in segment III. αeff2 and αeff3 are effective rates of entry of
the rods into the segments II and III, respectively; αeff3 gets
contributions from αIE as well as αNIE , the latter being the
effective rate of entry of rod1 from segment II into segment
III. Similarly, βeff1 and βeff2 are the effective rates of exit of
the rod1 from segments I and II, respectively. For simplicity,
we assume both species of rods to exit from the lattice, with
the same rate β, from the same site i = L, irrespective of
their identity. In this figure the rod length is taken as ` = 2
just for the purpose of illustration; in actual numerical calcu-
lations rod size has been taken as ` = 10 which captures the
size of a ribosome more realistically.
the low density (LD) phase. The steady state flux and
the coverage density in the LD phase are given by
JLD =

α(1− α)
1 + α(`− 1) if p = 1,
α(p− α)
p+ α(`− 1) if p < 1,
(a)
ρLDc =

α`
1 + α(`− 1) if p = 1,
α`
p+ α(`− 1) if p < 1.
(b) (9)
Similarly, if termination is the rate-limiting (i.e., slowest)
step, the system would be in the high density (HD) phase.
The steady state flux and the coverage density in the HD
phase are given by
JHD =

β(1− β)
1 + β(`− 1) if p = 1,
β(p− β)
p+ β(`− 1) if p < 1,
(a)
ρHDc =
1− β if p = 1,(p− β)
p
if p < 1.
(b) (10)
By comparing the fluxes (8 (a)), (9 (a)) and (10 (a)),
we get the boundaries between different phases.[25]
The main characteristics of the three dynamical phases,
namely the low density (LD), high density (HD) and
maximal current (MC) phases, that a TASEP for sin-
gle species of hard rod exhibits on the α − β plane are
summarized in Table (I) [8, 25, 26, 28, 35].
B. Brief introduction to Internal Ribosome Entry
Site (IRES)
The primary structure of a single DNA strand is a
linear sequence of its monomeric subunits called nu-
cleotides. The four species of nucleotides that can occur
in this linear sequence are the analogs of four letters of
a language in which nature encodes the genetic message.
The same message is merely transcribed into the sequence
of nucleotides on the messenger RNA (mRNA) molecule
that is synthesized by a RNA polymerase (RNAP) ma-
chine using the DNA as a template. Triplets of nu-
cleotides on a mRNA are called codons. Following the
genetic code, each codon is translated into the corre-
sponding amino acid, the monomeric subunits of a pro-
tein. Thus, the sequence of codons on a mRNA strand
serves as the template for the synthesis of the correspond-
ing protein thereby translating the genetic message from
a language based on 4-letter alphabet to another lan-
guage based on a 20-letter alphabet. The macromolecu-
lar machine that translates the genetic message is called
a ribosome. From the perspective of statistical physics,
a ribosome is a molecular motor [11, 93] that uses the
mRNA template also as a track for its step-by-step for-
4Low Density (LD) High Density (HD) Maximal Current (MC)
Phase boundary condition α < β, α <
p
1 +
√
`
β < α, β <
p
1 +
√
`
α >
p
1 +
√
`
, β >
p
1 +
√
`
Flux (J)
α(p− α)
p+ α(`− 1)
β(p− β)
p+ β(`− 1)
p
(
√
`+ 1)2
Coverage density (ρc)
α`
p+ α(`− 1)
p− β
p
√
`
(
√
`+ 1)
TABLE I. Comparison of phase boundary conditions, fluxes and coverage densities in three phases, namely the low density
(LD), high density (HD) and maximal current (MC) phases.
ward movement. After translating each codon a ribosome
steps forward to the next codon on the template mRNA;
thus the step size of a ribosome motor on its track is
identical to the linear size of a codon.
Often many ribosomes move simultaneously on the
same mRNA track while each synthesizes a distinct copy
of the same protein whose primary structure is encoded
in the codon sequence on the template mRNA. Under-
standing the spatio-temporal organization of ribosomes
in such traffic-like collective phenomenon in terms of a
minimal mathematical model [9, 10] was the original mo-
tivation for formulation of TASEP [13, 14]. Since each ri-
bosome simultaneously covers about 30 nucleotides (i.e.,
10 codons) each was represented by a rod of length ` > 1,
instead of a particle of length ` = 1, in the TASEP. The
entry and exit of a rod in the TASEP capture the ini-
tiation and termination, respectively, of the process of
translation by a ribosome. The hopping of a rod from
one lattice site to the next mimics translation of suc-
cessive codons on the mRNA template. Therefore, the
average speed of a rod in the TASEP corresponds to the
rate of elongation of a protein while the flux of the rods
gives the overall rate of production of proteins.
Unlike DNA, which forms its iconic double-stranded
helix, RNA can adopt wide varieties of secondary struc-
tures that are believed to have functionally important
roles [99, 100]. Several of these secondary structures
are, in fact, “signals” for alternative readout of the ge-
netic message encoded in its own sequence. Such dy-
namic alteration of decoding, without any alteration of
the genetic code, is called “recoding” [101, 102]. Recod-
ing phenomena are often referred to as “programmed”
errors to distinguish these from random errors of decod-
ing of genetic message. Except one special type of re-
coding that arises from programmed error at the level
of transcription, almost all types of recoding take place
via non-canonical translation and appear as programmed
translational errors.
In canonical translation initiation takes place, effec-
tively, at one end of the mRNA template. However, one
of the non-canonical modes of translation [94] can get
initiated from an “internal site” far downstream from
the site of canonical initiation (see Fig.1). For obvious
reason, this mode of non-canonical translation is named
after the special site of initiation, namely, Internal Ribo-
some Entry Site (IRES) [98]. The non-canonical routes of
translation are widely exploited by viruses to hijack the
ribosomal machineries of their host cells and to evade the
anti-viral responses of the host [95, 96]. In response to
stress, cells are also believed to regulate translation via
IRES route [97]. Therefore, a deep understanding of the
interplay of canonical and non-canonical translation of a
mRNA can help in developing strategies to combat viral
infection.
The structural features of IRES and the circumstances
which promote this mode of non-canonical initiation have
been the main focus of investigation in the biology liter-
ature. One of the common features of IRES, observed
across all known examples, is that IRES is located on,
or just a few nucleotides downstrean from, a secondary
structure formed by the mRNA template. However, to
our knowledge, no attention has been paid so far on the
consequences of IRES on ribosome traffic.
The main motivation for the two-species exclusion
model developed in this paper is to explore possible ef-
fects of the interference of the flow of two species of ri-
bosomes, engaged in canonical and non-canonical trans-
lation, on the overall nature of the ribosome traffic on a
single mRNA. The phenomenon of non-canonical trans-
lation via IRES route has some similarities with tran-
scriptional interference (TI) where two-species of RNAP
motors, with their distinct sites of transcription initia-
tion, interfere. Very recently a TASEP-based model of
TI has been reported elsewhere [103]. However, as we
shall demonstrate in this paper, the secondary structure
of the mRNA template immediately upstream from the
IRES, serves as an additional regulator of the extent of
interference of the flow of the two species of ribosomes.
Consequently, much richer varieties of spatio-temporal
organization of the ribosomes, under different levels of
stability of the mRNA secondary structure, are expected
in the model developed here than those reported in the
5context of TI in ref.[103].
C. Two-species TASEP with hard rods inspired by
IRES
The schematic diagram of the model is shown in Fig.
(2). This model consists of a one dimensional lattice of
size L+ `− 1 and multiple identical rods of two different
species. Size of a rod is ` in the units of lattice sites
(i.e. it covers ` sites simultaneously) and it is assumed
to be identical for both species 1 and 2. Here, we denote
the position of a rod (either rod of species 1 or 2) by
the lattice site at which the left most edge of the rod
is located. If the left most edge of the rod is at site i,
then, site i is known as ‘occupied’ site and all remaining
sites i + 1, i + 2, . . . , i + ` − 1 are ‘covered’ sites. In this
model, the whole lattice is divided into three segments:
segment I consists of site i = 1 to site i = L1 − 1 (i.e.
1 ≤ i ≤ L1 − 1), segment II from site i = L1 to site
i = L2 (i.e. L1 ≤ i ≤ L2) and segment III from site
i = L2+1 to site i = L+`−1 (i.e. L2+1 ≤ i ≤ L+`−1).
A new rod can enter via two possible pathways:
a) through canonical initiation and b) through non-
canonical initiation. In the “canonical initiation” path-
way a new rod can attach to the first lattice site (i.e.
at i = 1) with rate α1, if all the ` sites 1, 2, ...` are si-
multaneously empty (i.e. neither occupied nor covered).
In the alternative “non-canonical initiation” pathway a
new rod can attach to a special internal entry site (i.e.
at i = is = L2 + n` + m, where n,m are two integers),
with rate αIE , if all sites from is to is + ` − 1 are nei-
ther occupied nor covered simultaneously, and it will be
referred to as “non-canonical initiation”. Based on the
entry pathway used, the rods can be divided into two
groups, a) those which enter through the site i = 1 will
be referred to as of type rod1, and b) those which enter
through the site i = is will be referred to as of type rod2.
In contrast to distinct sites of entry for the two species
rod1 and rod2, there is only a single downstream site
on the lattice from where both types of rods exit. If a
rod is occupying site i = L (and is covering the sites
i = L + 1, L + 2, . . . , L + ` − 1), it can detach from the
lattice with rate β, irrespective of whether it is rod1 or
rod2.
Except for initiation and termination, throughout the
lattice, a rod can jump only in the forward direction,
with step size of unity measured in the units of lattice
spacing. The rate of forward jump is same at all sites
in the segments I and III; this rate is W irrespective of
whether the rod is rod1 or rod2. Jump rate Ws inside
segment II is less than W and is assumed to depends on
the stability of the pseudoknot according to the following
expression
Ws/W = γ = exp(−a ∆̂G), (11)
where, ∆̂G is proportional to the free energy barrier to
be overcome by a rod to proceed forward by one step and
a is a constant of proportionality that is intended to cap-
ture the complexities of the pseudoknot structure. For
all numerical calculations reported in this paper the nu-
merical values W = 1 and a = 3 has been chosen. Thus,
the kinetics of the system is governed by the following
prescription:
Inside segment I,
a: A new rod (rod1) can attach at site i = 1 with rate
α1, if all sites from i = 1 to i = ` are neither covered nor
occupied, simultaneously.
b: At any site, a rod (rod1) can move forward with step
size 1 and rate W , if it is occupying site i and the target
site i+ ` is not occupied.
c: A rod (rod1) can exit from segment I with rate W , if
it is at site i = L1−1 and the target site i+ ` in segment
II is not occupied. The exclusion process on the segment
I can be regarded as a single TASEP for rod1 with the
effective exit rate βeff1 for rod1 from segment I.
Inside segment II,
a: The right edge of a rod (rod1) can enter in segment II
with rate W , if its left edge is at site i = L1 − ` and the
target site i+ ` is not occupied. The exclusion process in
segment II can be regarded as a single TASEP for rod1
with the effective rate αeff2 for the entry of rod1 into
the segment II.
b: At any site a rod (rod1) can move forward with step
size 1 and rate Ws, if it is occupying site i and the target
site i+ ` is not occupied.
c: A rod (rod1) can exit from segment II with rate Ws,
if its left edge is at site i = L2 and the target site i + `
in segment III is not occupied by any other rod. Thus
the exclusion process in segment II can be regarded as a
TASEP with the effective rate βeff2 of exit of rod1 from
segment II.
Inside segment III,
a: A rod1 can enter segment III from segment II with
rate Ws, if its left edge is at site i = L2 − ` + 1 and
the target site i + ` is not occupied by any other rod.
Thus, the effective rate of entry of rod1 into segment III
is αNIE .
b: Inside this segment there is one special site at i = is to
which a new rod2 can attach with rate αIE if none of the
sites from is to is+`−1 are covered. Thus, the exclusion
process in segment III can be regarded as a TASEP of
mixed population of rod1 and rod2 with the total entry
rate αeff3.
c: A rod (rod1 or rod2), can completely detach from the
lattice with rate β, if it is occupying site i = L and cov-
ering remaining sites i = L + 1, . . . , L + ` − 1. The rate
of detachment is assumed to be identical for both rod1
and rod2.
d: At all other sites, a rod (rod1 or rod2) can move for-
ward with step size 1 and rate W , if its left edge is located
at site i and the target site i + ` is not occupied by any
other rod.
The effective rate constants and their defining expres-
sions are given in table II. Note that the exclusion process
6Rate constant Expression
αeff2 αeff2 = Wρc1/`
αNIE αNIE = Wsρc2/`
αeff3 αeff3 = αNIE + αIE
βeff1 βeff1 = WP1(L1 − 1|L1 + `− 1)
βeff2 βeff2 = WsP1(L2|L2 + `)
TABLE II. The effective rate constants and their defining
expressions.
in each of the segments I and II are single-species exclu-
sion process whereas that in segment III is a two-species
exclusion process. However, for simplicity, we assume the
same hopping rate W and exit rate β in this segment for
both species of the rods.
D. Two models of Non-canonical initiation
•Signal Independent Initiation:
In the first model, one assumes that no correlation ex-
ists between the canonical and non-canonical initiation
so that the rates α1 and αIE of the entry of rod1 and
rod2 in the segments I and III, respectively are two inde-
pendent parameters.
•Signal Dependent Initiation:
In the alternative model, the rates α1 and αIE of canon-
ical and non-canonical initiation, respectively, cannot be
treated as independent parameters. Instead, the rates
of entry of rod1 and rod2 are controlled by an external
signal according to the prescription
α1 = s α, (12)
and
αIE = (1− s) α. (13)
where, α is the total rate of initiation and an external
signal decides the fraction, denoted by ‘s‘, of initiation
events that occur via the canonical route. We compare
the results for these two models in the concluding section.
E. Quantities of interest
Let Pµ(i, t) denote the probability of finding a rod of
type µ(µ = 1, 2) at site i at time t. We use the symbols
Jseg1, Jseg2 and Jseg3 to denote the net flux of the rods
in the segments I, II and III, respectively. Under steady
state conditions, Jsegµ (µ = 1, 2, 3) would be given by ei-
ther (9)(a) or (10)(a) or (8)(a) depending on whether the
segment under consideration is in the LD, or HD or MC
phase; the entry and exit rates to be used in these equa-
tions are the effective rates for the respective segments,
namely α1, βeff1 for I, αeff2, βeff2 for II and αeff3, β
for III. Under steady state condition, flux in the three
segments must satisfy the following conditions:
Jseg1 = Jseg2, (14)
and
Jseg3 = Jseg1 + αIEP (0, . . . , 0︸ ︷︷ ︸
`
). (15)
where P (0, . . . , 0︸ ︷︷ ︸
`
) is the probability that none of the sites
from i = is to i = is + `− 1 are covered.
The net flux gets contributions from the forward
movemetns of both types of rods. The fluxes J1 and J2
of rod1 and rod2, respectively, which are the number of
RNA molecules synthesized per unit time in the canon-
ical and non-canonical translation processes, are defined
by
Jµ = Pµ(L, t)β (µ = 1, 2). (16)
Since, the system consists of three segments where
each has some distinct kinetics of the rods, the cover-
age densities in these three segments can be different
from each other. We use the symbols ρc1, ρc2 and ρc3
for the coverage densities in segments I, II and III, re-
spectively. The overall spatio-temporal organization of
the rods, arising from the inhomogeneous density pro-
files, but uniform flux, in the three-segment system, can
be studied by displaying all possible composite phases
on the phase diagram. Each composite phase comprises
of the three phases that can exist in three segments. In
principle, each segment can exist in one of the three pos-
sible phases i.e. low density (LD), high density (HD)
and maximal current (MC) phase. The composite phase
diagrams will be denoted by the symbols X/Y/Z, where
X,Y, Z correspond to the phases in the segments I, II, II,
respectively, and where each of the three symbols X,Y, Z
can be either LD or HD or MC.
F. Master equations
We define p(i | i + `) as the conditional probability of
finding site i+ ` empty, if site i is given to be occupied.
It is straightforward to show that [37, 38]
p(i | i+ `) = 1− ρ`
1 + ρ− ρ` , (17)
where, ρ is the occupational density (i.e., number
density) of the rods in the system. Similarly, we define
P (0, . . . , 0︸ ︷︷ ︸
`
) as the probability that all sites from i = is
to i = is + ` − 1 are neither occupied nor covered,
simultaneously. Expression of P (0, . . . , 0︸ ︷︷ ︸
`
) in terms of
occupational density ρ3 of III (when is = L2 + n` + m
7and n ≥ 1), is given by (see the appendix for full
derivation of (Eq. A3, A5 and A6)),
P (0, . . . , 0︸ ︷︷ ︸
`
) =
2(1− ρ3)
2(1− ρ3)(1 + ρ′3) + ρ3`(2 + ρ′3)
. (18)
where, ρ′3 = ρ3(`− 1).
Master equations, under mean field approximation
(MFA), corresponding to the stochastic kinetics ex-
plained above are given by the following expressions:
(A) For rod1
in segment I,
a: At site i = 1,
dP1(i, t)
dt
= α1
[
1−
∑`
k=1
P1(k, t)
]
− P1(i, t)p(i | i+ `)W,
(19)
b: At all remaining sites,
dP1(i, t)
dt
= P1(i− 1, t)p(i− 1 | i+ `− 1)W
− P1(i, t)p(i | i+ `)W,
(20)
In segment II,
dP1(i, t)
dt
= P1(i− 1, t)p(i− 1 | i+ `− 1)Ws
− P1(i, t)p(i | i+ `)Ws,
(21)
In segment III,
a: At site i = L,
dP1(i, t)
dt
= P1(i− 1, t)W − P1(i, t)β, (22)
b: At all remaining sites,
dP1(i, t)
dt
= P1(i− 1, t)p(i− 1 | i+ `− 1)W
− P1(i, t)p(i | i+ `)W.
(23)
(B) For rod2
if i < is,
P2(i, t) = 0, (24)
in segment III
a: At site i = is,
dP2(i, t)
dt
= αIEP (0, . . . , 0︸ ︷︷ ︸
`
)
− P2(i, t)p(i | i+ `)W,
(25)
b: At site i = L,
dP2(i, t)
dt
= P2(i− 1, t)W − P2(i, t)β, (26)
c: At all remaining sites ,
dP2(i, t)
dt
= P2(i− 1, t)p(i− 1 | i+ `− 1)W
− P2(i, t)p(i | i+ `)W.
(27)
III. RESULTS
We have followed two different approaches for study-
ing the combined effect of initiation rates α1, αIE and
the jump rate Ws in segment II (or, more precisely, the
ratio γ = Ws/W ) on the spatio-temporal organization
of the two species of rods in the system. Our first ap-
proach is based on an analysis of the master equations
formulated above under MFA. This analysis is primarily
analytical derivation of the phase boundaries and fluxes
in the steady states of the system.
In our second approach, we carry out extensive Monte-
Carlo (MC) simulations of the same model. In the MC
simulations, starting from an arbitrary initial state, the
state of the system was updated for sufficiently large
number of MC steps to achieve steady state after which
the relevant data were collected over the next 1×105 MC
steps. In order to convert the rates (with units s−1) of
the various processes into the corresponding dimension-
less probabilities we have used the prescription
pk = k dt (28)
where, pk is the probability corresponding to an arbitrary
rate constant k and dt is a small time step; for all the
numerical data presented graphically in this paper we
have chosen dt = 0.01s.
A. Analytical derivations of phase boundaries and
fluxes
We can model our system as a combination of three
TASEP, where a TASEP on the left (right) of a given
segment acts, effectively, as a reservoir from where rods
enter (to which rods exit) the given segment. Therefore,
at first sight, it may appear that the entire system could
be found in 33 = 27 possible phases. But, because of
some symmetry requirements and steady state conditions
not all 27 phases can exist in the system.
The steady-state flux inside segments I and II should
always be identical. If MC phase exist in segment
I, the flux inside this segment should be equal to,
Jseg1 = 1/(
√
` + 1)2. However, if segment II is in MC
phase, Jseg2 = Ws/(
√
` + 1)2 < 1/(
√
` + 1)2, when
Ws < 1. Therefore, those composite phases are ruled
out, where the segment I is in MC phase while the
8segment II is not. Similarly, if both the segments I and
II are in HD phase, the probability of finding segment
III in LD phase is approaching towards zero value,
when αIE 6= 0. Taking into account all the conditions
arising from symmetry considerations, the model de-
veloped in this paper can exist in only seven possible
phase. We characterize here only those seven phases
based on analytical treatment as well as MC simulations.
We now begin presentation of our results by analyti-
cally deriving the phase boundaries of the system.
Phase 1: LD/LD/LD phase
Since all the segments are in LD phases, this com-
posite phase of the system is specified by the following
conditions,
α1 <
1√
`+1
, α1 < βeff1,
αeff2 <
Ws√
`+1
, αeff2 < βeff2,
αeff3 <
1√
`+1
, αeff3 < β. (29)
Under steady state condition the fluxes of the rods that
follow from the equations (9)(a), are given by
Jseg1 =
α1(1− α1)
1 + α1(`− 1) , (a)
Jseg2 =
αeff2(Ws − αeff2)
Ws + αeff2(`− 1) , (b)
Jseg3 =
αeff3(1− αeff3)
1 + αeff3(`− 1) , (c)
(30)
while, from the equations (9)(b), the corresponding cov-
erage densities are given by
ρc1 =
α1`
1 + α1(`− 1) , (a)
ρc2 =
αeff2`
Ws + αeff2(`− 1) , (b)
ρc3 =
αeff3`
1 + αeff3(`− 1) . (c)
. (31)
Now imposing the condition (14), i.e., equating (30)(a)
and (30)(b), we get
α1(1− α1)
1 + α1(`− 1) −
αeff2(Ws − αeff2)
Ws + αeff2(`− 1) = 0, (32)
solving which for the unknown αeff2 we get,
αeff2 =
−t1 −
√
t21 − 4t2
2t3
, (33)
where,
t1 = −(α21`− α21 + α1`Ws − α1`− α1Ws + α1 +Ws),
(34)
t2 = (α1`− α1 + 1)(α1Ws − α21Ws), (35)
t3 = α1`− α1 + 1. (36)
Note that of the two solutions of the quadratic equation
we have chosen the one with the negative sign to be
the physical solution because αeff2 should be less than
Ws/(
√
`+ 1).
Combining Eqn. (33) and the condition (29), we get
the maximum physically admissible value of the α1 upto
which both the segments I and II would exist in LD
phases. Thus, substituting Eq. (33) into (29) we get
−t1 −
√
t21 − 4t2
2t3
<
Ws
(
√
`+ 1)
, (37)
which, for example, for ` = 10 reduces to the condition
α1 <
t11 − t12
18
, (38)
for the occurrence of LD phase in both the segments I
and II where
t11 = 2
√
10Ws − 11Ws + 9, (39)
t12 =
√
(2
√
10Ws − 11Ws + 9)2 − (44− 8
√
10)Ws.
(40)
Substituting the expression (33) for αeff2 into those of
Jseg2 in (30) and ρc2 in (31) we get the flux Jseg2 and
coverage density ρc2 in terms of α1 and Ws,
ρc2 =
`(−t1 −
√
t21 − 4t2)
2t3
(
Ws +
(`−1)(−t1−
√
t21−4t2)
2t3
) . (41)
Furthermore, substituting the expressions thus obtained
for αeff2 and ρc2 into
αNIE = Ws
ρc2
`
, (42)
we get the expression
αNIE =
Ws(−t1 −
√
t21 − 4t2)
2t3
(
Ws +
(`−1)(−t1−
√
t21−4t2)
2t3
) , (43)
for αNIE , and hence
αeff3 = αIE + αNIE
= αIE +
Ws(−t1 −
√
t21 − 4t2)
2t3
(
Ws +
(`−1)(−t1−
√
t21−4t2)
2t3
) . (44)
9From condition (29),
β > αeff3 = αIE
+
Ws(−t1 −
√
t21 − 4t2)
2t3
(
Ws +
(`−1)(−t1−
√
t21−4t2)
2t3
) . (45)
The canonical and non-canonical fluxes in the
LD/LD/LD phase are given by the expressions
J1 = Jseg1 = Jseg2 =
αeff2(Ws − αeff2)
(Ws + αeff2(`− 1)) ,
and (46)
J2 =
αeff3(1− αeff3)
(1 + αeff3(`− 1)) −
αeff2(Ws − αeff2)
(Ws + αeff2(`− 1)) .(47)
Phase 2: LD/LD/HD phase The LD/LD/HD
phase is specified by the following conditions,
α1 <
1√
`+ 1
, α1 < βeff1,
αeff2 <
Ws√
`+ 1
, αeff2 < βeff2,
β <
1√
`+ 1
, β < αeff3, (48)
in terms of the effective rates; the corresponding steady-
state fluxes that follow from the equations (9)(a) and
(10)(a), would be
Jseg1 =
α1(1− α1)
1 + α1(`− 1) , (a)
Jseg2 =
αeff2(Ws − αeff2)
Ws + αeff2(`− 1) , (b)
Jseg3 =
β(1− β)
1 + β(`− 1) , (c)
(49)
while, from the equations (9)(b) and (10)(b) the corre-
sponding coverage densities would be given by
ρc1 =
α1`
1 + α1(`− 1) , (a)
ρc2 =
αeff2`
Ws + αeff2(`− 1) , (b)
ρc3 = 1− β. (c)
(50)
Now imposing the condition (14), i.e., equating (49)(a)
and (49)(b), and solving for the unknown αeff2 we get
the same expression (33). This, however, is not surprising
because αeff2 for both the phases 1 and 2 is a character-
istics of the LD/LD interface.
Next imposing Eq. (15), i.e., equating the fluxes of
segment II and III we get,
β(1− β)
1 + β(`− 1) =
αeff2(Ws − αeff2)
Ws + αeff2(`− 1) + αIEP (0, . . . , 0︸ ︷︷ ︸
`
).
(51)
Substituting the expression
P (0, . . . , 0︸ ︷︷ ︸
`
) =
2β
2β(1 + β′) + (1− β)`(2 + β′) . (52)
(see the derivation of Eq. (A9) in the Appendix for the
LD/LD/HD phase), where, β′ = (1 − β)(` − 1), into
Eq.(51) we get
β(1− β)
1 + β(`− 1) =
αeff2(Ws − αeff2)
Ws + αeff2(`− 1)
+
2αIEβ
2β(1 + β′) + (1− β)`(2 + β′) . (53)
Solving this quartic equation for β, we get four so-
lutions of which two are negative solutions and, hence,
inadmissible. Out of two positive solutions we have cho-
sen the one with the negative sign to be the physical so-
lution because, as dictated by (48), β must be less than
1/(
√
`+ 1). Since the general expression for β is too long
to be reproduced here, the expression of β for the special
values of the parameter set: Ws = 0.9, ` = 10, αIE = 0.15
is given in the appendix B.
Substituting the expression (33) for αeff2 in the solu-
tion for β thus obtained, we get the relation between α1
and β in terms of Ws, ` and αIE . This relation gives us
a transition line which separates the LD/LD/HD from
HD/HD/HD phase. During this transition, density of
segment I and II changes discontinuously. Thus, the con-
ditions (45) and (48), written in terms of the effective
rates, now reduce to
αIE +
Ws(−t1 −
√
t21 − 4t2)
2t3
(
Ws +
(`−1)(−t1−
√
t21−4t2)
2t3
) > β > [− s0
− 0.5
√
s0 − s1 − (s2/s3)− s4
− 0.5
√
s5 − s6 + (s2/s3) + s4 − (s7/s8)
]
(54)
for the composite phase LD/LD/HD of the system where
sµ(µ = 0, 1, · · · 8) are expressed in terms of the basic rate
constants of the model (see appendix B for an example).
Finally, in the LD/LD/HD phase the canonical and
non-canonical fluxes are given by
J1 = Jseg1 = Jseg2 =
αeff2(Ws − αeff2)
(Ws + αeff2(`− 1)) , (a)
and
J2 =
β(1− β)
(1 + β(`− 1)) −
αeff2(Ws − αeff2)
(Ws + αeff2(`− 1)) . (b)
(55)
respectively, where αeff2 is given by (33).
Phase 3: LD/LD/MC phase
The LD/LD/MC phase is specified by the conditions,
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α1 <
1√
`+ 1
, α1 < βeff1,
αeff2 <
Ws√
`+ 1
, αeff2 < βeff2,
β >
1√
`+ 1
, αeff3 >
1√
`+ 1
, (56)
in terms of the effective rates; the corresponding steady-
state fluxes that follow from the equations (9)(a) and
(8)(a), would be
Jseg1 =
α1(1− α1)
1 + α1(`− 1) , (a)
Jseg2 =
αeff2(Ws − αeff2)
Ws + αeff2(`− 1) , (b)
Jseg3 =
1
(
√
`+ 1)2
, (c)
(57)
while, from the equations (9)(b) and (8)(b) the corre-
sponding coverage densities would be given by
ρc1 =
α1`
1 + α1(`− 1) , (a)
ρc2 =
αeff2`
Ws + αeff2(`− 1) , (b)
ρc3 =
√
`√
`+ 1
. (c)
. (58)
Imposition of the condition (14), as before, yields the ex-
pression (33) for αeff2. Now from Eq. (15), i.e., equating
the fluxes of segment II and IIIi, we get
1
(
√
`+ 1)2
=
αeff2(Ws − αeff2)
Ws + αeff2(`− 1) + αIEP (0, . . . , 0︸ ︷︷ ︸
`
),
(59)
substitution of
P (0, . . . , 0︸ ︷︷ ︸
`
) =
4
2(`+ 1) + `(`+ 3)
, (60)
for LD/LD/MC phase (see the derivation of Eq. (A11)
in the Appendix) into Eq.(59) leads to
1
(
√
`+ 1)2
=
αeff2(Ws − αeff2)
Ws + αeff2(`− 1)
+
4αIE
2(`+ 1) + `(`+ 3)
. (61)
Solving this quadratic equation (59) we get two solu-
tions for of αeff2; we have chosen the solution with the
negative sign to be the physical solution because, as the
eq.(56) requires, αeff2 must be less than Ws/(
√
` + 1).
The Eq.(59) leads to
αeff2 =
−t4 −
√
t24 − 4t5t6
2t6
, (62)
The general expresions for t4, t5 and t6 are given in the
appendix C (see Eq. C2, C3 and C4).
The expression (62) of αeff2, that we get here in terms
of Ws, ` and αIE , guarantees that the segment II is in
LD phase while III is in MC phase. From Eqn. (38), we
get the maximum physically admissible value of the α1
to get both the segments I and II in LD phase and from
condition (56),
β >
1√
`+ 1
. (63)
The expressions of canonical and non-canonical flux for
LD/LD/MC phase are given by
J1 = Jseg1 = Jseg2 =
αeff2(Ws − αeff2)
(Ws + αeff2(`− 1)) ,
and
J2 =
1
(
√
`+ 1)2
− αeff2(Ws − αeff2)
(Ws + αeff2(`− 1)) , (64)
respectively, where αeff2 is given by (33).
Phase 4: HD/HD/HD phase
In terms of the effective rates, the HD/HD/HD phase
is specified by the conditions,
βeff1 <
1√
`+ 1
, βeff1 < α1,
βeff2 <
Ws√
`+ 1
, βeff2 < αeff2,
β <
1√
`+ 1
, β < αeff3. (65)
The corresponding fluxes of the rods in the three seg-
ments are
Jseg1 =
βeff1(1− βeff1)
1 + βeff1(`− 1) , (a)
Jseg2 =
βeff2(Ws − βeff2)
Ws + βeff2(`− 1) , (b)
Jseg3 =
β(1− β)
1 + β(`− 1) , (c)
(66)
while, the corresponding coverage densities are
ρc1 = 1− βeff1, (a)
ρc2 = 1− (βeff2/Ws), (b)
ρc3 = 1− β. (c)
. (67)
Imposing the condition (15), i.e., equating the fluxes
of segment II and III we get,
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β(1− β)
1 + β(`− 1) =
βeff2(Ws − βeff2)
Ws + βeff2(`− 1) + αIEP (0, . . . , 0︸ ︷︷ ︸
`
),
(68)
for HD/HD/HD phase (see Eq. (A9) in the Appendix),
P (0, . . . , 0︸ ︷︷ ︸
`
) =
2β
2β(1 + β′) + (1− β)`(2 + β′) . (69)
where, β′ = (1− β)(`− 1).
Substituting Eq.(69), in Eq.(68) it becomes,
β(1− β)
1 + β(`− 1) =
βeff2(Ws − βeff2)
Ws + βeff2(`− 1)
+
2αIEβ
2β(1 + β′) + (1− β)`(2 + β′) . (70)
Solving this quadratic equation (70) we get the
expression of βeff2, in terms of β, Ws and `:
βeff2 =
−h2 −
√
h22 − 4h1h3
2h1
; (71)
the general expressions for h1, h2 and h3 are given in the
appendix D (see Eq. D2, D3 and D4). Now imposing the
condition (14), i.e. , equating (49)(a) and (49)(b), we get
βeff1(1− βeff1)
1 + βeff1(`− 1) =
βeff2(Ws − βeff2)
Ws + βeff2(`− 1) , (72)
solving which for the unknown βeff1 we get,
βeff1 =
−q1 −
√
q21 − 4q2q3
2q3
; (73)
the general expressions of q1, q2 and q3 are given in ap-
pendix D (see Eq. D6, D7 and D8). Substituting
Eqn.(71) into (72), we get the expression for βeff1, in
terms of β, Ws and `. Thus, the expressions for canon-
ical and non-canonical flux for HD/HD/HD phase are
given by
J1 = Jseg1 = Jseg2 =
βeff2(Ws − βeff2)
Ws + βeff2(`− 1) ,
and
J2 =
β(1− β)
1 + β(`− 1) −
βeff2(Ws − βeff2)
Ws + βeff2(`− 1) . (74)
respectively.
Phase 5: HD/MC/MC phase This phase can be
specified by the following conditions,
βeff1 <
1√
`+ 1
, βeff1 < α1,
βeff2 >
Ws√
`+ 1
, αeff2 >
Ws√
`+ 1
,
β >
1√
`+ 1
, αeff3 >
1√
`+ 1
. (75)
The fluxes of the rods that follow from equations (10)(a)
and (8)(a), are given by
Jseg1 =
βeff1(1− βeff1)
1 + βeff1(`− 1) , (a)
Jseg2 =
Ws
(
√
`+ 1)2
, (b)
Jseg3 =
1
(
√
`+ 1)2
, (c)
(76)
while, from the equations (10)(b) and (8)(b), the corre-
sponding coverage densities are given by
ρc1 = 1− βeff1, (a)
ρc2 =
√
`√
`+ 1
, (b)
ρc3 =
√
`√
`+ 1
. (c)
(77)
Now imposing the condition (14), i.e., equating (76)(a)
and (76)(b), we get
βeff1(1− βeff1)
1 + βeff1(`− 1) =
Ws
(
√
`+ 1)2
, (78)
solving which for βeff1 we get
βeff1 =
−k1 −
√
(k1)2 + 4k2
2k3
, (79)
where,
k1 = 1 +Ws −Ws`+ `+ 2
√
`,
k2 = (−`− 2
√
`− 1)Ws,
k3 = (−`− 2
√
`− 1). (80)
From condition (75) it follows that the HD/MC/MC
phase exists on the α1 − β plane in the region where
α1 >
−k1 −
√
(k1)2 + 4k2
2k3
,
β >
1√
`+ 1
. (81)
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The corresponding canonical and non-canonical flux in
the HD/MC/MC phase are
J1 = Jseg1 = Jseg2 =
Ws
(
√
`+1)2
,
and
J2 =
1
(
√
`+1)2
− Ws
(
√
`+1)2
. (82)
respectively.
Phase 6: HD/MC/LD phase
This phase can be specified by the following conditions:
βeff1 <
1√
`+ 1
, βeff1 < α1,
βeff2 >
Ws√
`+ 1
, αeff2 >
Ws√
`+ 1
,
αeff3 <
1√
`+ 1
, αeff3 < β. (83)
Under steady state condition the fluxes of the rods that
follow from equations (10 a), (8 a) and (9 a), are given by
Jseg1 =
βeff1(1− βeff1)
1 + βeff1(`− 1) , (a)
Jseg2 =
Ws
(
√
`+ 1)2
, (b)
Jseg3 =
αeff3(1− αeff3)
1 + αeff3(`− 1) , (c)
(84)
while, from the equations (10 b), (8 b) and (9 b), the
corresponding coverage densities are given by,
ρc1 = 1− βeff1, (a)
ρc2 =
√
`√
`+ 1
, (b)
ρc3 =
αeff3`
1 + αeff3(`− 1) . (c)
(85)
Now imposing the condition (14), i.e., equating (84)(a)
and (84)(b), we get a quadratic equation for βeff1 whose
solution is given by (79). Next, using Eq. (15), i.e.,
equating the fluxes of segment II and III we get
αeff3(1− αeff3)
1 + αeff3(`− 1) =
Ws
(
√
`+ 1)2
+ αIEP (0, . . . , 0︸ ︷︷ ︸
`
),
(86)
for HD/MC/LD phase (see Eq. (A7) in the Appendix)
P (0, . . . , 0︸ ︷︷ ︸
`
) =
2(1− αeff3)
2(1− αeff3)(1 + α′eff3) + αeff3`(2 + α′eff3)
,
(87)
where, α′eff3 = αeff3(`− 1).
Since, we are taking the special site is, far from the
boundary between segment II and III, αNIE is not af-
fected by αIE . Therefore, to simplify the calculation, we
first solve equation (86) for αIE = 0 getting the expres-
sion for αeff3 = αNIE , in terms of Ws and `, to be
αNIE =
−k1 −
√
(k1)2 + 4k2
2k3
, (88)
and hence in the general case of of αIE 6= 0, αeff3 =
αNIE + αIE , i.e.,
αeff3 =
−k1 −
√
(k1)2 + 4k2
2k3
+ αIE . (89)
From condition (83), we find that the segment III
would be in LD phase for
αNIE + αIE <
1
(
√
`+ 1)
. (90)
But, since, the Eqn. (90) is independent of α1 this phase
cannot be displayed on the α1 - β plane in case of signal-
independent initiation. However, in the case of signal-
dependent initiation
αIE = α− α1 (91)
the HD/MC/LD phase appears on the α1 - β plane in
the region where (αNIE + α− α1) < 1/(
√
`+ 1), i.e.,
α1 > α+
−k1 −
√
(k1)2 + 4k2
2k3
− 1
(
√
`+ 1)
,
β >
−k1 −
√
(k1)2 + 4k2
2k3
+ α− α1. (92)
For a given α1, when α1 > α + αNIE − 1/(
√
` + 1),
if β is increased so that it exceeds αeff3 the segment
III transforms to LD phase from HD phase and the
composite phase of the system makes a transition from
HD/MC/HD to HD/MC/LD. Similarly, For a given β,
when β > 1/(
√
` + 1), decrease of α1 or increase of αIE
can result in a value of αeff3 that just exceeds 1/(
√
`+1).
At this point a transition of segment III from LD phase
to MC phase takes place and, consequently, the system,
as a whole, exhibits a transition from composite phase
HD/MC/LD to HD/MC/MC.
Finally, the canonical and non-canonical fluxes in the
HD/MC/LD phase are
J1 = Jseg1 = Jseg2 =
Ws
(
√
`+1)2
,
J2 =
αeff3(1−αeff3)
1+αeff3(`−1) − Ws(√`+1)2 . (93)
Phase 7: HD/MC/HD phase This phase can be
specified by the following conditions,
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FIG. 3. (Color online) Phase diagrams of the model in the
α1 − β plane, in the case of signal-dependent initiation, are
plotted for (a) γ = 0.9, and (b) γ = 0.1. The theoretical
prediction obtained under MFA are drawn by dashed curves
while the numerical data obtained from Monte-Carlo simula-
tions are shown by discrete symbols. The numerical values of
the relevant parameters used here are L+`−1 = 1200+`−1,
` = 10, is = 530, n = 3,m = 5, α = 0.8 and W = 1.
βeff1 <
1√
`+ 1
, βeff1 < α1,
βeff2 >
Ws√
`+ 1
, αeff2 >
Ws√
`+ 1
,
β <
1√
`+ 1
, β < αeff3. (94)
Under stationary state condition the fluxes of the rods
that follow from equations (10 a) and 8) a), are given by
Jseg1 =
βeff1(1− βeff1)
1 + βeff1(`− 1) , (a)
Jseg2 =
Ws
(
√
`+ 1)2
, (b)
Jseg3 =
β(1− β)
1 + β(`− 1) , (c)
(95)
while, from the equations (10 b) and (8 b), the corre-
sponding coverage densities are given by,
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FIG. 4. (Color online) 3D plots of the fluxes J1 and J2 of
the rod1 and rod2, respectively, against (a) α1 and γ (for
constant β = 0.8), (b) γ and β (for constant s = 0.1), (c)
α1 and β (for constant γ = 0.47), respectively, in the case
of signal-dependent initiation. The numerical values of the
other relevant parameters used in this figure are L+ `− 1 =
1200 + ` − 1, ` = 10, is = 512, n = 1,m = 7, W = 1 and
α = 0.8.
ρc1 = 1− βeff1, (a)
ρc2 =
√
`√
`+ 1
, (b)
ρc3 = 1− β. (c)
(96)
Now imposing the condition (14), i.e., equating (95)(a)
and (95)(b), we get a quadratic equation for βeff1 whose
solution is given by (79). Imposing Eq. (15) we now get
β(1− β)
1 + β(`− 1) =
Ws
(
√
`+ 1)2
+ αIEP (0, . . . , 0︸ ︷︷ ︸
`
), (97)
where substitution of
P (0, . . . , 0︸ ︷︷ ︸
`
) =
2β
2β(1 + β′) + (1− β)`(2 + β′) , (98)
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FIG. 5. (Color online) Two-dimensional cross sections of
Fig.(4(a)) corresponding to three different values of γ are plot-
ted. Thus, fluxes J1 and J2 are plotted against α1 for three
different values of γ. The theoretical predictions obtained un-
der MFA are drawn with continuous curves and the numerical
data obtained from Monte-Carlo simulations are shown with
discrete symbols. The numerical values of the other relevant
parameters used in the figure are L + ` − 1 = 1200 + ` − 1,
` = 10, is = 512, n = 1,m = 7, W = 1, α = 0.8 and β = 0.8.
Sim β=0.15 ,α1=0.096 ,γ=0.835
MFA β=0.15 ,α1=0.096 ,γ=0.835
Sim β=0.8 ,α1=0.04 ,γ=0.619
MFA β=0.8 ,α1=0.04 ,γ=0.619
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FIG. 6. (Color online) Density profiles of rods (ρ(i) =
P1(i) + P2(i)) in the case of signal-dependent initiation are
plotted for two sets of values of β, α1 and γ. The theoreti-
cal prediction obtained under MFA are drawn by continues
curves and numerical data obtained from Monte-Carlo simu-
lations are shown with discrete symbols. The numerical val-
ues of the other relevant parameters used in this figure are
L + ` − 1 = 1200 + ` − 1, ` = 10, is = 512, n = 1,m = 7,
W = 1 and α = 0.8. The blue curve corresponds to the
LD/LD/MC phase where as the red curve corresponds to the
LD/LD/HD phase.
for HD/MC/HD phase (see the derivation of Eq. (A9)
in the Appendix), with β′ = (1 − β)(` − 1), we get an
equation whose solution yields the expression for β in
terms of Ws, αIE and ` .
Solving this quartic equation of β, we get the expres-
sion of β in terms of Ws, ` and αIE . Out of the four so-
lutions of the quartic equation, two are the negative and,
therefore, not physically admissible. Out of two positive
LD/LD/LD
LD/LD/HD
HD/MC/MC
HD/MC/HD
HD/HD/HD
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LD/LD/HD
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HD/MC/HD
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0.1
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β
(b)
FIG. 7. (Color online) Phase diagrams of the model in
the case of signal-independent initiation are plotted keep-
ing γ = 0.9 and αIE = 0.15, fixed in (a) and γ = 0.1 and
αIE = 0.15 fixed in (b). The theoretical prediction obtained
under MFA are drawn by continues curves and numerical data
obtained from Monte-Carlo simulations are shown with dis-
crete symbols. The numerical values of the other relevant
parameters used in this figure are L + ` − 1 = 1200 + ` − 1,
` = 10, is = 512, n = 1,m = 7, and W = 1.
solutions we have chosen the one with the negative sign
to be the physical solution because, as restricted by (94),
β must be less than 1/(
√
`+ 1). The general expression
is too complicated to be reproduced here. Instead, the
solution for a specific set of parameter values, namely,
Ws = 0.9 and ` = 10, is given in the appendix E.
From condition (94) occurrence of the HD/MC/HD
phase requires
α1 >
−k1 −
√
(k1)2 + 4k2
2k3
1
(
√
`+ 1)
> β >
(
z0 − 0.5
√
z1 +
z2
z3
+ z4
− 0.5
√
z5 − z6
z7
− z8 − z9
z10
)
(99)
(As example, for the expressions of zµ(µ = 0, 1, · · · 10)
see appendix E ) For any given α1 that satisfies the
condition α1 > (−k1 −
√
(k1)2 + 4k2)/(2k3), the phase
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FIG. 8. (Color online) Contour plots of the fluxes J1 and J2
in the α1 − β plane shown in (a) and (b) are obtained from
Monte Carlo simulations of the model in the case of signal-
independent initiation. The numerical values of the other
relevant parameters are L + ` − 1 = 1200 + ` − 1, ` = 10,
is = 512, n = 1,m = 7, W = 1,αIE = 0.35 and γ = 0.74.
in the segment III transforms from HD phase to MC
phase when β just exceeds the value 1/(
√
`+ 1) and the
composite phase of the system makes a transition from
HD/MC/HD to HD/MC/MC. On the other hand, as β
decreases, the phase in segment II transforms from MC
phase to HD phase at β = (z0− 0.5
√
z1 + (z2/z3) + z4−
0.5
√
z5 − (z6/z7)− z8 − (z9/z10)) and the composite
phase of the system makes a transition from HD/MC/HD
to HD/HD/HD. The physical reason for this transition
is that, below this critical value of β, the segment III cre-
ates an effective bottleneck at the end of the segment II
for the rods moving forward in segment II.
The canonical and non-canonical fluxes in the
HD/MC/HD phase are
0
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FIG. 9. (Color online) Contour plots of the coverage densities
in the segments I and III in the α1−β plane shown in (a) and
(b) are obtained from Monte Carlo simulations of the model
in the case of signal-independent initiation. The numerical
values of the other relevant parameters are L+`−1 = 1200+
`− 1, ` = 10, is = 512, n = 1,m = 7, W = 1,αIE = 0.35 and
γ = 0.74.
J1 = Jseg1 = Jseg2 =
Ws
(
√
`+ 1)2
,
J2 =
β(1− β)
1 + β(`− 1) −
Ws
(
√
`+ 1)2
. (100)
B. Graphical display of results
In two separate subsections below we present the re-
sults in the two scenarios, namely signal-dependent and
signal-indepedent initiations.
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FIG. 10. (Color online) Fluxes J1 and J2 in the case of signal-
independent initiation are plotted against α1, for two different
values of γ and for a fixed β . The theoretical prediction ob-
tained under MFA are drawn by continues curves and numer-
ical data obtained from Monte-Carlo simulations are shown
with discrete symbols. The numerical values of the other rele-
vant parameters used in this figure are L+`−1 = 1200+`−1,
` = 10, is = 512, n = 1,m = 7, W = 1 and β = 0.8.
Sim α1=0.05 ,αIE =0.05 ,γ=0.64
MFA α1=0.05 ,αIE =0.05 ,γ=0.64
Sim α1=0.1 ,αIE =0.8 ,γ=0.05
MFA α1=0.1 ,αIE =0.8 ,γ=0.05
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FIG. 11. (Color online) Density profiles of rods (ρ(i) =
P1(i) + P2(i)) are plotted for two sets of values of the pa-
rameters α1, αIE and γ. The theoretical prediction obtained
under MFA are drawn by continues curves and numerical data
obtained from Monte-Carlo simulations are shown with dis-
crete symbols. The numerical values of the other relevant
parameters used in this figure are L + ` − 1 = 1200 + ` − 1,
` = 10, is = 512, n = 1,m = 7, β = 0.8 and W = 1.
1. Signal Dependent Initiation
In Fig. (3)(a) and (b) we present the phase diagrams
of the system in α1 − β plane for γ = 0.9 and γ = 0.1,
respectively. The reason for taking two extreme limits
of γ for the two phase diagrams is to highlight how the
phase boundaries get drastically affected by the varia-
tion of the hopping Ws in the extended bottleneck re-
gion. Our theoretical predictions, based on MFA, are in
good agreement with the corresponding numerical data
obtained from MC simulations for all phase boundaries
except that between the HD/MC/LD and HD/MC/HD
phases.
The line separating the LD/LD/HD phase from
HD/HD/HD phase is given by the expression (51). The
transition from LD/LD/HD phase to the HD/HD/HD
phase is accompanied by a discontinues change in the
coverage density of segment I and II while that of seg-
ment III remains unaltered. Similarly, expression (92)
represents the line that separates the HD/MC/HD phase
from HD/MC/LD phase; during the transition across this
line the coverage density of only the segment III changes
discontinuously.
In Fig. (4) we present 3D plots of the fluxes J1 and
J2 as a function of (a) α1 and γ at a fixed value of β,
(b) γ and β at a fixed value of s, (c) α1 and β for a
fixed value of γ. One common feature of all the three 3D
plots is that while one flux (say J1) increases then the
other, namely J2, decreases and the two surfaces cross
each other. The suppression of J2 by high value of the
flux J1 is displayed directly in the 2D cross sections of
Fig. (4)(a) for different fixed values of γ as shown in
Fig.5. As γ decreases, the areas on the α1 − β plane
covered by all the three phases, namely, LD/LD/MC,
LD/LD/HD and HD/HD/HD, shrink.
The density profiles of the rods (ρ(i) = P1(i) + P2(i))
are plotted in Fig. (6) for two sets of values of the pa-
rameters β, α1, γ. The blue and red curves corresponds
to the LD/LD/MC phase and LD/LD/HD phase, respec-
tively. As is well known, the MFA is not as accurate for
MC phase as it is for the LD and HD phases.
2. Signal Independent Initiation
The suppression of J2 by J1 is observed also in the
case of signal-independent initiation just as the same phe-
nomenon was observed in the case of signal-dependent
initiation.Thus, this switch-like regulation of the fluxes
of two mutually interfering species of rods seems to be
an ubiquitous feature of the co-directional two-species
exclusion process with two distinct sites of entry for the
respective species (see Fig.7 for phase diagram).
The contour plots of fluxes and coverage densities in
Figs.8 and 9, respectively, are consistent with the other
results described above (see also Figs.10 and 11).
IV. SUMMARY AND CONCLUSION
We have developed a two-species exclusion process
where each of the two species of hard rods have their
distinct pair of entry and exit sites. An extended bottle-
neck exists in between the entry sites for the two species
of rods; one entry site is located immediately downstream
from the bottleneck while the other entry site is located
far upstream from it. The static bottleneck is character-
ized by relatively slower rate of forward hopping of the
rods in this region compared to that in the other regions.
The number of species of the rods and the relative lo-
cations of their entry sites with respect to that of the
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bottleneck are motivated by an unconventional mode of
gene translation via IRES.
In principle, the results on the collective spatio-
temporal organization of the rods in this exclusion model
may have implications for regulation of unconventional
translation. However, the work reported here is not in-
tended to account for experimental data for any specific
system. Instead, the main emphasis has been to explore
the generic features of the composite phases, fluxes and
density profiles that are displayed by this simple model.
More specifically we demonstrate how the boundaries be-
tween the various phases shift with the variation of some
of the key model parameters that, at least in principle,
can be varied in a controlled manner in experiments. But,
out of all the seven possible phases, only a few may be re-
alizable under physiological conditions unless a living cell
has internal mechanism for altering the structure and/or
stability of the secondary structure of the mRNA under
different circumstances.
We have carried out our theoretical analysis in two dis-
tinct scenarios that correspond, respectively, to signal-
dependent- and signal-independent IRES. Interestingly,
in both scenarios we have observed switch-like regulation
of the fluxes of the two species of rods: a sufficiently
high-level of flux of one species can suppress that of the
other to a low level. This phenomenon, that we pro-
pose to name as “translational interference”, may be re-
garded as an analog of the well known phenomenon of
“transcriptional interference” observed in the transcrip-
tion of genetic message, encoded on DNA, by another
type of motor called RNA polymerase. However, there is
a crucial difference between the two phenomena. Since
mRNA track can form several types of secondary struc-
tures [104] these can create wide varieties of bottlenecks
against translation whereas, to our knowledge, analogous
bottlenecks are not created by any secondary structure of
the DNA template in the transcriptional process. There-
fore, an additional control is available in ‘translational in-
terference’ as compared to ‘transcriptional interference’.
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Appendix A: Calculation of P (0, . . . , 0)
We consider a system consisting of a long one dimen-
sional lattice of size L+ `−1 and multiple identical rods,
each of size ` > 1. We define a probability P (0, . . . , 0︸ ︷︷ ︸
`
)
for the consecutive ` sites being empty (i.e. neither cov-
ered nor occupied) simultaneously. The total number N
of possible ways to distribute rods over `+ 1 consecutive
sites (see Fig.12) is given by
N = 2 + 3 + ....+ (`− 1) + `+ (`+ 1) + (`+ 1), (A1)
N =
(`− 1)(`+ 2) + 4(`+ 1)
2
. (A2)
Therefore, the probability that all consecutive ` sites
from site i to i+ `− 1 are not occupied is,
P (0, . . . , 0︸ ︷︷ ︸
`
) =
(1− ρ)`
Θ
, (A3)
where,
Θ = ρ2(1− ρ)`−1 + ρ(1− ρ)` (A4)
+ (`− 2)ρ(1− ρ)`
+
[
`− 2
2
]
ρ2(1− ρ)`−1(`+ 1)
+ (1− ρ)`+1 + `ρ(1− ρ)`
+ ρ(1− ρ)` + `ρ2(1− ρ)`−1,
is the sum of the weightage of all the possible configu-
rations of the consecutive sites from i to i + ` − 1. On
further simplification Eq. (A3) reduces to
P (0, . . . , 0︸ ︷︷ ︸
`
) =
2(1− ρ)
2(1− ρ)(1 + ρ(`− 1)) + ρ`(2 + ρ(`− 1)) .
(A5)
Next, we assume that inside each of the segments I, II
and III the number density of the rods is uniform and
that it is ρ1, ρ2 and ρ3 in the segments I, II and III,
respectively. Although this is a very good approximation
in LD and HD phases, it is not so good in the MC phase.
If special site is at i = is = L2 +n`+m and n > 0, then,
P (0, . . . , 0︸ ︷︷ ︸
`
) =
2(1− ρ3)
2(1− ρ3)(1 + ρ′3) + ρ3`(2 + ρ′3)
, (A6)
where, ρ′3 = ρ3(`− 1).
For LD phase in segment III
ρ3 = αeff3, 1− ρ3 = 1− αeff3, (A7)
P (0, . . . , 0︸ ︷︷ ︸
`
) =
2(1− αeff3)
2(1− αeff3)(1 + α′eff3) + αeff3`(2 + α′eff3)
,
(A8)
where, α′eff3 = αeff3(`− 1).
For HD phase in segment III
ρ3 = 1− β, 1− ρ3 = β, (A9)
P (0, . . . , 0︸ ︷︷ ︸
`
) =
2β
2β(1 + β′) + (1− β)`(2 + β′) , (A10)
where, β′ = (1− β)(`− 1).
For MC phase in segment III
ρ3 =
1
2
, 1− ρ3 = 1
2
, (A11)
P (0, . . . , 0︸ ︷︷ ︸
`
) =
4
2(`+ 1) + `(`+ 3)
. (A12)
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Appendix B: Phase 2
β =− s0 − 0.5
√
s0 − s1 − s2
s3
− s4 (B1)
− 0.5
√
s5 − s6 + s2
s3
+ s4 − s7
s8
where
s0 =
0.25
(
−10α2eff2 − 11α2eff2 − 2
)
10α2eff2 + 1
(B2)
s1 =
0.0009
(
6400α2eff2 − 830αeff2 + 493
)
10αeff2 + 1
(B3)
s2 = 0.005
(
1.014× 108α4eff2 + 6.32× 107α3eff2 − 5.07× 106α2eff2 − 241660αeff2 + 1.09× 106
)
(B4)
s3 = s31(s32 + s33)
1/3 (B5)
where,
s31 = 10αeff2 + 1 (B6)
s32 =− 1.45× 1015α6eff2 − 1.37× 1015α5eff2 − 2.09× 1014α4eff2 + 6.05× 1013α3eff2 (B7)
+ 4.51× 1013α2eff2 + 1.95× 1012αeff2 − 1.64× 1012
s33 =
√
s331 + s332 + s333 (B8)
s331 = −1.× 1029α12eff2 − 1.47× 1029α11eff2 + 2.48× 1029α10eff2 + 2.95× 1029α9eff2 − 1.92× 1029α8eff2 (B9)
s332 = −2.5× 1029α7eff2 − 3.73× 1028α6eff2 + 1.39× 1028α5eff2 + 2.22× 1027α4eff2 − 5.22× 1026α3eff2 (B10)
s333 = −1.059× 1026α2eff2 − 4.56× 1024αeff2 − 8.69× 1022 (B11)
s4 = s41(s42 + s43)
1/3 (B12)
where,
s41 =
0.00004
10αeff2 + 1
(B13)
s42 = s32 (B14)
s43 = s33 (B15)
s5 =
0.5
(
−10α2eff2 − 11α2eff2 − 2
)2
(10α2eff2 + 1)
2
(B16)
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s6 =
0.002
(
6400α2eff2 − 830αeff2 + 493
)
10αeff2 + 1
(B17)
s7 = 0.025(s71 + s72 + s73) (B18)
s71 = −
(
−10α2eff2 − 11αeff2 − 2
)3
(10αeff2 + 1)3
(B19)
s72 = −
0.01
(
2800α2eff2 − 550αeff2 + 197
)
10αeff2 + 1
(B20)
s73 =
0.01
(
−10α2eff2 − 11αeff2 − 2
)(
6400α2eff2 − 830αeff2 + 493
)
(10αeff2 + 1)2
(B21)
s8 =
√
s0 − s1 − s2
s3
− s4 (B22)
Appendix C: Phase 3
αeff2 =
−t4 −
√
t24 − 4t5t6
2t6
, (C1)
where,
t4 =− 8αIE`3/2 − 4αIE`2 + 8αIE
√
`+ 4αIE
− 10`3/2Ws − 2`5/2Ws − `3Ws + `3 − 6`2Ws
+ 4`2 − 7`Ws − 4
√
`Ws − 3`− 2Ws − 2, (C2)
t5 = 2Ws − 4αIEWs − 8αIE
√
`Ws + 5`Ws
− 4αIE`Ws + `2Ws, (C3)
t6 = 10`
3/2 + 2`5/2 + `3 + 6`2 + 7`+ 4
√
`+ 2. (C4)
Appendix D: Phase 4
βeff2 =
−h2 −
√
h22 − 4h1h3
2h1
, (D1)
where,
h1 = β
3`3 − 4β3`2 + 5β3`− 2β3 − 2β2`3
+ 5β2`2 − 5β2`+ 2β2 + β`3 − 2β`2
+ β`+ `2 + `, (D2)
h2 = −2αIEβ2`2 + 4αIEβ2`− 2αIEβ2 − 2αIEβ`
+ 2αIEβ + β
4(−`3) + 4β4`2 − 5β4`
+ 2β4 − β3`3Ws + 3β3`3 + 4β3`2Ws − 8β3`2
− 5β3`Ws + 7β3`+ 2β3Ws − 2β3 + 2β2`3Ws
− 3β2`3 − 5β2`2Ws + 4β2`2 + 5β2`Ws
− β2`− 2β2Ws − β`3Ws + β`3 + 2β`2Ws
− β`Ws − β`− `2Ws − `Ws, (D3)
h3 = −2αIEβ2`Ws + 2αIEβ2Ws − 2αIEβWs
+ β4(−`2)Ws + 3β4`Ws − 2β4Ws
+ 3β3`2Ws − 5β3`Ws + 2β3Ws − 3β2`2Ws
+ β2`Ws + β`
2Ws + β`Ws. (D4)
βeff1 =
−q1 −
√
q21 − 4q2q3
2q3
, (D5)
where,
q1 = β
2
eff2`− β2eff2 − βeff2`Ws + βeff2`
+ βeff2Ws − βeff2 +Ws, (D6)
q2 = β
2
eff2 − βeff2Ws, (D7)
q3 = βeff2(−`) + βeff2 −Ws. (D8)
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Appendix E: Phase 7
β = z0 − 0.5
√
z1 +
z2
z3
+ z4 − 0.5
√
z5 − z6
z7
− z8 − z9
z10
(E1)
where,
z0 = 0.75 (E2)
z1 = 5.5× 10−11(−5.2× 1010 − 4.5× 109αIE) + 2.2 + 1.8× 10−11(5.2× 1010 + 4.5× 109αIE)
(E3)
z2 = 2.310
−11(2.0× 1019α2IE + 5.4× 1020αIE + 2.7× 1020) (E4)
z3 =
3
√
z+3 −
√
z−3 (E5)
where,
z+3 = 1.7× 1029α3IE + 7.4× 1030α2IE + 3.2× 1031αIE + 8.5× 1030 (E6)
z−3 = 4.2× 1058α5IE − 5.9× 1060α4IE − 2.4× 1062α3IE + 1.8× 1062α2IE + 7.1× 1061αIE − 6.4× 1060 (E7)
z4 = 1.5× 10−11z3 (E8)
z5 = 4.6− 7.4× 10−11(5.2× 1010 + 4.5× 109αIE) (E9)
z6 = 2.3× 10−11(2.0× 1019α2IE + 5.4× 1020αIE + 2.7× 1020) (E10)
z7 = z3 (E11)
z8 = 1.5× 10−11z7 (E12)
z9 = 0.25(−4.5× 10−10(4.9× 108αIE − 1.7× 1010)− 6.7−10(4.5× 109αIE + 5.2× 1010) + 27.9) (E13)
z10 = z1 +
z2
z3
+ z4 (E14)
