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1. INTRODUCTION 
Minimax theorems have significant applications to problems arising from several branches of pure 
and applied mathematics. Minimax theorems, especially in the form of saddle point theorems, 
have applications to game theory, mathematical economics, optimization theory, etc. For more 
on minimax theorems and their applications to variational inequalities, we refer to [1-6]. 
In this paper, we first obtain some results, based on a nonempty intersection theorem involving 
r -G-H-KKM selections, on minimax inequalities, and then we find its applications to minimax 
theorems and saddle points in a G-H-space sett ing--a generalization of a pseudoconvex space [3], 
an H-space [1], and a G-convex space [4]. 
Let X be a topological space, P(X)  denote the power set of X, and (X) the family of all 
nonempty finite subsets of X. Let A n denote a standard (n - 1) simplex {el, e2, . . . ,  en} of R n. 
DEFINITION 1.1. (X, H, {p}) is called a G-H-space [7] if X is a topological space and H : (X) --~ 
P (X)  \ {0} a mapping such that we have the following. 
(i) For each F, G E (X), there exists F1 C F such that F1 C G implies H(F1) C H(G). 
(ii) For each F = {Xl, x2 , . . . ,  xn} E (XI,  there is an {Xix, x i2 , . . . ,  xik} C F and a continuous 
function p : A n --~ H(F)  such that 
p({eil,ei2 . . . .  eik}) C H({x i l , . . . , x i2 , . . .  ,xik}), for { i1 , i2 , . . . , i k}  C {1,2, . . .  ,n}. 
A subset K of X is said to be generalized G-H-convex if for each A 6 (X>, there exists an 
A1 c A such that H(A1) c K.  
The subset K of X is called G-H-convex if for each A E (X>, there is an A1 C A such that 
A1 c K implies H(A1) C K.  
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A subset D of X is called finitely G-H-dosed in X i fD  N H(A1) is closed in H(A1) for all 
A1 C A • (X). 
A subset K of X is said to be compactly closed in X if K • L is closed in L for all compact 
subsets L of X .  
DEFINITION 1.2. Let X be a nonempty set, (Y, H, {p}) be a G-H-space and let M1, M2, . . . ,  Mn 
be subsets of Y. Let r : X --* Y be a function. A set {x l ,x2 , . . . , xn}  • (X) is called an 
r-G-H-KKM selection for M1, M: , . . . ,  Mn if for any {r(xl), r(x2), . . . ,  r(x~)} • (Y), there ex- 
ists some {r(x/ i) ,  r(xi2), . . . ,  r(Zik)} C {r(xi) ,  r (x2) , . . . ,  r(Xn)} such that for {il,  i2 , . . . ,  ik} C 
{1,2, . . .n},  we have 
k 
H ({r (xil) ,r (zi2), . . .  ,r  (xik)}) C U Mij, 
j=l  
where xl , x2, . . . , x~ are not necessarily distinct. 
DEFINITION 1.3. Let X be a nonempty set and (Y, H, {p}) a G-H-space. A mapping T : 
X --* P (Y )  is said to be G-H-KKM if for each {xl, x2, . . . ,  x~} • (X), there is a corresponding 
{Yl,Y2,... ,Yn} • ( r )  such that for any {Yil,Yi2,... ,Yik} C {Yl,B2,... ,Yn}, we have 
k 
g ({Yil, Yi2,. . . ,  Yik}) C U T (xij),  
j=l 
for {i l , i2 , . . . , i k}  C {1,2, . . . ,n}.  
DEFINITION 1.4. Let X be a nonempty set, (Y, H, {p}) a G-H-space, and r : X --* Y a function. 
A mapping T : X --~ P (Y )  is said to be r-G-H-KKM if for each {xl, x2, . . ,  xn} • (X), there is 
a corresponding {r(zl), r (x2) , . . . ,  r(Xn)} • (Y) such that for any {r(xil), r(xi2), . . . ,  r(xik)} C 
{r(Xl) , / ' (X2),. . .  , r(Zn)}, we have 
k 
H ({r (xil), r (z~2),... ,~ (x~k)}) c U T (xi,). 
j=l  
When X = Y,  Definition 1.4 reduces to the following. 
DEFINITION 1.5. Let (X, H, {p}) be a G-H-space and r : X --~ X a function. A mapping 
T : X --* P (X)  is said to be r-G-H-KKM if for each {xl, x2 , . . . ,  xn} • (X>, there exists 
{r(~l), ~(~2),..., r (~)} • <X> such that for ant {r(~),  ~(x~),..., ~(z~k)} c {r(~), r(x2),..., 
r(zn)}, we have 
k 
H ({r (xil), r(xi2), . . . ,  r (xi2)}) C U T (x~j). 
j----1 
When X = Y is a topological vector space, r : X --~ X is the identity mapping, and H is the 
convex hull in Definition 1.5, T : X --~ P (X)  is a generalized KKM (G-KKM) mapping iT 
k 
CO((Xil,Xi2,...,Xik}) C U T(x i j ) "  
j=l  
EXAMPLE 1.1. Let X = ( -co ,+c~)  and K = [-2,2]. If we define a mapping S : K --* P (X)  by 
S(x )= [ - ( l+~) , ( l+~) J ,  fo rxEK,  
then UzeKS(X) = [--9/5, 9/5]. Let {xl ,x2, . . . ,Xn} • (g} such that {Xl,X2,..., xn} C [-1, 1]. 
Then for any subset {Xil, xi2, . . . ,  X,k} of {Xl, x2, . . . ,  xn} for {il, i2 , . . . ,  ik} C {1, 2 , . . . ,  n}, we 
have 
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k 
co((x~l,x~2,...,zik}) c [-1,11 = N s(x) c U s(x,,), 
xEK j= l  
that is S is a G-KKM mapping. 
DEFINITION 1.6. Let A and B be two nonempty sets and f : A x B --* R a function. A point 
(Xo, Yo) E A x B is called a saddle point o f f  iff 
f (z, Yo) <- f (x0, Yo) -< f (x0, y), for all (x, y) E A x B, 
which is equivalent o 
max f (x, Y0) = f (xo, Y0) = min f (x0, y). 
xEX yEB 
There are other relations, name/y, 
and 
min max f (x ,  y) = max rain S(x, y) 
yEB xEA xEA yEN 
min sup f (x,  y) = max inf f (x,  y). 
yEB xEA xEA yEB 
2. G-H-KKM THEOREMS AND MIN IMAX INEQUAL IT IES  
In this section, we first prove an auxiliary result on r-G-H-KKM selections and then estab- 
lish some G-H-KKM theorems which generalize the minimax inequality results on pseudoconvex 
spaces [3], H-spaces [1], and G-H-spaces [7]. 
LEMMA 2.1. (See [8].) Let X be a nonempty set, (Y, H, {p}) a G-H-space, and M1, M2, . . . ,  Mn 
be finitely G-H-closed subsets of Y.  Suppose that {xl ,x2, . . . ,x ,~} E (X> is an r -G-H-KKM 
selection for M1, M2 . . . .  , Mn. Then we have An1 Mi ~ ~. 
THEOREM 2.1. Let X be a nonempty set and (Y, H, {p}) a G-H-space such that H ( A ) is compact 
for a11 A E (Y}. Suppose f, g : X x Y -~ R and r : X -~ Y are functions such that we have the 
following. 
(i) f (x ,  y) < g(x, y), for all (x, y) E X x Y.  
(ii) f is lower semicontinuous in y on compact subsets of Y. 
(iii) For each {Xl,X2,... ,Xn} E (X}, there exists {r(xl) ,r(x2) . . . .  ,r(Xn)} E (Y} such that for 
any {r(xil), r(xi2), . . . ,  r(xik)} C {r(xl), r (z2) , . . . ,  r(Xn)}, we have H({r(xi l ) ,  r(xi2), . . . ,  
r(xik)}) C {y E Y : g(xij, y) <_ a} for all y E Y, for all a E R, and for 1 < j < k. 
(iv) There exists an element x0 E X such that the set {y E Y : f(xo, y) < a} is a compact 
subset of Y for all a E R. 
Then there exists an dement Yo E Y such that f (x,  Yo) <_ a. 
PROOF. Let us define mappings S, T :  X --* P(Y), respectively, by 
s(x) = {y e Y :  g(x, y) < a} 
and 
T(x)  = {y E Y : f (x ,y )  < a}, for all x E X. 
Then S(x) C T(x)  by (i) and S(x) is nonempty by (iii). It follows from (iii) that for any 
{r(x l ) , r (x2) , . . .  , r(xn)} E (Y), we have 
H({r (x i l ) , r (x i2 ) , . . . , r (x ik )} )  C S(x~j) ,  for 1 < j < k. 
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This implies that 
k k 
H ({r (X/l) ,?" (xi2),. . .  ,r (Xik)}) C U S (Xij) C U T (xi j) ,  
j=l j=l 
that is, T is an r-G-H-KKM mapping. Since T(x) is compactly closed in Y by (ii), it implies 
that T(x) is finitely G-H-closed in Y. As a result, we have, by Lemma 2.1, that the family 
{T(x) M T(xo) : x E X} is the family of compact subsets of Y possessing the finite intersection 
property, so NxexT(x) ~ 0, that is, there exists an element Y0 E Y such that f (x,  Yo) <_ a, for 
all x E X. This completes the proof. 
For Y compact in Theorem 2.1, we have the following. 
THEOREM 2.2. Let X be a nonempty set and (Y, H, {p}) a compact G-H-space with H(A) 
compact for all A E (Y). Suppose that f, g : X x Y ~ R and r : X -+ Y are functions uch that 
we have the following. 
(i) f (x ,  y) < g(x, y), for all (x, y) E X × Y. 
(ii) f is lower semicontinuous in its second variable y. 
(iii) For each {Xl,X2,.. .  ,Xn} E (X), there is {r(x l ) , r (x2) , . . .  ,r(Xn)} E (Y) such that for any 
subset {r(xi l ) , r(xi2), . . .  ,r(xik)} of {r(x l ) , r (x2), . . .  ,r(Xn)}, we have (for 1 < j <_ k), 
H({r(xi l) ,  r(xi2), . . . ,  r(xik)}) C {y E Y :  g(xij, y) ~_ a}. 
Then there is an element Yo E Y such that f (x ,  Yo) <_ a, for all x E X.  
3. APPL ICAT IONS TO MIN IMAX THEOREMS 
Now we apply Theorem 2.1, obtaining the following minimax theorems and related saddle 
points. 
THEOREM 3.1. Let (X, HI,{Pl}) and (Y, H2,{p~}) be G-H spaces with Hi(A) and H2(B), 
respectively, compact in X and in Y for all A E (X) and for all B E (Y). Suppose that 
f, g : X x Y --+ R and r : X --~ Y and s : Y -* X are functions uch that we have the following. 
(i) f (x ,  y) <_ g(x, y), for all (x, y) E X × V. 
(ii) f is lower semicontinuous in second variable y on compact subsets of Y. 
(iii) For each {Yl,Y2,. . - ,Yn} E (Y), there is {s(yi) ,s(y2), . . . ,S(yn)} E (X> such that for 
s(y k)} c {s(yl), s(x,)},  we have 
H1 ((s(y i l ) ,S  (y i2) , . . . ,s(y ik)})  C {x E X :  f (x,  yij) > a}. 
(iv) g is supper semicontinuous in first variable x on compact subsets of X. 
(v) For each {ZI,X2,... ,Xn} E (X}, there exists {r(x l , r (x2) , . . .  ,r(xn)} E (Y} such that for 
any {/'(Xil),r(xi2),.. . ,r(xik)) C {r(xi) , r (x2), . . . , r (xn)},  we have 
//2 ({r (x i l ) , r  (x i2 ) , . . . , r  (xik)} C {y E Y :  g (xij,y) ~ a}. 
(vi) There are elements xo E X and yo E Y such that the set {y E Y : f (xo,y)  ~_ a) is a 
compact subset of Y and the set {x E X : f ( x, Yo ) ) >- a) is a compact subset of X ,  for al1 
aER.  
Then we have 
min sup f (x, y) < sup inf g(x, y). 
yEY xEX xEX yEY 
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PROOF. Let a :---- supx~ X infyev g(x, y). Since f is lower semicontinuous on compact subsets 
of Y, it follows, using (v), from Theorem 2.1 that there exists and element Yo • Y such that 
f (x ,  Yo) <- a, for all x • X. 
For f -- g and a -- 0 in Theorem 3.1, we have the following saddle point theorem. 
THEOREM 3.2. Let (X, H1, {Pl}) and (Y, H2, {P2}) be G-H-spaces with Hi(A) and H2(B), re- 
spectively, compact in X and Y for ali A • (X) and for ali B • (Y). Let f : X x Y --* R, r : 
X --* Y and s : Y --* X be functions uch that we have the following. 
(i) y --* f (x ,  y) is lower semicontinuous on compact subsets of Y. 
(ii) x --* f (x, y) is upper semicontinuous on compact subsets of X.  
(iii) For each {x l ,x2 , . . .  ,xn} • (X/, there exists a subset {r(x l ) , r (x2) , . . .  ,r(xn)} • (Y) such 
that for any {r(xi l ) , r(xi2), . . .  ,r(xik)} C {r(x l ) , r (x2) , . . .  ,r(xn)), we have 
/-/2 ({r (xil) ,r (xi2), . . .  ,r  (xik)}) C {y • Y:  f (xij, y) <_ 0}, for 1 >_ j <_ k. 
(iv) For each {Yl,Y2,... ,Yn} • (V), there exists {S(yl),S(y2),... ,S(yn) • (X) such that for 
any {s(Yil), 8(Yi2),... ,8(Yik)} C {s(yl), s(y2),..., s(yn)}, we have 
H1 ({s(y~l) ,s(y i2) , . . . ,s (y ik)})  C {x • X :  f (x, yid) > 0}, for 1 _< j _< k. 
(v) There exists elements Y:• X and ~ • Y such that the sets 
{ycy : f (£ ,y )<_0} and {xcX: f (x ,y )>0},  
respectively, are compact subsets of Y and X. 
Then f has a saddle point (xo, Yo) E X x Y, that is 
f (x, Y0) _< f (Xo, Yo) <_ f (Xo, y), for all (x, y) e X x Y. 
In particular, we have 
min max f (x,  y) = max min f (x ,  y) = O. 
yEY xEX xEX yEY 
PROOF. Applying Theorem 2.1, there exists an element Yo E Y such that f (x ,  Yo) <_ 0 for all 
x E X. If we set h(y,x) = - f (x ,y ) ,  for all (y,'x) E Y x X, then again by Theorem 2.1, there 
exists an element x0 c X such that h(y, xo) <_ O, for all y E Y, that means, we have f (xo,y)  >_ O. 
It follows that 
f (x, Y0) _< 0 <_ f (x0, y), for all (x, y) c Z x Y. 
This implies f(xo, Y0) = 0 and 
f (x ,  yo)~f (x0 ,Yo)_<f (x0 ,  y), for all (z,y) EXxY .  
This completes the proof. 
THEOREM 3.3. Let (X, HI, {pl}) and (Y, H2, {p2}) be compact G-H-spaces with Hi(A) and 
H2(B) compact for all A E (X) and B E (YI. Let functions f ,g  : X × Y --* R, r : X -~ Y,  and 
s : Y ---* X satisfy f <_ g and the following assumptions hold. 
(i) f is lower semicontinuous in second variable y. 
(ii) For each {Yl, Y2,..-, Yn} c (Y), there exists {s(yl), s(y2), . . . ,  s(yn)} c (X), such that for 
any {s(Yix), s(Yi2),.. . ,  8(Yik)} C {8(y1), 8(y2),..., S(yn)}, we have 
H1 ({s (yi l ) ,s  (Yi2) . . . .  ,s (Yik)}) C {x E X :  f (x, yi)) > 0}, for 1 <_ j < k. 
(iii) g is upper semicontinuous in first variable x. 
(iv) For each {xl, x2, . . . ,  x~} c (X), there exists {r(xl ) , r (x2) , . . . ,  r(Xn)} • (Y) such that for 
any {r(xix), r(x i2) , . . . ,  r(xik)} C {7"(X1), r(X2),..., r(Xn)}, we have 
H2 ({r (x i l ) , r  (x i2) , . . . , r (x ik)})  C {y • Y :  g(xi j ,y)  <_ 0}, for 1 < j < k. 
Then we have 
min sup f (x ,  y) < sup i n fg (z ,  y). 
yEY xEX -- xEX 
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