Homeostatic processes that provide negative feedback to regulate neuronal firing rate are essential for normal brain function, and observations suggest that multiple such processes may operate simultaneously in the same network. We pose two questions: why might a diversity of homeostatic pathways be necessary, and how can they operate in concert without opposing and undermining each other? To address these questions, we perform a computational and analytical study of cell-intrinsic homeostasis and synaptic homeostasis in single-neuron and recurrent circuit models. We demonstrate analytically and in simulation that when two such mechanisms are controlled on a long time scale by firing rate via simple and general feedback rules, they can robustly operate in tandem to tune the the mean and variance of single neuron's firing rate to desired goals. This property allows the system to recover desired behavior after chronic changes in input statistics. We illustrate the power of this homeostatic tuning scheme by using it to regain high mutual information between neuronal input and output after major changes in input statistics. We then show that such dual homeostasis can be applied to tune the behavior of a neural integrator, a system that is notoriously sensitive to variation in parameters. These results are robust to variation in goals and model parameters. We argue that a set of homeostatic processes that appear to redundantly regulate mean firing rate may work together to control firing rate mean and variance and thus maintain performance in a parameter-sensitive task such as integration. (June 15, 2016). doi:10.1152/jn.00253.2016 Copyright © 2016 by the American Physiological Society.
Introduction
Living organisms and their cells exist in a state of constant flux due to growth and external perturbation. But adequate biological function often requires the maintenance of specific relationships among internal states and between internal states and the outside world. To maintain such relationships, organisms develop mechanisms that sense deviations from necessary conditions and make corrections to return the organism to a desirable "goal" state. In engineering, this operation is known as feedback control; in biology, it is called homeostasis (Cannon, 1926; O'Leary & Wyllie, 2011) .
Since neural circuits are densely interdependent and highly susceptible to external stimuli, homeostasis is an integral part of neural function. Homeostasis of neural firing rate is especially important, as it can prevent deleterious states of epileptic activity or quiescence. Multiple neuronal properties, including sodium and potassium channel densities (Desai et al., 1999; Kuba et al., 2010) and both excitatory and inhibitory synaptic strengths (Kirkwood et al., 1996; Turrigiano et al., 1998; De Gois, 2005) , change in response to chronic changes in neuronal firing rate. This observation raises the question of whether these properties are downstream targets of a single homeostatic control mechanism, or whether multiple control mechanisms coexist (Turrigiano, 2011) . Experiments have drawn distinction between the time courses of neuron-intrinsic and synaptic homeostasis (Karmarkar & Buonomano, 2006) and activated each separately with different types of perturbation (Maffei & Turrigiano, 2008) . These results suggest some degree of independence between the two processes (though it remains possible that other ongoing plasticity mechanisms obscure an underlying identical homeostatic response). In this work, we focus on the possibility and desirability of a separation between intrinsic and synaptic homeostatic control.
The work of Brenner et al. (2000) , Laughlin (1981) , Stemmler & Koch (1999) , Shin et al. (1999) , Liu et al. (1998) , and Gjorgjieva et al. (2014) offers insight into the benefit of multiple distinct control mechanisms. These authors note that a neuron's capacity to represent a distribution of input stimuli depends on a correspondence between the range of stimulus variation and the range of inputs that yield distinguishable neuronal outputs (see Figure 1) . Since a multiplicative scaling of all input is naturally achieved by scaling incoming synaptic strengths, the coexistence of synaptic and intrinsic homeostasis may be related to the importance of controlling the range of a neuron's responses as well as its mean activity.
Most models of homeostasis assume a single slow feedback control mechanism (Abbott & LeMasson et al., 2993; Siegel et al., 1994; Golowasch et al., 1999; Buonomano, 2005; O'Leary et al., 2014) or multiple controls receiving input from multiple independent signals (Hsu et al., 2007) . Those that posit multiple co-active mechanisms regulating a single input signal (Liu et al., 1998; Shin et al., 1999; Stemmler & Koch, 1999; Triesch, 2005 Triesch, , 2007 include strong constraints that allow them to circumvent the challenge of control system stability. However, more generally, if multiple controls are employed simultaneously to regulate the same signal towards different targets, the result is often catastrophic: the system cannot satisfy all controls at once, so each variable shrinks/grows without bound in a doomed effort to bring the signal towards its goal. Such "wind-up" poses a potential problem for any system with multiple co-active homeostatic controls (O'Leary et al., 2014) .
Here, we provide a new framework for single-neuron activity regulation consisting of a pair of simple, biophysically plausible control variables, one for intrinsic excitability and one for synaptic strength. Both respond directly to a single signal reflecting firing rate. Each variable provides negative feedback in response to deviations of neuronal activity level from a desired goal. Together, the two controls regulate the mean and variance of the firing rate. We analytically and numerically explore the conditions under which this two-variable control strategy can stably regulate the firing of an adaptive exponential leaky integrate-and-fire (AdEx) neuron. We then show this control scheme is broadly relevant to neuronal coding by using it to maintain mutual information between stimulus and firing rate after changes in input statistics.
Finally, we turn to the problem of integration. Previous work has demonstrated that a recurrent excitatory network can maintain a range of different firing rates without input, and thus can function as an integrator of its inputs over time. However, the performance of such an integrator requires both precise additive tuning of neuronal excitability and precise multiplicative tuning of neuronal sensitivity to input (Cannon et al., 1983; Seung et al., 2000; Miller et al., 2003; Machens & Brody, 2008) . We show that dual homeostatic control can auto-tune the parameters of a recurrent excitatory circuit to calibrate and maintain integrator performance.
Methods
All simulations described below are implemented in Matlab 2013a (MathWorks, Natick, MA, USA) with equations solved using the forward Euler method with a time step of 0.2ms. The Euler method was used rather than higher-order methods in order to accommodate instantaneous resetting of variables. Each simulation took roughly 24 hour to run on the Brandeis University high-performance computing cluster. Parameter values for all simulated equations are listed in Table 1 .
Homeostatic control model
In all analyses and computational experiments, we regulate the activity of each neuron using a dual mechanism control system that consists of a "synaptic scale" variable g representing the mean strength of efferent synapses, and an "intrinsic threshold" variable θ corresponding roughly to the threshold voltage for spiking that modulates the neuron's intrinsic excitability. These variables change slowly in response to neuronal activity via the following equations:
(1)
• x is the level of intracellular calcium, which in our model reflects the level of neuronal activity.
• f θ and f g are monotone-increasing "control functions" by which x is compared with its target values x θ and x g (see, e.g., Figure 2 , left).
• τ θ and τ g are time constants for the control variables. In all simulations, they are set to be significantly larger than any other time constants in the the system.
(Parameters in Table 1 .) In our simulations, we set f θ and f g to sigmoidal functions of the form f (x) = 1 1+e k 1 (k 2 −x) ; however, our formulation permits any monotone-increasing functions f θ and f g .
We initially choose goals x θ and x g to optimize task performance on each of our two example tasks; we later vary these goals to test for robustness. Initial goals are determined by using a parameter search to find values of the control parameters that give rise to the desired neuron or network behavior, and then choosing goals based on measurements of the system during that behavior (as in Liu et al. (1998) ). Specifically, we simulate the system with the controls clamped at values (θ * , g * ) that optimize mutual information or integrator performance, and compute ⟨f θ (x)⟩ and ⟨f g (x)⟩ over the course of this simulation. We then set the goals
. With these goals, we are guaranteed that ⟨f g (x)⟩ = f g (x g ) and ⟨f θ (x)⟩ = f θ (x θ ) if the control parameters reach the desired values. However, we are not guaranteed a priori that this state is stable or reachable by the control system.
Firing rate model
In our analytical treatment of dual homeostasis, our dual control system is used to regulate a standard firing rate model neuron. We let the calcium level x directly reflect firing rate in the rate model:
where u t is gaussian white noise with mean µ and variance σ 2 , τ is the time constant for calcium decay, and θ and g are defined as in (1).
Spiking model
In our numerical treatment of dual homeostasis, we use the two control variables to regulate a population of adaptive exponential integrate-and-fire (AdEx) neurons. Each neuron's state is characterized by a membrane potential v, an adaptation variable w, a synaptic input s total , and an intracellular calcium level x, which evolve according to the stochastic differential equation:
• When v reaches v max , a "spike" occurs and v resets to θ − ∆v reset .
• {t j } is the set of all of this neuron's spike times.
• {t j } is the set of input spike times, produced by a Poisson process with timedependent rate u t .
• ξ t is a source of white noise with variance σ 2 .
• In single-neuron simulations, we set s total = s in .
(Parameters in Table 1 .) The equation for v was adapted from the AdEx neuron in Brette & Gerstner (2005) . It incorporates three important biophysical generalizations of the classic leaky integrate-and-fire neuron: replacement of the strict voltage threshold by a more realistic smooth spike initialization zone, the inclusion of adaptation, and a change in the stimulation paradigm from current injection to conductance-based excitation. Note that θ is the "threshold" potential of the AdEx neuron, and also shifts the reset voltage. This has the effect of shifting the neuron's f/I curve horizontally. The resetting rule for w was adapted from Bohte (2012) in order to achieve a sigmoid tuning curve in an integrate-and-fire model. The authors found that such a multiplicative adaptation scheme allowed their spike response model to "account quantitatively for key experimental adaptation data."
The input firing rate u t , representing the combined spike rates of many upstream neurons, was set to a series of random steps of duration τ step drawn from a uniform distribution on the interval [u min , u max ].
Figures 2-4 were created by simulating the spiking model and control system equations for 11 hours of simulated time.
Mutual information
As a measure of the extent to which a single neuron's output retained the information present in its input, we calculated mutual information between a uniformly distributed stimulus and the neuron's firing rate, which we call r t . The firing rate r t was calculated by counting spikes in time bins of duration τ step , with one time bin for each step of the input rate u t . Mutual information (with respect to this distribution of stimulus levels) was computed as follows. For each interval over which mutual information is calculated, the range of the output firing rates is determined by taking the minimum and maximum firing rate in that interval, and then the ranges of u t and firing rate are divided evenly into 10 bins B n u and B m r (respectively) for n, m = 1, . . . , 10. Bin counts are used to estimate the probabilities P (u t ∈ B n u ), P (r t ∈ B m r ), and P (u t ∈ B n u , r t ∈ B m r ) for all n and m, and these probabilities yield mutual information, M I, from the formula
) .
For figures illustrating mutual information in parameter space, mutual information was calculated for each point over a single 160s simulation. For figures illustrating changing mutual information over time, mutual information was calculated over 20 windows, each 20s in duration, evenly spaced across the simulation time. Throughout this study, mutual information is reported in units of nats (based on the natural logarithm, rather than bits, based on log 2 ). We note that mutual information between input rate and output rate is meaningful in the context of neural coding only if we assume that a rate code is being used, i.e., that downstream neurons respond only as a function of incoming spike frequency and not specific patterns of incoming spike trains. Furthermore, mutual information is calculated only with respect to a uniform distribution of stimulus levels -a differently shaped input distribution gives rise to different mutual information values (though our results are qualitatively unchanged, data not shown).
Figures 6 and 7 were created by simulating the spiking model and control system equations and computing mutual information over 11 and 33 hours of simulated time, respectively.
Network model
A network of the spiking neurons described above was used to create a neural integrator by introducing recurrent excitation (Seung, 1996; Miller et al., 2003) . Neuron i's state variables g, θ, v, w, x, and s in , its spike times {t j }, and its goals x θ and x g , are labeled with superscript i. The synaptic output of each neuron i is described by a variable s i r representing the activation of that neuron's afferent recurrent synapses, which increases by K r at each spike and decays between spikes with time constant τ r :
The total input s total to neuron i is set to the sum of contributions from neuron-specific input and contributions from other neurons j in the network weighted by synaptic strength a ij and normalized by the number of neurons N :
(Parameters in Table 1 .) When testing the network's integration behavior, the input rate u i t was replaced with a constant rate umax+u min 2 plus a series of square test pulses with amplitude 1kHz, duration 100ms, and period 500ms.
Figures 9-13 were created by simulating a network of 400 neurons, each with its own dual control system, for 2.75 hours of simulated time.
Integrator quantification
We deemed a successful neural integrator to be a system that could maintain memories of a range of distinct initial level of drive in the form of distinct, consistent firing rates for a behaviorally relevant duration. In order to quantify integration behavior, we create a measure ν that incorporates quantifications of two aspects of the integrator:
1. the capacity to maintain a steady firing rate 2. the capacity to maintain a consistent separation between rates associated with distinct initial conditions
We design ν to be between 0 and 1, reaching 1 only if the network can maintain perfectly steady, distinct firing rates over a range of initial conditions. To compute ν for given values of θ and g, we perform 100 simulation trials of the integrator network from each of 5 initial conditions. The initial conditions are identical except that the initial firing rate was frozen at 30Hz, 40Hz, 50Hz, 60Hz, or 70Hz; this is achieved by freezing the net synaptic output at values chosen to achieve these firing rates using the inverse of the activation function. Firing rates are frozen for a "burn-in" period of 1s, after which synaptic output is allowed to evolve according to (1). On trial T of initial condition j we measure the average spike rate in the last 200ms of the burn-in period and use it as an estimate of the instantaneous firing rate of the network immediately before the firing rate was unfrozen, which we label r j,T 0 . We then measure the firing rate in the first 200ms bin after the burn-in period, when the synaptic outputs s i r have been unfrozen, and use this as an estimate of the instantaneous firing rate at the center of that time bin, which we label r j,T 100 . The model's capacity to maintain a steady firing rate is quantified by approximating dr dt at the midpoint between each adjacent pair of initial conditions during the first 100ms after firing rate is unfrozenwherever this derivative is close to zero, the model can maintain a consistent firing rate. We set
The model's capacity to maintain the separation of distinct initial conditions is quantified by approximating the rate of contraction or expansion between initial rate trajectories. We set
The integrator is deemed effective at initial condition j to the extent that both η j,T and λ j,T are consistently close to zero. We define
where N = 100 is the number of trials. ν j is close to 1 if and only if η j,T and λ j,T are both consistently close to zero. The weight b tunes the importance of η relative to λ. In order to give the derivative η j,T and the expansion rate λ j,T roughly equal weight, we set b = 0.002s 2 . The weight a tunes the sensitivity of ν j to deviations of η and λ from zero. We set a = 5 because we found that this made ν appropriately sensitive to discriminate between the integrators produced in our simulations. Finally, we define ν as an average of ν j over initial firing rates:
A network that integrates perfectly on the range 30-70Hz would have ν = 1; ν is smaller if firing rates rise or fall, or if adjacent rate trajectories converge or separate.
Results

Conditions for stable dual homeostasis
To gain some understanding of the factors that allow for successful dual homeostasis, we studied a noisy firing rate model regulated by intrinsic and synaptic homeostasis. In the appendix, we consider several special cases of such dual homeostatic control. (A more complete analytical treatment of dual homeostatic control is possible but beyond the scope of this manuscript.) Our analytical results point towards two general conditions for the existence of a stable set-point:
1. Goal condition: The goal firing rate of the synaptic scaling mechanism (x g ) must greater than the goal of the intrinsic plasticity mechanism (x θ ).
2. Convexity condition: The gradient of the control function regulating synaptic scaling (f g (x)) must increase more quickly with x (or decrease more gradually) than the gradient of the control function regulating intrinsic threshold (f θ (x)).
In this model, successful dual homeostasis is possible because of firing rate noise. If there is no noise in the system, then each mechanism is satisfied (i.e., has zero derivative) only
Function controlling θ dynamics
Function controlling g dynamics Table 1 : Parameter values. These parameter values are used in all simulations unless otherwise specified. Parameters that differed between the mutual information simulations and the integrator simulations are separated by a slash, with the mutual information simulation value first and the integrator simulation value second.
when the firing rate x is equal to that mechanism's goal. Thus, if the two firing rate goals are different, stasis is impossible. When noise is introduced into x t , the two slow homeostatic mechanisms effectively perform an average over the rapid fluctuations in x, and each mechanism stops changing only when its average derivative is zero. Importantly, a homeostatic mechanism's derivative averaged over firing rate fluctuations is not simply equal to its derivative when the firing rate is at its average value -if a control function is concave or convex, the effect of an upward deflection in firing rate from the mean is not symmetrical with the effect of an equivalent downward deflection. In this case, both the mean firing rate and the firing rate variance due to noise will determine when that homeostatic control stops changing. (In our example, the synaptic scale g reaches stasis only when the average square of the firing rate (x 2 ) is equal to the square of the goal (x 2 g ), and the average square of the firing rate is clearly influenced by the variance of the firing rate as well as its mean.)
Since the noise level is scaled by the synaptic scaling variable g, synaptic homeostasis can tune the interaction between noise and control function nonlinearity until it perfectly compensates for the difference between the firing rate goals. The combination of the goal condition and the convexity condition makes g change in the correct direction to compensate for the difference between the goals, and stabilizes this tuning process.
In the example system studied in the appendix, the homeostatic regulation of the intrinsic firing threshold θ is mediated by a linear control function f θ of the firing rate x, the homeostatic regulation of synaptic scale g is mediated by a quadratic control function f g , and the target firing rate of synaptic homeostasis is higher than the target rate of intrinsic homeostasis (x g > x θ ). We demonstrate analytically that in this case dual homeostasis draws the system toward a stable set-point; further, the firing rate mean and variance at that set-point are independent of the mean and variance of the white noise input u t . Thus, although our dual homeostatic control system does not explicitly respond to firing rate variance, it creates an implicit goal for firing rate variance as well as a goal for mean firing rate. We show that the variance goal increases with the separation between the two firing rate goals x g and x θ . We also demonstrate that this set point is either non-existent or unstable when the control functions and/or the target firing rates are swapped.
We explored these two conditions in a more biophysically realistic setting by simulating a single AdEx neuron with incoming synapse strength (g) and intrinsic spiking threshold (θ) that both evolved slowly as a function of calcium concentration to provide negative firing rate feedback, as described in the Methods section. We first investigated the conditions under which the homeostatic control system would converge to a stable fixed point. We ran the simulation with sigmoidal control functions and goals meeting the two conditions above, and then ran simulations exchanging the two control functions and/or the two goals. In the first simulation, a stable set-point was reached; in each of the others, the control system showed either wind-up, wind-down (to g = 0), or both depending on initial conditions (Figure 2 ). These simulations were examples of the system converging on a stable set-point when the goal condition and convexity condition identified above were met and failing to converge when they were not, in corroboration of our similar analytical results.
We next explored the robustness of a stable set-point when both of these conditions were met. The system tolerated significant variation in the shape of the control functions f θ and f g as long as the convexity condition was met (Figure 3 ), and significant variation in the two calcium goals as long as the goal condition held ( Figure 4A -C). However, windup occurred when the goals were too widely separated ( Figure 4D ). We attributed this instance of wind-up to the fact that the neuron's firing rate had apparently reached its maximal possible variance, spending most of the simulation time either at its maximum firing rate (100Hz) or its minimum firing rate (0Hz). We recall that in our analytical work, the implicit goal for calcium variance increased with the separation of the two goals, and we believe that in this case the AdEx neuron was simply unable to achieve the required variance no matter how its control parameters changed.
To account for this limitation, we add a third condition for a stable set-point to the two listed above:
3. Reachability condition: The implicit goals for the firing rate mean and variance must be reachable by the regulated neuron by changing intrinsic threshold and synaptic scale.
Our simulations suggested that these three conditions were both necessary and sufficient for a stable set-point.
Mutual information
In our analytical example, we found that dual homeostasis effectively sets goals for both the firing rate mean and variance, and returns them to these goals after changes in the input statistics. Tuning of a neuron's firing rate mean and variance to desired values can optimize its behavior to an extent that tuning only one or the other cannot. To illustrate our model's capacity to achieve desirable single-neuron behavior and maintain it in the face of changing input statistics, we quantified an AdEx neuron's firing rate representation of its varying level of input using mutual information (see Methods), and then numerically investigated the dynamics of this mutual information under dual homeostatic control. We chose goals for the control system that would stabilize the control variables at values that maximized this mutual information measure. We found the appropriate goals by performing a parameter search over g and θ: given a pair (θ, g), we froze the control variables at these values and then evaluated the mutual information between input rate u t and output firing rate. This parameter search characterized mutual information as a function of θ and g. In parameter regimes where the spiking neuron model showed a sigmoidal firing rate curve, we could consistently identify a point (θ * , g * ) in parameter space that yielded a global maximum of mutual information ( Figure 5 ). Such a maximum existed because, as illustrated in Figure 1 , a neuron with a sigmoidal f/I curve loses its ability to sensitively reflect its level of input if either its gain θ or contrast g is too low or too high. Goals were set to target this point (θ * , g * ) as described in Methods.
When the full system was simulated, allowing the control variables θ and g to evolve according to equation (1), the control system reached (θ * , g * ) from any of four disparate initial conditions (θ 0 , g 0 ). Since goals were chosen to establish a set-point with optimal mutual information, mutual information improved as the system achieved its homeostatic set-point ( Figure 6A ). We compared this performance to the performance of a singlevariable homeostatic control system by fixing either θ or g. When the system was initialized with θ and g distinct from θ * and g * , the single variable systems succeeded in improving mutual information, but could not reach the optimal point in (θ, g)-spaceneither reached 75% of the peak mutual information reached by dual homeostasis ( Figure  6B ).
In addition to providing the cell with appropriate levels of net synaptic and intrinsic conductance during development -perhaps when the statistics of its inputs is fixed -another purpose of homeostatic control is to adjust the cell to perturbations in the statistics of the stimulus u t . Therefore, we used two simulations to test the system's capacity to recover mutual information after a perturbation in input mean and variance: in one, the maximum level of excitatory input u max was increased, and in the other the entire range of excitatory input [u min , u max ] was lowered (Figure 7) . After both perturbations, the point (θ * , g * ) identified as a mutual information optimum before the perturbation no longer optimized mutual information. In both cases, the perturbation caused mutual information to drop to below 25% of its maximal pre-perturbation maximum value. In both cases, dual homeostasis returned the system to within 90% of that maximum and kept it there for the last 5 hours of simulated time. The new optimal points in (θ, g) space could vary from the original optimum in both the θ and g directions, so neither single homeostatic control operating alone could restore the system to optimal performance after all of these perturbations.
The mutual information result presented here can be inferred directly from two key insights:
1. High mutual information between an input signal and firing rate can be achieved by properly tuning the mean and variance of the neuronal firing rate to optimal values independent of the input distribution.
2. As in our analysis, homeostatic equilibrium is reached at a particular firing rate mean and variance, so dual homeostasis restores this mean and variance after perturbations.
Our simulations demonstrate that this reasoning is sound in the case of a spiking neuron with dual homeostatic control, and visually illustrates the process by which dual homeostasis can restore neuronal function after perturbations.
Integrator tuning
While measurement of mutual information is useful in telling us how much information is lost when a neuron responds to its inputs-an important issue when we consider that sensory information is passed through many neurons before generating a response-the purpose of a neuron is rarely that of basic information transmission, but rather that of information processing or computation within a circuit. Therefore, we next consider the ability of a small circuit of neurons to perform a simple computation that may be required, namely, temporal integration (Cannon et al., 1983; Seung, 1996; Goldman et al., 2002 Goldman et al., , 2009 . A network that temporally integrates its inputs must be capable of sustaining a range of different firing rates in the absence of input; thus, from an information-theoretic perspective, temporal integration can be viewed as the capacity of a network's firing rate to retain information over time about the network's input history (Gjorgjieva et al., 2014) . One widely-accepted class of neural integrator models consists of networks of mutually excitatory neurons (Cannon et al., 1983; Seung et al., 2000; Goldman, 2003; Goldman et al., 2009) . If the decay of network firing activity is precisely counter-balanced by recurrent excitation, such a network can maintain its firing rate indefinitely. If such a balance can be attained at a range of different firing rates, then when afferent excitation and inhibition push the network through this range, its firing rate can be interpreted as an integration of it inputs. However, achieving a range of self-sustaining firing rates in a simulated network requires precise tuning of network excitability and connection strength (Cannon et al., 1983; Seung et al., 2000) (see Machens & Brody (2008) for an algorithm). This tuning can be visualized in rate vs. input space (Figure 8 ).
In a second set of simulations, we investigated the capacity of dual homeostasis to tune a spiking integrator network. To select the appropriate calcium goals, we first performed a parameter search, setting the intrinsic excitability parameter θ and the synaptic scale g to constants θ * and g * in each cell, and found a pair (θ * , g * ) at which the tangency of the f/I curve and the feedback curve suggested that the network would act as an integrator (see Figure 8 ). Note that this tangency could only be approximated in an isolated region of (θ, g)-space. We then confirmed this network's capacity to integrate by setting the time course of the input rate to a series of 100ms square pulses with period 500ms and amplitude 1kHz for each cells and visually ascertaining that the firing rate increased at each pulse and remained approximately constant between pulses ( Figure  8) , and calculated the quality ν of the integrator at (θ * , g * ) as described in Methods. Finally, we set goals for each neuron to target the point (θ * , g * ) as described in Methods.
Dual homeostasis caused θ and g in all cells to converge on the target point (θ * , g * ) from four different initial conditions, in each case creating an integrator approximately as effective as the goal integrator ( Figure 9 ). As before, neither single homeostatic mechanism operating without the other could restore the desired behavior as effectively as dual homeostasis (Figure 10 ). Dual homeostasis also allowed the network to recover its integrator performance after perturbations: when the baseline input was increased or half of the cells were eliminated from the network, θ and g in all cells approached a new point at which integration quality was restored ( Figure 11 ). As in the previous case, neither homeostatic mechanism alone was sufficient to restore integrator performance to the same degree as dual homeostasis.
In order to ensure that the system's convergence on an effective integrator was not an artifact of the homogeneity of calcium goals, connection weights, or input strength, we performed simulations introducing variability into each of these across neurons. The network's performance after dual homeostasis proved to be robust to all of these types of heterogeneity (Figure 12 ).
We also tested the effect of changing the control functions f θ and f g that described the effect of calcium level on the control variables (while preserving the convexity condition) (Figure 13 ). When sharper sigmoids were chosen for f θ and f g , convergence was faster but the behavior of the control system at the fixed point was noisier, so integrator tuning was not as precise. When shallower sigmoids were chosen for f θ and f g , convergence onto the fixed point was slower and integrator tuning was more precise.
Discussion
In this work, we study a system of two homeostatic control variables, one representing an intrinsic spiking threshold that shifts the f/I curve horizontally and one representing a synaptic strength factor that scales neuronal input multiplicatively. We assume that both of these variables provide negative homeostatic feedback in response to the level of neuronal activity, meaning that each individually counteracts any long-lasting changes in the neuron's firing rate. In our formalism, we assume each variable responds to its own slow sensor that measures and integrates activity to produce homeostasis. Each homeostatic process has its own "goal," a fixed firing rate at which the process equilibrates, and the goals of the two mechanisms are not the same. However, both processes can reach equilibrium at once when the firing rate is variable because the two processes respond differently to variability around their goals.
Our work is motivated by experiments showing that intrinsic and synaptic homeostasis may act either concurrently in response to a single perturbation or independently in response to different types of perturbation (Maffei & Turrigiano, 2008) , and that the two processes may have separate time courses (Karmarkar & Buonomano, 2006) . Our model of independent intrinsic and synaptic homeostatic mechanisms with separate slow activity sensors is not the only viable hypothesis: experimental work has not yet ruled out the possibility that multiple types of homeostasis may share an activity sensor Desai (2004) , or that one mechanism may take over only when the other is driven to its limit (Maffei & Turrigiano, 2008; Turrigiano, 2011; Karmarkar & Buonomano, 2006) ; and of course homeostatic systems in different organisms or different brain regions may function differently. However, we find in our models that parallel action of two homeostatic processes is not only feasible but also robust, and that dual homeostasis may be ideally suited to tune neuronal function in ways that are not possible for a simpler homeostatic system.
Dynamics of dual homeostasis
In an analytically tractable example of dual homeostasis, one control mechanism responds linearly and one quadratically to fluctuations in firing rate, and each provides simple negative feedback. We show that even when the two mechanisms are given different homeostatic goals corresponding to different stationary firing rates, the two homeostatic variables can approach a stable homeostatic set-point at which the firing rate varies rapidly compared to the timescale of homeostasis. A stable solution is possible only when the multiplicative synaptic scaling mechanism is the quadratic one and the additive intrinsic mechanism is the linear one, and only when the goal firing rate of the synaptic scaling is higher than the goal rate for intrinsic homeostasis. The setpoint, when it exists, is associated with a specific firing rate mean and variance (given, respectively, by the goal rate of the linear homeostatic mechanism and the difference in the square of the goal rates of the two mechanisms) that are independent of the input statistics, and which are therefore restored after changes in input statistics. Importantly, this effect requires the variability in firing rate produced by noise. It is interesting to note that noise or other variability in the controlled signal is an asset rather than a challenge for a dual homeostatic control system.
In simulations, we study a more general dual homeostatic control system that provides negative feedback in response to intracellular calcium level in a biologically plausible spiking neuron. The results point towards a generalization of our analytical results. The control system reliably approaches a homeostatic set-point when three conditions are met:
1. The gain control g must have a higher goal firing rate than the threshold control θ.
2. The function describing the homeostatic response of synaptic scaling to calcium level must be more strongly concave-up than the corresponding function describing intrinsic homeostasis; in other words, the gradient representing the intensity of synaptic homeostasis must increase with calcium more rapidly than the gradient representing the intensity of intrinsic homeostasis (or decrease more slowly).
3. The calcium mean and variance implicitly required to reach the set-point must be accessible to the controlled model neuron.
In these simulations, we observe that the approach to a homeostatic set-point is generally bi-phasic. First, the two mechanisms cooperate to establish an average calcium level near both goals, and then they act opposite each other to tune the calcium variance until the effect of this variance makes up the difference between the two goals. This provides another testable prediction. In Pratt & Aizenman (2007) , such a biphasic process is observed during rat development: as synaptic strength increases, homeostatic modulation of sodium channels causes neuronal excitability first to increase and then to decrease. Biphasic homeostasis has also been observed in response to sensory perturbation Hengen et al., 2013) , but in these studies the initial phase is attributed to the effects of long-term depression (LTD), which we do not account for in our model.
There are a number of experimental observations that cannot be explained within the context of our simple model of dual homeostasis. In addition to leaving out LTD, all other correlational, Hebbian-like plasticity mechanisms are neglected. Also, our model does not include inhibitory synapses whose strength can change due to correlations in spiking or via homeostasis (Peng et al., 2010; House et al., 2011) . Finally, a shift in threshold is a simplification of the homeostatic regulation of diverse ion channel types (Turrigiano et al., 1995; O'Leary et al., 2013) , which may contribute to the effective threshold in different manners under different conditions. Some of the specific effects of different types of chronic sensory deprivation observed in Maffei & Turrigiano (2008) , including the activation of synaptic without intrinsic homeostasis and the activation of both mechanisms in opposite directions, appear to involve LTD, and therefore do not fall entirely within the scope of our model. In our dual-homeostasis formalism, most perturbations of neural activity would cause the two homeostatic mechanisms to respond in a similar manner. However, opposing changes could arise if, for example, mean input were decreased slightly, while fluctuations increased. In this case, the neuron would become more excitable to accommodate the decreased input, while its synaptic inputs would weaken to reduce firing rate variance due to input fluctuations. Whether the specific observations in Maffei & Turrigiano (2008) can be accounted for by dual homeostasis of the type presented here or require inclusion of other factors is a matter for future work.
Another limitation of our model is that, by using an AdEx neuron, we limit our scope to neurons in which the variance of x (our correlate of firing rate, perhaps corresponding to intracellular calcium) increases with increasing synaptic strength. A bursting model neuron, for instance, might show a decrease in firing rate variability as it transitions from bursting to tonic spiking, which could occur due to synaptic strengthening. In this instance, we would not expect our model to approach a reasonable steady state given the same homeostatic control system, though it is possible that a different relationship between goal rates and control functions would create an effective dual control system for such a neuron.
Other control systems for neuronal firing with two independent slow control variables have been proposed by Stemmler & Koch (1999) , Shin et al. (1999) , Hsu et al. (2007) , Triesch (2005) , and Triesch (2007); Butko & Triesch (2007) . All of these models attach control systems either to single neurons or highly reduced network models; to our knowledge, ours is the first demonstration of a general dual control system operating within voltage-based spiking neuronal networks. Further, our control system is both simpler and more general than the control systems proposed in these works: the rates of change of our control variables are determined by arbitrary control functions f θ and f g of a single variable x representing firing rate in our analytical work and calcium level in our simulations. Our example of a linear/quadratic control system (studied analytically in the appendix) is similar to the control system proposed in Triesch (2005) ; but that control system is constrained in that it must explicitly estimate and control a signal's mean and variance. This makes the control system insufficiently general to reveal the broad conditions necessary for stability -the authors do not analyze stability at all because stability is a given in this limited control system formulation. Essentially, we argue here that no specific set of homeostatic rules is necessary to optimize neuron or network performance in a two-dimensional parameter space; a whole class of simple negative feedback rules can perform this tuning if given appropriate target rates.
Our general formalization of a dual control system also allows us insight into the phenomenon of "wind-up." An example of wind-up is the case of two thermostats that are each programmed to raise the level of heat or air conditioning until the room reaches a target temperature. Intuitively, these thermostats must have exactly the same target temperature or else one will endlessly turn up the heat while the other turns up the air conditioning. This type of wind-up is inevitable in a dual control system with different goals if both controls respond linearly to the same controlled variable, or if the controlled variable does not fluctuate on a time scale faster than the controls. But, as we have shown, a fluctuating variable x (in this case, calcium level) can be stably and robustly regulated by a nonlinear control system as long as the system satisfies appropriate conditions on the relative magnitudes of the goals and the relative convexity of the control functions. This is the case because the two control mechanisms respond independently to the mean and the variance of x, which, in turn, are determined by the combined influence of the control mechanisms.
The interaction between the controls and the mean and variance of the calcium level x is especially clear if firing threshold θ responds linearly to x (f θ (x) = x) and synaptic scale g responds quadratically to x (f g (x) = x 2 ). In this case, θ reflects an online estimate of the mean calcium level and g − θ 2 reflects an online estimate of its variance, as in Triesch (2005).
The generality of our explanation of homeostatic stability in two-variable systems suggests significant generalizations of our results. Preliminary simulations and analysis show that the two homeostatic mechanisms need not be separated into a control of threshold and a control of gain as long as they differ from each other in their effect on the firing rate mean and variance, and that the same qualitative behavior can be observed in systems with non-multiplicative synaptic scaling (Petrus et al., 2011) as long as the function controlling the scaling is appropriately convex (data not shown). Moreover, a system in which a firing rate output x was controlled by more than two homeostatic mechanisms (e.g., an additional mechanism for homeostasis of inhibitory synaptic inputs) could in principle control higher order statistics of x as long as further constraints on the targets and the control functions were satisfied.
Applications of dual homeostasis
By evaluating the dynamics of the mutual information between signal and firing rate over the course of homeostasis, we showed that this dual control scheme may be preferable to a single control mechanism: after various types of perturbations, dual homeostatic mechanisms can reestablish a desired input-output relationship in a single neuron much more effectively than either mechanism operating alone. This is because a neuron can only provide an informative representation of a stimulus set if both the horizontal alignment of the input/output function (its threshold) and its horizontal stretch (its gain) are appropriately tuned relative to the stimulus distribution (Stemmler & Koch, 1999; Shin et al., 1999; Triesch, 2005 Triesch, , 2007 Carvalho & Buonomano, 2009; Pitkow & Meister, 2012) . These correspond to our control variables θ and g, respectively. The two separate control variables together can control two properties of the single output function of the neuron, allowing the output to better convey information, in the same way one might need to separately control the brightness (mean response) and contrast (variance in response) for a visual display to convey information. The idea that homeostasis might serve to maintain an invariant input/output relationship is experimentally supported by Pratt & Aizenman (2007) , where it is observed that the input/output function remains relatively constant throughout the synaptic and intrinsic changes during development.
Finally, we showed that our proposed dual tuning mechanism is an effective means of producing and maintaining an effective neuronal integrator in a neuronal network with recurrent excitation. We found that this integrator tuning process tolerates significant heterogeneity across neurons, and can operate with a range of different control functions as long as they meet the conditions discussed above. Other proposed solutions to the difficult problem of integrator tuning have relied on sensory feedback (Major et al., 2004) , dendritic structure (Goldman, 2003) , bistable neuronal units (Koulakov et al., 2002) , or fast feedback inhibition (Lim & Goldman, 2013) . Integration has also been implemented with bump attractors (Ben-Yishai et al., 1995; Song & Wang, 2005) , which can be tuned with a single variable (Renart et al., 2003) but also require a specific structure of spatial connectivity. Our result provides a plausible alternative to these approaches and stands alone as a novel contribution to the study of neuronal integrators.
Appendix
In this reduced model, we let the calcium level x directly represent the neuronal firing rate. We describe the evolution of x with the stochastic differential equation
where u t is gaussian white noise with mean µ and variance σ 2 . It is well-established that any two values of r separated by time T ≫ τ r can be treated like independent samples from the same gaussian distribution with mean ⟨x⟩ = gµ − θ and variance
2τx . Let g and θ denote homeostatic control variables for synaptic scale and intrinsic threshold governed by equation (1) with f θ (x) = x and f g (x) = x 2 . We would like to apply the averaging principle as presented in Wentzell & Iosifovich (1984) to take a long-time average over the fast variation of x. This principle requires the equations forθ andġ to satisfy a Lipschitz condition. Specifically, ifġ = F g (θ, g, x), we must have
for some K > 0. The differential equation for g its current form does not satisfy a Lipschitz condition, so we change of variables from g to h, where g = e h . Now we havė
, which meet the Lipschitz condition with K = sup x f ′ g (x) and K = sup x f ′ θ (x), respectively. In (2), we can replace g with e h . For clarity, we will continue using g below instead of h, though the same analysis could be performed with h.
Let ⟨·⟩ (θ,g) denote an average over time for fixed values of g and θ. Applying the averaging principle, we have
Substituting ⟨x⟩ (θ,g) = gµ − θ and ⟨x 2 ⟩ (θ,g) =
This ODE can be analyzed using basic methods from the study of dynamical systems. In order to find fixed points, we setθ =ġ = 0. We find that there exist fixed points at
. The first fixed point represents a set-point of homeostasis at which all synaptic transmission has been eliminated, surely an undesirable state to maintain through homeostasis. Of the next two fixed points, only the one with g * > 0 is biophysically relevant. This fixed point exists if and only if x g > x θ . It is stable (i.e., attracts all trajectories from initial conditions in its neighborhood) if the both eigenvalues of the Jacobian of the ODE at the fixed point have negative real part; if one or more of the eigenvalues has positive real part, it is unstable. At this fixed point, the Jacobian is
. Both eigenvalues of this matrix have negative real part. We conclude that this homeostatic set-point is stable if and only if x g > x θ . At this fixed point, the mean firing rate is ⟨x⟩ (θ,g) = g * µ − θ * = x θ , and the firing
θ . Note that if x θ + x g is fixed, the firing rate variance at the set point increases with x g − x θ . Importantly, the mean and variance are independent of µ and σ. Therefore, if the signal mean and variance change, the firing rate will eventually return to its preferred mean and variance.
We can repeat this analysis for a linear synaptic scaling control function and a quadratic intrinsic threshold control function. In this case, we find that a fixed point exists if and only if x g < x θ , and at this fixed point the Jacobian is J =
This matrix has one eigenvalue with negative real part, so this fixed point is not stable. Figure 1: Two parameters must be tuned for a simple model neuron to represent its inputs faithfully. For a neuron to perform any type of computation on its input, the range of that input must correspond to the neuron's "sensitive range," the range across which inputs yield distinguishable outputs. Mutual information between a neuron's input signal and its output rate provides a natural measure of the quality of this correspondence. Two key factors that determine mutual information are illustrated by simulating a firing rate model with a sinusoidal input scaled by synaptic strength g and with an f/I curve shifted horizontally by θ. In this figure and future figures, we use grey to plot values associated with g and input current, and black to plot values associated with θ and the f/I curve. Left: From bottom to top, g is increased, broadening the range of the input current (grey). If g is too low, the signal is lost in the noise, but if g is too high, thresholding at high and low rates makes the neuron's output effectively binary and prevents it from responding sensitively across the full range of the stimulus. Mutual information between input and output rate is maximized at an intermediate value of g. Right: From bottom to top, θ is increased, shifting the tuning curve (black) from left to right. When the steep range of the tuning curve fails to correspond to the range of the stimulus, thresholding at high or low rates prevents the neuron from producing distinguishable outputs across part of the stimulus range. Mutual information between input and output rate is maximized at an intermediate value of θ.
Figure 2: Stable dual homeostasis requires appropriate relationships between homeostatic goals and control functions. A dually-homeostatic AdEx neuron is simulated with four different combinations of control functions and goals. It reaches a stable set point only when its control functions meet the conditions on convexity and relative goals described in the text. Left: Control functions are plotted and goal calcium levels are marked for both homeostatic mechanisms. Center: The control system for an AdEx neuron is initialized from two different initial conditions (solid and dotted lines) and allowed to evolve according to the control differential equations as the neuron receives a uniformly distributed stimulus. Control system trajectories are represented on a two dimensional plot of synaptic scale g vs. intrinsic threshold θ. Right: The same trajectories plotted over time. A) When the calcium goal of the synaptic mechanism is greater than the calcium goal of the intrinsic mechanism (x g > x θ ) and the control functions f θ and f g obey the convexity condition f ′′ θ < f ′′ g in a neighborhood of these goals, dual homeostasis produce a stable fixed point in the interior of control space that attracts a range of initial conditions. B) When the goals x θ and x g are swapped, trajectories decay to a fixed point where g = 0. C) When the control functions f θ and f g are swapped, trajectories "wind up" uncontrollably, and g grows without bound. D) When the goals and control functions are both swapped, some trajectories decay to g = 0 and some wind up, indicating that there exists an intermediate fixed point that is unstable. Three different pairs of sigmoids (f θ , f g ) allow a control system with the same goals to converge to a similar stable fixed point. Left: Control functions are plotted and goal calcium levels are marked for both homeostatic mechanisms. Center: The control system for an AdEx neuron is initialized from two different initial conditions (solid and dotted lines) and allowed to evolve according to the control differential equations as the neuron receives a uniformly distributed stimulus. Control system trajectories are represented on a two dimensional plot of synaptic scale g vs. intrinsic threshold θ. Right: The same trajectories plotted over time.
Figure 4: Dual homeostasis tolerates variation in calcium goals. We vary the calcium goals in the stable control system pictured in Figure 3A . A) and B) When both goals are shifted up or down by ≈ 10%, the control system still converges. C) The control system still converges when the difference between the goals is reduced by ≈ 60%. D) When the difference between the goals is increased by ≈ 60%, control system wind-up occurs. A large difference between the goals sets a large effective goal for firing rate variance; therefore, we attribute this wind-up to the AdEx neuron's incapacity to achieve the required firing rate variance. Left: Each (θ, g) pair in parameter space is colored according to the mutual information between input and output in a system with those parameters. Right: At each of four representative points in (θ, g) space, we plot the f/I curve (black), the range of the input current (grey), and traces of input rate, voltage, and binned firing rate. A) For large g and low threshold θ, the input current often drives the neuron to its maximal rate, limiting mutual information between input and output. B) For large g and high θ, high input rates drive the neuron to its maximal firing rate, but low input rates evoke no firing, limiting mutual information between input and output at high and low levels of input. C) For small g and high θ, input cannot evoke firing, so there is no mutual information between input and output rate. D) At the optimum point (θ * , g * ), mutual information is maximal because the range of the input current sits on top of the steep segment of the f/I curve.
Figure 6: Dual homeostasis with appropriate goals optimizes mutual information. A) Dual homeostasis drives a control system initialized at four different initial conditions to the same attracting fixed point at which mutual information between input and output rate is optimized. B) When the two homeostatic mechanisms are deployed singly (synaptic in yellow, intrinsic in red), the system cannot reach the level of mutual information attainable by dual homeostasis (blue). Left: A system is initialized at its mutual information optimum (θ * , g * ). After 6.67 hours of simulation time, the stimulus statistics change, changing the mutual information landscape. Dual homeostasis carries the system towards the new optimum on this landscape. Right: The changing input rate, the control variables, and other system measurements are plotted over time. A) When input rates are scaled up from the range [0, 4kHz] to the range [0, 32kHz] , g decreases and mutual information is restored. On the new landscape, it is impossible to restore mutual information to the same degree by intrinsic homeostasis without some synaptic homeostasis. B) When input rates are shifted from the range [4kHz, 8kHz] to the range [0, 4kHz], θ and g both increase and mutual information is restored. On the new landscape, it is impossible to restore mutual information to the same degree by synaptic homeostasis without some intrinsic homeostasis. B) The standard f/I curve (black) maps a level of input current to the resulting network firing rate. The "feedback curve" (grey) maps a firing rate (on the y-axis) to the resulting level of feedback excitation (on the x-axis). Intersections between these two curves represent firing rates that can self-sustain by feedback excitation, i.e., fixed points. If the two curves run tangent to each other through a range of firing rates, then all of those rates can be (approximately) maintained by feedback excitation, and the rate of the system at a given time reflects an integration of its previous inputs. C) The desired behavior of the integrator: firing rate rises at every excitatory pulse and remains approximately constant between pulses. D) As intrinsic firing threshold θ changes, the main effect is to shift the f/I curve left to right. The network cannot integrate effectively if θ is too large or too small. E) As synaptic scale g changes, the slope of the feedback curve changes. The network cannot integrate effectively if g is too large or too small. The synaptic scale g and intrinsic threshold θ for each cell are initialized far from equilibrium and then allowed to undergo a period of homeostasis. Left three subpanels illustrate the system's behavior before homeostasis, and show activation and feedback curves, input rate over time for a pulsatile test input, and neural activity in response to the test input. Right three subpanels are equivalent, but after homeostasis. Central panels indicate homeostatic dynamics of population-averaged thresholdθ and synaptic scaleḡ. Integrator performance is evaluated with square pulse inputs: good integrator performance is visible when the firing rate increases after each pulse and remains nearly constant between pulses. Good integrator performance is also indicated by tangency of activation and feedback curves (see Figure 8 ). E, F: Integrator measure ν (see Methods) before and after homeostasis for each set of initial conditions. From each set of initial conditions, dual homeostasis creates an integrator almost as good as the target integrator with parameters (θ * , g * ).
Figure 10: Dual homeostasis tunes an integrator more effectively than singlemechanism homeostasis. Panels are as described in Figure 9 . A: A dually homeostatic network is initiated far from equilibrium as in Figure 9B . B: The network is tuned for integration by dual homeostasis, as in Figure 9B . C: Synaptic (without intrinsic) homeostasis is initiated from the same initial conditions by freezing θ. D: Intrinsic (without synaptic) homeostasis is initiated from the same initial conditions by freezing g. E: Integrator measure ν before and after homeostasis for each type of homeostasis. Dual homeostasis creates a better integrator than either type of single homeostasis. Figure 11 : Dual homeostasis allows an integrator to recover from perturbations. A system is initialized in its target control state, (θ * , g * ). At time 1.4hrs, the system is perturbed by a parameter change, and then allowed to undergo a period of homeostasis while θ and g attain a new fixed point. Integrator performance is evaluated by pulse train and with the integrator measure ν before the perturbation; after the perturbation but before homeostasis; after dual homeostasis; after intrinsic homeostasis with constant synaptic strength; and after synaptic homeostasis with constant intrinsic firing threshold. In each case, the circuit does not integrate properly after the perturbation, and neither type of homeostasis acting singly is as effective as dual homeostasis in restoring integrator performance. Panels are as described in Figure 9 . A) The baseline input rate u base is raised from 0kHz to 3kHz. Note that after either type of single-mechanism homeostasis the integrator drifts toward an intermediate firing rate, with worse drift after synaptic homeostasis than after intrinsic. B) Half of the cells are eliminated from the network, decreasing the level of excitatory feedback. Note that after both types of single-mechanism homeostasis, the integrator drifts towards an intermediate firing rate, with worse drift after intrinsic homeostasis than after synaptic. A dually homeostatic network is initialized far from equilibrium as in Figure 9B . Left: Calcium goal pairs (x θ , x g ) are plotted for all cells in the network. Center: Control system trajectories are plotted for ten representative cells in each simulation. Right: Integrator performance after dual homeostasis. A), B) The 400 cells in the network are assigned heterogeneous calcium goals x θ and x g drawn from independent normal distributions. The system converges on a narrow range of fixed points and creates an effective integrator. C) Goals are chosen from very broad normal distributions. In this case, (θ, g) trajectories spread broadly and create a fairly poor integrator (though it is an improvement on the initial performance of the network). Note that in this case the activation/feedback curve schematic, which is based on averaged levels of network firing and feedback, fails to accurately describe the system's behavior after homeostasis. D) Excitatory connection weights and input pulse amplitudes are drawn from uniform distributions on [0, 2] and [0, 2kHz], respectively. On the bottom right, test input rates u i t are are plotted over time for ten representative cells. Population rate in response to these test inputs indicates that integrator tuning is successful. E) Using the integrator measure ν, the performance of the integrators created by dual homeostasis under the conditions described above is compared to the performance of the target integrator with parameters (θ * , g * ), the performance of the integrator at its initial conditions, and the performance of the integrator after dual homeostasis with goals x θ and x g uniform across the population. Figure 9D . Left: Plots of control functions f θ and f g and calcium goals. Center and Right: As in previous figure. A: When the control functions are narrower sigmoids, tuning is faster but less precise. B,C: The broader the sigmoidal control functions, the slower and more precisely the control system converges. D: The integrator measure ν is used to evaluate the integrators before and after homeostasis. This measure confirms that broader sigmoidal control functions tune the integrator more precisely than narrower sigmoidal control functions. calcium, goals: 
