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Abstract
This paper continues studies on a multivariate marked Cox process Ct observed upon some random
epochs τ = {τ1, τ2, . . .} initiated in [J. Math. Anal. Appl. 293 (2004) 1–13]. The goal is to connect
the continuous time parameter process Ct with Cτ for which closed-form transforms were presented
in that paper. This work does not only restore some or much of the information on Ct lost due to its
limited observation, but it also manages to scrutinize the behavior of Cτ around the first passage time
of Cτ (that takes place upon one of the observation epochs τ ) within some random time intervals.
Again, analytically tractable formulas for functionals of Cτ are derived.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In various applications of science and technology, such as genetics, stock market, game
theory, and queuing theory there is a need to observe one or more stochastic phenomena
and process the obtained information. Typically, one or several random processes are being
observed by other processes and one registers the “first passage time” when they cross
one of their respective thresholds. For instance, cancerous or other pathogenic cells dyed
with a radioactive material can be subjected to replication. The speed of multiplication is
manifested by the amount of radioactivity tested upon some random epochs. The quantity
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R.P. Agarwal et al. / J. Math. Anal. Appl. 293 (2004) 14–27 15of pathogenic cells can become dangerously high when it crosses some critical level and
the first passage time is of interest to know beforehand as well as the number of cells and
amount of radioactivity at this time. The problem can also be stated as multidimensional.
Imagine a complex system with various components to fail, such as an Internet server,
an operating system, or complex software with multiple subroutines. Some of the most
vital parts of the system, which may malfunction, need to be observed from time to time.
It is well known that most common operating systems installed on personal computers
or networks are vulnerable to hacking and virus attacks. Firewalls and antiviral software
evolved dramatically, but so did the efforts by hackers. Sometimes, a number of files within
a computer network can become damaged or infected before the system can take measures
such as to quarantine the infected files or repair them or quarantine the subsystem to contain
the affected area.
Reliability testing, among other things, raises the issue of how often the checkups must
take place to have statistically significant information about the system (and thus take
measures if needed). Our analysis is different from that of statistics (although it does not
exclude statistical methodology). It focuses on prediction of failures upon some random
observations, which can be quite crude or fine, dependent on our choice of observations
or circumstances, and the amount of damage expressed in terms of various loss func-
tions, such as loss of data, loss of time due to dysfunctional system, and loss of revenue.
An increase of the frequency of observations τ seems to be beneficial, but it is not always
feasible, and when it is, it does not always improve the results considerably, and in addition
it is more expensive and cumbersome.
Besides this measure of optimality, which is always an option, a more refined report can
be rendered if, along with the obtained data, some information about the original process
can be acquired, without any additional data collection (i.e., analytically), around the first
passage time. The latter approach incorporates the gathering of selected information at
any time or within a random interval where the first passage time can possibly take place.
The idea is to evaluate the likelihood of the first passage time to fall into a (randomly
chosen) time interval and to “reconstruct” at least in part the continuous time parameter
process from the available observations. We will call an associated joint functional of the
first passage time, the value of the original process, as well as quantities of other processes,
attached to an arbitrary time or time interval, time sensitive. In contrast, without this rela-
tionship with the real time parameter, this functional is time insensitive.
In one of the past works [2], a multivariate delayed renewal process was studied, of
which a maximum of three components, called active, accumulate their values until at
least one of them crosses its preassigned controlled level. When this happens, the values
of the other components (including those active and the rest referred to as passive) are
registered. One of the random components (active or passive) can be interpreted as the time
component. In this case, an active component crosses its control level at the first passage
time.
Notice that often these and other phenomena cannot be observed continuously, and in-
formation is usually collected at some random epochs of time. The frequency of such data
can be increased at some expense but in some cases we have no control. There are classes
of continuous time parameter multivariate processes where the collection of data takes
place at the moments of a renewal process and the marks can retain some of the renewal
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processes are multivariate stationary Poisson and Cox processes [1]. This information is
restrictive dependent on observation frequency, and their results can be significantly im-
proved by using techniques for time sensitive functionals.
Let Nt = (N1t , . . . ,Nmt ) be a random process describing the amount of radioactivity in
several areas, which fluctuates, but is considered to be stable as long as at least one of
its components Nit does not exceed a critical level Li . Suppose the information about Nt
cannot be collected continuously, but realistically only at random epochs τ = {τ1, τ2, . . .},
so that the observed data become restricted to {Nτ1 ,Nτ2 , . . .}. Consequently, if the amount
of radioactivity “exceeds” L = (L1,L2, . . . ,Lm) at the epoch τj in the sense that at least
one of the components of Nτj does, the case needs attention. The problem is that the time
when it exceeds its respective threshold can occur earlier that τj , but this is “our best” to
notice it first. With this in mind, there is a question of how to improve the information
without any increase of frequency of observations. (The latter would be an obvious but not
necessarily affordable move.)
To emphasize the difference between time sensitive and time insensitive functionals
we observe the following. If we can apply formulas (3.7) and (3.8) of [1] to Nt over the
times τ = {τ1, τ2, . . .} available for observations, we interpret them as formulas of time
insensitive functionals, as opposed to a more refined information about Nt in a vicinity of
the first passage time. Such a time dependent functional is referred to as time sensitive. It
is usually considered in a form of a transformation in time t , and a reasonable objective
would be to get a tractable expression for such a functional, which can be largely reduced
to a corresponding time insensitive functional of (3.7) and (3.8) (of [1]) type or alike.
We give another, more formal, example of a relevant problem that can be applied to
stochastic reliability or queues. Assume that in an episode of the system, a repairman or
server leaves temporarily the system with his primary appointment and goes on some op-
tional maintenance, once the queue is exhausted or if it falls below some minimal level.
For instance, an Internet server (or a program) begins backing up when it “feels” that the
cumulative amount of jobs gets smaller. The secondary assignment, once started, cannot
be interrupted at any moment of time the system is in need, but only at some specific ran-
dom times, say τ = {τ1, τ2, . . .}. We can also think of an absent server that periodically (at
times τ ) checks the system up to see if
(a) the number of jobs raised to at least level l1 or
(b) the cumulative workload (the time needed to process all available jobs) becomes l2 or
higher or
(c) the time of his absence exceeds l0.
It is desirable (but not always feasible) that just a few or none of these constraints are
violated, and thus, as soon as one of them is exceeded, on his first opportunity, the server
“returns” to the system or literally resumes his primary task. Now, since the maintenance
can be interrupted only restrictively, and due to randomness, we cannot expect that at the
first passage time (denoted by τν , where ν is a random index) the active components are
just approaching the critical values. In reality, one or more of them could have exceeded
their respective constraints, but this is the system’s “best.” Furthermore, there can also be a
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of their processing expressed in some values, etc., which all would be worth knowing upon
the server’s exit at τν . While the maintenance process cannot be interrupted at an arbitrary
epoch, and because one always wants to optimize the system’s performance, we can use
the information about the status of the system, say Nt (i.e., the very continuous time pa-
rameter process), at any moment of time t prior to τν or “shortly” past time τν . Based on
this information, the system can be adjusted to yield more or less frequent returns or inter-
ruptions. In other words, there are credible analytic means that can be useful alternatives
or addons to an increase of observation frequency.
In medicine, a particular disease, such as an infectious disease, can be manifested by a
higher than usual quantity of antibodies, leukocytes in urine or/and blood, and other spe-
cific values. It stands to reason to keep watching as often as reasonable, after the problem
calms down (by means of various tests, such as blood work, X-ray, etc.), when one of the
main values becomes “out of range” (whichever of the main components of a test occurs
first). The latter is to be detected upon one of the examinations τ = {τ1, τ2, . . .}. The ac-
tual excess may surely occur earlier than the first passage time τν , but we do not have
any knowledge beforehand of this, unless we can “monitor” the continuous time parameter
process Nt analytically.
It is thus worthwhile to augment these studies by relating the first passage time, which
is a random epoch τν , to a real (nonrandom) time parameter t , and, even to observe it in a
random interval (t, t + Σ), where Σ is a random variable. Understandably, a closed form
of a pertinent functional would be desirable.
In another example, suppose that a computer virus attacks a server and suppose that its
first attack at (random) time t1 is manifested by a random vector U1 = (D1,C2, . . . ,Ck),
where the first component D1 gives the number of particular files at time t1 that get in-
fected. The rest of the components (which are of any type, such as discrete or continuous)
can describe the number of files that normally utilize those infected files, the time that is
necessary to fix the infected files, the revenue loss due to the damage, etc. For brevity of
notation the other index that stands for the number of an attack (in this case 1), is dropped.
Let Ui describe the corresponding problems due to the ith attack (that occurs at time ti ).
Now, τν will be the first passage time, when the “damage” Aν (i.e., the cumulative value
of all consequences due to an attack at time τν) will be such that at least one of the com-
ponents will be in excess of the respective tolerance level detected by an antivirus program
or manifested by any other symptoms during one of the routine examinations. It would be
reasonable to evaluate a time sensitive functional of the original multivariate process Nt at
any time prior to τν , i.e., when the damage becomes severe. Of interest would also be a time
sensitive functional of the cumulative damage Aν and the first passage time of the dam-
age τν , all around an arbitrary random time interval, i.e., with t belonging to [τν − Σ,τν}
(Σ being a random variable) prior to the “major blow” at time τν .
The current study establishes a bridge between time sensitive and time insensitive func-
tionals initiated in [1]. The time sensitive functional does not fully restore the information
data lost due to restricted observations, but it partially replenishes it while sustaining the
pace of observations. For consistency the reader is referred to [1], where all pertinent fun-
damentals of time insensitive functionals were introduced.
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served by a delayed renewal processes initiated in [1]. The authors in [1] formalized such
processes and provided the reader with related literature. Thus the present references are
just a few cited throughout. Section 2 of this paper presents some lemmas to be applied in
Section 3, which deals with transforms of time sensitive functionals like
H(ξ,u, y,ϑ; t | λ) = E[ξνeu·Aνe−τνϑey·Nt 1{τνt} | λ]
refining and further developing the work initiated in [2–5]. The authors succeeded in ob-
taining closed-form expressions.
2. Auxiliary results
The results of the lemmas (to be used in the next section) are slightly more general than
what we really need. Nevertheless, their proofs are not more complex.
Let µ be a translation-invariant Borel measure on Rr , (T ,W) :Ω → (Rr ,Rk) be a ran-
dom vector and G be an L1(Rr ,B, l;R)-function (where l is the Borel–Lebesgue measure)
such that G(t) = 0 for all t ∈ (Rr+)c.
Lemma 1. For any Borel measurable function ϕ on Rr+k and Re(θ) > 0 we have∫
t∈Rr+
e−θ ·tE
[
ϕ(T ,W)1{Tt}G(t − T )
]
µ(dt) = G∗(θ)E[ϕ(T ,W)e−θ ·T ], (2.1)
where · denotes the dot product on Rr , t ∈ Rr , and G∗(θ) is the Laplace transform of G
with respect to measure µ, i.e.,
G∗(θ) =
∫
s∈Rr+
e−θ ·sG(s)µ(ds). (2.2)
Proof. Let PT ,W be the joint distribution of the random vector (T ,W). Hence,∫
t∈Rr+
e−θ ·tE
[
ϕ(T ,W)1{Tt}G(t − T )
]
µ(dt)
=
∫
t∈Rr+
e−θ ·t
∫
w∈Rr+
∫
st
ϕ(s,w)G(t − s)PT ,W (ds, dw)µ(dt).
Using Fubini’s theorem in the last expression gives∫
w∈Rr+
∫
s∈Rr+
e−θ ·s
{ ∫
ts
e−θ ·(t−s)G(t − s)µ(dt)
}
ϕ(s,w)PT ,W (ds, dw),
so a change of variables, taking into account that µ is translation-invariant, will give (2.1).
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so that expressions (2.1) and (2.2) can immediately be reduced to that for integrals with
respect to Borel–Lebesgue measure l.
Lemma 2. Let µ be a translation-invariant Borel measure on Rr , (Σ,T ,W) :Ω →
(Rr+,Rr+,Rk), be a random vector with the distribution PΣ,T ,W , and G be an L1(Rr ,B, l;
R)-function (where l is the Borel–Lebesgue measure) such that G(t) = 0 for all t ∈ (Rr+)c.
For any Borel measurable function ϕ on B(R2r+k) and Re(θ) > 0 we have∫
t∈Rr+
e−θ ·tE
[
ϕ(Σ,T ,W)1{Tt<T +Σ}G(t − T )
]
µ(dt)
= E[e−θ ·T ϕ(Σ,T ,W)G∗(θ,Σ)], (2.3)
where
G∗(θ, s) =
s∫
x=0
G(x)e−θ ·x µ(dx), x, s ∈ Rr+. (2.4)
In particular, if ϕ(s, τ,w) is independent of s (in notation, ϕ(τ,w)) and Σ is stochastically
independent of (T ,W), then (2.3) reduces to
E
[
G∗(θ,Σ)
]
E
[
e−θ ·T ϕ(T ,W)
]
, (2.5)
where · denotes the dot product.
Proof. Notice∫
t∈Rr+
e−θ ·tE
[
ϕ(Σ,T ,W)1{Tt<T +Σ}G(t − T )
]
µ(dt)
=
∫
w∈Rr+
∫
τ∈Rr+
e−θ ·τ
∫
s∈Rr+
ϕ(s, τ,w)
s+τ∫
t=τ
G(t − τ )e−θ ·(t−τ )µ(dt)
× PΣ,T ,W (ds, dτ, dw)
(using the assumption on µ as being translation-invariant)
=
∫
w∈Rr+
∫
τ∈Rr+
e−θ ·τ
∫
s∈Rr+
ϕ(s, τ,w)G∗(θ, s)PΣ,T ,W (ds, dτ, dw)
= E[e−θ ·T ϕ(Σ,T ,W)G∗(θ,Σ)],
where
G∗(θ, s) =
s∫
x=0
G(x)e−θ ·x µ(dx).
The rest is obvious. 
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In the first step we will target the time-sensitive functional
H(ξ,u, y,ϑ; t | λ) = E[ξνeu·Aνe−τνϑey·Nt 1{τνt} | λ],
which “backs up” the observed process Nt upon any time post-τν . This, later on, will allow
us to yield some information on a marginal process prior to t as well.
Theorem 1. Let Π0 be the generalized Cox measure directed by Λ = λl (i.e., with inten-
sity λ) and a function g, and let
H(ξ,u, y,ϑ; t | λ) = E[ξνeu·Aνe−τνϑey·Nt 1{τνt} | λ],
‖ξ‖ 1, Re(ϑ) 0, Re(u), Re(y) ∈ Rk−, (3.1)
with µ being a translation-invariant Borel measure on R. Then the Laplace transform of
t → H(· , · ; t | λ) with respect to µ satisfies the following formula:
H ∗(ξ, u, y,ϑ; θ | λ) =
∫
t∈R+
e−θtH (ξ,u, y,ϑ; t | λ)µ(dt)
= µ(I)(λ[1 − g(y)]+ θ)−1E[ξνe(u+y)·Aνe−(ϑ+θ)τν | λ]
= µ(I)(λ[1 − g(y)]+ θ)−1h(ξ,u,ϑ + θ | λ),
Re(θ) > 0. (3.2)
Here I is any unit interval on R+ and h satisfies formula (3.7) or (3.8) of [1], with γ0 and
γ calculated as versions of the conditional expectations
γ0(u, v | λ) = E[eu·X0e−vτ0 | λ] = q(u)T0
(
v + λ[1 − g(u)]), (3.3)
and
γ (u, v | λ) = E[eu·X1e−v(τ1−τ0) | λ] = T ((v + λ[1 − g(u)]) ∣∣ λ), (3.3a)
where q(u) is the mgf of the random vector N0 (the initial value of Π0), T0 is the marginal
LST (Laplace–Stieltjes transform) of the τ0, T is the marginal LST of τ − τ0 and g is the
directed function of Π .
Proof. ∫
t∈R+
e−θtE[ξνeu·Aνe−τνϑey·Nt 1{τνt} | λ]µ(dt)
=
∫
t∈R+
e−θtE
[
E[ξνeu·Aνe−τνϑey·{Aν+Π0((τν,t ])}1{τνt} | ν,Aν, τν]
∣∣ λ]µ(dt)
=
∫
e−θtE
[
ξνe−τνϑe(u+y)·Aν1{τνt}E[ey·Π0((τν,t ]) | ν,Aν, τν]
∣∣ λ]µ(dt)
t∈R+
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∫
t∈R+
e−θtE[ξνe−τνϑe(u+y)·Aν1{τνt}e(t−τν)λ[g(y)−1] | λ]µ(dt).
Now, the main part of the latter integrand is a version of the conditional expectation of
Lemma 1 with W = (ν,Aν), T = τν , and
G(s) = esλ[g(y)−1]. (3.4)
Therefore,
H ∗(ξ, u, v,ϑ; θ | λ) = G∗(θ)E[ξνe(u+y)·Aνe−(ϑ+θ)τν | λ].
Due to the assumption on g,G ∈ L1 (in fact, a weaker assumption on g is needed for
e−θ(·)G ∈ L1) and, consequently, G∗(θ) can be easily calculated from (3.4) as
G∗(θ) = µ(I)(λ[1 − g(y)]+ θ)−1, (3.5)
where µ(I) is the measure µ of any unit interval on R+. This, as we have previously noted,
is due to the property dµ = µ(I) dl for any translation-invariant Borel measure.
Calculation of γ0 and γ takes straightforward arguments
γ0(u, v | λ) = E
[
e−vτ0E[eu·X0 | τ0]
∣∣ λ]
= E[e−vτ0E[eu·N0eu·Π((0,τ0]) | τ0] ∣∣ λ]
= q(u)E[e−vτ0eλτ0[g(u)−1] | λ]
= q(u)T0
((
v + λ[1 − g(u)]) ∣∣ λ),
where q(u) is the mgf of the random vector N0 (the initial value of Π0, which is in-
dependent of the Π0((0, τ0]) by Axiom (A)), T0 is the marginal LST (Laplace–Stieltjes
transform) of τ0, and g is a directed function of Π .
Similarly,
γ (u, v | λ) = E[e−v(τ1−τ0)E[eu·Π((τ0,τ1]) | τ1 − τ0] ∣∣ λ]
= T ((v + λ[1 − g(u)] ∣∣ λ)),
where T is the marginal LST of τ − τ0 and g is a directed function of Π . 
The following is an effort to observe the process Nt prior to the first passage time τν .
However, the best closed-form expression we arrive at is that for the marginal functional
N (y; t | λ) = E[ey·Nt 1{τν>t} | λ], (3.6)
which, as we will see, again reduces to a time-insensitive functional of type h of (3.7) and
(3.8) of [1].
Corollary 1. The Laplace transform of N defined in (3.6) satisfies the following formula:
N ∗(y; θ | λ) =
∫
t∈R+
e−θtN (y; t | λ)µ(dt)
= µ(I)(λ[1 − g(y)]+ θ)−1{q(y)− E[ey·Aνe−θτν | λ]}
= µ(I)(λ[1 −g(y)]+ θ)−1[q(y)−h(1, y, θ | λ)], Re(θ)>0, (3.7)
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initial value of Nt ), and h satisfies formulas (3.7) or (3.8) of [1], with γ0 and γ satisfying
formulas (3.3) and (3.3a).
Proof. Let H(1,0, y,0; t | λ) = E[ey·Nt 1{τνt} | λ]. Then, because 1{τνt} = 1 − 1{τν>t},
N (y; t | λ) = E[ey·Nt | λ] − H(1,0, y,0; t | λ). (3.8)
The first term in (3.8) is by (4.4) of [1] (taking into account that Nt = Π0([0, t]) =
Π((0, t]) + N0 and that q(y) is the corresponding transform of the random vector N0),
E[ey·Nt | λ] = q(y)eλt(g(y)−1), (3.9)
which we identify as G(t), along with factor q(y) (which is the transform of N0) of Theo-
rem 1. Thus, by Theorem 1,
N ∗(y; θ | λ) =
∫
t∈R+
e−θtN (y; t | λ)µ(dt)
= q(y)G∗(θ) − µ(I)(λ[1 − g(y)]+ θ)−1E[ey·Aνe−θτν | λ]
= µ(I)(λ[1 − g(y)]+ θ)−1[q(y)− h(1, y, θ | λ)],
and the rationale for the convergence of G∗ is based on the assumption on g (cf. Example 1
below). 
Example 1. We utilize Corollary 1 in the case of Π0 introduced in Example of [1]. Re-
call that Π0 was described by their marks U1,U2, . . . , each one consisting of k mutually
dependent components and that for this particular case we had
g(u) = a(eu1c(u2, . . . , uk)). (3.10)
Now,
f (θ, t, u) = e−θtE[eu·Nt | λ] ∈ L1 (3.11)
if ‖g‖ 1 or, equivalently, ‖a(z)‖ 1. By Schwarz’s lemma,∥∥a(z)∥∥ ‖z‖ 1,
and furthermore, ‖a(z)‖ < ‖z‖ for a(z) = z. For this condition to hold, it is sufficient that
Re(u1)  0 and ‖c(u2, . . . , uk)‖  1. Obviously, f (0, t, u) ∈ L1 if ‖g‖ < 1 or, equiva-
lently, ‖a(z)‖ < 1.
Now, for this case, we can substitute (3.10) in formula (3.7) to get
N ∗(y; θ | λ) =
∫
t∈R+
e−θtN (y; t | λ)µ(dt)
= µ(I)(λ[1 − a(ey1c(y2, . . . , yk))]+ θ)−1[q(y)− h(1, y, θ | λ)].
(3.12)
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[τν, τν + Σ), where Σ is some random variable, which can be independent of Nt or it can
depend on Nt , τ , and various other components.
Theorem 2. Let
H(ξ,u, y,ϑ; t | λ) = E[ξνeu·Aνe−τνϑey·Nt 1{τνt<τν+Σ} | λ], (3.13)
‖ξ‖  1, Re(ϑ)  0, Re(u),Re(y) ∈ Rk−, Σ be a random variable (not necessarily in-
dependent of Nt , ν, and τν), and let µ be a translation-invariant Borel measure on R.
Then the Laplace transform of t →H(· , · ; t | λ) with respect to µ satisfies the following
formula:
H∗(ξ, u, y,ϑ; θ | λ) =
∫
t∈R+
e−θtH(ξ, u, y,ϑ; t | λ)µ(dt)
= µ(I)(λ[1 − g(y)]+ θ)−1
× E[ξνe(u+y)·Aνe−(ϑ+θ)τνG∗(θ,Σ) | λ],
Re(θ) > 0, (3.14)
where
G∗(θ,Σ) = 1 − exp[−Σ(λ[1 − g(y)]+ θ)]. (3.15)
In particular, if Σ is conditionally independent of Nt and τ , given λ, we have
H∗(ξ, u, v,ϑ; θ | λ) = µ(I)(λ[1 − g(y)]+ θ)−1{1 − S∗(θ + λ[1 − g(y)] ∣∣ λ)}
× h(ξ,u + y,ϑ + θ | λ), (3.16)
where I is any unit interval on R+, S∗(θ) is the LST of Σ , and h satisfies formula (3.7) or
(3.8) of [1], with γ0 and γ satisfying formulas (3.3) and (3.3a).
Proof. Notice that∫
t∈R+
e−θtE[ξνeu·Aνe−τνϑey·Nt 1{τνtτν+Σ} | λ]µ(dt)
=
∫
t∈R+
e−θtE
[
E[ξνeu·Aνe−τνϑey·{Aν+Π0((τν,t ])}
× 1{τνtτν+Σ} | ν,Aν, τν,Σ]
∣∣ λ]µ(dt)
=
∫
t∈R+
e−θtE
[
ξνe−τνϑe(u+y)·Aν1{τνtτν+Σ}
× E[ey·Π0((τν,t ]) | ν,Aν, τν,Σ]
∣∣ λ]µ(dt)
=
∫
e−θtE[ξνe−τνϑe(u+y)·Aν1{τνtτν+Σ}e(t−τν)λ[g(y)−1] | λ]µ(dt).
t∈R+
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E
[
e−θ ·T ϕ(T ,W)G∗(θ,Σ)
]
, (3.17)
where
G∗(θ, s) =
s∫
x=0
G(x)e−θ ·x µ(dx), (3.18)
with W = (ν,Aν), T = τν , and
G(x) = exλ[g(y)−1]. (3.19)
Therefore, (3.17) turns to
H∗(ξ, u, v,ϑ; θ | λ) = E[ξνe(u+y)·Aνe−(ϑ+θ)τνG∗(θ,Σ) | λ].
G∗(θ,Σ) of (3.18) can be calculated from (3.19) as
G∗(θ,Σ) = µ(I)(λ[1 − g(y)]+ θ)−1{1 − exp[−Σ(λ[1 − g(y)]+ θ)]},
where I is any unit interval on R+. In particular, if Σ is independent of Nt and τ , we have
H∗(ξ, u, v,ϑ; θ | λ) = µ(I)(λ[1 − g(y)]+ θ)−1
× {1 − E[exp[−Σ(λ[1 − g(y)]+ θ)] ∣∣ λ]}
× E[ξνe(u+y)·Aνe−(ϑ+θ)τν | λ]
= µ(I)(λ[1 − g(y)]+ θ)−1
× {1 − E[exp[−Σ(λ[1 − g(y)]+ θ)] ∣∣ λ]}
× h(ξ,u + y,ϑ + θ | λ),
which yields formula (3.16) and thereby completes the proof. 
Now, we consider one more version of the information on the processes at time t when
τν − Σ  t < τν . The continuous time parameter process is considered in the incremental
form taken over the interval (τν, t + Σ], which is still a posterior information about Nt ,
but in this case, the first passage time and Aν take place after time t .
Theorem 3. Let
G(ξ, u, y,ϑ, x; t | λ) = E[ξνeu·Aνe−τνϑ ey·Π((τν,t+Σ])exΣ1{t<τνt+Σ} | λ], (3.20)
‖ξ‖  1, Re(ϑ) 0, Re(u),Re(y) ∈ Rk−, Σ be a random variable (not necessarily inde-
pendent of Nt , ν, and τν), and let µ be a translation-invariant Borel measure on R. Then
the Laplace transform of t → G(· ; t | λ) with respect to µ satisfies the following formula:
G∗(ξ, u, y,ϑ, x; θ | λ) =
∫
t∈R+
e−θtG(ξ, u, y,ϑ, x; t | λ)µ(dt)
= µ(I)(λ[1 − g(y)]+ θ)−1
× E[ξνeu·Aνe−(ϑ+θ)τνB(x, y, θ;Σ) | λ],
Re(θ) > 0, (3.21)
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B(x, y, θ;Σ) = exp(x + θ)Σ − exp(x + λ[g(y) − 1])Σ. (3.22)
In particular, if Σ is independent of Π0 and τ , we have
G∗(ξ, u, y,ϑ, x; θ | λ) = µ(I)(λ[1 − g(y)]+ θ)−1h(ξ,u,ϑ + θ)
× {S(x + θ | λ) − S((x + λ[g(y) − 1]) ∣∣ λ)}, (3.23)
where S(x | λ) is the conditional mgf of Σ given λ. Here I is any unit interval on R+ and
h satisfies formula (3.7) or (3.8) of [1] with γ0 and γ satisfying formulas (3.3) and (3.3a).
Proof. First notice that
1{t<τνt+Σ} = (1 − 1{tτν})1{τνt+Σ} = 1{τνt+Σ} − 1{tτν}. (3.24)
Now,
G1(ξ, u, y,ϑ, x; t | λ) = E[ξνeu·Aνe−τνϑey·Π((τν,t+Σ])exΣ1{τνt+Σ} | λ]
= E[ξνeu·Aνe−τνϑexΣ1{τνt+Σ}
× E[ey·Π((τν,t+Σ]) | ν, τν,Σ,Aν]
∣∣ λ]
= E[ξνeu·Aνe−τνϑexΣ1{τνt+Σ}e(t+Σ−τν)λ[g(y)−1] | λ].
Using τν − Σ as T and esλ[g(y)−1] as G(s) of Lemma 1 we have∫
t∈R+
e−θtG1(ξ, u, y,ϑ, x; t | λ)µ(dt)
= µ(I)(λ[1 − g(y)]+ θ)−1E[ξνeu·Aνe−(ϑ+θ)τν e(x+θ)Σ | λ]. (3.25)
Analogously,
G2(ξ, u, y,ϑ, x; t | λ) = E[ξνeu·Aνe−τνϑey·Π((τν,t+Σ])exΣ1{τνt} | λ]
= E[ξνeu·Aνe−τνϑexΣ1{τνt}e(t+Σ−τν)λ[g(y)−1] | λ].
Using τν as T and esλ[g(y)−1] as G(s) of Lemma 1 we have∫
t∈R+
e−θtG1(ξ, u, y,ϑ, x; t | λ)µ(dt)
= µ(I)(λ[1 − g(y)]+ θ)−1E[ξνeu·Aνe−(ϑ+θ)τν e(x+λ(g(y)−1))Σ | λ]. (3.26)
Thus, from (3.25) and (3.26),
G∗(ξ, u, y,ϑ, x; θ | λ) = µ(I)(λ[1 − g(y)]+ θ)−1
× E[ξνeu·Aνe−(ϑ+θ)τνB(x, y, θ;Σ) | λ],
where B(x, y, θ;Σ) = exp(x + θ)Σ − exp(x + λ[g(y) − 1])Σ . The rest of the proof is
obvious. 
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In the condition of Example 1 (see also details of Example in [1]), suppose that a computer
virus that attacks a server, and suppose the mark U1 = (D1,C(1)2 , . . . ,C(1)k ) is a “conse-
quence” of the first attack. Here the discrete component D1 gives the number of particular
files at time t1 that become infected. The rest of the components can describe the number
of files that utilize those infected files, the time that is necessary to fix the infected files, the
revenue loss due to the damage, etc., respectively. Let Ui describe the corresponding prob-
lems due to the ith attack. Function g has been calculated for this case by formula (3.10).
Now, τν will be the first passage time, when Aν will be referred as “damage” if one
of the active components will be in excess of the respective tolerance level detected by an
antivirus program or by any other symptoms manifested during one of the routine observa-
tions. Using Corollary 1, we can calculate the Laplace transform of the original multivariate
process Nt at any time before τν , i.e., when the damage becomes significant. We also as-
sume that µ = l. Formula (3.7) and formula (3.12) give
N ∗(y; θ | λ) =
∫
t∈R+
e−θtN (y; t | λ)µ(dt)
= (λ[1 − g(y)]+ θ)−1[q(y)− h(1, y, θ | λ)], (3.27)
with g being of (3.10) and h satisfying (3.7) or (3.8) of [1] and (3.3) and (3.3a).
Using Theorem 3, we can calculate the functional of the cumulative damage Aν , the
first passage time τν of the damage, the counting observation index, all around an arbitrary
random time interval, i.e., when real time t parameter belongs to [τν − Σ,τν) and thus
prior to the “major blow” at time τν ,
G(ξ, u,0, ϑ, x; t | λ) = E[ξνeu·Aνe−τνϑexΣ1{t<τνt+Σ} | λ]
and
G∗(ξ, u,0, ϑ, x; t | λ) =
∫
t∈R+
e−θtG(ξ, u,0, ϑ; t | λ)µ(dt)
= θ−1E[ξνeu·Aνe−(ϑ+θ)τνB(x,0, θ;Σ) | λ], (3.28)
where
B(x, y, θ;Σ) = exp(x + θ)Σ − expxΣ, Re(θ) > 0. (3.29)
In particular, if Σ is independent Π0 and τ , we have
G∗(ξ, u, y,ϑ, x; θ | λ) = θ−1h(ξ,u,ϑ + θ){S(x + θ) − S(x)}, Re(θ) > 0. (3.30)
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