We have investigated the amplitude and phase of spontaneous low-frequency oscillations (LFOs) of the cerebral deoxy-and oxy-hemoglobin concentrations ([Hb] and [HbO]) in a human sleep study using near-infrared spectroscopy (NIRS). Amplitude and phase analysis was based on the analytic signal method, and phasor algebra was used to decompose measured [Hb] 
Introduction
Near-infrared spectroscopy (NIRS) is a non-invasive optical method capable of measuring tissue concentrations of oxy-hemoglobin ([HbO] ) and deoxy-hemoglobin ([Hb] ), as well as tissue hemoglobin saturation (StO 2 ). Functional imaging of the brain is one of the applications of NIRS in the field of biomedical imaging/monitoring. NIRS can monitor the hemodynamics associated with the resting state or with brain activation by specific stimuli/tasks (Chance et al., 1993; Hoshi and Tamura, 1993; Villringer et al., 1993) . NIRS techniques are progressively attracting more interest because of their high temporal resolution (ms), portability, non-invasiveness, low cost and relative insensitivity to subject's movements. The main drawback of NIRS is its limited sensitivity to deep tissues (beyond~2 cm), which, however, does not prevent non-invasive sampling of most of the brain cortex. The use of NIRS in conjunction with other technologies revealed the validity of the optical data while also showing NIRS as a potential complementary modality to other brain imaging techniques such as positron emission tomography (PET) (Hock et al., 1997) and functional magnetic resonance imaging (fMRI) (Kleinschmidt et al., 1996) . The ability of NIRS to measure both oxy-hemoglobin and deoxy-hemoglobin concentration changes in brain tissue may be used to better understand the interplay of changes in cerebral blood volume (CBV), cerebral blood flow velocity (CBFV) and cerebral metabolic rate of oxygen (CMRO 2 ) during different physiological/pathological states or in response to brain activation. The quest for separating the contributions from physiological underlying processes to measured signals in the fields of fMRI and NIRS has prompted the development of a number of mathematical models for signal interpretation (Buxton et al., 1998; Diamond et al., 2009; Fantini, 2002; Mandeville et al., 1999) .
The frequency spectrum of spontaneous hemodynamic oscillations in the brain features three main bands. The first frequency band, around~1 Hz, is due to the arterial pulsation associated with the heartbeat. The second band, at frequencies around 0.2-0.4 Hz, is due to vascular oscillations and blood pooling associated with respiration. The third band, at frequencies around~0.06-0.12 Hz, represents so-called low frequency oscillations (LFOs) that have been the focus of a number of NIRS brain studies (Sassaroli et al., 2012) . One important research area is that of functional connectivity, which aims at mapping resting-state and activation-state networks of the human brain. LFOs have played a major role in a number of functional connectivity studies. There is a vast literature of functional connectivity studies based on fMRI (Beckmann et al., 2005) , which has been recently complemented by NIRS studies (Lu et al., 2010; White et al., 2009) . Functionally connected brain networks are usually defined as sets of cortical regions that feature highly correlated hemodynamic changes, with a special emphasis on the LFOs frequency band (Biswal et al., 1995; Zhang and Raichle, 2010) . Even though the role and origin of the LFOs are not completely understood (Nilsson and Aalkjaer, 2003) , they have been linked to Mayer waves (M-waves) and to the phenomenon of vasomotion (Mayhew et al., 1996) . In fact, spontaneous LFOs in cerebral hemodynamics are considered to result from a combination of spontaneous brain activity and a systemic common mode component, which some studies have attempted to discriminate using fMRI (Fox et al., 2009) or NIRS data (Katura et al., 2006) .
Phase analysis of LFOs for cerebral [Hb] and [HbO] in human subjects has been reported in several NIRS studies over the last two decades (Elwell et al., 1996; Obrig et al., 2000; Reinhard et al., 2006; Taga et al., 2000) . The phase relationship between slow oscillatory components of [Hb] and [HbO] is related to the interplay of cerebral hemodynamic parameters such as CBV, CBFV and CMRO 2 associated with the auto-regulatory system, spontaneous brain activation, and systemic physiological components. In the NIRS literature, several studies reported a stable phase difference between spontaneous [Hb] and [HbO] oscillations in the LFOs' frequency range. Specifically, in a study conducted on infants during quiet sleeping (non-REM stages), [Hb] LFOs were found to lead [HbO] LFOs by about 3π/4 (135°) in the occipital cortex over a time window of 100 s (Taga et al., 2000) . Obrig et al. (2000) reported a phase lead of~π/3 (60°) for [Hb] vs. [HbO] LFOs centered at 0.1 Hz, during both visual stimulations and rest. In the study of Obrig et al. (2000) a phase difference between [Hb] and [HbO] was only detected at a source-detector separation of 30 mm, while no phase difference was observed at a shorter source-detector separation of 5 mm. Furthermore, no phase differences were observed at the frequency bands associated with cardiac pulsation. In a resting condition experiment, Tian et al. (2011) performed NIRS measurements at source-detector separations of 1 and 4 cm, and reported that the phase lead of [Hb] vs. [HbO] spontaneous LFOs increased with source-detector separation;~1 rad (57°) at 1 cm, and 2.2 rad (126°) at 4 cm. In a study of 0.1 Hz LFOs induced by paced breathing, Reinhard et al. observed a phase difference between [Hb] and [HbO] LFOs around π (180°) in healthy subjects and 2π/3 (120°) in patients with carotid obstructions (Reinhard et al., 2006) . This latter study included measurements of low frequency oscillations in arterial blood pressure (ABP) (as measured by finger photoplethysmography) and cerebral blood flow velocity (CBFV) (as measured in the middle cerebral artery by transcranial Doppler ultrasonography). The relative phase between ABP and CBFV provides a measure of cerebral autoregulation (Giller and Mueller, 2003; Latka et al., 2005) . While not reporting phase differences between [Hb] and [HbO] oscillations, a number of other studies have investigated low frequency oscillations in ABP and CBFV concurrently with NIRS measurements of cerebral [HbO] (Peng et al., 2008; Rowley et al., 2007) and either tissue oxygenation (Tachtsidis et al., 2004) or differential measurements of [HbO] and [Hb] (referred to as [Hbdiff] ) (Payne et al., 2011) .
Out of phase oscillatory components of [Hb] and [HbO] in the LFO frequency range raise a question as to what the underlying physiological and hemodynamic mechanisms may be. We have previously argued that out-of-phase oscillations of measured [Hb] and [HbO] cannot be the result of the inherent approximations associated with the modified Beer-Lambert law (mBLL), but must reflect actual out-of-phase oscillations of [Hb] and [HbO] in tissue, either localized or distributed over the probed tissue region (Zheng et al., 2010) . This observation follows from the fact that physiological hemodynamic mechanisms in specific vascular compartments induce either no phase difference between [Hb] and [HbO] oscillations (for example for blood volume changes) or a phase difference of π (for example for changes in the speed of blood flow or oxygen consumption) (Fantini, 2002) . In this work, we have built on our approach to studying and interpreting oscillatory components of [Hb] and [HbO] and their relative phase difference through the different sleep stages of an all-night sleep study. We believe that the phase difference between the oscillatory components of [Hb] and [HbO] is the key to interpreting and better understanding the interplay between underlying hemodynamic mechanisms that regulate the cerebral blood flow and perfusion.
Several NIRS sleep studies have been conducted on human subjects. Some of them focused on sleep disorders such as sleep apnea (Hausser-Hauw et al., 2000; Hayakawa et al., 1996; Matsuo et al., 2010; Michalos et al., 2000) and neurological conditions such as Rett syndrome (Murakami et al., 1998 Fantini et al. (2003) and Shiotsuka et al. (1998) immediately after sleep onset were assigned to a decrease in the CBF during the first non-REM sleep stages (Fantini et al., 2003) . An opposite trend (decrease in [Hb] , increase in [HbO]) associated with transitions to deepest, slow-wave sleep stages was considered to be consistent with a decrease of CMRO 2 (Madsen et al., 1991b) . REM stages showed an increase in [HbO] and a decrease in [Hb] consistent with an increase of the cerebral blood flow (Onoe et al., 1991) . In another study on sleep stage transitions, Uchida-Ota et al. (2008) showed a high correlation between neural and vascular changes during transitions from waking to sleep and sleep to waking. NIRS sleep studies have typically focused on identifying patterns or trends in hemodynamic changes within specific sleep stages without consideration of their frequency band. One study based on a frequency dependent analysis (LFOs) across sleep stages, has reported a decreased hemodynamic activity during sleep with respect to waking condition, and a lower activity during deeper sleep stages with respect to light sleep or REM sleep (Nasi et al., 2011) .
In this work, we investigate LFO components of [Hb] and [HbO] . This selective strategy allowed us to investigate the phase relationship between [Hb] and [HbO] oscillations over different sleep stages as opposed to general temporal trends. We also propose a phasor-based analysis that builds on previous work by Zheng et al. (2010) to interpret the relative amplitude and phase of measured [Hb] and [HbO] oscillations in terms of underlying cerebral hemodynamic oscillations of CBV and CBFV. In this work we aim at identifying blood volume and blood flow velocity contributions to the measured concentrations of [Hb] and [HbO] with a focus on low frequency oscillations.
Materials and methods

Experimental setup and measurement protocol
The NIRS measurements were performed with a commercial frequency-domain, multi-channel tissue spectrometer (OxiplexTS, ISS, Inc., Champaign, IL). The instrument featured sixteen intensitymodulated laser diodes, eight emitting at 690 nm and eight at 830 nm, and two photomultiplier tubes as optical detectors. Two multi-distance optical probes were placed on the left and right sides of the forehead of each subject. The experimental setup is shown in Fig. 1 . The optical probes contained four source-detector separations of 1.0, 1.5, 2.0 and 2.5 cm. At each source location, two optical fibers delivered light at 690 and 830 nm. The eight sources on each optical probe were multiplexed (on-time of 10 ms per laser diode) to time share the optical detector resulting in a temporal resolution of 80 ms (sampling frequency: 12.5 Hz). In order to have a stable optical coupling between the optical fibers and the subject's skin, the probes were kept in good contact with the subject's forehead with a black flexible band. Simultaneously with the NIRS measurements, polysomnography data were acquired including electro-encephalography (EEG), electro-oculography (EOG), electro-myography (EMG), pulse oximetry, and monitoring of heart rate and respiration. EEG electrodes were placed on the scalp to cover the frontal, central and occipital areas of the brain. Specific electrodes were placed near the eyes (EOG), and additional electrodes were placed on both chin and legs to collect measurements of muscle activity (EMG). Synchronous acquisition of NIRS and EEG data was obtained by using a trigger signal from a button that was pressed at the beginning and at the end of each session. This button, which generated a pulse on both optical and electrical data recordings, was also available to the subject who pressed it every time he/she woke up during the night. Respiratory monitoring consisted of measurements with a strain gage placed around the chest and with a thermistor placed at the subject's nose. A pulse oximeter continuously monitored the heart rate, arterial pulsation, and arterial saturation. An experienced clinician used polysomnography data to perform sleep staging. Consecutive time windows of 30 s, covering the entire measurement session, were assigned to one of six options (awake, sleep stages 1, 2, 3, 4, and rapid eye movement (REM) sleep) according to standard criteria of Rechtschaffen and Kales (1968) . Although the American Academy of Sleep Medicine (AASM) has introduced a new sleep classification in 2007 (Iber et al., 2007) , we have decided to retain the Rechtschaffen and Kales criteria as they were the clinical standard at the time of sleep classification reported in this work. As a point of reference, we note that in the new AASM guidelines, sleep stage 1 (indicated as N1) is generally known as somnolence (Kjaer et al., 2002) , stage 2 (indicated as N2) is sometimes referred to as light sleep state (Madsen et al., 1991a) , sleep stages 3 and 4 are combined into a slow-wave sleep state (indicated as N3), and REM sleep is indicated as stage R (Tasali et al., 2008) .
During the entire night, the subjects were videotaped with a recorded time signature to allow for subsequent assessment of subject's movement. Data were acquired during all-night sleep sessions on five healthy human subjects, indicated by the letters F, D, C, G and E. The duration of the measurements and relevant information on the sessions for the five subjects are reported in Table 1 . The New England Medical Center (NEMC), currently Tufts Medical Center, Institutional Review Board approved the protocol. All measurements were collected at the EEG Laboratory of the NEMC in Boston, MA, and all subjects gave their written informed consent.
Data analysis
Light intensity changes at each wavelength (690 and 830 nm) were measured with respect to a baseline value given by the average over an initial time window of 20 s, and translated into absorption changes by applying the modified Beer-Lambert law (mBLL) (Delpy et al., 1988; Sassaroli and Fantini, 2004) . The mBLL requires knowledge of the differential optical pathlength (DPF), which was obtained for each subject from multi-distance, frequency-domain measurements of the absolute optical properties (absorption and reduced scattering coefficients) measured at rest before sleep onset. Specifically, the DPF was calculated by using explicit expressions as a function of the tissue optical properties, as derived from diffusion theory (Fantini et al., 1999) .
Third-order polynomial detrending was applied to the absorption changes in order to eliminate temporal drifts. Detrending procedures are extremely important especially when Fourier analysis is performed. In fact, adding a linear trend to a sinusoidal wave introduces spectral contributions over the entire frequency axis, especially in the lowfrequency range, thus significantly affecting the frequency spectrum (Lo et al., 2009 ). Additionally, a linear trend contributes to the Fourier phase with a phase estimated to be in the range π/2-π as shown by Lo et al. (2009) . This fact should be considered when a frequency analysis is conducted, and especially in the study of phase relationships between signals using Fourier methods such as Transfer Function Analysis (TFA). In TFA, non-removed trends in the signals may result in an overestimation of the phase shift between the measured signals. The detrended absorption changes were processed by a linear-phase finite impulse response (FIR) filter based on the Parks-McClellan algorithm (Parks and McClellan, 1972) restricted to the LFOs range, which in our study was chosen as 0.04-0.12 Hz, where most of the spectral power Experimental arrangement for the all-night study with near-infrared spectroscopy (NIRS) measurements on the subject's forehead and polysomnography recordings. Two optical probes were placed on the right and left sides of the subject's forehead, each probe featuring multiple source-detector separations of 1.0, 1.5, 2.0, 2.5 cm. Electro-encephalography (EEG), electro-oculography (EOG) and electro-myography (EMG) electrodes were placed on the subject's head, chin, and legs. Arterial saturation and heart rate were recorded from a toe with a pulse-oxymeter. A button press recording used to synchronize EEG and NIRS acquisitions, and to record subject's awakenings, was positioned on the bed for easy reach with a hand by the subject. ) as follows:
where ε HbO (690nm) , ε HbO (830nm) , ε Hb (690nm) , ε Hb (830nm) are the molar extinction coefficients of HbO and Hb at 690 and 830 nm as indicated by the subscripts and superscripts. The phase difference between the LFOs of μ a (690nm) and μ a
, and between the LFOs of [Hb] M and [HbO] M in the selected frequency band (0.04-0.12 Hz) was determined by the analytic signal method. This method has been previously applied to brain studies. Examples are EEG recordings aimed at evaluating synchronization between cortical states on the scalp (Freeman et al., 2003) , and magnetoencephalography (MEG) studies on patients affected by Parkinson's disease (Tass et al., 1998) . This method was also applied to a NIRS study where the instantaneous phase difference was measured between [Hb] M and [HbO] M oscillations (~0.1 Hz) on sleeping infants (Taga et al., 2000) . The analytic signal, v(t), is a complex extension of a real signal s(t) where the imaginary part is given by the Hilbert Transform of the real signal,s t ð Þ (Gabor, 1946) :
Eq. (3) defines the instantaneous amplitude A(t) (also known as the envelope of the real signal s(t)) and the instantaneous phase of the signal Φ(t). Eq. (4) gives the Hilbert Transform of the original signal and represents its quadrature components (P.V. indicates that the integral is taken in the sense of the Cauchy principal value). We note that while any signal can be extended according to Eq. (3), the amplitude and phase do not always have a meaningful physical meaning unless the Fourier spectra of A(t) and Φ(t) are non-overlapping, a condition commonly fulfilled by band-limited signals (Boashash, 1992) . Additionally, it is important to point out that biological systems are usually characterized by non-stationary behaviors. Phase measurements based on Fourier analysis do not emphasize any local signal non-stationarities since the signal is fitted with cosine waves of different amplitudes and frequencies concurrently for its entire duration. Methods based on Fourier analyses, such as the TFA (Obrig et al., 2000; Tian et al., 2011) , present some limitations associated with the assumptions of linearity and stationarity of the data. They also do not allow for measurements of instantaneous phase. By contrast, the analytic signal approach affords instantaneous phase measurements, monitoring the time evolution of non-stationary data and provides data suitable for statistical analysis. Synchronization of two signals is indicated by a peaked distribution of the phase difference of the two signals, whereas a uniform phase distribution implies no synchronization.
Phase analysis was performed only under restricted conditions that guarantee that the examined signals do have significant oscillatory components over the LFOs' frequency band. Both amplitudes of the analytic signals associated with μ a (690nm) (t) and μ a
(t) were required to be above a given threshold (representing instrumental noise), set at 2.5 × 10 −4 cm −1 on the basis of previous measurements on tissue-like phantoms (Fig. 2) . We did not perform phase analysis on portions of the data affected by artifacts associated with subject's motion, as identified by a removal algorithm based on a moving standard deviation and spline interpolation (Scholkmann et al., 2010) . To investigate the physiological origin of the LFOs for the measured concentrations of HbO and Hb, we applied a previously proposed phasor representation (Zheng et al., 2010) . Here, we assume that the measured spontaneous LFOs of [HbO] and [Hb] result from LFOs in the local blood flow velocity and blood volume, since it is expected that other parameters such as oxygen consumption, arterial saturation, and blood hemoglobin concentration do not feature spontaneous oscillations at the low-frequencies examined here. As a result, all LFOs associated with measured hemoglobin concentrations (subscript "M"), and with hemoglobin concentrations due to local blood flow velocity (subscript "F"), and local blood volume (subscript "V") can be represented by phasors that obey the following vectorial relationships:
This is illustrated in Fig. 3 , where all phasors rotate counterclockwise at the frequency of the LFOs (for phasors, the superscript LFO is implied). From Eqs. (5) and (6) We used circular statistics for the analysis of phase data (Zar, 1999) , and a circular histogram representation for the distribution of phase values. The circular histograms report the frequency of phase observations within thirty-six 10-degree bins that cover the entire angle range of 0°-360°. By indicating the frequency of observations for bin i with f i (= n i / N with n i number of measurements in bin i and N total number of measurements), we also define a resultant vector r as follows:
where Φ i is the center angle of bin i. The phase of the vector r, which is also indicated in the circular histograms, is the average phase of the distribution, while its magnitude gives a measure of the level of phase synchronization. The magnitude of r ranges between 0 and 1, 0 for uniform or π-symmetrical phase distributions and 1 for a phase distribution peaked within a single bin. The standard error for both linear and angular data (required by the statistical t-tests) was estimated by taking into account the level of autocorrelation intrinsically introduced by the filtering process. Indeed, when data are autocorrelated, the theoretical standard error needs to be modified as follows considering the autocorrelation function of the data (Wei, 1994) :
where σ x is the standard error, σ is the sample standard deviation, n is the sample size, k is the kth time-lag of the autocorrelation function and ϕ k is the value of the autocorrelation function at k. Here ϕ k is normalized so that the self-covariance at zero lag is equal to 1. On the basis of random number simulations, we have retained only ϕ k values above a threshold of 0.2 in the application of Eq. (11) for the standard error evaluation. The angular standard deviation was calculated as σ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2 1−r ð Þ p according to circular statistics theory (Zar, 1999) .
Independent two sample t-tests for unequal sample sizes were performed to test whether the difference between the amplitude means of two sleep stages were statistically significant. Watson's test (Zar, 1999) was used to test the null hypothesis that the mean phases of two distributions are the same.
Results
Fig. 2 shows representative absorption LFOs at 690 nm (panel (a)) and 830 nm (panel (b)
), together with their envelopes (amplitude of the analytic signal) and the threshold values that identify reliable oscillations for phase analysis. Associated [Hb] and [HbO] oscillations are shown in Fig. 2(c) , and their relative phase is shown in Fig. 2(d) . These representative traces were measured on subject F, left side during sleep stage 2 (S2). Fig. 2 illustrates the threshold criteria for phase analysis; no phase measurements were performed between the two vertical lines in Fig. 2 , where the amplitudes of the absorption oscillations are not both above threshold. We performed phase analysis to measure the relative phase of absorption LFOs (690 nm vs. ) for the largest source-detector separation of 2.5 cm. We report relative phase measurements of both absorption coefficients (690 vs. 830 nm) and hemoglobin concentrations ([Hb] vs [HbO] ) to guarantee that the phase measurements are not dominated by noise and to monitor the relationship between these two phase measurements (Pierro et al., 2011) . The percentage of data points that fulfills the threshold requirement for phase analysis is provided in all panels of Fig. 4 as "% of points considered" for each subject's state (awake, S1-S4, REM) for which the total duration is also indicated in minutes and seconds. The histograms of Fig. 4 are peaked, and are associated with resultant vectors r (defined in Eq. (10)) that have magnitudes that are significantly greater than 0. All subjects showed average phase differences (indicated by the angles of the resultant vectors r displayed inside the circles) indicating that absorption LFOs at 690 nm lead those at 830 nm, whereas [Hb] LFOs lead [HbO] LFOs. More specifically, across all subjects the average phase difference Φ μa (690nm) −μa (830nm) (LFO) ranges between 2°and 84°, while the average phase difference
ranges between 5°and 127°. By observing the evolution of the average absorption and hemoglobin LFOs phase over the awake state (wake), non-REM sleep stages 1-4 (S1-S4), and REM sleep (REM), similar trends are found on the left side (Figs. 4(a) , (c), (e), (g), (i)) and right side (Figs. 4(b) , (d), (f), (h), (j)). Significant phase differences were observed across sleep stages. Observed in all subjects on both forehead sides, is an increasing trend in both absorption and hemoglobin concentration LFO phase differences going from awake conditions to deeper sleep stages (S3 and S4). In most cases (subject F both sides, subject D both sides, subject G left side, subject E left side), REM sleep features a partial recovery of the absorption and hemoglobin phase difference toward the awake phase values, while in the other cases (subject C both sides, subject G right side, subject E right side) the phase during REM sleep remains at values comparable or even greater than those of deep sleep stages.
Amplitude . A common trend is observed for both species of hemoglobin across all subjects, and for both left and right hemispheres. From the wake condition to slow-wave sleep stages (S3, S4) there is a progressive decrease in the amplitude of the LFOs of hemoglobin concentrations that is statistically significant in all subjects for . 2V is based on the assumption that the largest contribution to blood volume changes derives mainly from the venous compartment since it has the largest compliance (Hall, 2011) . Fig. 7 shows the phasor analysis for the awake state and various sleep stages for a representative case, subject F, right side. These phasor diagrams represent the solution of Eqs. (7)-(9). Fig. 7 allows for a visual interpretation of the results of Fig. 4 . In fact, the increase in the phase difference between [Hb] M and [HbO] M from stage 1 to stage 4 is mostly the result of amplitude changes of volume oscillations and flow velocity oscillations rather than changes in their relative phase. For the reported example, amplitude values of volume and flow velocity oscillations change by as much as 60%, whereas their relative phase (Φ VF ) changes by a maximum of 12°. A summary of the phase measurements on both right and lefts sides is reported in Fig. 8 as an average across all subjects. Fig. 5 , there is a decreasing trend of the amplitudes from wake condition to non-REM sleep stages and a partial recovery in REM sleep. However, Fig. 9 shows that the amplitude values do not change significantly within the same stage at the four source-detector distances considered here (1.0-2.5 cm). These results are consistent with a spatially homogeneous distribution of the LFOs over the probed tissue. Phase analysis at different distances revealed two subjects (D and C) with significant phase differences between the shortest and farthest source-detector separation distance in most of the sleep stages (except S3 and S4 for subject D and S3 for subject C). Subject F also featured significant phase
) for S2, S4 and REM sleep stages between data collected at 1 and 2.5 cm source-detector separation distance. These increasing phase differences as a function of source-detector separation are in agreement with results reported in two previous NIRS studies (Obrig et al., 2000; Tian et al., 2011) . [HbO] (ϕ [Hb] -ϕ [HbO] ) in the LFO frequency range for all subjects (F, D, C, G, E) during awake condition, non-REM sleep stages (S1, S2, S3, S4), and REM sleep. Vectors inside the circular histogram point to the average angles and their length are related to the variance of the distribution. Below each state (wake, S1, S2, S3, S4, REM), we report the time length of the data suitable for phase analysis and the total duration of that state. The percentage of points that fulfills the criteria for phase analysis is shown in the last row of each panel (% of data points considered). Data from the left and right sides for each subject are shown.
Oscillations of oxy-and deoxy-hemoglobin concentrations were also investigated for two additional frequency bands: the respiration rate (RR) frequency band (0.2-0.4 Hz) and the heart rate (HR) frequency band (0.8-1.2 Hz). ) showed significant differences through all of the stages at the shortest and farthest distances (1.0 vs. 2.5 cm) ( Fig. 10(a) ).
[Hb] M (HR) also showed a significant difference (except S2
and REM) at 1.0 vs. 2.5 cm source-detector separation (Fig. 10(c) ).
In particular, the greater amplitude values found at the shortest distance are consistent with a superficial, extracerebral tissue origin of the hemodynamic changes at the heart beat frequency. Heart rate oscillations of oxy-and deoxy-hemoglobin concentrations did not show significant phase differences across sleep stages, which supports that hemodynamic changes originated in one compartment only (arterial).
The fact that oscillations of [HbO] M and [Hb] M at the cardiac frequency are in phase is a robust result, which was also observed by Tian et al. (2011) and Obrig et al. (2000) .
Discussion
Our results demonstrate the power of phase analysis of lowfrequency hemodynamic oscillations using the analytic signal approach. The application of this method to NIRS data from the prefrontal cortical region of human subjects during sleep has yielded two main results. The first result is that during non-REM sleep, there is a greater phase difference between [Hb] and [HbO] LFOs with respect to the awake and REM sleep states (Figs. 4 and 5(c) ). The second result is that during non-REM sleep, the amplitudes of [Hb] and [HbO] LFOs are suppressed with respect to the awake and REM sleep states (Figs. 5(a), (b) ). A phasor representation (Figs. 3 and 7) has allowed for the interpretation of these results in terms of cerebral blood volume and flow velocity oscillations, which are found to maintain their relative phase difference during sleep, whereas their amplitudes are attenuated during non-REM sleep (Figs. 6 and 7 ). This latter result, which is the culmination of our phase analysis and phasor algebra decomposition, is consistent with a reported decrease in cerebral blood flow velocity during non-REM sleep (Kuboyama et al., 1997 ) even though our findings refer to oscillatory components of blood volume and flow velocity rather than stationary values. As a result, the methods presented here can provide information on a broader range of cerebral hemodynamic processes, as opposed to time-averaged, stationary values.
As mentioned above, the application of phasor algebra (Eqs. (5)- (9)) was based on the assumptions of a well-defined frequency of oscillations and a known saturation of the volume-oscillating vascular compartment. In the case of spontaneous oscillations, like the ones considered in this work, the first assumption is met by applying relatively narrow frequency band-pass filters. We have also considered narrower filters than the one reported in this work (0.04-0.12 Hz) and found comparable results. However, it is important to verify that the oscillations under analysis have a well-defined frequency in order to apply phasor algebra to interpret the data. In the case of forced or elicited oscillations, such as the case of paced breathing or evoked brain activation in regular block protocols, regular hemoglobin concentration oscillations may be induced that intrinsically lend themselves to phasor analysis. Regarding the second assumption, the saturation of the volume-oscillating vascular compartment, we argue that the venous compartment, being characterized by a compliance that is~24 times larger than that of the arterial compartment (Hall, 2011) is the one that is most susceptible to pressure-induced volume oscillations. This is why we have assumed a value of SO 2V =0.6, associated with jugular vein saturation (Gibbs et al., 1942) , for the saturation of the volume-oscillating blood compartment. However, we have also investigated the sensitivity of our analysis to this choice. To this aim, we have repeated the analysis based on Eqs. (7)- (9) using SO 2V values of 0.80 (indicative of a combination of capillary bed, venules, and arterioles), and 0.99 (indicative of arterial blood). The assumed value of SO 2V has an effect on the recovered amplitude and relative phase of volume and flow velocity oscillations, with amplitude and phase that vary by as much as 50% and 80°, respectively, over the examined range 0.60-0.99 for SO 2V . However, the effects of different values for SO 2V are close to being offsets (multiplicative for the amplitude, additive for the phase) that do not affect the qualitative trends observed over the awake/sleep states. This analysis confirms the validity of our results even in the presence of physiological variability in the cerebral tissue oxygenation. Such variability may be significant especially in a sleep study of subjects with sleep apnea (as was the case for subject E in this study). We verified, however, that even in the case of subject E, cerebral tissue oxygenation did not vary by more than 10% over the entire measurement time, thus not affecting the validity of our analysis.
Another critical issue associated with our phasor analysis is the assumed linear combination of the contributions from blood volume and flow velocity oscillations to the measured [Hb] and [HbO] oscillations. For the small hemodynamic changes associated with the physiological oscillations of interest here, the non-linear relationships between blood volume and blood flow (Grubb et al., 1974) , and between diffuse optical intensity and local tissue absorption changes (Delpy et al., 1988) are closely approximated by linear relationships. Due to the dependence of diffuse optical signals on the spatial location of the hemodynamic changes in tissue, the effects of a pure blood volume change in one tissue area and a pure flow velocity change in a different tissue area cannot just be summed as we are doing in our phasor addition. The blood volume contributions from one area and the flow velocity contribution from a different area would need to be assigned different and unknown weights in the linear superposition of phasors. By contrast, a straightforward phasor addition is fully justified for co-localized blood volume and flow velocity oscillations (Zheng et al., 2010) . This co-localization assumption is reasonable given the strong interplay between blood volume changes (vascular dilation/contraction, opening/closing of capillaries) and blood flow velocity changes in the associated vasculature.
The phasor model presented here describes hemoglobin saturation (StO 2 ) oscillations by being able to directly determine them from oscillations in [Hb] and [HbO] . If the oscillations in tissue [Hb] and [HbO] , in addition to blood volume and flow velocity oscillations, also include contributions from oscillations in oxygen consumption, one needs to add two more unknowns (namely the amplitude and the phase of [HbO] changes induced by oxygen consumption oscillations) into the set of Eqs. (7)-(9). Consequently, to solve these equations one has to introduce additional constraints between the relative amplitude and/or phase of oscillations associated with blood volume, flow velocity, and oxygen consumption. Alternatively, one may consolidate flow-velocity and oxygen-consumption contributions into one single pair of antiparallel [Hb] (7)-(9). However, we point out that even in the case of brain activation, which involves local changes in oxygen consumption, blood volume and flow velocity changes dominate the hemodynamic response measured by NIRS (Villringer and Chance, 1997) . Furthermore, oxygen consumption changes during motor cortex activation were found to be tightly coupled to blood flow changes (Buxton et al., 1997) . If this is the case also for low frequency oscillations of cerebral hemodynamics (or their component associated with spontaneous brain activity), then the relative phase of blood volume and flow velocity reported in this work is minimally affected by neglecting oxygen consumption oscillations.
NIRS data collected on the adult's head are sensitive to both extracerebral and cerebral tissue regions. The origin of the measured oscillations of oxy-and deoxy-hemoglobin concentrations can be localized in brain tissue, superficial extracerebral tissue layers, or a combination of them. The lack of depth discrimination is a common limitation of NIRS data. An effort in this direction, however, has been made in this study where data were collected using four source-detector separation distances. LFOs were detected at all distances and comparable concentration amplitudes were observed at each source-detector separation (Fig. 9) . This result suggests a homogeneous distribution of the LFOs through the different interrogated layers, which is in agreement with high coherence values between [HbO] M (LFO) measured at different depths as reported by Tian et al. (2011) . In fact, it has been observed that spontaneous low-frequency oscillations do have a systemic contribution that is not spatially localized (Katura et al., 2006) . The dependence on source-detector separation of the amplitude and phase of the hemoglobin-related LFOs reported by Obrig et al. (2000) may reflect variability across subjects and spatial location on the head (Obrig et al. studied the visual cortex).
Conclusions
We have presented a non-invasive optical study of the phase and amplitude from oscillatory components of cerebral hemodynamics during sleep in human subjects. The analytical tools presented in this work, which are based on the analytic signal and phasor algebra, open up new opportunities in the field of functional NIRS studies of the brain. While this work has focused on the characterization of the phase and amplitude of spontaneous LFOs during the wake state, non-REM sleep stages, and REM sleep, the concepts presented here can be applied to a broad range of functional NIRS studies. Firstly, a robust method for instantaneous phase measurements lends itself to studies of temporal coherence and relative delay of signals measured at any given location, as well as studies of spatial connectivity from measurements that are spatially distributed over the brain cortex. Secondly, phasor analysis allows for the decomposition of measured oscillations in [Hb] and [HbO] at a specific frequency into oscillatory components associated with blood volume, flow velocity, oxygen consumption, etc. This is a powerful tool for the investigation of the physiological and metabolic origin of hemoglobin concentrations measured with NIRS, with direct applications to autoregulation and functional brain studies. In addition to spontaneous oscillations, one can elicit oscillations at well-defined frequencies by specific block protocols. Autoregulation studies (which investigate the relationship between blood pressure and blood flow velocity) would directly benefit from this novel tool that can provide local measurements as opposed to systemic or whole-organ measurements. Functional studies (which elicit blood volume, flow velocity, and oxygen consumption changes) can also benefit from a tool that can separate contributions from these underlying physiological processes. In this work, the application of these concepts to a sleep study has shown that the phase difference between spontaneous LFOs of cerebral [Hb] and [HbO] results from out-of-phase oscillations of cerebral blood volume and flow velocity. During non-REM sleep, these blood volume and flow velocity oscillations maintain a constant phase difference whereas their amplitudes decrease.
