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Abstract
We consider a scenario wherein two parties Alice and Bob are provided Xn1 and X
n
2 – samples that
are IID from a PMF pX1X2 . Alice and Bob can communicate to Charles over (noiseless) communication
links of rate R1 and R2 respectively. Their goal is to enable Charles generate samples Y n such that
the triple (Xn1 , X
n
2 , Y
n) has a PMF that is close, in total variation, to
∏
pX1X2Y . In addition, the three
parties may posses shared common randomness at rate C. We address the problem of characterizing
the set of rate triples (R1, R2, C) for which the above goal can be accomplished. We provide a set of
sufficient conditions, i.e., an achievable rate region for this three party setup. Our work also provides a
complete characterization of a point-to-point setup wherein Bob is absent and Charles is provided with
side-information.
I. INTRODUCTION
The task of generating correlated randomness at different terminals in a network has applications
in several communication and computing scenarios. This task also serves as a primitive in several
cryptographic protocols. In this article, we study the problem of characterizing fundamental information-
theoretic limits of generating such correlated randomness in network scenarios.
We consider the scenario depicted in Fig 1. Three distributed parties - Alice, Bob and Charles - have
to generate samples that are independent and identically distributed (IID) with a target probability mass
function (PMF) pX1X2Y . Alice and Bob are provided with samples that are IID pX1X2 - the corresponding
marginal of the target PMF pX1X2Y . They have access to unlimited private randomness and share noiseless
communication links of rates R1, R2 with Charles. In addition, the three parties share common randomness
at rate C. For what rate triples (R1, R2, C) can Alice and Bob enable Charles to generate the required
samples? In this article, we provide a set of sufficient conditions, i.e., an achievable rate region. In the
process, we provide an alternate solution for the two-terminal version wherein Charles is provided with
side-information and Bob is absent. This problem also stems out as a special case from the problem
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Fig. 1. Source Coding for Synthesizing Correlated Randomness
setup described in [1], however, the technique used here facilitates in characterizing the rate-region for
the scenario in Fig 1.
The problem of characterizing communication rates required to generate correlated randomness at
distributed terminals can be traced back to the work of Wyner [2]. Wyner considered the scenario
of distributed parties generating IID samples distributed with PMF pXY , when fed with a common
information stream. In characterizing the minimum rate of this common information stream, Wyner
discovered a fundamental tool - the technique of soft covering. Soft covering has found applications in
diverse areas including computer science, classical and quantum information theory. As we illustrate in
the sequel, this work adds another dimension to our current understanding of soft covering.
A renewed interest in soft covering led Cuff [3] to consider a point-to-point (PTP) version of the
scenario depicted in Fig. 1, wherein Bob (or X2) is absent. Leveraging [2], [4], Cuff [3] provided a
characterization of the minimum rate R1 for all values of the common randomness rate C. Cuff’s work
shares an interesting connection with an analogous problem in quantum information. Prior to [3], Winter
[5] considered the problem of simulating quantum measurements with limited common randomness. This
work was generalized in [6] where the authors characterized a complete trade-off between communication
and common randomness rates. Building on this, [7] studied a distributed scenario consisting of three
distributed parties and derived inner and outer bounds.
Cuff’s [3] findings rely on the use of a likelihood encoder that maps the observed sequence and common
random bits into a codebook of sufficient rate. Essentially, the encoder performs a MAP decoding of the
observed sequence into the chosen codebook. While this choice greatly simplifies the analysis, it permits
little room for generalization. Our experience in network information theory suggests that encoding and
decoding via joint-typicality can be naturally generalized to diverse multi-terminal scenarios. Motivated
by this, we propose joint-typicality based encoding and decoding to perform soft covering. In view of
the general applicability of typicality-based coding schemes, we regard the typicality-based soft covering
we propose as an important step.
3II. PRELIMINARIES AND PROBLEM STATEMENT
We supplement standard information theory notation with the following. For a PMF pX , we let pnX =∏n
i=1 pX . For an integer n ≥ 1, [n] : = {1, · · · , n}. The total variation between PMFs pX and qX defined
over X is denoted ‖pX − qX‖1 = 12
∑
x∈X |pX(x)− qX(x)|.
Definition 1. Given a PMF pXY Z on X×Y×Z , a rate pair (R,C) is said to be achievable, if ∀ > 0 and
sufficiently large n, there exists a collection of 2nC randomized encoders E(µ) : X n → [Θ] for µ ∈ [2nC ]
and a corresponding collection of 2nC randomized decoders D(µ) : Zn × [Θ]→ Yn for µ ∈ [2nC ] such
that |pnXY Z − pXnY nZn |1 ≤ , 1n log2 Θ ≤ R+ , where for all xn, yn, zn ∈ X n × Yn ×Zn
pXnY nZn(x
n, yn, zn) =
∑
µ∈[2nC ]
2−nC
∑
m∈[Θ]
pnXZ(x
n, zn)p
(µ)
M |Xn(m|xn)p
(µ)
Y n|Zn,M (y
n|zn,m),
p
(µ)
M |Xn , p
(µ)
Y n|ZnM are the PMFs induced by encoder and decoder respectively, corresponding to shared
random message µ, with M being the random variable corresponding to the message transmitted. We
let Rs(pXY Z) denote the set of achievable rate pairs.
Cuff [3, Thm. II.1] provides a characterization for Rs(pXY ) when Z = φ is empty. Our first main
result (Thm. 1) is a characterization of Rs(pXY Z). Building on this, we address the network scenario
(Fig. 1) for which we state the problem below. In the following, we let X = (X1, X2), xn = (xn1 , x
n
2 ).
Definition 2. Given a PMF pX1X2Y on X1×X2×Y , a rate triple (R1, R2, C) is said to be achievable,
if ∀ > 0 and sufficiently large n, there exists 2nC randomized encoder pairs E(µ)j : X nj → [Θj ] : j ∈
[2], µ ∈ [2nC ], and a corresponding collection of 2nC randomized decoders D(µ) : [Θ1]× [Θ2]→ Yn for
µ ∈ [2nC ] such that
∣∣∣pnXY − pXnY n∣∣∣
1
≤ , 1n log2 Θj ≤ Rj +  : j ∈ [2], where for all xn, yn ∈ X n×Yn
pXnY n(x
n, yn) =
∑
µ∈[2nC ]
2−nC
∑
(m1,m2)∈
[Θ1]×[Θ2]
pnX(x
n)p
(µ)
M1|Xn1 (m1|x
n
1 )p
(µ)
M2|Xn2 (m2|x
n
2 )p
(µ)
Y n|M1,M2(y
n|m1,m2)
p
(µ)
Mj |Xnj : j ∈ [2], p
(µ)
Y n|M1,M2 are the PMFs induced by the two randomized encoders and decoder
respectively, corresponding to common random index µ. We let Rd(pXY ) denote the set of achievable
rate triples.
Our second main result is a characterization of an inner bound on Rd(pXY ) which is provided in
Thm. 2.
III. SOFT COVERING WITH SIDE INFORMATION
In this section, we provide a characterization of Rs(pXY Z).
4Theorem 1. (R,C) ∈ Rs(pXY Z) if and only if there exists a PMF pWXY Z such that (i) pXY Z(x, y, z) =∑
w∈W pWXY Z(w, x, y, z) for all (x, y, z) where W is the alphabet of W , (ii) Z − X −W and X −
(Z,W ) − Y are Markov chains, (iii) |W| ≤ (|X ||Y||Z|)2, and R ≥ I(X;W ) − I(W ;Z), R + C ≥
I(XY Z;W )− I(W ;Z).
Proof. We provide the achievability for the above theorem in Sec. III-A and its converse in Sec. III-B.
A. Achievability
Throughout, µ ∈ [2nC ] denotes the C bits of common randomness shared between the encoder and
decoder. For each µ ∈ [2nC ], we shall design a randomized encoder E(µ) : X n → [Θ] and a randomized
decoder D(µ) : Zn × [Θ]→ Yn that induce PMFs p(µ)M |Xn and p
(µ)
Y n|ZnM respectively, for which
Q : =
1
2
∑
xn,yn,zn
∣∣∣∣∣pnXY Z(xn, yn, zn)−∑
µ∈[2nC ]
∑
m∈[Θ]
pnXZ(x
n, zn)
2nC
p
(µ)
M |Xn(m|xn)p
(µ)
Y n|Zn,M (y
n|zn,m)
∣∣∣∣∣ ≤ ε.
(1)
The design of these randomized encoders and decoders involves building a codebook C = (C(µ) : µ ∈
[2nC ]) where C(µ) = (wn(l, µ) ∈ Wn : l ∈ [2nR˜]) for µ ∈ [2nC ], where W is the alphabet of W in the
theorem statement, and R˜ will be specifies shortly. On observing xn, µ the randomized encoder chooses
an index L in [2nR˜] according to a PMF E(µ)L|Xn(·|·). The chosen index is then mapped to an index in
[2nR] which is communicated to the decoder. Before we specify the PMF E(µ)L|Xn(·|·), let us describe
how the chosen index is mapped to an index in [2nR]. In doing this, our first task is to identify and
index the unique codewords in C. Firstly, for C(µ), we let Θ(µ) denote the number of distinct codewords
in C(µ). Secondly, we let I(µ)C : [2nR˜] → [Θ(µ)] be defined such that I(µ)C (l) = I(µ)C (l˜) if and only if
w(l, µ) = w(l˜, µ). Lastly, we define a binning map b(µ) : [Θ(µ)] → [2nR]. On observing xn, the encoder
chooses L ∈ [2nR˜] with respect to PMF E(µ)L|Xn(·|xn). The index communicated by the encoder to the
decoder is b(µ)(I(µ)C (L)).
Before we specify E(µ)L|Xn(·|·) and characterize the induced PMF pM |Xn let us relate to the above three
elements that make up the encoder. The PMF E(µ)L|Xn is analogous to the likelihood encoder ΓJ |Xn,K of
Cuff [3] but with important changes to incorporate typicality-based encoding that permits the use of side-
information at the decoder. The map I(µ)C eliminates duplication of indices with identical codewords and
is employed for simplifying the analysis. The map b(µ) performs standard information-theoretic binning
[8] to utilize side-information.
5We now specify E(µ)L|Xn(·|·). Fix  > 0, δ > 0, η > 0 and for xn ∈ Tδ(X), let
E
(µ)
L|Xn(l|xn) =
(1− )pnX|W (xn|wn(l, µ))
(1 + η)2nR˜pnX(x
n)
if l 6= 0, wn(l, µ) ∈ Tδ(W |xn), and (2)
E
(µ)
L|Xn(l|xn) = 1−
2nR˜∑
l=1
E
(µ)
L|Xn(l|xn) if l = 0,
and E(µ)L|Xn(l|xn) = 1{l=0} for xn /∈ Tδ(X). In specifying E
(µ)
L|Xn , we have relaxed the requirement that
E
(µ)
L|Xn(·|xn) be a PMF. This relaxation - a novelty of our work - yields analytical tractability of a random
coding ensemble to be described in the sequel. However, note that these maps depend on the choice of
the codebook C. We prove in Appendix A that with high probability, E(µ)L|Xn(·|xn) : [2nC ] → R is a
PMF for every xn ∈ X n. This will form a part of our random codebook analysis and in fact, as we
see in Lemma 3, one of the rate constraints is a consequence of the conditions necessary for the above
definition of E(µ)L|Xn(·|·) to be a PMF. We also note that E
(µ)
L|Xn being a PMF guarantees pM |Xn is a PMF.
Having specified E(µ)L|Xn(·|·), we now characterize pM |Xn . From the earlier stated encoding rule, it can
be verified that
p
(µ)
M |Xn(m|xn) =
∑
wn
2nR˜∑
l=1
E
(µ)
L|Xn(l|xn)1{
wn = wn(l, µ), b(µ)(I(µ)C (l)) = m
}
=
∑
wn∈
Tδ(W |xn)
2nR˜∑
l=1
(1− )pnX|W (xn|wn)
2nR˜(1 + η)pnX(x
n)
1{
wn = wn(l, µ), b(µ)(I(µ)C (l)) = m
} (3)
for m 6= 0 and p(µ)M |Xn(0|xn) = 1−
2nR∑
m=1
p
(µ)
M |Xn(m|xn). We have thus described the encoder and pM |Xn .
We now describe the decoder. On observing zn ∈ Zn, µ and the index m ∈ [2nR] communicated
by the encoder, the decoder populates D(µ)(zn,m) = {wn ∈ Wn : wn = wn(l, µ), b(µ)(I(µ)c (l)) =
m, (wn, zn) ∈ Tδ2(W,Z)}, where δ2 = δ · (|X ||Y|+ |Z|). Let
f (µ)(m, zn) =
w
n if D(µ)(zn,m) = {wn}
w0 otherwise, i.e., |D(µ)(zn,m)| 6= 1
.
The decoder chooses zn according to PMF pnY |ZW (y
n|zn, f(m, zn)). This implies the PMF p(µ)Y n|ZnM (·|·)
is given by
p
(µ)
Y n|ZnM (·|zn,m) = pnY |WZ(yn|f (µ)(m,zn), zn). (4)
6We begin our analysis of (1) by substituting (3), (4) in the second term within the modulus of (1). We
have ∑
µ∈[2nC ]
m∈[Θ]∪{0}
pnXZ(x
nzn)p
(µ)
M |Xn(m|xn)p
(µ)
Y n|ZnM (y
n|zn,m)
2nC
=T1+T2,
where,
T1 =
∑
µ∈[2nC ]
m∈[Θ]∪{0}
2nR˜∑
l=1
∑
wn∈
Tδ(W |xn)
(1− )pnXZ(xnzn)pnX|W (xn|wn)
2n(R˜+C)(1 + η)pnX(x
n)
1{ wn=wn(l,µ)
b(µ)(I(µ)C (l))=m
}pnY |WZ(yn|f (µ)(b(µ)(I(µ)C (l)), zn), zn)
=
∑
µ∈[2nC ]
2nR˜∑
l=1
∑
wn∈
Tδ(W |xn)
(1− )pnXZ(xnzn)pnX|W (xn|wn)
2n(R˜+C)(1 + η)pnX(x
n)
1{
wn = wn(l, µ)
}pnY |WZ(yn|f (µ)(b(µ)(I(µ)C (l)), zn), zn),
T2 =
∑
µ∈[2nC ]
pnXZ(x
nzn)
[
1−∑2nRm=1 p(µ)M |Xn(m|xn)]
2nC
pnY |WZ(y
n|w0, zn)
Substituting T1, T2 for the second term within the modulus of (1), one can verify1 that Q ≤
∑
xn,yn,zn
S1 +
S2 + S3, where
S1 =
∣∣∣∣∣pnXY Z(xn, yn, zn)−∑
µ,l
∑
wn∈
Tδ(W |xn)
(1− )pnXZ(xn, zn)pnX|W (xn|wn)
2n(R˜+C)(1 + η)pnX(x
n)
pnY |WZ(y
n|wn, zn)1{wn=wn(l,µ)}
∣∣∣∣∣∣
S2 =
∣∣∣∣∣∑
µ,l
∑
wn∈Tδ(W |xn)
(1− )pnXZ(xn, zn)pnX|W (xn|wn)
2n(R˜+C)(1 + η)pnX(x
n)
1{wn=wn(l,µ)}
(
pnY |WZ(y
n|wn, zn)− pnY |WZ(yn|f (µ)(b(µ)(I(µ)C (l)), zn), zn)
)∣∣∣∣∣
S3 =
∣∣∣∣∣∣
∑
µ∈[2nC ]
1−∑2nRm=1 p(µ)M |Xn(m|xn)
2nC
pnY |WZ(y
n|w0, zn)
∣∣∣∣∣∣ .
where the following term was added ans subtracted within the modulus before applying the triangle
inequality,
∑
µ,l
∑
wn∈Tδ(W |xn)
(1− )pnXZ(xn, zn)pnX|W (xn|wn)
2n(R˜+C)(1 + η)pnX(x
n)
pnY |WZ(y
n|wn, zn)1{wn=wn(l,µ)}
We now consider S1, adding and subtracting∑
µ∈[2nC ], l∈[2nR˜]
wn∈Tδ(W )
pnXZ(x
n, zn)pnX|W (x
n|wn)pnY |WZ(yn|wn, zn)
2n(R˜+C)pnX(x
n)
1{wn=wn(l,µ)}
1This is a standard application of triangular inequality after adding an appropriate term.
7within the modulus gives S1 ≤ S11 + S12, where
S11 =
∣∣∣∣∣PnXY Z(xn, yn, zn)− 2−n(R˜+C)∑
µ,l
pnXZ(x
n, zn)
∑
wn∈Tδ(W )
pnX|W (x
n|wn)
pnX(x
n)
1{ wn=
wn(l,µ)
}pnY |WZ(yn|wn, zn)
∣∣∣∣∣
S12 =2
−n(R˜+C)
∣∣∣∣∣∑
µ,l
pnXZ(x
n, zn)
∑
wn∈Tδ(W )
pnX|W (x
n|wn)
pnX(x
n)
1{ wn=
wn(l,µ)
}pnY |WZ(yn|wn, zn)−
 1− 
1 + η
∑
µ,l
pnXZ(x
n, zn)
∑
wn∈Tδ(W |xn)
pnX|W (x
n|wn)
pnX(x
n)
1{ wn=
wn(l,µ)
}pnY |WZ(yn|wn, zn)
∣∣∣∣∣ (5)
Now we have Q ≤
∑
xn,yn,zn
S11 +S12 +S2 +S3. Using the Markov chains Z−X−W and X− (Z,W )−Y
which pWXY Z satisfies, and the fact that
∑
wn∈Tδ(W ) 1{wn=wn(l,µ)} = 1, we can simplify the left term
in S11 as
2−n(R˜+C)
∑
µ,l
pnXZ(x
n, zn)
∑
wn∈Tδ(W )
pnX|W (x
n|wn)
pnX(x
n)
1{ wn=
wn(l,µ)
}pnY |WZ(yn|wn, zn)
=
1
2n(R˜+C)
∑
µ,l
∑
wn∈Tδ(W )
pnX|W (x
n|wn(l, µ))pnZ|XW (zn|xn, wn(l, µ))pnY |WXZ(yn|wn(l, µ), xn, zn)1{ wn=
wn(l,µ)
}
=
1
2n(R˜+C)
∑
µ,l
pnXY Z|W (x
n, yn, zn|wn(l, µ)) (6)
Substituting the simplification from (6) into the expression for S11 gives S11 as
S11 =
∣∣∣∣∣PnXY Z(xn, yn, zn)−∑
µ,l
pnXY Z|W (x
n, yn, zn|wn(l, µ))
2n(R˜+C)
∣∣∣∣∣ (7)
Our analysis so far has been for a specific codebook C. To prove of existence of a codebook for which
the above terms are arbitrarily small, we employ random coding. Specifically, we let the codewords of
C to be IID with distribution
p˜Wn(w
n) =
pnW (w
n)∑
wn∈Tδ(W ) p
n
W (w
n)
if wn ∈ Tδ(W ) (8)
and 0 otherwise. Henceforth, we consider the expected value of the above terms. Firstly, E[
∑
xn,yn,zn S11]
can be shown to be small, using a standard application of [4, Lem. 19], if R˜+ C ≥ I(XY Z;W ).
8Secondly, we deal with S12. This term can be split into the S′12 and S′′12 such that S12 = S′12 + S′′12,
where
S′12 =2
−n(R˜+C)
∣∣∣∣∣
1− 1− 
1 + η
∑
µ,l
pnXZ(x
n, zn)
∑
wn∈Tδ(W |xn)
pnX|W (x
n|wn)
pnX(x
n)
1{ wn=
wn(l,µ)
}pnY |WZ(yn|wn, zn)
∣∣∣∣∣
S′′12 =2
−n(R˜+C)
∣∣∣∣∣∑
µ,l
pnXZ(x
n, zn)
∑
wn /∈Tδ(W |xn)
wn∈Tδ(W )
pnX|W (x
n|wn)
pnX(x
n)
1{ wn=
wn(l,µ)
}pnY |WZ(yn|wn, zn)
∣∣∣∣∣
Now, we apply expectation over each of the following to obtain,
E
[ ∑
xn,yn,zn
S′12
]
=2−n(R˜+C)
 η + 
1 + η
 ∑
xn,yn,zn
∑
µ,l
pnXZ(x
n, zn)
∑
wn∈Tδ(W |xn)
pnX|W (x
n|wn)
pnX(x
n)
pnW (w
n)
1−  p
n
Y |WZ(y
n|wn, zn)
=
 η + 
1 + η
 1
(1− )
∑
xn,yn,zn
∑
wn∈Tδ(W |xn)
pnWXY Z(w
n, xn, yn, zn)
≤
(η + )
(1 + η)
(1− ′)
(1− ) (9)
And similarly, we have
E
[ ∑
xn,yn,zn
S′′12
]
=
1
(1− )
∑
xn,yn,zn
∑
wn /∈Tδ(W |xn)
wn∈Tδ(W )
pnWXY Z(w
n, xn, yn, zn)
=
1
(1− )
∑
xn
pnX(x
n)
∑
wn /∈Tδ(W |xn)
wn∈Tδ(W )
pnW |X(w
n|xn) ≤
′′
1−  (10)
Thirdly, we upper bound E[
∑
xn,yn,zn S2]. This term captures the binning error in terms of total variation.
If we let w˜n = f (µ)(b(µ)(I(µ)C (l)), zn), note that∑
yn
∣∣∣∣∣ (pnY |WZ(yn|wn, zn)− pnY |WZ(yn|w˜n, zn))
∣∣∣∣∣ ≤ 2 · 1{wn 6=w˜n}
=
∑
w˜n:
wn 6=w˜n
2nR∑
m=1
2nR˜∑
l′=1
1{(w˜n,zn)∈Tδ(W,Z)}1{b(µ)(I(µ)c (l)=m)}1{b(µ)(I(µ)c (l′)=m)}1{w(l′,µ)=w˜n} (11)
9Substituting (11) in the E[
∑
xn,yn,zn S2], we obtain
E
[ ∑
xn,yn,zn
S2
]
≤ 2E
[ ∑
xn,zn
2nR∑
m=1
∑
µ,l,l′
∑
wn∈
Tδ(W |xn)
(1− )pnXZ(xn, zn)pnX|W (xn|wn)
2n(R˜+C)(1 + η)pnX(x
n)
1{wn=wn(l,µ)}
∑
w˜n:
wn 6=w˜n
1{(w˜n,zn)∈Tδ(W,Z)}1{b(µ)(I(µ)c (l)=m)}1{b(µ)(I(µ)c (l′)=m)}1{w(l′,µ)=w˜n}
]
= 2
∑
xn,
zn∈Tδ(Z)
2nR∑
m=1
∑
wn∈
Tδ(W |xn)
(1− )pnXZ(xn, zn)pnX|W (xn|wn)
2n(R˜+C)(1 + η)pnX(x
n)
∑
w˜n∈Tδ(W |zn)
wn 6=w˜n
∑
µ,l,l′
E
[
1{wn(l,µ)=wn}1{w(l′,µ)=w˜n}1{b(µ)(I(µ)c (l)=m)}1{b(µ)(I(µ)c (l′)=m)}
]
= 2
∑
xn,
zn∈Tδ(Z)
2nR∑
m=1
∑
wn∈
Tδ(W |xn)
(1− )pnXZ(xn, zn)pnX|W (xn|wn)
2n(R˜+C)(1 + η)pnX(x
n)
∑
w˜n∈Tδ(W |zn)
wn 6=w˜n
∑
µ,l,l′
[
pnW (w
n)
(1− )
pnW (w˜
n)
(1− ) 2
2nR
]
= 2 · 2n(R˜−R)
∑
xn,
zn∈Tδ(Z)
∑
wn∈Tδ(W |xn)
pnWXZ(x
n, wn, zn)
(1 + η)
∑
w˜n∈Tδ(W |zn)
wn 6=w˜n
pnW (w˜
n)
(1− )
≤ 2 · 2n(R˜−R)
∑
xn,
zn∈Tδ(Z)
∑
wn∈Tδ(W |xn)
pnWXZ(x
n, wn, zn)
(1 + η)(1− ) 2
−n(I(W ;Z)−2δ)
≤ 2 · 2n(R˜−R−I(W ;Z)+2δ+δ′)
Therefore, from above E[
∑
xn,yn,zn S2] is arbitrarily small for sufficiently large n if R˜−R ≤ I(W ;Z)+1,
where 1 = 2δ + δ′.
Finally, we are left with S3. By using the lower bound from (50) given in Appendix A, if R˜ >
I(X;W ) + 4δ, we have
2nR∑
m=1
p
(µ)
M |Xn(m|xn) ≥
1− η
1 + η
with high probability (whp),
=⇒ 1−
2nR∑
m=1
p
(µ)
M |Xn(m|xn) ≤
2η
1 + η
whp.
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Using this bound we get,
∑
xn,yn,zn
S3 ≤
2η
1 + η
∑
xn,yn,zn
pnY |WZ(y
n|w0, zn)
=
2η
1 + η
with high probability (12)∑
xnynznS3 can be shown to be arbitrarily small with high probability.
We have argued that terms S1 and S2 are small in expectation, and S3 is small with high probability.
Moreover, we have also used the argument that the collection of p(µ)M |Xn(·|·) are a valid PMF whp.
By using Markov Lemma we guarantee the existence of a collection of encoders satisfying (1) if R˜ ≥
I(X;W ), R˜ − R ≤ I(W ;Z), R˜ + C ≥ I(XY Z;W ). Using Fourier-Motzkin elimination [9] we prove
achievability of the rate constraints stated in the theorem statement.
B. Converse
The proof for the converse follows as a special case from [1], however, for completeness, we provide
a converse here. Our proof of the converse follows a similar sequence of arguments as in [3, Sec. VI].
Here, we derive lower bounds on rate pairs (R,C) ∈ S :  > 0, where S is a set analogous to S in [3,
Eqn. 80]). In view of the similarity in arguments to [3, Sec. VI], we refer to [3] for further details.
Let M be the message communicated by the encoder, K ∈ [2nC ] denote the shared common randomness,
Xn, Zn be the observed sources at the encoder, decoder, Y n ∼ pY n|MZn be the samples output by the
decoder, and R denote communication rate from the encoder to the decoder. We have
nR ≥ H(M) ≥ H(M |K,Zn)
≥ H(M |K,Zn)−H(M |K,Zn, Xn) = I(Xn;M |K,Zn)
=
n∑
i=1
H(Xi|Zi)−
n∑
i=1
H(Xi|M,K,Zi, Zn\i, Xi−1)
≥
n∑
i=1
I(Xi;M,K,Z
n\i|Zi) =
n∑
i=1
I(Xi;Ui|Zi) (13)
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where Zn\i=(Zj : j ∈ [n]\{i}), Ui : = (M,K,Zn\i). Next,
n(R+ C) ≥ H(M,K) ≥ H(M,K|Zn)
≥ H(M,K|Zn)−H(M,K|ZnXnY n)
= I(XnY n;MK|Zn)
=
n∑
i=1
I(Xi, Yi;M,K|Zn, Xi−1, Y i−1)
=
n∑
i=1
[
I(XiYi;UiX
i−1Y i−1|Zi)− I(XiYi;Xi−1Y i−1Zn\i|Zi)
]
≥
n∑
i=1
[
I(XiYi;Ui|Zi)−I(XiYi;Xi−1Y i−1Zn\i|Zi)
]
(14)
The second term in the above equation is
n∑
i=1
I(Xi, Yi;X
i−1, Y i−1, Zn\i|Zi)
=
n∑
i=1
[
H(Xi, Yi|Zi)−H(Xi, Yi|Xi−1Y i−1Zn)
]
=
n∑
i=1
H(Xi, Yi|Zi)−H(XnY n|Zn)
=
[ n∑
i=1
H(XiYiZi)−H(Zi)
]
−H(XnY nZn) +H(Zn)
=
n∑
i=1
H(Xi, Yi, Zi)−H(Xn, Y n, Zn) ≤ ng() (15)
where g(·) : R→ R is a function with lim→0 g() = 0. The inequality in (15) follows from the fact that
|pXnY nZn − pnXY Z |1 ≤ . Compiling (13), (14), (15), identifying U with auxiliary random variable W
and following standard information theoretic arguments, the converse follows.
IV. DISTRIBUTED SOFT COVERING
Our second result is the following inner bound to Rd(pXY ). In the following, we let X =
(X1, X2),W = (W1,W2), x = (x1, x2) and w = (w1, w2).
Theorem 2. Given a PMF pX1X2Y , let P(pX1X2Y ) denote the collection of all PMFs pQW1W2XY defined
on Q×W1×W2×X ×Y such that (i) pXY (x, y) =
∑
(q,w)∈Q×W pQWXY (q, w, x, y) for all (x, y), (ii)
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W1−QX1−QX2−W2 and X −QW −Y are Markov chains, (iii) |W1| ≤ |X1|, |W2| ≤ |X2|. Further,
let β(pQWXY ) denote the set of rates and common randomness triple (R1, R2, C) that satisfy
R1 ≥ I(X1;W1|Q)− I(W1;W2|Q)
R2 ≥ I(X2;W2|Q)− I(W1;W2|Q)
R1 +R2 ≥ I(X1;W1|Q) + I(X2;W2|Q)− I(W1;W2|Q)
R1 +R2 + C ≥ I(X1X2W2Y ;W1|Q) + I(X1X2Y ;W2|Q)− I(W1;W2|Q) (16)
where the mutual information terms are evaluated with the PMF pQW1W2XY . We have
Closure
 ⋃
pQWXY ∈P(pX1X2Y )
β(pQWXY )
 ⊆ Rd(PXY ). (17)
In other words, (R1, R2, C) is achievable if (R1, R2, C) ∈
(⋃
pQWXY ∈P(pX1X2Y ) β(pQWXY )
)
.
Proof. Having designed a randomized encoding scheme based on typicality, we are in a position to
employ the same encoder for the distributed scenario. Let µ ∈ [2nC ] denote the common randomness
shared amidst all terminals. The first encoder uses a part of the entire common randomness available to
it, say C1 bits out of the C bits, which is denoted by µ1 ∈ [2nC1 ]. Similarly, let µ2 ∈ [2nC2 ] denote
the common randomness used by the second encoder. Our goal is to prove the existence of PMFs
p
(µ1)
M1|Xn1 (m1|x
n
1 ) : x
n
1 ∈ X n1 ,m1 ∈ [Θ1], µ1 ∈ [2nC1 ], pµ2M2|Xn2 (m2|x
n
2 ) : x
n
2 ∈ X n2 ,m2 ∈ [Θ2], µ2 ∈ [2nC2 ],
pY n|M1,M2(y
n|m1,m2) : yn ∈ Yn, (m1,m2) ∈ [Θ1]× [Θ2] such that
Q : =
1
2
∑
xn1 ,x
n
2 ,y
n
∣∣∣∣∣pnX1X2Y (xn1 , xn2 , yn)−
∑
µ∈[2nC ]
∑
m1∈[Θ1]
∑
m2∈[Θ2]
pnX1X2(x
n
1 , x
n
2 )
2nC
p
(µ1)
M1|Xn1 (m1|x
n
1 )p
(µ2)
M2|Xn2 (m2|x
n
2 )p
(µ)
Y n|M1,M2(y
n|m1,m2)
∣∣∣∣∣ ≤ ε,
log Θj
n
≤ Rj +  : j ∈ [2] (18)
for sufficiently large n. Consider the collections c1 = (c
(µ1)
1 : 1 ≤ µ1 ≤ 2nC1) where c(µ1)1 = (w1(l1, µ1) :
1 ≤ l1 ≤ 2nR˜1) and c2 = (c(µ1)1 : 1 ≤ µ1 ≤ 2nC1) where c(µ2)2 = (w2(l2, µ2) : 1 ≤ l2 ≤ 2nR˜2). For this
collection, we let
E
(µ1)
L1|Xn1 (l1|x
n
1 ) =
1
2nR˜1
1− 
1 + η
∑
wn1 ∈Tδ(W1|xn1 )
1{wn(l1,µ1)=wn1 }
pnX1|W1(x
n
1 |wn1 )
pnX1(x
n
1 )
E
(µ2)
L2|Xn2 (l2|x
n
2 ) =
1
2nR˜2
1− 
1 + η
∑
wn2 ∈Tδ(W2|xn2 )
1{wn(l2,µ2)=wn2 }
pnX2|W2(x
n
2 |wn2 )
pnX2(x
n
2 )
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The definition of E(µ1)L1|Xn1 and E
(µ2)
L2|Xn2 can be thought of as encoding rules that do not exploiting the
additional rebate obtained by using binning techniques, specifically in a distributed setup.
Further, we define maps b(µ1)1 : [2
nR˜1 ] → [2nR1 ] and b(µ2)2 : [2nR˜2 ] → [2nR2 ] performing standard
information-theoretic binning, with 0 < R2 ≤ R˜2 and 0 < R2 ≤ R˜2. Using these maps, we induce the
PMF p(µ1)M1|Xn1 on the message to be transmitted by the first encoder as
p
(µ1)
M1|Xn1 (m1|x
n
1 ) =

1{m1=0} if s
(µ1)
1 (x
n
1 ) > 1,
1− s(µ1)1 (xn1 ) if m1 = 0 and s(µ1)1 (xn1 ) ∈ [0, 1],∑2nR˜1
l1=1
E
(µ1)
L1|Xn1 (l1|x
n
1 )1{b(µ1)1 (l1)=m1} if m1 6= 0 and s
(µ1)
1 (x
n
1 ) ∈ [0, 1]
(19)
for all xn1 ∈ Tδ(X1) and s(µ1)1 (xn1 ) defined as s(µ1)1 (xn1 ) =
∑2nR˜1
l1=1
E
(µ1)
L1|Xn1 (l1|x
n
1 ). For x
n
1 /∈ Tδ(X1), we
let p(µ1)M1|Xn1 (m1|x
n
1 ) = 1{m1=0}.
We similarly define the PMF p(µ2)M2|Xn2 for the second encoder as
p
(µ2)
M2|Xn2 (m2|x
n
2 ) =

1{m2=0} if s
(µ2)
2 (x
n
2 ) > 1,
1− s(µ2)2 (xn2 ) if m2 = 0 and s(µ2)2 (xn2 ) ∈ [0, 1],∑2nR˜2
l2=1
E
(µ2)
L2|Xn2 (l2|x
n
2 )1{b2(l2)=m2} if m2 6= 0 and s(µ2)2 (xn2 ) ∈ [0, 1]
(20)
for all xn2 ∈ Tδ(X2) and s(µ2)2 (xn2 ) defined as s(µ2)2 (xn2 ) =
∑2nR˜2
l2=1
E
(µ1)
L2|Xn2 (l2|x
n
2 ). For x
n
2 /∈ Tδ(X2), we
let p(µ2)M2|Xn2 (m2|x
n
2 ) = 1{m2=0}.
With this definition note that,
2nR1∑
m1=0
p
(µ1)
M1|Xn1 = 1 for all µ1 ∈ [2
nC1 ] and xn1 ∈ X n1 and similarly,
2nR2∑
m2=0
p
(µ2)
M2|Xn2 = 1 for all µ2 ∈ [2
nC2 ] and xn2 ∈ X n2 .
We now describe the decoder. On observing µ and the indices m1,m2 ∈ [2nR1 ]× [2nR2 ] communicated
by the encoder, the decoder first deduces (µ1, µ2) from µ and then populates D(µ1,µ2)(m1,m2) =
{(wn1 , wn2 ) ∈ Wn1 ×Wn2 : wn1 = wn1 (l1, µ1), wn2 = wn2 (l2, µ2), b(µ1)1 (l1) = m1, b(µ2)2 (l2) = m2, (wn1 , wn2 ) ∈
Tδ(W1,W2)}. Let
f (µ)(m1,m2) =
(w
n
1 , w
n
2 ) if D(µ1,µ2)(m1,m2) = {(wn1 , wn2 )}
(w˜n1 , w˜
n
2 ) otherwise, i.e., |D(µ1,µ2)(m1,m2)| 6= 1
.
The decoder chooses yn according to PMF pnY |W1W2(y
n|f (µ)(m1,m2)). This implies the PMF
p
(µ1)
Y n|M1M2(·|·) is given by
p
(µ)
Y n|M1M2(·|m1,m2) = p
n
Y |W1W2(y
n|f (µ)(m1,m2)). (21)
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We now begin our analysis of (18). Our goal is to prove the existence of a collections c1, c2 for which
(18) holds. We do this via random coding. Specifically, we prove that EQ ≤  where the expectation is
over the ensemble of codebooks. The PMF induced on the ensemble of codebooks is as specified below.
The codewords of the random codebook C(µ1)1 = (W1(l1, µ1) : 1 ≤ l1 ≤ 2nR˜1) for each µ1 ∈ [2nC1 ] are
mutually independent and distributed with PMF
P(W1(l1, µ1) = wn1 ) =
pnW1(w
n
1 )
(1− ) 1{wn1 ∈Tnδ (W1)}
Similarly, C(µ2)2 = (W2(l2) : 1 ≤ l2 ≤ 2nR˜2) for each µ2 ∈ [2nC2 ] are mutually independent and distributed
with PMF
P(W2(l2) = wn2 ) =
pnW2(w
n
2 )
(1− ) 1{wn2 ∈Tnδ (W2)}
where  = min (1, 2) with i = 1−P(Tδ(Wi)); i = 1, 2. We split the Q in two terms using an indicator
function 1{PMF(C1,C2)} as
EQ = E
[
Q · 1{PMF(C1,C2)}
]
+ E
[
Q · 1c{PMF(C1,C2)}
] ≤ E[Q1{PMF(C1,C2)}]+ 2 · P{1{PMF(C1,C2)} = 0} (22)
where 1{PMF(C1,C2)} is defined as
1{PMF(C1,C2)} =

1 if s(µ1)1 (x
n
1 ) ∈ [0, 1] and s(µ2)2 (xn2 ) ∈ [0, 1]
for all xn1 ∈ Tδ(X1), xn2 ∈ Tδ(X2), µ1 ∈ [2nC1 ], µ2 ∈ [2nC2 ]
0 otherwise,
and (22) follows from the upper bound of 1 over the total variation. We now show using the lemma below,
that by appropriately constraining R˜1 and R˜2, P
{
1{PMF(C1,C2)} = 0
}
can be made arbitrarily small. In
other words, with high probability, we will have E(µ1)L1|Xn1 and E
µ2
L2|Xn2 such that 0 ≤
2nR˜1∑
l1=1
E
(µ1)
L1|Xn1 ≤ 1 for
all µ1 ∈ [2nC1 ] and xn1 ∈ Tδ(X1) , and 0 ≤
2nR˜2∑
l2=1
E
(µ2)
L2|Xn2 ≤ 1 for all µ2 ∈ [2
nC2 ] and xn2 ∈ Tδ(X2) ,
Lemma 1. For any δ, η ∈ (0, 1/2), if R˜1 > I(X1 : W1) + 4δ1 and R˜2 > I(X2 : W2) + 4δ2, where
δ1(δ), δ2(δ)↘ 0 as δ ↘ 0, then
P
2nC1⋂
µ=1
⋂
xn∈Tδ(X1)
(
E
(µ1)
L1|Xn1 (l1|x
n
1 ) ≤ 1
)⋂2nC2⋂
µ2=1
⋂
xn2∈Tδ(X2)
(
E
(µ2)
L2|Xn2 (l2|x
n
2 ) ≤ 1
)→ 1 as n→∞
(23)
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Proof. Using the lemma (3) from Appendix (A) twice, we get the following
P
2nC1⋂
µ1=1
⋂
xn1∈Tδ(X1)
2nR˜1∑
l1=1
E
(µ1)
L1|Xn1 (l1|x
n
1 )
 ≤ 1
 ≥ 1− 2 · 2nC1 |Tδ(X1)| exp(− η22n(R˜1−I(X1,W1)−4δ1)
4 ln 2
)
P
2nC2⋂
µ=2
⋂
xn2∈Tδ(X2)
2nR˜2∑
l2=1
E
(µ1)
L2|Xn2 (l2|x
n
2 )
 ≤ 1
 ≥ 1− 2 · 2nC2 |Tδ(X2)| exp(− η22n(R˜2−I(X2,W2)−4δ2)
4 ln 2
)
Applying union bound to the above inequalities gives
P
2nC1⋂
µ=1
⋂
xn∈Tδ(X1)
(
E
(µ1)
L1|Xn1 (l1|x
n
1 ) ≤ 1
)⋂2nC2⋂
µ2=1
⋂
xn2∈Tδ(X2)
(
E
(µ2)
L2|Xn2 (l2|x
n
2 ) ≤ 1
)
≥ 1− 2·2nC1 |Tδ(X1)|exp
(
−
η22n(R˜1−I(X1,W1)−4δ1)
4 ln 2
)
− 2·2nC2 |Tδ(X2)|exp
(
−
η22n(R˜2−I(X2,W2)−4δ2)
4 ln 2
)
and hence the result follows.
Since, we have
P
{
1PMF(C1,C2) = 1
}
= 1− P

2
nC1⋂
µ1=1
⋂
xn∈
Tδ(X1)
(
E
(µ1)
L1|Xn1 (l1|x
n
1 ) ≤ 1
)⋂
2
nC2⋂
µ2=1
⋂
xn2∈
Tδ(X2)
(
E
(µ2)
L2|Xn2 (l2|x
n
2 ) ≤ 1
)

From the above Lemma 1, for any δ ∈ (0, 1), we have P {(C1, C2)  PMF} ≤ p where p(δ) ↘ 0 as
δ ↘ 0.
We now look at the first term in (22), i.e., Q · 1{PMF(C1,C2)}. This can be expanded as
Q · 1{PMF(C1,C2)} =
 ∑
xn∈V (X)
pnX(x
n)Qxn +
∑
xn /∈V (X)
pnX(x
n)Qxn
 · 1{PMF(C1,C2)} (24)
where V (X) is defined as V (X) : = {xn : xn1 ∈ Tδ(X1), xn2 ∈ Tδ(X2)} and Qxn is defined as
Qxn =
1
2
∑
yn
∣∣∣∣∣∣∣∣p
n
Y |X(y
n|xn)−
∑
µ1,µ2
1
2n(C1+C2)
∑
m1∈[Θ1]∪{0}
m2∈[Θ2]∪{0}
p
(µ1)
M1|Xn1 (m1|x
n
1 )p
(µ2)
M2|Xn2 (m2|x
n
2 )p
(µ)
Y n|M1,M2(y
n|m1,m2)
∣∣∣∣∣∣∣∣
Since, using the standard typicality arguments one can argue
∑
xn /∈V (X) p
n
X(x
n) ≤ t, where t(δ)↘ 0
as δ ↘ 0, we bound Qxn within the second summation in the right hand side of the above equation2 to
obtain,
Q · 1{PMF(C1,C2)} =
∑
xn∈V (X)
pnX(x
n)Qxn1{PMF(C1,C2)} + t(δ)
2Note that Qxn1 ,xn2 is a total variational distane between two conditional PMFs, conditioned on (X1, X2), for each (x
n
1 , x
n
2 )
and hence it is upper bounded by one.
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Now, what remains is the first term in (24). A major portion of our analysis from here on deals with
arguing that this term can be made arbitrarily small. Further, since this term contains the indicator
1{PMF(C1,C2)}, we can restrict our analysis to only the set of random codebooks (C1, C2) that satisfy
0 ≤ ∑2nR˜1l1=1 E(µ1)L1|Xn1 (l1|xn1 ) ≤ 1 and 0 ≤ ∑2nR˜2l2=1 E(µ2)L2|Xn2 (l2|xn2 ) ≤ 1 for all xn ∈ V (X) and µ1 ∈
[2nC1 ], µ2 ∈ [2nC2 ]. We begin by substituting the randomized encoders (19), (20) and the decoder (21)
in the second term within the modulus of Qxn for xn ∈ V (X) which gives,∑
µ1∈[2nC1 ],µ2∈[2nC2 ]
m1∈[Θ1]∪{0}
m2∈[Θ2]∪{0}
p
(µ1)
M1|Xn1(m1|x
n
1 )p
(µ2)
M2|Xn2(m2|x
n
2 )p
(µ)
Y n|M1M2(y
n|m1,m2)
2n(C1+C2)
=T1+T2 + T3 + T4,
where3,
T1 =
∑
µ1,µ2
m1∈[Θ1]
m2∈[Θ2]
∑
l1,l2
∑
wn1 ∈
Tδ(W1|xn1 )
∑
wn2 ∈
Tδ(W2|xn2 )
(1− )2pnX1|W1(xn1 |wn1 )pnX2|W2(xn2 |wn2 )
2n(R˜1+R˜2+C)(1 + η)2pnX1(x
n
1 )p
n
X2
(xn2 )
1{wn1 =wn1 (l1,µ1),b(µ1)1 (l1)=m1}
1{wn2 =wn2 (l2,µ2),b2(l2)=m2}p
n
Y |W1W2(y
n|f (µ1)(b(µ1)1 (l1), b(µ2)2 (l2)))
=
∑
µ1,µ2
∑
l1,l2
∑
wn1 ∈
Tδ(W1|xn1 )
∑
wn2 ∈
Tδ(W2|xn2 )
(1− )2pnX1|W1(xn1 |wn1 )pnX2|W2(xn2 |wn2 )
2n(R˜1+R˜2+C1+C2)(1 + η)2pnX1(x
n
1 )p
n
X2
(xn2 )
1{wn1 =wn1 (l1,µ1)}
1{wn2 =wn2 (l2,µ2)}p
n
Y |W1W2(y
n|f (µ)(b(µ1)1 (l1), b(µ2)2 (l2))), (25)
T2 =
∑
µ1,µ2,l2
∑
wn2 ∈
Tδ(W2|xn2 )
[
1−∑2nR˜1l1=1 E(µ1)L1|Xn1 (l1|xn1 )]
2n(C1+C2)
(1− )pnX2|W2(xn2 |wn2 )
2nR˜2(1 + η)pnX2(x
n
2 )
1{wn2 =wn2 (l2,µ2)}p
n
Y |W1W2(y
n|w˜n1 , w˜n2 )
T3 =
∑
µ1,µ2,l1
∑
wn1 ∈
Tδ(W1|xn1 )
[
1−∑2nR˜2l2=1 E(µ2)L2|Xn2 (l2|xn2 )]
2n(C1+C2)
(1− )pnX1|W1(xn1 |wn1 )
2nR˜1(1 + η)pnX1(x
n
1 )
1{wn1 =wn1 (l1,µ1)}p
n
Y |W1W2(y
n|w˜n1 , w˜n2 )
T4 =
∑
µ1,µ2
[
1−∑2nR˜1l1=1 E(µ1)L1|Xn1 (l1|xn1 )] [1−∑2nR˜2l2=1 E(µ2)L2|Xn2 (l2|xn2 )]
2n(C1+C2)
pnY |W1W2(y
n|w˜n1 , w˜n2 )
The above simplification in the expression for T1 is obtained by using
∑
m1∈[Θ1] 1{wn1 =wn1 (l1,µ1)} = 1
and
∑
m1∈[Θ1] 1{wn1 =wn1 (l1,µ1)} = 1, which follows from the definition of the maps b
(µ1)
1 and b
(µ1)
1 . A
similar simplification for the expressions T2 and T2 is used while substituting p
(µ1)
M1|Xn1 (0|x
n
1 ) = 1 −∑2nR˜1
l1=1
E
(µ1)
L1|Xn1 (l1|x
n
1 ) and p
(µ2)
M2|Xn2 (0|x
n
2 ) = 1 −
∑2nR˜2
l2=1
E
(µ2)
L2|Xn2 (l2|x
n
2 ), respectively. Finally, T4 has uses
3For the ease of notation, we do not show the dependency of T1, T2, T3 and T4 on xn, however, in principle they depend on
xn and in fact, are only defined for xn ∈ V (X)
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the substitution for both p(µ1)M1|Xn1 (0|x
n
1 ) and p
(µ2)
M2|Xn2 (0|x
n
2 ). Substituting T1, T2, T3 and T4 for the second
term within the modulus of (18), followed by adding and subtracting
∑
µ1,µ2
∑
l1,l2
∑
wn1 ∈
Tδ(W1|xn1 )
∑
wn2 ∈
Tδ(W2|xn2 )
(1− )2pnX1|W1(xn1 |wn1 )pnX2|W2(xn2 |wn2 )
2n(R˜1+R˜2+C1+C2)(1 + η)2pnX1(x
n
1 )p
n
X2
(xn2 )
1{
wn1 = w
n
1 (l1, µ1)
}
1{
wn2 = w
n
2 (l2, µ2)
}pnY |W1W2(yn|wn1 , wn2 ),
and using triangle inequality, we obtain Qxn ≤ 1
2
∑
yn
pnX(x
n) [S11 + S12 + S2 + S3 + S4], where
S11 =
∣∣∣∣∣pnY |X1X2(yn|xn1 , xn2 )−
∑
µ1,µ2
∑
l1,l2
∑
wn1 ∈
Tδ(W1|xn1 )
∑
wn2 ∈
Tδ(W2|xn2 )
(1− )2pnX1|W1(xn1 |wn1 )pnX2|W2(xn2 |wn2 )
2n(R˜1+R˜2+C1+C2)(1 + η)2pnX1(x
n
1 )p
n
X2
(xn2 )
1{
wn1 = w
n
1 (l1, µ1)
}
1{
wn2 = w
n
2 (l2, µ2)
}pnY |W1W2(yn|wn1 , wn2 )))
∣∣∣∣∣
S12 =
∑
µ1,µ2
∑
l1,l2
∑
wn1 ∈
Tδ(W1|xn1 )
∑
wn2 ∈
Tδ(W2|xn2 )
(1− )pnX1|W1(xn1 |wn1 )pnX2|W2(xn2 |wn2 )
2n(R˜1+R˜2+C1+C2)(1 + η)pnX1(x
n
1 )p
n
X2
(xn2 )
1{wn1 =wn1 (l1,µ1)}1{wn2 =wn2 (l2,µ2)}
∣∣∣∣∣pnY |W1W2(yn|wn1 , wn2 )− pnY |W1W2(yn|f (µ)(b(µ1)1 (l1), b(µ2)2 (l2)))
∣∣∣∣∣
and Sj = |Tj | for j = 2, 3, 4. Now considering S11, for notational convenience we define, E(µ1)Wn1 |Xn1 and
E
(µ2)
Wn2 |Xn2 , as
E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 ) =
1
2nR˜1
(1− )
(1 + η)
2nR˜1∑
l1=1
pnX1|W1(x
n
1 |wn1 )
pnXn1 (x
n
1 )
1{wn1 =wn1 (l1,µ1),wn1 ∈Tδ(W1|xn1 )} and
E
(µ2)
Wn2 |Xn2 (w
n
2 |xn2 ) =
1
2nR˜2
(1− )
(1 + η)
2nR˜2∑
l2=1
pnX2|W2(x
n
2 |wn2 )
pnXn2 (x
n
2 )
1{wn2 =wn2 (l2,µ2),wn2 ∈Tδ(W2|xn2 )}
Note that when 1{PMF(C1,C2)} = 1, we also have 0 ≤
∑
wn1 ∈Wn1 E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 ) ≤ 1 and 0 ≤∑
wn2 ∈Wn2 E
(µ2)
Wn2 |Xn2 (w
n
2 |xn2 ) ≤ 1. This simplifies S11 as
S11 =
∣∣∣∣∣pnY |X1X2(yn|xn1 , xn2 )− 12n(C1+C2) ∑µ1,µ2
∑
wn1 ,w
n
2
E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )E(µ1)Wn2 |Xn2 (w
n
2 |xn2 )pnY |W1W2(yn|wn1 , wn2 )))
∣∣∣∣∣
Now, we add and subtract a crucial term that separates the action of first encoder from that of second
encoder allowing us to separately bound the error introduced by each of these encoders. This term
18
essentially assumes that the second encoder is simply a conditional product PMF pnW2|X2 as opposed to
the n-letter PMF, while keeping the first encoder the same. This is given as
1
2nC1
∑
µ1∈[2nC1 ]
∑
wn1 ,w
n
2
E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )pnW2|X2(wn2 |xn2 )pnY |W1W2(yn|wn1 , wn2 )
Again using triangle inequality in S11 gives the S11 ≤ Q1 +Q2, where
Q1 =
∣∣∣∣∣pnY |X1X2(yn|xn1 , xn2 )− 12nC1 ∑
µ1∈[2nC1 ]
∑
wn1 ,w
n
2
E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )pnW2|X2(wn2 |xn2 )pnY |W1W2(yn|wn1 , wn2 )
∣∣∣∣∣ and
Q2 =
∣∣∣∣∣ 12nC1 ∑
µ1∈[2nC1 ]
∑
wn1 ,w
n
2
E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )pnW2|X2(wn2 |xn2 )pnY |W1W2(yn|wn1 , wn2 )
−
1
2n(C1+C2)
∑
µ1,µ2
∑
wn1 ,w
n
2
E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )E(µ2)Wn2 |Xn2 (w
n
2 |xn2 )pnY |W1W2(yn|wn1 , wn2 )
∣∣∣∣∣
Our objective now is to show 1/2
∑
xn∈V (X),yn
pXn(x
n)S11 · 1{PMF(C1,C2)} ≤ 1/2
∑
xn∈V (X),yn
pXn(x
n)[Q1 + Q2] ·
1{PMF(C1,C2)} is small, which eventually leads to (while also showing other terms corresponding to
S12, S2, S3 and S4, are small), establishing
∑
xn∈V (X) p
n
X(x
n)Qxn ·1{PMF(C1,C2)} vanishes in expectation.
To begin with, let us consider Q1.
Analysis of Q1: To show 1/2
∑
xn∈V (X),yn
pXn(x
n)Q1 · 1{PMF(C1,C2)} is small, we prove a stronger result in
an expected sense. Using this stronger result and the monotonicity of total variation, we indeed prove
that the expectation of the term corresponding Q1 can be made arbitrarily small. Further, this stronger
result becomes useful in obtaining a single letter characterization for the rate needed to make the term
corresponding to Q2 vanish. For this, let us define J for each xn ∈ V (X) as,
J =
∣∣∣∣∣pnYW2|X(yn, wn2 |xn)− 12nC1 ∑
µ1∈[2nC1 ]
∑
wn1
E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )pnW2|X2(wn2 |xn2 )pnY |W1W2(yn|wn1 , wn2 ),
∣∣∣∣∣
(26)
where E(µ1)Wn1 |Xn1 (w
n
1 |xn1 ) ∈ [0, 1] for all xn1 ∈ Tδ(X1). We now bound
∑
xn∈V (X)
∑
yn,wn2
pnX(x
n)J ·
1{PMF(C1,C2)}. For this, consider the second term within the modulus of p
n
X(x
n)J , for xn ∈ V (X),
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i.e.,
1
2nC
∑
µ1∈[2nC1 ]
∑
wn1
pnX1X2(x
n
1 , x
n
2 )E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )pnW2|X2(wn2 |xn2 )pnY |W1W2(yn|wn1 , wn2 ))),
=
1
2nC1
∑
µ1∈[2nC1 ]
∑
w1
pnX1(x
n
1 )E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )
(
pnX2|X1W1(x
n
2 |xn1 , wn1 )pnW2|X1X2W1(wn2 |xn1 , xn2 , wn1 )pnY |X1X2W1W2(y|xn1 , xn2 , wn1 , wn2 )
)
=
1
2n(R˜1+C1)
(1− )
(1 + η)
∑
µ1,l1
∑
w1∈
Tδ(W1|xn1 )
pnX1(x
n
1 )
pnX1|W1(x
n
1 |wn1 )
pnX1(x
n
1 )
pnX2W2Y |X1W1(x
n
2 , w
n
2 , y
n|xn1 , wn1 )1{wn1 (l1,µ1)=wn1 }
=
1
2n(R˜1+C1)
(1− )
(1 + η)
∑
µ1,l1
∑
w1∈
Tδ(W1|xn1 )
pnX1X2W2Y |W1(x
n
1 , x
n
2 , w
n
2 , y
n|wn1 )1{wn1 (l1,µ1)=wn1 } (27)
We use the simplification from above and again using triangle inequality bound
∑
xn∈V (X)
∑
yn,wn2
pnX(x
n)J
by the following∑
xn∈V (X)
∑
yn,wn2
pnX(x
n)J
≤
∑
xn∈V (X)
∑
yn,wn2
∣∣∣∣∣pnX1X2W2Y (xn1 , xn2 , wn2 , yn)
− 1
2n(R˜1+C1)
∑
µ1,l
∑
w1
pnX1X2W2Y |W1(x
n
1 , x
n
2 , w
n
2 , y
n|wn1 )1{wn1 (l1,µ1)=wn1 }
∣∣∣∣∣
+
∑
xn∈V (X)
∑
yn,wn2
∣∣∣∣∣ 12n(R˜1+C1) ∑
µ1,l1
∑
w1
pnX1X2W2Y |W1(x
n
1 , x
n
2 , w
n
2 , y
n|wn1 )1{wn1 (l1,µ1)=wn1 }
− 1
2n(R˜1+C1)
(1− )
(1 + η)
∑
µ1,l1
∑
w1∈
Tδ(W1|xn1 )
pnX1X2W2Y |W1(x
n
1 , x
n
2 , w
n
2 , y
n|wn1 )1{wn1 (l1,µ1)=wn1 }
∣∣∣∣∣ (28)
The first term in (28) can be shown to be small in the expected sense using the soft-covering lemma
given the constraint R˜1 +C1 ≥ I(X1, X2,W2, Y ;W1). Further, the second term in (28) can be bounded
by first taking the expectation over the codebook of W1 and then using a technique similar to that of
bounding (5). Further, since E
 ∑
xn∈V (X)
∑
yn,wn2
pnX(x
n)J · 1{PMF(C1,C2)}
 ≤ E
 ∑
xn∈V (X)
∑
yn,wn2
pnX(x
n)J
 ,
we have E
[∑
xn∈V (X)
∑
yn,wn2
pnX(x
n)J · 1{PMF(C1,C2)}
]
≤ J for R˜1 + C ≥ I(X1, X2,W2, Y ;W1) and
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sufficiently large n. Now, in regards to Q1, applying triangle inequality on the summation over w2 gives∑
xn∈V (X),yn
pnX(x
n)Q1 · 1{PMF(C1,C2)} ≤
∑
xn∈V (X)
∑
yn,wn2
pnX(x
n)J · 1{PMF(C1,C2)} (29)
=⇒ E
 ∑
xn∈V (X),yn
pnX(x
n)Q1 · 1{PMF(C1,C2)}
 ≤ J (30)
which concludes the proof for the term corresponding to Q1.
Analysis of
∑
xn∈V (X),yn p
n
X(x
n)Q2: We recall Q2, E
(µ1)
Wn1 |Xn1 (·|·), E
(µ2)
Wn2 |Xn2 (·|·).
Q2 =
∣∣∣∣∣ 12nC1 ∑
µ1∈[2nC1 ]
∑
wn1 ,w
n
2
E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )pnW2|X2(wn2 |xn2 )pnY |W1W2(yn|wn1 , wn2 )
−
1
2nC1
∑
µ1∈[2nC1 ]
∑
wn1 ,w
n
2
E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )E(µ2)Wn2 |Xn2 (w
n
2 |xn2 )pnY |W1W2(yn|wn1 , wn2 )
∣∣∣∣∣
E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 ) =
1
2nR˜1
1− 
1 + η
2nR˜1∑
l1=1
PnX1|W1(x
n
1 |wn1 )
PnX1(x
n
1 )
1{wn1 (l1,µ1)=wn1 }1{wn1 ∈Tδ(W1|xn1 )}
E
(µ2)
Wn2 |Xn2 (w
n
2 |xn2 ) =
1
2nR˜2
1− 
1 + η
2nR˜2∑
l2=1
PnX2|W2(x
n
2 |wn2 )
PnX2(x
n
2 )
1{wn2 (l2,µ2)=wn2 }1{wn2 ∈Tδ(W2|xn2 )}
Let us define the following on X n1 ×X n2 ×Wn1 ×Wn2 × Yn,
sXnWnY n(x
n, wn, yn) =
1
2nC1
∑
µ1∈[2nC1 ]
pnX(x
n)E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )pnW2|X2(wn2 |xn2 )pnY |W1W2(yn|wn1 , wn2 )
(31)
We remind the reader that 0 ≤ ∑wn1 ∈Wn1 E(µ1)Wn1 |Xn1 ≤ 1 since we only need to consider the case
1{PMF(C1,C2)} = 1. Refer to Lemma 1 for an upper bound on P(1{PMF(C1,C2)} = 0).
From definition (31), the first term in pnX(x
n)Q2 is simply
∑
wn sXnWnY n(x
n, wn, yn). Let us denote
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this expression by sXnY n(xn, yn). Further, its second term can be simplified as
1
2n(C1+C2)
∑
µ1,µ2
∑
wn1 ,w
n
2
pnX1X2(x
n
1 , x
n
2 )E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )E(µ2)Wn2 |Xn2 (w
n
2 |xn2 )pnY |W1W2(yn|wn1 , wn2 )
=
1
2n(R˜2+C1+C2)
(1− )
(1− η)
∑
µ1,µ2,l2
∑
wn1 ,
wn2 ∈Tδ(W2|xn2 )
pnX1X2(x
n
1 , x
n
2 )E
(µ1)
Wn1 |Xn1 (w
n
1 |xn1 )
pnWn2 |Xn2 (w
n
2 |xn2 )
pnW2(w
n
2 )
pnY |W1W2(y
n|wn1 , wn2 )1{wn2 (l2,µ2)=wn2 }
=
1
2n(R˜2+C2)
(1− )
(1 + η)
∑
µ2,l2
∑
wn1 ,
wn2 ∈Tδ(W2|xn2 )
sXnWnY (x
n, wn, yn)1{wn2 (l2,µ2)=wn2 }
pWn2 (w
n
2 )
(32)
where the first equality uses the substitution for EW2|Xn2 and the second follows by the definition of
sXnWnY (x
n, wn, yn) from definition (31). We therefore have∑
xn∈V (X),yn
pnX(x
n)Q2
=
∑
xn∈V (X),yn
∣∣∣∣∣sXnY n(xn, yn)− (1− )(1 + η)2n(R˜2+C2) ∑
l2,µ2
∑
wn2 ∈
Tδ(W2|xn2 )
sXnY nWn2 (x
n, yn, wn2 )
pnW2(w
n
2 )
1{wn2 (l2,µ2)=wn2 }
∣∣∣∣∣.
(33)
To bound the above term, we add and subtract the following three terms within the modulus of∑
xn∈V (X),yn p
n
X(x
n)Q22
(i) pnXY (x
n, yn)
(ii)
1
2n(R˜2+C2)
∑
µ2,l2
∑
wn2 ∈Tδ(W2)
pnXY |W2(x
n, yn|wn2 )1{wn2 (l2,µ2)=w2}
(iii)
1
2n(R˜2+C2)
∑
µ2,l2
∑
wn2 ∈Tδ(W2)
sXnY nWn2 (x
n, yn, wn2 )
pnW2(w
n
2 )
1{wn2 (l2,µ2)=wn2 }
Using triangle inequality on each pair of terms within the modulus, we obtain∑
xn∈V (X),yn
pnX(x
n)Q2 ≤
∑
xn∈V (X),yn
pnX(x
n)[Q21 +Q22 +Q23 +Q24]
22
where, for all xn ∈ V (X), we define
pnX(x
n)Q21 =
∣∣∣∣∣sXnY n(xn, yn)− pnXY (xn, yn)
∣∣∣∣∣,
pnX(x
n)Q22 =
∣∣∣∣∣pnXY (xn, yn)− 12n(R˜2+C2) ∑
µ2,l2
∑
wn2 ∈Tδ(W2)
pnXY |W2(x
n, yn|wn2 )1{wn2 (l2,µ2)=w2}
∣∣∣∣∣
pnX(x
n)Q23 =
(
1
2n(R˜2+C2)
∑
µ2,l2
1{wn2 (l2,µ2)=w2}
)∣∣∣∣∣ ∑
wn2 ∈
Tδ(W2)
pnXY |W2(x
n, yn|wn2 )−
∑
wn2 ∈
Tδ(W2)
sXnY nWn2 (x
n, yn, wn2 )
pnW2(w
n
2 )
∣∣∣∣∣
pnX(x
n)Q24 =
∣∣∣∣∣ 12n(R˜2+C2) ∑
µ2,l2
∑
wn2 ∈
Tδ(W2)
sXnY nWn2 (x
n, yn, wn2 )
pnW2(w
n
2 )
1{wn2 (l2,µ2)=wn2 }
−
(1− )
(1 + η)2n(R˜2+C2)
∑
µ2,l2
∑
wn2 ∈
Tδ(W2|xn2 )
sXnY nWn2 (x
n, yn, wn2 )
pnW2(w
n
2 )
1{wn2 (l2,µ2)=wn2 }
∣∣∣∣∣ (34)
Now we look at bounding each of these four terms, starting with the term corresponding to Q21. Since∑
xn∈V (X),yn p
n
X(x
n)Q21 ≤
∑
xn∈V (X),yn,wn2 p
n
X(x
n)J , the simplification from (28) implies if R˜1 +C1 ≥
I(X1X2W2Y ;W1) then, for sufficiently large n, the term corresponding to Q21 can be made arbitrarily
small in expected sense.
Secondly, we look at
∑
xn∈V (X),yn p
n
X(x
n)Q22. Using soft covering, we get for any given δ ∈ (0, 1), if
R˜2 +C2 ≥ I(X1X2Y ;W2)+δ, then for sufficiently large n, E
[∑
xn∈V (X),yn p
n
X(x
n)Q22
]
≤ Q22 , where
Q22 ↘ 0 as δ ↘ 0.
Thirdly, consider
∑
xn∈V (X),yn p
n
X(x
n)Q23. Applying expectation over the second codebook followed by
the first codebook gives
E
 ∑
xn∈V (X),yn
pnX(x
n)Q23

= EC1
 ∑
xn∈V (X),yn
pnW2(w
n
2 )
(1− )
∣∣∣∣∣ ∑
wn2 ∈Tδ(W2)
pnXY |W2(x
n, yn|wn2 )−
∑
wn2 ∈Tδ(W2)
sXnY nWn2 (x
n, yn, wn2 )
pnW2(w
n
2 )
∣∣∣∣∣

≤ EC1
 1
(1− )
∑
xn∈V (X),yn
∑
wn2
pnX(x
n)J
 (35)
where the first equality follows by expectation of the indicator function over the second codebook, and
the next inequality follows by adding more terms in the summation and using the definition of J from
(26). Again using the result from (28) proves E
[∑
xn∈V (X),yn p
n
X(x
n)Q23
]
can be made arbitrarily small.
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Finally, we remain with
∑
xn∈V (X),yn p
n
X(x
n)Q24. This term can be split into two terms such that Q24 =
Q′24 +Q′′24 where
pnX(x
n)Q′24 = 2
−n(R˜2+C2)
∣∣∣∣∣
1− 1− 
1 + η
∑
µ2,l2
∑
wn2 ∈Tδ(W2|xn2 )
sXnY nWn2 (x
n, yn, wn2 )
pnW2(w
n
2 )
1{wn2 (l2,µ2)=wn2 }
∣∣∣∣∣
pnX(x
n)Q′′24 = 2
−n(R˜2+C2)
∣∣∣∣∣∑
µ2,l2
∑
wn2 /∈Tδ(W2|xn2 )
wn2 ∈Tδ(W2)
sXnY nWn2 (x
n, yn, wn2 )
pnW2(w
n
2 )
1{wn2 (l2,µ2)=wn2 }
∣∣∣∣∣
Consider E
[∑
xn∈V (X),yn p
n
X(x
n)Q′24
]
,
= E
[
(η − )(1− )
(1 + η)2
1
2n(R˜1+R˜2+C1+C2)
∑
xn∈V (X),yn
∑
µ1,µ2,l1,l2
∑
wn1 ∈Tδ(W1|xn1 )
wn2 ∈Tδ(W2|xn2 )
pnXWY (x
n, wn, yn)
pnW1(w
n
1 )p
n
W2
(wn2 )
1{wn1 (l1,µ1)=wn1 }1{wn2 (l2,µ2)=wn2 }
]
=
(η − )
(1 + η)2(1− )
∑
xn∈V (X),yn
∑
wn1 ∈Tδ(W1|xn1 )
wn2 ∈Tδ(W2|xn2 )
pnXWY (x
n, wn, yn)
≤
(η − )
(1 + η)2(1− )
∑
xn∈V (X),yn
∑
wn1 ,w
n
2
pnXWY (x
n, wn, yn) =
(η − )
(1 + η)2(1− )
where the first equality above is obtained by substituting the definition of sXnY nWn(xn, yn, wn) followed
by using the simplification from (27), and the second equality is followed by using the fact that
E
[
1{wn1 (l1,µ1)=wn1 }1{wn2 (l2,µ2)=wn2 }
]
=
pnW1(w
n
1 )p
n
W2
(wn2 )
(1− )2 (36)
Similarly, consider E
[∑
xn∈V (X),yn p
n
X(x
n)Q′′24
]
,
=E
 (1− )
(1 + η)
1
2n(R˜1+R˜2+C1+C2)
∣∣∣∣∣ ∑
µ1,µ2,
l1,l2
∑
xn∈V (X),
yn
∑
{wn1 ∈Tδ(W1|xn1 )}
∑
{wn2 /∈Tδ(W2|xn2 )
wn2 ∈Tδ(W2)}
pnXWY (x
n, wn, yn)
pnW1(w
n
1 )p
n
W2
(wn2 )
1{wn1 (l1,µ1)=wn1 }1{wn2 (l2,µ2)=wn2 }
∣∣∣∣∣

≤
(1− )
(1 + η)
∑
x2∈Tδ(X2)
w2 /∈Tδ(W2|xn2 )
pnX2W2(x
n
2 , w
n
2 )
∑
x1,w1
pnX1W1|X2(x
n
1 , w
n
1 |xn2 )
∑
yn
pnY |W1W2(y
n|wn1 , wn2 ) ≤ ′
(1− )
(1 + η)
(37)
24
where we denote
∑
xn2∈Tδ(X2) p
n
X2W2
(xn2 , w
n
2 ) by 
′ given by ′(δ)↘ 0 as δ ↘ 0.
Now, we look at the S12 term. Let (wˆn1 , wˆ
n
2 ) = f
(µ)(b(µ1)(l1), b
(µ2)(l2)). Consider,∣∣∣∣∣pnY |W1W2(yn|wn1 , wn2 )− pnY |W1W2(yn|f (µ)(b(µ1)1 (l1), b(µ2)2 (l2)))
∣∣∣∣∣ ≤ 2 · 1{(wn1 ,wn2 )=(wˆn1 ,wˆn2 )}
Substituting the above simplification in the S12 term and applying expectation gives,
E
 ∑
xn∈V (X),yn
pnX(x
n)S12

≤ 2
∑
xn∈V (X)
∑
µ1,µ2
∑
wn1 ∈
Tδ(W1|xn1 )
∑
wn2 ∈
Tδ(W2|xn2 )
(1− )2pnX(xn)pnX1|W1(xn1 |wn1 )pnX2|W2(xn2 |wn2 )
2n(R˜1+R˜2+C1+C2)(1 + η)2pnX1(x
n
1 )p
n
X2
(xn2 )
∑
l1,l2
∑
wˆn1 ,wˆ
n
2 :
(wˆn1 ,wˆ
n
2 ) 6=(wn1 ,wn2 )
∑
m1,m2
∑
l′1,l
′
2
E
[
1{wn2 =wn2 (l2,µ2)}1{wn1 =wn1 (l1,µ1)}1{(wˆn1 ,wˆn2 )∈Tδ(W1,W2)}
1{b(µ1)1 (l1)=m1)}1{b(µ1)1 (l′1)=m1)}1{b(µ1)2 (l2)=m2)}1{b(µ1)2 (l′2)=m2)}1{w1(l′1,µ1)=w′1}1{w2(l′2)=w′2}
]
≤ 2 · 2n(R˜1+R˜2−R1−R2)
∑
xn∈V (X)
∑
wn1 ∈
Tδ(W1|xn1 )
∑
wn2 ∈
Tδ(W2|xn2 )
(1− )2pnX(xn)pnX1|W1(xn1 |wn1 )pnX2|W2(xn2 |wn2 )
(1 + η)2pnX1(x
n
1 )p
n
X2
(xn2 )
∑
wˆn1 ,wˆ
n
2 :
(wˆn1 ,wˆ
n
2 )6=(wn1 ,wn2 )
(wˆn1 ,wˆ
n
2 )∈Tδ(W1,W2)
pnW1(w
n
1 )
(1− )
pnW2(w
n
2 )
(1− )
pnW1(w
′
1)
(1− )
pnW2(w
′
2)
(1− )
where in the above inequality we use the fact that E
[
1{b(µi)i (li)=mi)}
]
= 2−nRi : i ∈ [2] and
E
[
1{wni =wni (li,µi)}
]
=
pnWi(w
n
i )
(1− ) : i ∈ [2]. This further simplifies to
≤
2 · 2n(R˜1+R˜2−R1−R2)
(1− )2(1 + η)2
∑
xn∈V (X)
∑
wn1 ∈
Tδ(W1|xn1 )
∑
wn2 ∈
Tδ(W2|xn2 )
pnX(x
n)pnW1|X1(w
n
1 |xn1 )pnW2|X2(wn2 |xn2 )
∑
wˆn1 ,wˆ
n
2 :
(wˆn1 ,wˆ
n
2 ) 6=(wn1 ,wn2 )
(wˆn1 ,wˆ
n
2 )∈Tδ(W1,W2)
pnW1(w
′
1)p
n
W2(w
′
2)
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≤
2 · 2n(R˜1+R˜2−R1−R2)
(1− )2(1 + η)2
∑
xn1 ,x
n
2
wn1 ,w
n
2
pnX1X2W1W2(x
n, wn1 , w
n
2 )
∑
wˆn1 ,wˆ
n
2 :
(wˆn1 ,wˆ
n
2 )6=(wn1 ,wn2 )
(wˆn1 ,wˆ
n
2 )∈Tδ(W1,W2)
pnW1(w
′
1)p
n
W2(w
′
2)
≤
2 · 2n(R˜1+R˜2−R1−R2)
(1− )2(1 + η)2
∑
wˆn1 ,wˆ
n
2 :
(wˆn1 ,wˆ
n
2 ) 6=(wn1 ,wn2 )
(wˆn1 ,wˆ
n
2 )∈Tδ(W1,W2)
2−n(H(W1)+H(W2)−2δ)
≤
2 · 2n(R˜1+R˜2−R1−R2−I(W1;W2)−3δ)
(1− )2(1 + η)2 (38)
Hence, from above if R˜1 + R˜2 − R1 − R2 ≤ I(W1;W2) + 3δ, then the term on the RHS in the last
inequality goes to zero exponentially and as a result the term corresponding to S12 goes to zero in the
expected sense.
Now, we are left to prove the terms corresponding to S2, S3 and S4 are small. For this, we use the
constraints on the rates R˜1 and R˜2 provided in lemma (1), and as a result, prove that these terms are
small with high probability.
Firstly, consider
∑
xn∈V (X),yn p
n
X(x
n)S2,
∑
xn∈V (X),yn
pnX(x
n)S2 =
∑
xn∈V (X),yn
∣∣∣∣∣ ∑
µ1,µ2,l2
∑
wn2 ∈
Tδ(W2|xn2 )
pnX1X2(x
n
1 , x
n
2 )
[
1−∑2nR˜1l1=1 E(µ1)L1|Xn1 (l1|xn1 )]
2n(C1+C2)
(1− )pnX2|W2(xn2 |wn2 )
2nR˜2(1 + η)pnX2(x
n
2 )
1{
wn2 = w
n
2 (l2, µ2)
}pnY |W1W2(yn|w˜n1 , w˜n2 )
∣∣∣∣∣
=
∑
xn∈V (X),yn
∑
µ1,µ2,l2
∑
wn2 ∈
Tδ(W2|xn2 )
pnX1X2(x
n
1 , x
n
2 )
∣∣∣1−∑2nR˜1l1=1 E(µ1)L1|Xn1 (l1|xn1 )∣∣∣
2n(C1+C2)
(1− )pnX2|W2(xn2 |wn2 )
2nR˜2(1 + η)pnX2(x
n
2 )
1{
wn2 = w
n
2 (l2, µ2)
}pnY |W1W2(yn|w˜n1 , w˜n2 )
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Taking expectation over the second encoders codebook gives
E
 ∑
xn∈V (X),yn
pnX(x
n)S2

=
∑
xn∈V (X),yn
∑
µ1,µ2
∑
wn2 ∈
Tδ(W2|xn2 )
∣∣∣1−∑2nR1l1=1 E(µ1)L1|Xn1 (l1|xn1 )∣∣∣
2n(C1+C2)(1 + η)
pnX1,X2,W2(x
n
1 , x
n
2 , w
n
2 )p
n
Y |W1W2(y
n|w˜n1 , w˜n2 )
≤
∑
xn∈V (X),wn2
∑
µ1,µ2
∣∣∣1−∑2nR1l1=1 E(µ1)L1|Xn1 (l1|xn1 )∣∣∣
2n(C1+C2)(1 + η)
pnX1,X2,W2(x
n
1 , x
n
2 , w
n
2 )
=
1
2n(C1+C2)
∑
µ1,µ2
∑
xn1∈Tδ(X1)
pnX1(x
n
1 )
∣∣∣1−∑2nR1l1=1 E(µ1)L1|Xn1 (l1|xn1 )∣∣∣
(1 + η)
(39)
Further, using the prove in Appendix (A), we have the following, if R˜1 ≥ I(X1;W1) + 4δ, then∑
m1∈[Θ]
pnM1|Xn1 (m1|x
n
1 ) =
2nR˜1∑
l1=1
EL1|Xn1 (L1|Xn1 )
≥
(1− η)
(1 + η)pnX1(x
n
1 )
E
 ∑
wn1 ∈Tδ(W1|xn1 )
1{wn1 (l,µ1)=wn1 }p
n
X1|W1(x
n
1 |wn1 )(1− )

≥
(1− η)
(1 + η)
(1− ′′)
(1− ) = 1− S2 , (40)
where ′′(δ)↘ 0 and 1− S2 ↘ 0 as δ ↘ 0. This implies
∣∣∣1−∑2nR1l1=1 p(µ1)M1|Xn1 (m1|xn1 )∣∣∣ ≤ S2 w.h.p. for
xn ∈ Tδ(X) and for all µ1 ∈ [2nC1 ]. Substituting this simplification into (39) gives
E
 ∑
xn∈V (X),yn
pnX(x
n)S2
 ≤ S2 ∑
xn1∈Tδ(X1)
pnX1(x
n
1 ) ≤ S2 (41)
Therefore, if R˜1 ≥ I(X1;W1) + 4δ, then E
[∑
xn1 ,x
n
2 ,y
n S2
]
can be made arbitrarily small with high
probability. Using similar arguments as above, it can also be shown that if R˜2 ≥ I(X2;W2) + 4δ,
then E
[∑
xn∈V (X),yn p
n
X(x
n)S3
]
≤ S3 , where S3(δ), which is defined similar to S2(δ), is such that
S3(δ) ↘ 0 as δ ↘ 0. Hence E
[∑
xn∈V (X),yn p
n
X(x
n)S3
]
can be made arbitrarily small with high
probability.
Similarly consider the final term corresponding to S4. For R˜1 and R˜2 satisfying the above constraints,
i.e., R˜1 ≥ I(X1;W1) + 4δ and R˜2 ≥ I(X2;W2) + 4δ, we will have∑
xn∈V (X),yn
pnX(x
n)S4 ≤
∑
xn∈V (X)
∑
µ1,µ2
pnX(x
n)
[
1−∑2nR1m1=1 p(µ1)M1|Xn1 (m1|xn1 )] [1−∑2nR2m2=1 p(µ1)M2|Xn2 (m2|xn2 )]
2nC
≤
∑
xn∈V (X)
∑
µ1,µ2
pnX1X2(x
n
1 , x
n
2 )S2S3
2n(C1+C2)
≤ S2S3 (42)
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To sum-up, we showed that the (18) holds for sufficiently large n and with probability sufficiently
close to 1, if the following bounds holds while incorporating the time sharing random variable Q taking
values over the finite set Q4:
R˜1 ≥ I(X1;W1|Q) + 4δ,
R˜2 ≥ I(X2;W2|Q) + 4δ,
R˜1 + C1 ≥ I(X1X2YW2;W1|Q) + δ′,
R˜2 + C2 ≥ I(X1X2Y ;W2|Q) + δ′,
R˜1 + R˜2−(R1 +R2) ≤ I(W1;W2|Q)3δ
0 ≤ R1 ≤ R˜1
0 ≤ R2 ≤ R˜2
C1 + C2 ≤ C
(43)
Lemma 2. Let R1 denote the set of all (R1, R2, C) for which there exists (R˜1, R˜2) such that the
septuple (R1, R2, C, R˜1, R˜1, C1, C2) satisfies the inequalities in (43). Let, R2 denote the set of all triples
(R1, R2, C) that satisfies the inequalities in (18) given in the statement of the theorem. Then, R1 = R2.
Proof. This follows by Fourier-Motzkin elimination [10]. For that, we eliminate (R˜1, R˜2) from the system
of inequalities given by (43). This gives us an equivalent rate-region described by all (R1, R2, C) that
satisfies the following set of inequalities:
R1 ≥ I(X1;W1|Q)− I(W1;W2|Q),
R2 ≥ I(X2;W2|Q)− I(W1;W2|Q),
R1 +R2 ≥ I(X1;W1|Q) + I(X2;W2|Q)− I(W1;W2|Q),
R1 +R2 + C ≥ I(X1X2W2Y ;W1|Q) + I(X1X2Y ;W2|Q)− I(W1;W2|Q). (44)
Taking a closure of the above rate-region completes the proof.
4Since Q, the time sharing random variable is employed in the standard way we omit its discussion here.
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APPENDIX A
E
(µ)
L|Xn(·|·) IS A PMF WITH HIGH PROBABILITY
Lemma 3. For any δ, η ∈ (0, 1), if R˜ > I(X : W ) + 4δ, then
P
2nC⋂
µ=1
⋂
xn∈Tδ(X)
{
E
(µ)
L|Xn(l|xn) ≤ 1
}→ 1 as n→∞ (45)
Proof. From the definition of E(µ)L|Xn(l|xn), we have for xn ∈ Tδ(X),
2nR˜∑
l=1
E
(µ)
L|Xn(l|xn) =
1
2nR˜
 1− 
1 + η
 ∑
wn∈
Tδ(W |xn)
2nR˜∑
l=1
1{wn(l,µ)=wn}
pnX|W (x
n|wn)
pnX(x
n)
.
Let us define Z(µ)l (x
n), for xn ∈ Tδ(X) as
Z
(µ)
l (x
n) =
∑
wn∈Tδ(W |xn)
1{wn(l,µ)=wn}pnX|W (x
n|wn)(1− ) (46)
and let D = 2n(H(X|W )−δ1), where δ1(δ) ↘ 0 as δ ↘ 0. This gives us the following bound on the
expectation of the empirical average of {Z(µ)l (xn)}l∈[2nR˜] as
E
[ 1
N
N∑
l=1
DZ
(µ)
l (x
n)
]
= 2n(H(X|W )−δ1)
∑
wn∈Tδ(W |xn)
p˜nW (w
n)pnX|W (x
n|wn)(1− )
≥ 2n(H(X|W )−δ1)2−n(H(X,W )+2δ1)2n(H(W |X)−δ1)
≥ 2−n(I(X,W )+4δ1) (47)
where in the above equations we use the fact that E[1{Wn(l,µ)=wn}] = P˜nW (wn).
Further, we also have
DZ
(µ)
l (x
n) ≤ 2n(H(X|W )−δ1)2−n(H(X|W )−δ1)(1− )
∑
wn∈Tδ(W |xn)
1{Wn(l,µ)=wn} ≤ 1 (48)
where we have bounded
∑
wn∈Tδ(W |xn)
1{Wn(l,µ)=wn} by 1.
Since {Z(µ)l (xn)}l is a sequence of IID Random variables, we can approximate its empirical average,
for xn ∈ Tδ(X), using a more refined Chernoff-Hoeffding bound given by
Lemma 4. Let {Zn}Nn=1 be a sequence of N IID random variables bounded between zero and one, i.e.,
Zn ∈ [0, 1] ∀n ∈ [N ], and suppose E
[ 1
N
∑N
n=1 Zn
]
= µ be lower bounded by a positive constant θ
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as µ ≥ θ where θ ∈ (0, 1), then for every η ∈ (0, 1/2) and (1 + η)θ < 1, we can bound the probability
that the ensemble average of the sequence {Zn}Nn=1 lies in (1± η)µ as
P
( 1
N
N∑
n=1
Zn ∈[(1− η)µ, (1 + η)µ]
)
≥ 1− 2 exp
(
−
Nη2θ
4 ln 2
)
(49)
Proof. Follows from Operator Chernoff Bound [11].
Note that {DZ(µ)l (xn)}l satisfies the constraints from the above lemma from Eqns. (47 and 48). Thus
applying Lemma (4) to {DZ(µ)l (xn)}l for every xn ∈ Tδ(X) gives
P
 1
2nR˜
2nR˜∑
l=1
Z
(µ)
l (x
n) ∈ [(1− η)E [Z(xn)] , (1 + η)E [Z(xn)]]
 ≥ 1− 2 exp(− η22n(R˜−I(X,W )−4δ1)
4 ln 2
)
(50)
where Z(xn) denotes the ensemble mean of the IID sequence {Z(µ)l (xn)}l. Substituting the following
simplification
1
2nR˜
2nR˜∑
l=1
Z
(µ)
l (x
n) = (1 + η)pnX(x
n)
2nR˜∑
l=1
E
(µ)
L|Xn(l|xn) (51)
which follows from the definition of Znl (x
n) in (50) gives
P
(1 + η)pnX(xn) 2nR˜∑
l=1
E
(µ)
L|Xn(l|xn) ≤ (1 + η)E[Z(xn)]
 ≥ 1− 2 exp(− η22n(R˜−I(X,W )−4δ1)
4 ln 2
)
(52)
Further we can bound E[Z(xn)] as
E[Z(xn)]
pnX(x
n)
≤
(1− )
pnX(x
n)
∑
wn∈Tδ(W |xn)
p˜nW (w
n)pnX|W (x
n|wn) ≤
1
pnX(x
n)
∑
wn
pnX,W (x
n, wn) = 1
where the last inequality above is obtained by adding more terms in the summation and using the definition
of p˜nW (w
n) from (8). This simplifies the above probability term as
P
2nR˜∑
l=1
E
(µ)
L|Xn(l|xn) ≤ 1
 ≥ 1− 2 exp(− η22n(R˜−I(X,W )−4δ1)
4 ln 2
)
Using union bound, we extend the above probability to the intersection of all µ ∈ [2nC ] and xn ∈ Tδ(X)
P
2nC⋂
µ=1
⋂
xn∈Tδ(X)
2nR˜∑
l=1
E
(µ)
L|Xn(l|xn)
 ≤ 1
 ≥ 1− 2nC∑
µ=1
∑
xn∈Tδ(X)
P
2nR˜∑
l=1
E
(µ)
L|Xn(l|xn) ≤ 1

≥ 1− 2nC |Tδ(X)|2 exp
(
−
η22n(R˜−I(X,W )−4δ1)
4 ln 2
)
(53)
Therefore, if R˜ > I(X;W ) + 4δ1, the second term in the right hand side of (53) decays exponentially
to zero and as a result the probability of the above intersections goes to 1. This completes the proof of
the lemma.
30
REFERENCES
[1] M. H. Yassaee, A. Gohari, and M. R. Aref, “Channel simulation via interactive communications,” IEEE Transactions on
Information Theory, vol. 61, no. 6, pp. 2964–2982, 2015.
[2] A. Wyner, “The common information of two dependent random variables,” IEEE Transactions on Information Theory,
vol. 21, no. 2, pp. 163–179, March 1975.
[3] P. Cuff, “Distributed channel synthesis,” IEEE Transactions on Information Theory, vol. 59, no. 11, pp. 7071–7096, Nov
2013.
[4] P. W. Cuff, “Communication in networks for coordinating behavior,” Ph.D. dissertation, Stanford, CA, USA, 2009.
[5] A. Winter, “extrinsicand intrinsicdata in quantum measurements: Asymptotic convex decomposition of positive operator
valued measures,” Communications in mathematical physics, vol. 244, no. 1, pp. 157–185, 2004.
[6] M. M. Wilde, P. Hayden, F. Buscemi, and M.-H. Hsieh, “The information-theoretic costs of simulating quantum
measurements,” Journal of Physics A: Mathematical and Theoretical, vol. 45, no. 45, p. 453001, 2012.
[7] M. Heidari, T. A. Atif, and S. Sandeep Pradhan, “Faithful simulation of distributed quantum measurements with applications
in distributed rate-distortion theory,” in 2019 IEEE International Symposium on Information Theory (ISIT), July 2019, pp.
1162–1166.
[8] A. D. Wyner and J. Ziv, “The rate-distortion function for source coding with side information at the decoder,” vol. 22,
no. 1, pp. 1–10, January 1976.
[9] G. M. Ziegler, Lectures on polytopes. Springer Science & Business Media, 2012, vol. 152.
[10] ——, Lectures on polytopes. Springer Science & Business Media, 2012, vol. 152.
[11] R. Ahlswede and A. Winter, “Strong converse for identification via quantum channels,” IEEE Transactions on Information
Theory, vol. 48, no. 3, pp. 569–579, 2002.
