Key macro indicators such as output, productivity, and inflation are based on a complex system across multiple statistical agencies using different samples and different levels of aggregation.
Key national economic statistics produced by the U.S. statistical agencies rely primarily on surveys of businesses and households. The current methods for measuring GDP were developed by Simon Kuznets and the National Bureau of Economic Research (NBER) in the mid-20 th century. Many improvements have been made since then, but the basic concepts and methodology remains the same. We are at a point where measurement of key economic concepts like GDP will begin to change in critical ways. There are fundamental changes in the information available on households and businesses given the digitization of most transactions in the economy. For key sectors of the U.S. economy, digitized data offer the opportunity to improve the measurement of key national economic indicators while also drastically reducing the respondent burden on households and businesses from responding to a variety of surveys conducted across multiple statistical agencies. In addition, declining response rates and increasing costs of household and business surveys provide additional incentives to explore new source data for economic measurement.
The digitization of economic activity yields a vast and rapidly increasing pool of data, residing mostly within the private sector that can potentially be used for improving, enhancing, and in many respects re-inventing the way we measure two key building blocks of our national economic statistics: output and prices. The core motivation for our approach is that prices and quantities should be measured in an integrated and consistent manner at the micro and the macro levels. The current system of economic measurement does not do so and suffers from substantial limitations as a result.
The methods used to measure GDP in the U.S. are similar to those in other advanced economies, though data collection in the U.S. is divided across multiple agencies. To measure real output, the U.S. Census Bureau (Census) collects the source data for the numerator (revenue), the Bureau of Labor Statistics (BLS) collects the source data for the denominator (prices), and the Bureau of Economic Analysis (BEA) divides the revenue by price data to measure real output.
The constraints built into this system impose limitations on the quality and utility of the resulting data products. One important limitation is that it is extremely difficult for economic measurement to keep up with the changes in the structure of the economy. Changes in information technology have yielded a rapid turnover of goods as well as changes in the way that persons acquire goods and services. Rapid product turnover is an inherent challenge for price index measurement, which in turn impacts estimates of GDP and productivity growth. Some have speculated that mismeasurement underlies the post-2000 decline in measured productivity growth. While evidence supporting this hypothesis is limited, there is widespread concern that measures of productivity and real wage growth do not adequately capture improvements in goods and services.
Incorporating data from digitized transactions on a widespread basis has the potential to overcome these and related limitations. First, the approach we advocate implies that macro indicators can be generated in an internally consistent manner with underlying micro data so that micro-macro based statistics and research can become the norm. Second, data based on itemlevel transactions have the potential to enable the incorporation of rapid product turnover as goods are tracked at the product code and outlet levels. Item-level data on prices, quantities, and attributes of goods and services allow for new techniques to measure the value of new goods, new outlets, and quality change. Third, the dense nature of item-level data provides data with more granularity (e.g., by industry and geography or time). In addition to providing more detail, more granular data can provide distributional measures beyond means or totals. Fourth, processing of digitized source data from firms or aggregators could reduce the already short lags between reference periods and the preliminary release of official statistics. Fifth, digital data can provide comprehensive data covering a large fraction of sales and prices almost immediately.
Hence, a new architecture for economic statistics could obviate the need for some of the substantial revisions of statistics that take place over the long intervals in the current system.
I. Starting with Retail

A. Challenges Facing Current Methods
Measurement of GDP is a complex multi-step process involving many components with source data from both statistical agencies and private sector sources. 1 We focus on the expenditure side approach of measuring GDP, and in particular its personal consumption expenditure (PCE) component. Digitized data could also be used extensively for the other components of GDP, as well as on the income side, so our approach has wider applicability.
Within the PCE component of GDP, we focus on expenditure on goods through the retail sector, with the goal of eventually incorporating additional components of PCE that are transacted digitally.
To illustrate the current decentralized approach to data collection, processing and provision, we consider the measurement of real GDP for the retail sector using the expenditure approach. Recent research on the use of digitized data for retail trade focuses on improving price indices, either from use of scanner data or from web-scraped posted prices. The potential advantages of digitized data do not stop at improved price indices. Our approach aims to develop integrated nominal expenditure, price, and real expenditure indices from the same sources rather than focusing on price indices alone. Our research aims to combine data from multiple sources including individual retailers and aggregators. In this paper, we present indexes based on transactions data aggregated to the item-level across time and outlets from Nielsen Scanner data to produce prices, P, quantity, Q, and total revenue, P*Q.
The Nielsen Retail Scanner data (made available from the Kilts center) provides weekly item-level data on sales and units sold for a large panel of grocery stores and other mass merchandisers. 5 Since items are defined narrowly (i.e., the UPC level), dividing sales by units sold gives a good measure of price. The ability to infer prices from unit values is central to measuring P and Q using scanner data. 6 We aggregate to monthly data using the National
Research Federation calendar. For current purposes, we aggregate items to the national level and further time-aggregate to a quarterly frequency. Personal Consumption Expenditure (PCE) for Off-premises food and non-alcoholic beverages.
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The figure shows index numbers with calendar year 2010=1. Despite their completely different source data, the scanner and the MRTS have similar trends. They trend together for most of the period in the sample, and diverge somewhat early and late in the sample. The PCE and MRTS have very similar trends, but PCE is based in part on MRTS, so this is the case by construction.
The Nielsen data likely has some coverage changes early in the sample.
There are important differences in the data sources for the series that highlight the value of item-level transactions data for measuring nominal volumes. Census monthly and annual retail sales are measured across all retail establishments within a firm. Census monthly retail sales are based on a relatively small sample of firms (13,000 for the entire retail trade sector), while the scanner data covers about 35,000 stores. Census retail sales at grocery stores include sales of many non-food items, but can exclude sales of food at, for example, general merchandise stores. In contrast, the scanner data, which we aggregated based on product codes, include only sales of food regardless of the type of outlet and contain information on more than 650,000 itemlevel products per month. The different seasonality of the Census MRTS data on grocery stores relative to the scanner data (see Figure A. 3 in the online appendix) likely reflects the non-food items at grocery stores. The advantages of item-level data that yield detailed product class information at high frequency are highlighted when one considers estimates of PCE. The high-frequency data underlying PCE come from the MRTS, which as we have seen, provides estimates by type of outlet, not by product. Every five years the Economic Census (EC) yields information on sales at the establishment level by detailed product class. In the intervening time periods, the Annual 7 Figure A .2 in the online appendix displays the same information in growth rates.
Retail Trade Survey (ARTS) and the MRTS survey firms for their total sales, classifying firms into major kind of business (e.g., Food and Beverage or Grocery Stores). The revenue growth and quantity indices developed by BEA using the integrated data from Census and BLS require extrapolating the detailed EC information at the product class level with the more current information by outlet type from the ARTS and MRTS. The EC uses an annual reference period, so it provides the BEA no information on the within-year composition of products sold by outlets. Thus, the EC provides no information for the BEA to produce non-seasonally adjusted PCE at the detailed goods level at high frequencies. Hence, BEA uses within-year composition information from scanner data in combination with the PCE reported in Figure 1 to produce statistics on more detailed food products (e.g., poultry).
This example highlights the extrapolative nature of high-frequency GDP estimation given the current architecture. Data users might not be too concerned about the fact that GDP statistics abstract from the shifting seasonal mix of goods sold by grocery stores. But the same issue will apply at business cycle frequency and for business cycle shocks, with the potential for the current system to either overstate or understate cyclical fluctuations depending on the product mix across outlets and their cyclicality sensitivity.
C. Using Item-level Transactions Data for Economics Measurement: Price Indices
Both BLS and BEA, along with some international statistical agencies, have already begun to incorporate item-level transactions scanner data in their price indices. To illustrate the relationship between the current methods and using scanner data, Figure 2 compares the BLS CPI for the product groups covered by the Nielsen scanner data to a variety of price indices computed from the scanner data. 8 The scanner indices in Figure 2 are constructed from quarterly unit prices and expenditure shares covering more than 100 product groups. Figure 2 reports four-quarter averages of the quarterly indices of price change (measured using the log differences of the indices). The number of item-level price quotes monthly in the BLS CPI for these product groups is about 40,000, compared to the 650,000 item-level prices in the scanner data.
Figure 2. BLS CPI and Nielsen-Scanner Based Price Indices (Annual Averages of Quarterly Changes)
Panel A. Food 8 We thank the BLS for producing food and nonfood CPI indices using the product groups in the Nielsen data. The BLS data provided should be interpreted with care because they do not meet BLS's standard publication criteria.
Panel B. Non-Food
The top panel shows the results for the food product groups and the lower panel the nonfood product groups. The price indices from the scanner data are computed at the product group level, and then Divisia expenditure share weights by product groups are used to aggregate to the food and nonfood indices. Each panel displays three indices calculated from the scanner data: a Laspeyres index; the constant elasticity of substitution (CES) demand-based price index with the adjustment for product turnover proposed by Feenstra (1994, hereafter Feenstra) ; and the Unified Price Index (UPI) proposed by Redding and Weinstein (2018) . The Feenstra and UPI are modified price indices based upon a CES expenditure function approach that incorporates (i) product quality changes from product turnover (Feenstra and UPI) and (ii) product quality/appeal from what Redding and Weinstein denote the "consumer valuation bias" (UPI only).
Computing the Feenstra and UPI requires elasticities of substitution, which we estimate for each product group using the Feenstra (1994) method applied to the item-level data following Redding and Weinstein (2018) . To calculate the Laspeyres index using the item-level data, we use previous-quarter expenditure weights updated for each quarter.
For food, the average rate of price change using the BLS CPI is very similar to (albeit slightly lower than) the Laspeyres index from the scanner data, and the two price indices track each other well (with a correlation about 0.97). The Feenstra shows a notably lower average price change and a correlation with the CPI of 0.98. The UPI has a much lower average and a correlation with the CPI of 0.78. The finding that the CPI and the Laspeyres from scanner data track each other so well is reassuring, but also not surprising given that the quality adjustments used in the CPI for Food are modest at best. The close relationship between the CPI and Laspeyres for food provides a benchmark to gauge the impact of the quality adjustments via Feenstra and UPI, which like the Laspeyres use the scanner data.
The lower panel shows greater differences across price indices for nonfood. Here the CPI inflation rate is slightly higher than the scanner Laspeyres, but their correlation is weaker (0.54). The Feenstra has a substantially lower mean and the UPI a much lower mean. The CPI's correlation with the Feenstra is 0.37 and with the UPI is negative (-0.53). The larger gap across price indices for nonfood than for food is consistent with the hypothesis that quality adjustments from product turnover and changes in product appeal for continuing goods (i.e., consumer valuation) are likely to be more important for nonfood. Also consistent with that hypothesis, there is a more substantial gap between the Feenstra and UPI than there is between the Laspeyres and Feenstra.
The results suggest the CPI is missing substantial quality adjustments, especially for nonfood. Appropriate caution is required in drawing this inference because both the Feenstra and UPI require specification of a utility function and estimates of the elasticity of substitution parameters. Although estimating the elasticities at a product group level (e.g., carbonated beverages for food and electronic products for nonfood) permits allowing for over 100 different elasticities within the scanner data, this may still be a very high level of aggregation. Within scanner's product groups are arguably goods that are very close substitutes, while others are more differentiated. For product turnover and expenditure share volatility with close substitutes, the appropriate quality adjustment factors in Feenstra and UPI become very small. The procedure used in Figure 2 is to assume the same elasticity of substitution for all products within a product group. An alternative approach is to use attribute data with transactions data on prices and quantities to create hedonic price indices. Hedonic methods (e.g. Pakes (2003) and Bajari and Benkard (2005) ) can be used with price, quantity, and attribute data, but the practicality of using the hedonic approach at scale remains to be seen. 10 The BLS implements hedonics on a limited basis with careful attention to the measurement of attributes for products. Although the expenditure function approaches promise to overcome the scale issues, they rely on an appropriate structure of grouping and nesting products. The problem of finding the correct grouping or nesting has elements of the "house to house combat" of conventional approaches to quality adjustment (see Shapiro and Wilcox (1996) ), and the solution may rely on similar measurement of attributes to justify the classification structure of items. Machine learning 9 A nested CES approach within product groups has the potential to overcome these aggregation issues, but it brings its own challenges (see, e.g., Hottman, Redding and Weinstein (2016) ). 10 The relationship between quality adjusted price indices using the UPI and hedonic approaches is explored in much more detail in Ehrlich et. al. (2019) . methods could potentially be used with the rich text and image data on products that are increasingly available in digital format for either estimating hedonic models of specifying the nests for expenditure functions.
II. Re-Engineering Key Economic Indicators
Given the availability of item-level transaction data and the advantages they present relative to survey data along multiple dimensions, the time is ripe for re-engineering the data collection and measurement of key economic indicators such as real output and inflation.
Beyond the conceptual challenges discussed in this paper, there are many practical challenges to address in finding ways to tap into the item-level data in a manner that is cost effective for both businesses and the statistical agencies. Getting buy-in from companies to harvest their granular data is a key challenge. An open question is whether information aggregators (such as Nielsen) are more desirable means of tapping into this data or alternatively whether "harvesting" apps could be developed for firms to implement on their individual data platforms. 
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