Abstract-The abilities to improve teaching strategies online is important for an intelligent tutoring system (ITS) to perform adaptive teaching. Reinforcement learning (RL) may help an ITS obtain the abilities. Conventionally, RL works in a Markov decision process (MDP) framework. However, to handle uncertainties in teaching/studying processes, we need to apply the partially observable Markov decision process (POMDP) model in building an ITS. In a POMDP framework, it is difficult to use the improvement algorithms of the conventional RL because the required state information is unavailable. In our research, we have developed a reinforcement learning technique, which enables a POMDP-based ITS to learn from its teaching experience and improve teaching strategies online.
adaptive teaching. With POMDPs, the systems obtained better abilities for handling uncertainties, but became weaker in improving teaching online. In our research, we address the challenge. We have developed a learning technique for a POMDP-based ITS to conduct online improvement of teaching strategies.
II. RELATED WORK
Research for applying RL to intelligent tutoring started in 1990s. RL has been used in developing systems. In [5] , Iglesias and co-workers used an RL algorithm to enable a system to adaptively teach individual students, based on its teaching experience. In [6] , Litman and co-workers applied RL in a spoken tutoring system. The system engaged the student in a spoken dialogue to provide feedback and correct misconceptions. In the work reported in [7] , Sarma and Ravindran proposed to use RL for building a tutoring system to teach autistic students. In the system, a policy is continuously updated for choosing appropriate teaching actions.
In addition to developing systems, researchers also worked on system evaluation and analysis. Chi and co-workers performed empirical evaluation on the application of RL to adaptive pedagogical strategies [8] . In [9] , the researchers evaluated the learning performance of the educational system through three issues: The learning convergence, exploration/exploitation strategies, and reduction of training phase.
The work of applying POMDP to adaptive/intelligent tutoring also started in1990s. The more recent work included [10] - [14] . The work had the common feature of using POMDP to handle uncertainties in teaching processes.
In the work reported in [12] , the researchers built a system for tutoring concepts. They developed a technique of teaching by POMDP planning. A core component in the technique was a set of approximate POMDP policies, for dealing with uncertainties. The work described in [14] was aimed at making POMDP solvers feasible for real-world problems. In the work, a POMDP was used to cope with uncertainties in learners' mental processes and plans, which were difficult to discern. A data structure was created to describe student status. The status was made up of knowledge states and cognitive states. The knowledge states were defined in terms of so called gaps. The POMDP enabled the intelligent tutor to take actions to discover and remove gaps, even when uncertainties existed.
In the existing work of applying RL to ITSs, learning was performed in the MDP framework. Such ITSs could improve their teaching through system-student interactions, but had difficulties to handle uncertainties. In the existing work for developing POMDP-based ITSs, progress has been achieved in dealing with uncertainties. However, little has been done in online improvement of teaching abilities. In those systems, teaching strategies were fixed and would not be updated during teaching processes.
III. TECHNICAL BACKGROUND

A. Reinforcement Learning
Reinforcement learning (RL) is an interactive machine learning technique [4] . It learns knowledge through interactions with the environment, and may update the knowledge it has learned while applying the knowledge to solve problems. RL is especially suitable for developing systems in which online learning is required or desirable.
Conventionally, RL is based on a Markov decision process (MDP). The components of an MDP include S, A, T, and , where S is a set of states, A is a set of actions, T is a state transition probability function, and is a reward function.
At any point in the decision process, the agent is in a state, where it applies policy ( ) to choose the optimal action that maximizes the long term benefit. Policy can be defined as
where ( , ) is the action-value function evaluating the expected return after ∈ is taken in ∈ given , defined as
where ( ′ | , ) is the transition probability from to ′ ∈ after is taken, ( ) is the state-value function evaluating the expected return of s given policy , defined as:
where ( , ) returns the probability that may maximize the long term benefit when it is taken in , is a discounting factor, and ℛ( , , ′ ) is the expected reward after the agent takes in and enters ′ .
When is optimal, ( ) returns the optimal action. To ensure optimality of the policy, we need to periodically improve the policy based on the information obtained from interactions.
Let be the current policy, and ( ) be the action maximizing ( ). In state if there is an action ≠ ( ), we may expect that there exists a policy ′ such that
then based on the policy improvement theorem [4] , ′ must be as good as, or better than, . That is, ∀ ∈ ′ ( ) ≥ ( )
The task of policy improvement is to find such a ′ if it exists. Learning from interactions to improve the policy continuously is a central part of RL.
B. Partially Observable Markov Decision Process
In an MDP, choosing an optimal action requires that the agent knows exactly which state it is in (see Eqn (1) ). However, in many applications, states are not completely observable. To enable the agent to make decisions with uncertainties in observing states, we can model the decision process as a partially observable Markov decision process (POMDP).
A POMDP is an extension of an MDP. The components in a POMDP include S, A, T, , O, and Z. Of them, S, A, T, and are the same as in the underlying MDP, O is a set of observations, and Z is the observation probability function.
When states are not completely observable, the agent infers the information of the current state from its immediate action and observation, and represents the information as a belief:
where ∈ (1 ≤ ≤ )is the ith state in S, Y is the number of states in S, ( ) is the probability that the agent is in , and
. A policy in POMDP is a function of belief: ( ). In a decision step in a POMDP, the agent is in (which is not completely observable), chooses and takes based on its belief , observes , enters state +1 (which is not completely observable either), and infers +1 from , , and .
In a POMDP, policies can be represented as policy trees. In a policy tree, a node is labeled with an action, and an edge is labeled with an observation. At a node, there is an edge for each of the possible observations, connecting to a node at the next level. Based on a policy tree, after an action is taken, the next action is determined by the agent's observation.
With the policy tree technique, a policy can be defined as:
where is a policy tree, ̂ is the optimal policy tree at b, is the set of policy trees to evaluate in making the decision, and ( ) is the value function at b given policy tree :
where ( ) is the value function of ∈ given tree :
∈ ′∈ (9) where is the root action of , is the observation after the agent takes , is the subtree in which is connected to the node of by the edge of , ℛ( , ) is the expected immediate reward after is taken in , and ( | , ′) is the observation probability for the agent to observe after it takes and enters ′.
IV. AN ITS BUILT ON POMDP
International Journal of Information and Education Technology, Vol. 8, No. 8, August 2018 For example, in Fig. 1 , we consider the student rejects the originally asked. For example, in Fig. 1, m3 is an optimal at a time, in a way of question -and -answer. Fig. 1 A. An Overview We built an ITS for experimenting our techniques for developing POMDP-based ITSs, including the technique for online learning to improve tutoring strategies reported in this paper. The system is for teaching concepts. It tutors a student illustrates some sample questions and answers in using the ITS. ... The ITS consists of a student model, a tutoring model, and a domain model. The student model tracks information of the student's knowledge states. The tutoring model represents tutoring strategies. The domain model stores knowledge of the instructional subject. In each tutoring step, the agent accesses the student model, and takes a tutoring action based on information of the student's current knowledge state.
In many science and mathematics subjects, concepts have prerequisite relationships. To well understand a concept, a student should first study all the prerequisites of the concept. For example, in calculus, function and limit are prerequisites of derivative. A student should study function and limit before derivative. When answering a question about a concept, a teacher must determine whether to teach a prerequisite for the student to make up some knowledge, and if so, which one.
A goal of our ITS is to choose an optimal action in each tutoring step. An optimal action is to teach a concept that the student needs to study, and can study without making up other concepts. The concept to teach may be a prerequisite the student needs to study to understand the concept action if the student did not know file before.
B. States, Actions, and Observations
We cast the ITS structure onto a POMDP: The POMDP states represents the student model; the policy represents the tutoring model. The agent takes actions to teach, and treats student actions as observations.
We define POMDP states in terms of the concepts in the instructional subject. When there are D concepts in the subject, we create D Boolean variables, with variable ℂ representing concept (1 ≤ ≤ ). Variable ℂ may take two values: √ and ¬ . √ represents that the student already understands , while ¬ represents that the student does not understand . We associate each ∈ with a conjunctive formula of the variables to represent a knowledge state of the student. For example, formula (√ 1 ∧ √ 2 ∧ ¬ 3 ∧ … ) represents a state in which the student understands 1 and 2 , does not understand 3 , ... We call it a state formula. The states defined in this way have the Markov property. To deal with the exponential state space, we have developed techniques to make the computing efficient [15] .
As mentioned, the system teaches in a question-andanswer manner. The student's actions are mainly asking questions about concepts, and the system's actions are mainly answering questions. In a tutoring step, the agent takes action , and then observes , which is the next question from the student.
V. ONLINE POLICY IMPROVEMENT
A. Policy Initialization
In this section, we will first describe how we initialize a policy in the POMDP, and then how we improve the policy online while the system teaches.
As discussed, policy ( ) is defined in term of belief value function ( ) (see Eqn (7)), ( ) is defined in terms of state value function ( ) (see Eqn (8)), and ( ) is defined as a function of ℛ( , ), ( ′| , ), and ( | , ′) (see Eqn (9)). In policy initialization, we initialize the parameters ℛ( , ), ( ′| , ), and ( | , ′). As will be discussed later, in policy improvement, we update them.
We create a set of training data for initializing the parameters. The training data set is a sequence of tuples
where denotes a state, an action, an observation, and a reward. The sequence simulates teacher-student interactions, with a tuple being a tutoring step: The agent is in a state, takes an action, perceives a student action (observation), receives a reward, and then enters a new state.
After the agent takes an action (teaching a concept), if the student rejects the action, the agent receives a low reward; otherwise it receives a high reward. In a tutoring step, after the agent teaches , if the student says something like "I already know ", we consider that the student rejects the agent's action. If the student asks about a prerequisite of , we also consider the student rejects the agent's action (answer) because the student is not satisfied with the answer. system action for teaching query language when asking "But Technology, Vol. 8, No. 8, August 2018 what is a high-level language?" because the student still does not understand what a query language is.
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Formally, the reward function ( , ) is defined as
where " is the high reward, ′ is the low reward, and " > ′ > 0. The rewards in the training data are assigned by using the reward function.
A tuple in the training data contains instances of the relationships × ⟶ and × ⟶ . Let "*" be any value and "| |" be the operator of counting tuples. ( ′| , ) and ( | , ′) can be initialized as
To initialize ℛ( , ), we calculate ℛ( , , ′ ), which is the expected immediate reward after the agent takes in and enters ′ :
Based on ℛ( , , ′ ) and ( ′| , ) , we can initialize ℛ( , ):
In (11), (12) , and (13), the counting and summation are conducted on the training data. We use the Lidstone estimate [16] to deal with the data sparsity problem. After calculating ( ′| , ), ( | , ′), and ℛ( , )from the training data, we have initialized the policy. The agent can use it to choose actions, and will improve it when teaching students.
B. Parameter Update
In policy improvement, the agent learns from the system-student interactions, and continuously improves the policy for better teaching performance.
We use a delayed updating method for the improvement. In this method, the agent applies the current policy for a number of sessions without changing it. During the sessions, the agent records system and student actions, as well as its beliefs, and keep them in a logfile. After a given number of sessions, it updates the policy using the recorded data. Then it applies the updated policy, and then improves the policy again, and so on.
The agent improves a policy in two steps: It uses the recorded data to update the policy parameters, and then it improves the policy based on the updated parameters.
As mentioned, in a POMDP, states are not completely observable, and the agent infers information of states and represents the information as beliefs. For this reason, the agent cannot record states and state transitions, and updates the probabilities and rewards directly from state information. In our technique, the agent updates the parameters using information in beliefs.
The data recorded during tutoring sessions are tuples of:
In a tuple, denotes a belief. When recording the data, the agent determines rewards by using the reward function in (10) .
A state transition probability ( ′| , ) is updated as:
where
3 is the sum of the numerator in (12) and the cumulated 1 values in previous updates, and 4 is the sum of the denominator in (12) and the cumulated 2 M2 values in previous updates.
To update ℛ( , ), we first update ℛ( , , ′):
2 is the sum of the numerator in (13) and the cumulated 1 values in previous updates, and 2 is the sum of the denominator in (13) and the cumulated 1 values in previous updates. Then we can update ℛ( , ) by using (14) .
C. Policy Improvement
After updating the parameters, for each policy tree , the agent executes the following procedure, which is modified from the evaluation-improvement algorithm proposed in [4] . In the procedure, denotes a belief in which ( ) = 1 and all the other elements are zeros, is the subtree connected by , and is a small positive number.
If policy stable, then stop; else go to 2
VI. EXPERIMENTS
We implemented our learning technique in the experimental ITS. We tested it through examining the teaching performance of the policy obtained by the machine learning technique.
The system could work in two modes: with the POMDP and RL on or off. When the POMDP and RL were on, the system taught adaptively. Each time after the student asked about a concept that has prerequisites, the system applied the policy to choose an optimal action to take. Meanwhile it continuously improved the policy. When the POMDP and RL were off, the system either directly answered the question, or randomly taught a prerequisite.
In testing the performance of adaptive teaching, we used a domain knowledge data set of software basics. 30 students participated in the experiment. The students knew how to use operating systems of Microsoft Windows and Apple OS X, and application programs like Web browsers, Microsoft Office, etc. None of them had formal training in software development, nor took a course on software. We randomly divided the participants into two groups of the same size. Group 1 studied with the ITS when the POMDP and RL were turned on, while Group 2 studied with the system when the POMDP and RL were off. The student and system interactions were recorded for performance analysis.
We used rejection rate to evaluate the system's performance in adaptive teaching: A rejected system action is not optimal. For a student, the rejection rate was the ratio of the number of system actions rejected by the student to the total number of system actions for teaching him/her. A student's rejection rate could be used to evaluate how well the system chose optimal actions in teaching this student. We calculated the average rejection rates and variances for the two groups (see Table I ): The adaptive teaching reduced the rejection rate from about 60% to 23%. The method for analyzing the experimental results was the independent samples t-test. In the analysis, the alternative hypothesis was that the POMDP based RL improved the teaching performance of the ITS, and the null hypothesis 0 was that the learning did not improve the performance. The analysis suggested that we could reject 0 and accept , which indicated that the difference between the two means was significant: The online policy improvement works. For more details about the analysis, see [17] .
VII. CONCLUDING REMARKS
Reinforcement learning (RL) and the partially observable Markov decision process (POMDP) model both offer powerful techniques essential for building ITSs. However, their marriage has not generated good results. In our research, we have developed a learning technique, which was aimed at enabling a POMDP-based ITS to improve its teaching abilities online. Experimental results suggested that the technique might serve as a good starting point for building practical ITSs.
