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An indispensable step to understand collective magnetic phenomena in rare-earth compounds is the deter-
mination of spatially-anisotropic single-ion properties resulting from spin-orbit coupling and crystal electric
field (CEF). The CEF Hamiltonian has a discrete energy spectrum – accessible to spectroscopic probes such
as neutron scattering – controlled by a number of independent parameters reflecting the point-symmetry of the
magnetic sites. Determining these parameters in low-symmetry systems is often challenging. Here, we describe
a general method to analyze CEF excitation spectra using adjustable effective point-charges. We benchmark
our method to existing neutron-scattering measurements on pyrochlore rare-earth oxides and obtain a universal
point-charge model that describes a large family of related materials. We adapt this model to the newly discov-
ered tripod Kagome magnets (R3Mg2Sb3O14, R = Tb, Ho, Er, Yb) for which we report broadband inelastic
neutron-scattering spectra. Analysis of these data using adjustable point-charges yields the CEF wave-functions
for each compound. From this, we calculate thermomagnetic properties that accurately reflect our measure-
ments on powder samples, and predict the effective gyromagnetic tensor for pseudo-spin degrees of freedom –
a crucial step to understand the exotic collective properties of these kagome magnets at low temperature. We
present further applications of our method to other tripod kagome materials and triangular rare-earth compounds
RMgGaO4 (R =Yb, Tm). Overall, this study establishes a widely applicable methodology to predict CEF and
single-ion properties of rare-earth compounds based on interpretable and adjustable models of effective point-
charges.
I. INTRODUCTION
In most magnetic insulators, electrons in the partially-filled
atomic shells of transition-metal or rare-earth cations give rise
to localized magnetic moments. In general, determining the
individual properties of these magnetic moments is difficult
because electrons’ spins are coupled to their orbital angu-
lar momentum and to the surrounding environment of dia-
magnetic anions by the spin-orbit and Coulomb interactions.
Furthermore, magnetic moments can interact with each other
through exchange interactions, often via an intermediary lig-
and, or directly via dipole-dipole interactions. Nonetheless, in
the low-energy limit, it is often possible to describe the mag-
netic dipole moment of these complex multi-electron systems
as an effective spin degree of freedom, with an anisotropic
gyromagnetic tensor that stems from the spatial distribu-
tion of local magnetization, and an anisotropic bi-linear ex-
change Hamiltonian that describes the interactions between
two nearby effective spins1–3. Anisotropic dipole moments
and bond-dependent exchange interactions play a central role
in forefront problems in quantum magnetism such as the real-
ization of quantum spin-ice in pyrochlore systems4–6, Kitaev
spin-liquids on the honeycomb lattice7–9, or triangular-lattice
rare-earth antiferromagets such as YbMgGaO410–12. The first
step to understand the magnetism of these frustrated magnets
is to accurately capture their spin-space anisotropy, i.e. prop-
erties of their gyromagnetic g-tensor and exchange tensors.
For an isolated rare-earth ion, the spin-orbit interaction cou-
ples the total spin S and orbital L angular momenta of the un-
paired electrons’ manifold such that the total angular momen-
tum J=L+S is usually a good quantum number. When ions
are embedded in a crystal, the 2J+1 level degeneracy is split
by the electrostatic field produced by surrounding ligands, e.g.
the crystal electric-field (CEF). The theoretical framework
of the CEF theory was developed in 1952 by Stevens who
first expressed the electrostatic potential of rare-earth ions
as a linear combination of angular momentum operators, the
Stevens’ operators, from which the g-tensor can be directly
obtained13. In 1964, Hutchings demonstrated that CEF energy
levels can in principle be calculated from a point-charge ionic
model of the ligand environment14. Later work showed that
the number of CEF parameters solely depends on the point-
group symmetry of the ionic site, from 2 for cubic, 6 or 8
for hexagonal, to a maximum number of 26 for lower sym-
metry environments15,16. For rare-earth systems, the energy
scale of the CEF generally varies between a few meV to hun-
dreds of meV, depending on the nature of the ligands and their
distance to the magnetic ions, which is at least one order of
magnitude larger than exchange interactions. This separation
of energy scale suggests that the collective multi-ion effects
at low energies can be viewed as a perturbation to the high-
energy single-ion physics; and all non-zero components of the
exchange tensor can in principle be obtained from the CEF
wave-functions using a perturbation theory after considering
the combination effects of space group symmetry, time re-
versal symmetry associated with Kramers/non-Kramers ions,
and dipolar/multipolar nature of effective moments17–20. In
this sense, understanding spin-space anisotropy depends pro-
foundly on the determination of the CEF Hamiltonian and its
parameters.
To date, ab-initio calculations of CEF effects for f -electron
systems have not proven trustworthy. Therefore, the determi-
nation of the CEF Hamiltonian in a real material relies heav-
ily on interpretation and fitting of experimental data. Inelas-
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2tic neutron scattering is one of the most advantageous exper-
imental techniques to do so because it directly measures the
CEF eigenvalues (excitation energies) as well as the dipo-
lar matrix elements between CEF eigenfunctions (excitation
intensities)21,22. Typically, the analysis consists in searching a
high-dimensional space for CEF parameters that best fit the
experimental observables. In many cases, this process can
be problematic: (i) the CEF parameters are not directly as-
sociated with any measurable physical quantities, one usually
does not know where to start within the high-dimensional pa-
rameter space; (ii) not all CEF levels can be resolved experi-
mentally due to low-intensity, mediocre resolution of neutron-
scattering experiments at high energy-transfer or overlap with
the phonon background; (iii) it is possible to encounter degen-
erate best-fit solutions yielding totally different CEF wave-
functions. The situation becomes especially challenging in
low-symmetry materials where the number of experimental
observables is considerably less than the number of CEF pa-
rameters. A widely adopted strategy to resolve this problem
is to start with a point-charge (PC) calculation by which the
known positions of the surrounding ligands are used to es-
timate the CEF parameters. Examples where such approach
has been used include the pyrochlore Yb2Ti2O723, and Nd-
based tripod kagome compounds24. However, as pointed out
by Hutchings himself and as we will further demonstrate be-
low, PC calculations based on a purely crystallographic model
– where point electric charges are placed at the crystal lat-
tice sites – have weaknesses because they neglect the finite
extent of charges on the ions, covalent bonding with the lig-
ands, and the complex effects of “screeningâA˘I˙ of the mag-
netic electrons by the outer electron shells of the magnetic
ions14 . Therefore, CEF calculations from the crystallographic
PC model are usually not realistic.
In this manuscript, we adopt a new approach to solve this
problem. Instead of fitting the CEF excitations using Steven’s
operators, we employ a direct calculation and fitting algo-
rithm based on an effective-PC model, which relies on point
electric-charges located on the rare-earth-ion to ligand seg-
ment and carrying a reduced charge. This model overcomes
the weakness of PC calculations in a semi-empirical way,
and has recently been successfully used in the community
of single-molecule magnets25,26. The advantage of our ap-
proach is a physically meaningful parameterization and a con-
strained parameter space. This proves to be extremely valu-
able for low-symmetry systems, such as the tripod kagome
magnets27–32 presented in this study [Fig. 1] for which the
number of required parameters is reduced from 15 to 9.
The structure of the paper is as follows. First, in Sec. II,
we describe the experimental methods as well as and the the-
oretical principles involved. Second, in Sec. III, we introduce
the concept of effective-PC Model and provide a benchmark
to the the existing inelastic neutron scattering measurements
of pyrochlore rare-earth oxides. Then, in Sec. III, we pro-
ceed with the main experimental results of this work, the CEF
excitations of the newly discovered tripod kagome magnets
(R3Mg2Sb3O14, R = Tb, Ho, Er, Yb)31. We modify the
effective-PC model and perform fit to the data, from which
susceptibility, isothermal magnetization, g-tensor, and princi-
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FIG. 1. (a) Partial crystal structure of rare-earth pyrochlore R2X2O7
and tripod kagome magnets R3Mg2Sb3O14 where R stands for rare
earth ion. Solid spheres represent atomic ions, and nonequivalent
oxygen ions are differentiated by colors. Empty spheres represent ef-
fective point-charges (PC) as described in section III. For R2X2O7,
a continuous XY spin anisotropy is illustrated as a black circle. (b) A
side view of the eight PC (empty spheres) in a tripod kagome struc-
ture with respect to the kagome plane (green area). The local xyz
coordination is chosen such that the y-axis is the two-fold rotation
axis C2 of the C2h point group, and the z-axis is along the R-O1
bond (or R-PC1) direction. A finite rotation along the C2-axis is re-
quired to obtain a new x′y′z′ frame corresponding to the principal
axes for which the g-tensor is diagonal. The rotational plane is high-
lighted by a grey disk. (c) Differences in local environment for the
six oxygen atoms in the pucked ring (joined by red dashed lines in
(a)) between the pyrochlore and tripod kagome structure. The differ-
ences call for a modification of the effective-PC model, as described
in Sec. IV.
pal axes are obtained and compared to the experimental ob-
servations. Finally, we discuss some other applications of the
effective-PC model, including understanding the pressure ef-
fects on the transverse field, as well as making predictions
for other tripod kagome materials and triangular compounds
RMgGaO4 (R= Yb, Tm). In short, although our work does
not provide new physical insights into the CEF theory, it de-
scribes a general methodology to modify the PC model to
more accurately analyze and predict CEF phenomena in real
materials.
II. METHODS
A. Sample Synthesis
All the tripod kagome compoundsR3Mg2Sb3O14 (R = Tb,
Ho, Er, Yb) were synthesized by a sol-gel technique using
rare-earth oxides (Tb4O11, Er2O3, Ho2O3, Yb2O3, 99.9%),
MgO (99.99%), Sb2O3 (99.9%), nitric acid (ACS grade),
tartaric acid (C4H6O6), and citric acid (C6H5O7) as start-
ing materials. For each compound, stoichiometric ratios of
R(NO3)3, Mg(NO3)3 (prepared by dissolving rare earth ox-
3R2X2O7 R3Mg2Sb3O14 RMgGaO4
No. r(Å) θ(◦) φ(◦) q(e) r(Å) θ(◦) φ(◦) q(e) r(Å) θ(◦) φ(◦) q(e)
1 r1 0 0 q1 r1 0 0 q1 r1 θ1 0 q1
2 r1 180 0 q1 r1 0 0 q1 r1 θ1 120 q1
3 r2 θ2 60 q2 r2 θ2 φ2 q2 r1 θ1 240 q1
4 r2 180-θ2 120 q2 r2 180-θ2 180-φ2 q2 r1 180-θ1 60 q1
5 r2 θ2 300 q2 r2 θ2 360-φ2 q2 r1 180-θ1 180 q1
6 r2 180-θ2 240 q2 r2 180-θ2 180+φ2 q2 r1 180-θ1 300 q1
7 r2 θ2 180 q2 r3 θ3 180 q3
8 r2 180-θ2 0 q2 r3 180-θ3 0 q3
PC parameters r1, r2, θ2, q1, q2 r1, r2, r3, θ2, θ3, φ2, q1, q2, q3 r1, θ1, q1
CEF parameters A02, A04, A34, A06, A36, A66
A02, A
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2, A
0
4, A
1
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4, A
4
4 A02, A
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3
4, A
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6
6A06, A
1
6, A
2
6, A
3
6, A
4
6, A
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6, A
6
6
Crystallographic PC model ri = rci , θi = θ
c
i , φi = φ
c
i , qi = 2e
Effective PC model ri = f ∗ r
c
1, θi = θci , φi = φ
c
i
q1 = 0.5e, q2 = 0.333e q1 = 0.5e, q2 = 0.3e, q3 = 0.15e q1 = 0.5e
TABLE I. Parametrization of Point-Charge (PC) models written in spherical coordinates for the point-group symmetry of rare-earth pyrochlores
R2X2O7 (D3d), tripod kagome magnet R3Mg2Sb3O14 (C2h), and triangular-lattice rare-earth antiferromagnets RMgGaO4 (D3d). The last
case describes a rare-earth ion in the center of an octahedron with 3-fold symmetry which also applies to the site-disordered R ions in
R2X2O7 and R3Mg2Sb3O14. The amount of charge is measured in the unit of electron charge (e). The variables rci , θ
c
i , and φ
c
i denote the
crystallographic parameters associated with the rare-earth ion to oxygen-ligand parameters in real materials. For the effective PC model, f
denotes a reduction factor associated with the shortest R−O bond distance, and we find f ≈ 0.72 is a proper choice for most materials in this
study.
ides and MgO in hot diluted nitric acid solution), and anti-
mony tartarate (prepared by dissolving Sb2O3in hot tartaric
acid solution) were first mixed in a beaker. Citrate acid with a
metal-to-citrate molar ratio of 1:2 was then added to the solu-
tion followed by a subsequent heating on a hot plate at 120◦C
overnight to remove excessive water. The obtained gel-like
solution was slowly heated to 200◦C in a box furnace to de-
compose the nitrate, and was pyrolyzed at 600◦C for 12 hours
in air. The obtained powder was ground up, pressed into a
pellet and re-heated at 1300 to 1350◦C until a well reacted
crystallized powder was obtained. It is noteworthy that pow-
der samples of tripod kagome compounds synthesized by the
conventional solid state reactions are usually accompanied by
2-3% magnetic impurities (mainly a robust R3SbO7 phase33),
which had been a considerable complication for interpreting
the thermodynamic properties of the system in previous stud-
ies30. A big advantage of the sol-gel synthesis is its high ef-
ficiency in getting impurity-free samples. A comparison be-
tween measurements on two Ho3Mg2Sb3O14 samples synthe-
sized by the two methods can be found in Ref. 32.
B. Experimental Measurements
Inelastic neutron-scattering measurements were per-
formed on the fine-resolution Fermi chopper spectrometer
(SEQUOIA)34 at the Spallation Neutron Source (SNS),
Oak Ridge National Laboratory (ORNL), USA. For each
of the tripod kagome compounds, a powder sample with a
typical mass ≈5 g was loaded in an aluminum container (an
aluminum annular cylinder was used for Er3Mg2Sb3O14 to
minimize absorption), and was cooled down to 5 K using a
closed-cycle refrigerator. Data were collected with incident
neutron energiesEi=240, 120, and 30 meV (yielding an elas-
tic energy-resolution of 5.5, 1.9, and 0.5 meV, respectively)
at temperatures T = 300 K, 100 K, 50 K, and 5 K. The same
measurements were repeated for an empty aluminum sample
holder and used for background subtraction. Data reduction
was performed using the Mantid35 to yield the neutron scat-
tering intensity I(Q,ω) as a function of momentum-transfer
Q and energy-transfer h¯ω. Data were further processed
with the DAVE program36. The phonon contribution to the
scattering intensity was subtract in two different ways. For
the Ei = 30 meV datasets, we take advantage of the absence
of low-energy CEF excitations in Yb3Mg2Sb3O14 below
E≈50 meV and use its spectra as phonon background for the
other three compounds. For the higher Ei datasets, phonon
background was modeled and subsequently subtracted by
assuming a Q2 intensity dependence.
Magnetic susceptibility and isothermal magnetization were
measured using a Quantum Design Physical Properties Mea-
surement System (PPMS). Magnetic susceptibility, χ(T ) =
M(T )/H , was measured while cooling the sample from T =
400 K to 1.8 K in an external field µ0H = 0.1 T. Isothermal
magnetization, M(H), were measured between 0 ≤ µ0H ≤
14 T at selected temperatures between T = 1.8 K and 40 K.
The measured were was corrected for the diamagnetic back-
ground of the sample holder which is crucial for the values of
1/χ(T ) at high temperatures. Diamagnetic contribution from
the sample is much smaller, therefore is not corrected in this
study.
C. Point-Charge Calculations
The electrostatic potential experienced by f -electrons can
be expended in a series of polynomials of order sixth or lower,
4such that the CEF Hamiltonian has the form,
HCEF =
∑
n,m
[Amn θn]O
m
n =
∑
n,m
Bmn O
m
n , (1)
where Omn (m ≤ n) are the Stevens’ operators13,37, Amn and
Bmn are the CEF parameters. Here, 〈θn〉 represent numeri-
cal multiplication factors for the expectation values of the 4f -
electron radial wave function which have been tabulated for
each R3+ ion13,38.
Following the method outlined by Hutchings14, the CEF
levels can be calculated on the basis of a simple PC model
where the electrostatic potential is approximated by a sum
over the Coulomb potentials fromN surrounding PCs at posi-
tions Ri with charges qi (in the unit of electron charge, e), i.e.
V (r, θ, φ) =
∑
i qi/|Ri − r|. When expressing the potential
in tesseral harmonics Znm, the PC Hamiltonian becomes:
HCEF = −
∑
i
qie
∑
n,m
rnγnmi Znm(r, θ, φ), (2)
γnmi =
4pi
2n+ 1
Znm(Ri)/R
n+1
i .
By connecting the expression of Znm to Omn
14, the Amn pa-
rameters are determined by the following expression:
Amn = −
∑
i
Cmn γ
nm
i qie, (3)
where Cmn are the prefactors of the spherical harmonics, and
γnmi are given by Eq. 2.
From here, it is clear that within the PC approximation,
Eq. 2 and Eq. 3 allow one to construct the CEF Hamiltonian
(Eq. 1) from the coordination and charge of surrounding lig-
ands. In that context, the CEF parameters can be interpreted
as a summation over the tesseral harmonics coefficients for
the N surrounding PCs of the ligands. Because the number of
CEF parameters required to describeHCEF solely depends on
the point-group symmetry of the rare-earth site, as tabulated
by Walter16, it is not directly related to the number of indepen-
dent PC variables associated with the surrounding ligands. As
a consequence, the PC model shows clear advantages over the
conventional Stevens’ operators approach: (i) unlike the CEF
parameters (Amn or B
m
n ), the PC variables (Ri, qi) are more
physically meaningful; (ii) thus, the number of free parame-
ters can be greatly reduced using explicit physical or chemical
constraints; (iii) through PC calculations, one can easily track
the changes of the CEF properties induced by modifications
to the crystallographic structure. These advantages are partic-
ularly important in the case of low symmetry systems, such as
the tripod kagome compounds discussed further below.
D. Point-charge Fit to CEF excitations
For a rare-earth ion with total angular momentum J , the
eigenstates of Eq. 1 are 2J+1 levels with eigenvalues En and
eigenvectors expressed in the total angular momentum basis
as |Γn〉 =
∑J
j=−J Cn,j |J, Jz = j〉.
Inelastic neutron-scattering probes the magnetic-dipole-
active transitions between these levels. Within the dipole ap-
proximation, the powder averaged neutron-scattering intensity
is:
I(Q,ω) = CF 2(Q)
∑
n,m
∑
α=x,y,z |〈Γn |Jα|Γm〉|2 e−En/kBT∑
j e
−Ej/kBT
× δ(h¯ω + En − Em),
(4)
where C is a constant, F 2(Q) is the squared magnetic form
factor, kB is the Boltzmann constant, En and Em are the
eigenvalues of the CEF Hamiltonian, and h¯ω is the neutron
energy transfer22. Each measurement was performed at fixed
temperature T and incident neutron energy Ei. The measured
I(Q,ω) was integrated within a certain Q range (see individ-
ual plots below) and subsequently normalized to its maximum
intensity to obtain the I˜(ω) that we plot further below.
To analyze I˜(ω), we start from a set of PC parameters {Ri,
qi}, use Eqns. 2 and 3 to construct the CEF Hamiltonian, and
diagonalize Eq. 1 to obtain the eigenvaluesEn and eigenfunc-
tions |Γn〉. Several available program packages are capable
of doing such calculations, including SIMPRE26, McPhase39,
and PyCrystalField24. We then use Eq. 4 to calculate the
neutron scattering intensity by replacing the Dirac δ-function
with a Lorentzian to account for the finite energy-resolution of
our measurements which is energy-dependent for SEQUOIA.
By varying the Ri and qi variables of our PC model, a least-
squares fit is performed to minimize the difference between
calculated and observed CEF spectra. The agreement is mea-
sured by a self-defined weighted profile factor:
Rwp =
1
N
∑
Ei,T
√√√√∑
i
(
Icalci − Iobsi
σobsi
)2
, (5)
where the first summation is a notation where all data-sets
measured with different Ei and T are included, and Icalci ,
Iobsi , σ
obs
i represent calculated intensity, observed intensity,
and measurement error, respectively, for the N data points.
Due to the high dimensionality of the parameter space, the
NelderâA˘S¸Mead method40 was adopted to search for local
minimum in the parameter space whereas the choice of ini-
tial Ri and qi will be discussed below in Secs. III and IV.
E. Susceptibility & Magnetization
Static magnetic properties in an external magnetic field H
can also be calculated from the single-ion CEF Hamiltonian,
H = HCEF − µBgJH · J. (6)
With the eigenstate (En) and eigenfunction (|Γn〉) of the CEF
Hamiltonian available, the three components (α = x, y, z)
of the magnetization MCEF(H, T ) in a Cartesian coordinate
system are given by
MCEFα (H, T ) = gJ
∑
i
e
− EnkBT 〈n| Jα |n〉 /
∑
n
e
−−EnkBT , (7)
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FIG. 2. Comparison between the CEF levels measured by inelastic neutron-scattering23,43,47,50 and the calculated/fitted CEF levels from
different PC model for rare-earth pyrochlore titanates R2Ti2O7 (R = Tb, Ho, Er, Yb). See Sec. III and Tab. I for the definitions of our
PC models. Dashed and solid lines represent singlet and doublet CEF levels, respectively. The CEF levels that are not directly observed
experimentally are marked by stars, and are not included in the PC fit.
from which the DC magnetic susceptibility tensor can be cal-
culated numerically following
χαβ =
∂Mα
∂Hβ
. (8)
Within a linear response regime, χαβ remains a constant for
small H, such that the powder-averaged magnetic susceptibil-
ity in a suitable choice of x, y, z axes is:
χCEFpowder =
1
3
(χxx + χyy + χzz). (9)
Outside the linear response regime, the powder-averaged
isothermal magnetization Mpowder(H,T ) for a polycrystalline
sample can be calculated numerically assuming randomly ori-
ented structural domains,
MCEFpowder(H,T ) =
1
4pi
∫ 2pi
0
∫ pi
0
(MCEF(H,T ) · Hˆ) sin θdθdφ.
(10)
The above susceptibility and magnetization calculations
only contain CEF contributions and neglect exchange and
dipolar interactions between magnetic ions. In the tempera-
ture regime for which two-ion interactions are non-negligible,
the corrections to the susceptibility and magnetization can be
largely accounted by a Weiss molecular field41. That is, we
assume that each magnetic ion experiences a local field pro-
portional to the magnetization in the paramagnetic region,
HWeiss = λM
CEF(HWeiss +H, T ), (11)
where λ is a constant that reflects the average magnetic cou-
plings between ions. Given a value of λ, Eq. 11 can
be solved self-consistently to find the local molecular field
(HWeiss) given the temperature (T ) and the external field (H).
By replacing MCEF(H, T ) by the corrected magnetization
MCEF+λ(H, T ) = MCEF(HWeiss + H, T ) in Eqns. 8-10, we
obtain the corrected powder-averaged magnetic susceptibility
χCEF+λpowder , and isothermal magnetizationM
CEF+λ
powder (H, T ). In the
limit of high temperature and small field, the correction to the
susceptibility takes a simple form of the Weiss law,
1/χCEF+λpowder = 1/χ
CEF
powder + λ. (12)
F. principal axes & effective g-tensor
In rare-earth oxides, the CEF energy-scale is usually much
larger than two-ion exchange and dipolar interactions. When
the spectrum of the single-ion Hamiltonian yields a group of
ground-state eigenstates that are well separated from excited
levels, the interactions between magnetic moments expressed
in the total angular-momentum basis can be projected into the
ground-state subspace at low temperature because only these
states are thermally populated. In this context, it is desirable
to use the concept of “effective spin",S (or sometimes referred
as pseudo spin), which is a fictitious angular momentum such
that 2S+1 is set equal to the degeneracy of the single-ion
ground-state. In the case where the CEF ground-state is a dou-
blet, we construct effective spin-1/2 operators from the CEF
doublet wave-functions in the total angular momentum basis
(|±〉), following
Sα =
1
2
( 〈+ |Jα|+〉 〈− |Jα|+〉
〈+ |Jα| −〉 〈− |Jα| −〉
)
, α = x, y, z. (13)
6The effective spin is thus connected to the the Pauli matrices
(σα) by an anisotropic g-tensor, SxSy
Sz
 = h¯
2
 gxx gxy gxzgyx gyy gyz
gzx gyz gzz
 σxσy
σz
 , (14)
from which we obtain the mapping of the Zeeman splitting
under an external magnetic field (H) from the total angular-
momentum basis to the pseudo-spin basis
HZee = −µBgJH · J 7−→ −µB(H · g · S). (15)
In an arbitrarily chosen coordinate system, g is an 3×3 ten-
sor. Our aim is to find a principal coordinate system such
that g is diagonal. In axial symmetry, we can choose the z-
axis as the local symmetry axis so that all the off-diagonal
terms vanish, and the g-tensor can be rewritten as gxx = gyy =
g⊥, gzz = g‖. This is exactly the case for the rare-earth py-
rochlores and triangular-lattice compounds discussed in this
study. If we choose the local 3-fold local axis (the R-O1 bond
direction) as the z-axis, g is automatically diagonal despite
the choices of xy-axes, meaning a continuous rotational sym-
metry is preserved for the single-ion magnetism [Fig .1(a)].
In contrast, one expects gxx 6= gyy 6= gzz in lower-symmetry
systems for which it remains a technical challenge to deter-
mine g as well as its principal axes. In the tripod kagome
structure, one principal axis is the local C2 rotation axis (la-
beled as y in Fig. 1). Unlike the pyrochlores, the other two
principal axes, x and z, are undetermined and can in principle
lie anywhere within the plane perpendicular to y (illustrated as
a grey plane in Fig. 1(b)). Presumably, the z axis is likely to
be the shortest R-O1 bond direction due to its structural sim-
ilarity to the pyrochlore structure. However, PC calculations
show that the directions of principal axes strongly depends
on the details of surrounding ligands. Generally, it requires a
finite rotation along the C2 axis to make g diagonal, as illus-
trated in Fig. 1(b).
We show here that the principal axes and g can be deter-
mined by a two-step rotation42. Starting from the CEF wave-
functions |±〉, the first step is a pseudo-spin rotation of Eq. 14
with rotation matrix A,
S =
h¯
2
(gA−1)(Aσ) =
h¯
2
g′σ′. (16)
This rotation has nothing to do with the rotation in real space
which is rather a rotation of pseudo-spin to make g′ symmet-
ric. The second step is a co-rotation of real space and pseudo-
spin space through a rotation matrix B,
BS =
h¯
2
(Bg′B−1)(Bσ′). (17)
For the tripod kagome compounds, if we start with |±〉 from
the PC calculation using the xyz coordination shown in Fig.
1, B will be the rotation along the C2 axis which ultimately
determines the principal axes x′y′z′ as well as the diagonal-
ized effective g-tensor.
III. RARE-EARTH PYROCHLORES: A BENCHMARK
Before applying our PC calculations and analysis to new
material systems, it is desirable and necessary to validate our
method on a well-studied family of compounds. The rare-
earth pyrochlores serve as a perfect testing ground; first, be-
cause their structure is closely related to that of our target sys-
tems, the tripod kagome magnets; second, because their CEF
Hamiltonian is relatively simple with only six Stevens’ opera-
tors due to the presence of a 3-fold symmetry axis; finally and
most importantly, because their CEF excitations have been in-
tensively investigated by neutron scattering over the last two
decades, providing a complete and reliable set of data43–51.
A. Crystallographic point-charge model
Rare-earth pyrochlore oxides possess a general chemical
formula of R2X2O7 (X = Ti, Sn, Ge, Pt, Zr, etc.) with space
group Fd3¯m, and point group D3d at the rare-earth ion site.
EachR3+ is surrounded by eight oxygen atoms with two short
R-O1 bonds lying along the local three-fold axis and six long
R-O2 bonds forming a puckered ring [Fig. 1]. It requires
three independent parameters to fully describe the coordina-
tion of the eight oxygens. In spherical coordinates where z
is chosen as the 3-fold axis, these are r1, r2, θ2, representing
the crystallographic distance of the R-O1 bond, R-O2 bond,
and the O1-R-O2 angle, respectively. Modeling the oxygen
ligands by eight PCs requires two additional variables, q1 and
q2, that describe the amount of charge associated with O1 and
O2. The minimal PC model thus contains five parameters for
8 PCs (see Tab. I for details).
The most intuitive choice of PC parameters is to adopt
the crystallographic ligand-charge positions, i.e. r1 = rc1,
r2 = r
c
2, θ2 = θ
c
2, and net charges of isolated O
2− ions,
i.e. q1 = q2 = 2e. This model is the electrostatic point-
charge model first considered by Bethe in 192952, which we
call the Crystallographic PC model. In Fig. 2, we com-
pare the CEF levels calculated from this model with the ex-
perimentally measured CEF levels for the rare-earth titanates
R2Ti2O7. The crystallographic PC model generally under-
estimates the overall CEF energy scales for all systems; and
more dramatically, it predicts a Ising-like g-tensor (g‖  g⊥)
for Er2Ti2O7 while the actual spin anisotropy in the real com-
pound is known to be XY-like (g‖ < g⊥). We notice that the
second-order CEF term predicted by the model is too large
while the fourth and sixth order terms are considerably smaller
in comparison to the experimental values. This is not a sur-
prise given the known weaknesses of the PC model53 and calls
for a modification to the crystallographic PC model.
B. Effective point-charge model
Many efforts have been undertaken over the years to cor-
relate the CEF parameters derived form the PC model with
experimental observations, including introducing a shielding
parameter54, adding dipolar and quadrupolar electric potential
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FIG. 3. Dependence of the CEF energies as a function of rare-earth to
ligand distances and angles in an effective PC model for Yb2Ti2O7
(Tab. I). Experimentally observed levels from Ref.23 are marked by
green dashed lines.
corrections55, and taking into account the electro-negativity53
and wave-functions overlap56 of the metal and ligand ions.
These improvements rely on the admittance of following ef-
fects: the finite extent of charges on the ions, the contribution
from the rest of the crystalline net, and the covalency between
the metal and ligand wave-functions. Interestingly, all these
modified PC models make the following adjustments to the
PC parameters: first, the effective charges carry a consider-
ably reduced charge compared to bare ones; second, rather
than being strictly localized at the crystallographic ligand cen-
ters, the effective PCs are placed somewhere in the middle of
the metal-ligand bond. The difference between the various
models is their attempts to relate the reduction in charge and
distance to semi-empirical physical quantities, e.g. electro-
negativity53, and wave-function overlap26,56. However, we
find that none of these semi-empirical approaches work well
for the pyrochlore compounds discussed below. Thus, in this
study, we adopt the general concept of effective PC model
by which each ligand carries an effective PC with adjustable
charge amount and distance to the metal ion.
We start from the local geometry of the pyrochlore structure
to build up the effective PC model. As shown in Fig. 1(c), both
O1 and O2 are in a tetrahedral environment, somewhat simi-
lar to the sp3 hybridization environment in a CH4 molecule.
However, O1 is at the center of a regular tetrahedron formed
by four R3+ ions while O2 is inside a irregular tetrahedron
formed by two R3+ and two X4+ ions. Since the covalency
of O2− with R3+ is different from that of X4+, it becomes
necessary to distinguish the effective PCs associated with O1
and O2. If the 2e charge amount of O2− is distributed on
a tetrahedron based on the amount of positive charge on the
surronding ions, then on average O1 contributes 0.5e to each
R3+ while O2 contributes 0.333e to each R3+ and 0.667e to
each X4+, i.e. q1 = 0.5e, q2 = 0.333e [Tab. I]. This simple
counting argument ensures that the total negative charges due
to ligands is balanced with the positive charge of metallic ions.
Under these assumptions, we find that a single effective
distance parameter is sufficient to describe the CEF excita-
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FIG. 4. Best fit results to the normalized neutron CEF excitation
spectra of Er2X2O7 (X = Ge, Ti, Pt, Sn). Experimental data are
adapted from Gaudet et al.50 where each experimentally observed
CEF excitation is re-convoluted to a Lorentzian peak with a peak
width that equals to 1% of the excitation energy, and a constant back-
ground that is of 0.1% of the peak height. Normalized scattering
intensities are plotted in a log-scale for a better illustration.
tions reasonably well. This yields a reduction factor f asso-
ciated with the shortest crystallographic metalâA˘S¸ligand dis-
tance used, i.e. r1 = r2 = f ∗ rc1. According to the electro-
negativity argument53, f = R/(R + O) ≈ 0.75, where R
and O are the Pauling electro-negativity of the rare-earth and
oxygen ions, respectively. By fixing q1 = 0.5e, q2 = 0.333e
and varying f , we find that the best agreement with experi-
ment observations is achieved for f ≈ 0.72, for which the cal-
culated CEF levels are in close agreement with the measured
levels (green lines in Fig. 2). Perhaps more importantly, this
effective PC model predicts the correct spin anisotropy of the
CEF ground-state wave-functions for all four compounds (see
Tab. II). Since the effective PC model is still defined by the
local crystallography, the agreement with experiments is en-
couraging and shows that a universal and physically meaning-
ful PC model can achieved for the series rare-earth pyrochlore
titanate compounds.
C. Point-charge fit
Starting from the effective PC model discussed above, we
embark on the investigation of the effects of ligand-metal dis-
tances (r1, r2) and angle (θ2) on the CEF levels. An exam-
ple is presented in Fig. 3 for Yb2Ti2O7, which shows that
the overall CEF energy scale is determined by the ligand-
8TABLE II. Calculated and fitted parameters and g-tensors from the effective PC model for rare-earth pyrochlores. For R2Ti2O7 (R = Tb, Ho,
Er, Yb), the Effective PC parameters are defined in Table.I with f = 0.72, and the calculated CEF levels are plotted as green lines in Fig. 2.
For each compound of the Er2X2O7 (X = Ti, Ge, Sn, Pt) family, a fit to the re-convoluted experimental neutron scattering data was performed
with the five PC parameters as variables, as shown in Fig. 4.
Effective PC model PC parameters Ratio CEF parameters (meV) g-tensor
r1(Å) r2(Å) θ2(◦) q1(e) q2(e) q1r1 /
q2
r2
A02 A
0
4 A
3
4 A
0
6 A
3
6 A
6
6 g‖ g⊥ g‖ g⊥ (Ref.)
Calc.
Tb2Ti2O7 1.638 1.638 79.5 0.5 0.333 1.5 19.8 39.5 318.6 5.9 -91.0 98.7 11.4 0.0 10.7 0.047
Ho2Ti2O7 1.594 1.594 79.4 0.5 0.333 1.5 19.2 38.6 313.0 5.6 -87.5 94.5 19.5 0.0 19.6 0.043
Er2Ti2O7 1.571 1.571 79.1 0.5 0.333 1.5 19.9 38.5 323.3 5.8 -89.1 94.1 0.5 7.2 3.9 6.350
Yb2Ti2O7 1.540 1.540 78.9 0.5 0.333 1.5 15.2 37.5 321.9 5.6 -85.8 89.4 2.7 3.7 1.9 3.623
Fit
Er2Ti2O7 1.628 1.662 78.8 0.651 0.470 1.42 20.4 41.3 351.5 6.1 -85.9 89.1 3.2 6.4 3.9 6.350
Er2Ge2O7 1.569 1.546 81.2 0.566 0.351 1.59 20.0 46.4 304.6 5.4 -91.2 115.2 2.5 6.7 2.1 7.050
Er2Sn2O7 1.611 1.556 80.3 0.538 0.300 1.73 27.4 37.8 274.5 4.6 -79.6 92.9 1.2 7.2 0.1 7.650
Er2Pt2O7 1.576 1.498 80.5 0.506 0.268 1.89 27.5 40.2 290.1 4.8 -91.1 108.2 0.2 7.6 0.3 7.750
metal distance whereas the detailed splitting of CEF levels is
strongly affected by the angular distribution of the PCs. As
expected, once we allow the five PC parameters (r1, r2, θ2,
q1, q2) to vary slightly around the values defined by the effec-
tive PC model, excellent fits to the CEF levels can be achieved
(orange lines in Fig. 2).
As the number of fitted PC parameters is one less than
the number of CEF parameters (see Tab. I), a natural ques-
tion arises whether the fitted PC model reflects the nature
of CEF wave-functions in the real compounds. Previous
studies on Er-based pyrochlores Er2X2O7 (X = Ge, Ti, Pt,
Sn)50 offer a perfect testing ground for these questions be-
cause Er3+, with J = 15/2, exhibits 8 CEF doublets, which
along with the scattering intensities provide solid constrains
to unambiguously determine the CEF Hamiltonian. More im-
portantly, previous studies have shown that the CEF ground-
state wave-functions are delicately tuned by chemical pres-
sure from the non-magnetic X site, giving rise to distinct
effective g-tensors50. As listed in Table II, while all com-
pounds exhibit XY anisotropy, the g-tensor of Er2Ti2O7 and
Er2Ge2O7 are closer to the Heisenberg point while Er2Pt2O7
and Er2Sn2O7 are much more anisotropic with g‖  g⊥.
To see whether the anisotropy of the effective g-tensor can
be derived accurately from our PC fit, we reconstruct the
CEF excitations at T = 5 K for each Er3+ compound based
on the energy levels and scattering intensities from Ref.50.
We fit predictions from our PC model to the reconstructed
data following the methods of Sec. II, and obtain an excel-
lent agreement [Fig. 4]. The g-tensors calculated from the
fit results are listed in Tab. II and are very close to the val-
ues obtained using conventional Stevens’ operator approaches
(Eq. 1). Moreover, a rough estimation of the Coulomb po-
tential between oxygens O1 and O2 ( q1r1 /
q2
r2
) provides a pos-
sible explanation for the distinct g-tensors in the four com-
pounds: the Coulomb potential associated with the pucked-
ring of O2 has been greatly reduced in Er2Pt2O7/Er2Sn2O7
compared to that of Er2Ti2O7/Er2Ge2O7, which makes the
g-tensor more anisotropic. In the limit of q2r2 → 0, our PC cal-
culations show that the ground state CEF wave-functions will
take the simplest form |±〉 = |Jz = ±1/2〉 so that g‖ = 9.6
and g⊥ = 1.2. Moreover, we find that whereas the crystallo-
graphic Er-O1 distance is always smaller than that of Er-O2
for all compounds, a good fit to experimental data requires
r1/r2 > 1 except for X = Ti. Furthermore, the larger the
X atomic number, the larger the fitted r1/r2 ratio. A possi-
ble explanation is that the covalency betwen oxygen and X is
very different between X4+ ions with empty d-orbitals (e.g.
Ti4+) and ions with filled d-orbitals (e.g. Ge4+, Sn4+, Pt4+).
It suggests that although the Coulomb potential of these non-
magnetic ions is not explicitly contributing to the CEF in the
PC model, it is nonetheless reflected in the parameters of our
effective PC model and thus can tune the single-ion properties.
In short, by examining the existing experimental data for
two families of rare-earth pyrochlore oxides, our results pro-
vide a solid benchmark of the effective PC model, showing
that: (i) by combining the effects of local crystallography
and covalency, it is possible to derive a physically meaningful
and universal effective PC model that faithfully reproduces
the CEF spectra for a series of compounds; (ii) because the
effective PC model reduces the number of free parameters
compared to the traditional approach, a least-squares fit to
experimental data allows to faithfully predict the spatially-
anisotropic single-ion properties of a given system.
IV. TRIPOD KAGOME MAGNETS
In this section, we turn to the tripod kagome magnets. We
first consider the site symmetry as well as the local environ-
ment of the tripod kagome structure and arrive at a modified
effective PC model. Next, we present the experimental re-
sults from the inelastic neutron scattering measurements on
R3Mg2Sb3O14 (R = Tb, Ho, Er, Yb), and perform PC fits
to their CEF excitation spectra. We check the validity of our
PC fit by comparing calculated magnetic susceptibility and
isothermal magnetization to experiments. Finally, we cal-
culate the g-tensor of the CEF ground-state for each com-
pound, and discuss the implications for the collective multi-
ion physics.
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FIG. 5. Momentum- and energy-dependence of the inelastic neutron scattering intensity I(Q, ω) for R3Mg2Sb3O14 (R = Tb, Ho, Er, Yb)
measured with different neutron incident energies at different temperatures. The top two rows show the Ei = 30 meV datasets at T =5 K and
100 K, respectively. The bottom two rows shows the Ei = 120 meV datasets except for Yb3Mg2Sb3O14 for which Ei = 240 meV was used.
Distinct groups of excitations from the CEF ground-state are marked by blue arrows.
A. From structure to effective PC model
The crystal structure of the tripod kagome compounds
R3Mg2Sb3O14 can be viewed as a variant of the pyrochlore
which contains kagome planes of magnetic rare-earth ions
separated by nonmagnetic Mg2+ triangular layers [Fig. 1(a)].
The space-group has changed from cubic Fd3¯m in the py-
rochlores to trigonal group R3¯m in the tripod systems. Impor-
tantly, although eachR3+ ion is still surrounded by eight oxy-
gen atoms, the site symmetry is reduced from D3d to C2h31.
This can be seen directly from the local structure, which in-
stead of having one three-fold and three two-fold rotational
axes, only preserves axial symmetry with a two-fold rotational
C2 axis that lies in the kagome plane [Fig. 1(b)]. As a con-
sequence, whereas it requires only 6 Stevens’ operators to de-
scribe the CEF Hamiltonian of the pyrochlores, it calls for
15 CEF parameters for the tripod kagome magnets16. If we
choose the y-axis as the C2 axis, these are Amn (or B
m
n ) with
n = 2, 4, 6 and m = 0, 1, ..., n. For many of the compounds
in the tripod-kagome family, determining the parameters of
the CEF Hamiltonian directly from neutron-scattering spectra
is impossible because the experimental observables are con-
siderably fewer than the fitting parameters. For example, only
three excitation levels and two intensity ratios can be extracted
from the CEF excitations for Yb3Mg2Sb3O14 which is vastly
insufficient to determine the 15 CEF parameters.
Instead of fitting the CEF parameters directly, we employ
an effective PC model similar to the one demonstrated for py-
rochlores. Given the local two-fold symmetry, 9 independent
parameters are required to fully describe the PC model for
R3Mg2Sb3O14. These are r1, r2, r3, θ2, θ3, φ3, q1, q2, q3,
with the detailed coordination of the eight surrounding PCs
listed in Tab. I. Compared to the 5 PC parameters for py-
rochlores, the 4 additional parameters (r3, θ3, φ3, q3) are as-
sociated with the O3 position that is split from O2 as a result
of breaking the three-fold symmetry. Following the procedure
established for pyrochlores, we build an effective PC model
using the crystallographicR-O-R bond angles with θ2 ≈ 78◦,
θ3 ≈ 76.5◦, φ3 ≈ 59◦31, and use the same reduction factor,
f ≈ 0.72, for the PC distances, i.e. r1 = r2 = r3 = f ∗ rc1.
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FIG. 6. Energy dependence of the measured CEF excitations for
Er3Mg2Sb3O14 (open black circles) and our best PC fits to data
(solid red lines). The experimental data are extracted from the con-
tour maps of Fig. 5 with the phonon background subtracted. The star
labels an unexpected mode which is likely associated with a small
percentage of the site-disordered Er at the Mg site.
Compared to pyrochlores, the local environment for the oxy-
gen atoms in the pucked-ring has changed dramatically. The
O2 ion in a tripod-kagome structure is in the center of two
R3+, one Mg2+, and one Sb5+, whereas the O3 ion is in the
center of one R3+, one Mg2+, and two Sb5+. Since Sb5+
captures a majority of the covalent electrons fromO2−, we ex-
pect a much smaller effective charge amount associated with
O3 compared to O2. Thus, we choose q1 = 0.5e, q2 = 0.3e,
q3 = 0.15e for the effective PC model of the tripod kagome
structure.
B. PC fit to inelastic neutron scattering
We refine the effective PC model by fitting inelastic neu-
tron scattering spectra. An overview of the inelastic neutron
scattering spectra for R3Mg2Sb3O14 (R = Tb, Ho, Er, Yb) is
shown in Fig. 5. Four datasets are plotted for each compound,
showing the excitation spectra measured at low (T = 5 K)
and high (T = 100 K or 300 K) temperatures, and with sev-
eral incident neutron energies. We clearly observe CEF exci-
tations from the ground-state, which intensities decay with Q,
and mark them with blue arrows. Phonon excitations are only
observed for Yb3Mg2Sb3O14 below 60 meV [Fig. 5(d)] and
subtracted according to Sec. II. Following this data analysis
procedure, the energy-dependence of the signal is in Figs. 6–9
for each compound, respectively.
We begin with Er3Mg2Sb3O14 (J = 15/2)for which we
expect seven CEF excitation levels from the ground-state
Kramers doublet. Four of the seven excitations are clearly
seen below 55 meV at 5 K at h¯ω = 6.4(2), 10.5(3), 21.6(4),
and 50(1) meV, respectively [Fig. 5 and Fig. 6(a-b)]. Be-
tween 55 meV and 70 meV, a somewhat continuous spectra
is observed which is likely originating from three CEF ex-
citations in addition to some background. Within this energy
range, two intensity maxima are observed at 65(1) and 67.5(9)
meV. Instead of attempting to resolve the missing CEF level,
we perform a global fit to all the spectra in Fig. 6 by vary
the 9 PC parameters. The best fit to the data is achieved
for θ2 = 80.75◦, θ3 = 73.97◦, φ = 59.28◦, q1 = 0.504,
q2 = 0.301, q3 = 0.181, a solution that is not far from
the initial model. The fitted value of PC distances shows
a trend opposite to the crystallographic R-O distances, with
distances decreasing from r1 =1.734 Å to r2 = 1.540 Å, and
r3 =1.479 Å. Given the large difference in atomic number
between Mg2+ and Sb5+ as well as the empty versus filled
d-orbitals, this is not a surprise in light of the results on
Er2X2O7 discussed above. The CEF parameters as well as the
CEF wave-functions for Er3Mg2Sb3O14 are listed in Tab. III.
The curves fitted from the PC model agree well with all mea-
sured data-sets except for an intensity mismatch around 3.8
meV which shows up at both 5 K and 100 K (marked by stars).
We can rule out magnetic impurities as well as the transition
between the 6.4(2) to 10.5(3) meV. A similar weak peak is
observed in Ho3Mg2Sb3O14 at ∼ 3 meV [Fig. 7] , but not
in Yb3Mg2Sb3O14 [Fig. 5(d)], ruling out the possibility of
an unsubtracted phonon signal. A likely explanation is struc-
tural site-disorder. Previous studies of the tripod kagome com-
pounds generally indicate 3-5%R3+ ions located at the Mg2+
site, which is surrounded by 6 oxygen ligands24,29–31 what
likely gives rise to different CEF excitations. A Lorentzian
peak fit to the 5 K, Ei = 30meV spectra indicates a 3.4(3)%
peak intensity of the 3.4 meV feature compared to that of the
strongest peak at 6.4(2) meV, consistent with the percentage
of site-disorder. Furtheremore, our effective PC model based
on an octahedral ligand environment (Tab. I) predicts that the
most intense CEF excitation is indeed around 5 meV for both
site-disordered Er3+ and Ho3+ ions. This scenario is further
supported by recent CEF measurements on spinel MgEr2Se4
where the strongest CEF excitations is observed at 4.16 meV
for Er in a similar ligand environment57.
Next, we look at Ho3Mg2Sb3O14 (J = 8) for which the
CEF spectra is expected to comprise 2J+1=17 singlet levels32.
However, instead of seeing 16 CEF levels, our measure-
ments resolve 5 crystal-field excitations [Fig. 5(b), Fig. 7],
whose energy scheme and relative intensities resemble those
of Ho2Ti2O743 except for an overall renormalization in en-
ergy. This is expected because as long as the deviation from
trigonal symmetry is small, all the non-Kramers doublets in
the pyrochlores should only split weakly in energy, what is
generally beyond the resolution of our neutron measurements.
In this sense, it is almost impossible to perform a conventional
CEF fit based on the resolved CEF energies and intensity ra-
tios. Thus, we perform a global fit to the four spectra in Fig.
7 to refine and effective PC model that best reflects the CEF
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FIG. 7. Energy dependence of the CEF excitations in
Ho3Mg2Sb3O14 (open black circles) and our best PC fits (solid red
lines). The experimental data are extracted from the contour maps
of Fig. 5 with the phonon background subtracted. The star labels an
unexpected mode which is likely associated with a small percentage
of the site-disordered Ho at the Mg site.
excitations. The initial values of our PC parameters are cho-
sen as the fitted values for Er3Mg2Sb3O14 and the best fit is
shown as red lines in Fig. 7.
We continue with Yb3Mg2Sb3O14 for which Yb3+ has J
= 7/2 for which we expect to see three CEF excitations from
the ground-state Kramers doublet. Our measurements indeed
resolve three modes at 69.3(5) meV, 89(1), and 113(1) meV,
respectively [Fig. 5(d), Fig. 8]. We isolate the pure CEF sig-
nals by subtracting the low-Q intensities with a fraction of the
high-Q intensities, and the normalized CEF spectra is shown
as black dots in Fig. 8 (b). Since the Boltzmann factor at
300 K is not large enough to populate the higher CEF levels,
only the 5 K data-set is used for the PC fit. In the current
case, the number of experimental observable is considerably
less than either the number of CEF parameters (15) or that of
PC parameters (9), so we expect a lot of degenerate solutions
which would give us identical fits to the spectra. As the effec-
tive PC model provides a physically meaningful starting point,
we only seek for local minimum of Rwp around our starting
parameters and impose that the fitted results be accepted only
if r1 > r2 > r3 and 0.5e ≈ e1 > e2 > e3. Starting from the
PC parameters of Er3Mg2Sb3O14, the best fit to the experi-
mental data is plotted as the red line in Fig. 8(b).
Finally, we turn to Tb3Mg2Sb3O14. The Tb3+ ion has
J = 6, for which we expect to see 13 singlet CEF excita-
tions at 5 K. However, we observe only 3 groups of excita-
tions [Fig. 5(a)]. While the first excitation at 2.2(3) meV
is relatively sharp, the latter two excitation modes are ex-
tremely broad and their main peak intensities are distributed
between 10-20 meV and 30-40 meV, respectively. Similar to
that of Yb3Mg2Sb3O14, we start from the PC parameters of
Er3Mg2Sb3O14, and obtains a fit to data that fulfills the cri-
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dows. data are extracted from the contour maps of Fig. 5 and is
plotted in a log-scale for a better illustration. (b) Phonon background
subtracted data (open black circles) and our best PC fits (solid red
line).
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FIG. 9. Energy dependence of the measured CEF excitations for
Tb3Mg2Sb3O14 (open black circles) and our best PC fits to data
(solid red lines). The experimental data are extracted from the con-
tour maps of Fig. 5 with the phonon background subtracted.
teria r1 > r2 > r3 and 0.5 ≈ e1 > e2 > e3. Note that for
this compound, we need to manually set peak widths in or-
der to reach a satisfactory fit. In addition, some over-fit to the
background is noticeable above 40 meV [Fig. 9] where the
excitation spectra is dominated by phonons [Fig. 5(a)].
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FIG. 10. (a) Measured (open circles) and calculated (solid lines) magnetic susceptibility for R3Mg2Sb3O14 (R = Tb, Ho, Er, Yb). Red and
blue lines denote the CEF susceptibility with and without a molecular-field correction, respectively. (b) Measured (open circles) and calculated
(solid lines) isothermal magnetization curves at various temperatures. Solid and dashed lines denote the CEF susceptibility with and without a
molecular-field correction, respectively. (c) Orientations and geometries of the local g-tensor ellipsoids with respect to the kagome plane.
C. Susceptibility/magnetization & g-tensor/principle-axes
Table III lists the fitted values of the PC parameters, the
corresponding CEF parameters, and CEF wave-functions for
R3Mg2Sb3O14 (R = Tb, Ho, Er, Yb). Using these pa-
rameters, we calculate the power-averaged DC susceptibil-
ity (χCEFpowder) and isothermal magnetization (M
CEF
powder) from
the CEF levels of each of the compounds. As shown in
Fig. 10 (a), the calculated 1/χCEFpowder and M
CEF
powder gener-
ally agrees with the measured curves for all temperatures and
magnetic fields, what strongly validates our approach. When
taking a closer look at the data for Er3Mg2Sb3O14, 1/χCEFpowder
seems to underestimate the measured values by a constant
amount [Fig. 10(a) inset], meanwhile, MCEFpowder tends to over-
estimate the measured magnetization, which becomes more
obvious at low temperatures [Fig. 10(b)]. Both disagree-
ments can be explained by two-ion antiferromagnetic inter-
actions. Once we account for this effect using a Weiss molec-
ular field, the corrected susceptibility (χCEF+λpowder ) and magneti-
zation (MCEF+λpowder ) with λ = 0.321 K almost perfectly agrees
with the experimental values. The same correction can be
made for the other three compounds. We obtain the value
of λ by fitting the susceptibility below 25 K which yields -
0.012 K for Ho3Mg2Sb3O14, 0.302 K for Yb3Mg2Sb3O14,
and 0.215 K for Tb3Mg2Sb3O14. We notice that for the
Tb compound, the corrected 1/χCEF+λpowder still clearly devi-
ates from the experimental curve below 10 K. Meanwhile,
although MCEF+λpowder accounts for the magnetization at 40 K
quite well, it obviously overestimates magnetization at high-
field and low-temperature. Therefore, we conclude that while
our PC fits successfully describes the CEF Hamiltonian for
R3Mg2Sb3O14 (R = Ho, Er, Yb), further investigations are
necessary to determine unambiguously the CEF Hamiltonian
for Tb3Mg2Sb3O14.
The CEF scheme for the four compounds from our PC fit is
summarized in Fig. 11. For Er and Yb compounds, the CEF
ground state is a well isolated Kramers doublet (designated by
|±〉). For Tb and Ho compounds, the CEF ground-state com-
prises two singlets (designated by |0〉 and |1〉) that are weakly
split in energy. Importantly, |0〉 and |1〉 can be approximately
expressed in the symmetric and anti-symmetric form of a non-
Kramers doublet,
|0〉 ≈ 1√
2
(|+〉+ |−〉), |1〉 ≈ 1√
2
(|+〉 − |−〉). (18)
Since symmetric and anti-symmetric wave-functions are the
eigenstates of the σx Pauli matrix, an energy splitting between
two crystal-field singlets can be exactly mapped into a trans-
verse magnetic field acting on a corresponding doublet32,58.
Therefore, the mapping from the total angular momentum ba-
sis to the effective spin-1/2 basis is still valid as long as the
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FIG. 11. A summary of the fitted and predicted CEF lev-
els from the effective PC model for six tripod kagome com-
pounds R3Mg2Sb3O14, and two rare earth triangular compounds
RMgGaO4. Solid and dashed lines present doublet and singlet lev-
els, respectively. Inset: zoomed low energy region below 3 meV for
Tb3Mg2Sb3O14 and Ho3Mg2Sb3O14.
two-singlet is well separated from higher-energy CEF levels.
Eq. 18 allows us to obtain the necessary wave-functions |±〉
that can be used in Eq. 13-14 to calculate the g-tensor. As dis-
cussed earlier, with under-determined principal axes, a two-
step rotation is required to make the g-tensor diagonal. Taking
Er3Mg2Sb3O14 as an example, the calculated and the diago-
nalized g-tensor yield:
g =
(
9.33 0 10.24
0 0.53 0
0 0 1.10
)
−→
(
13.88 0 0
0 0.53 0
0 0 0.74
)
,
which are related by a pseudo-spin rotation (Eq. 16) and a
pseudo/real-spin co-rotation (Eq.17). The latter contains a ro-
tation of 3.4◦ along the C2-axis which finally transforms the
xyz coordination defined for our PC model into the princi-
pal coordinate x′y′z′ where g is diagonal [Fig. 1(b)]. The
real-space rotation angles required for the other three com-
pounds can be obtained in the same way which are generally
within 3◦ [see Table III]. This suggests that our initial assump-
tion is roughly correct: the O1 ligand provides the strongest
Coulomb potential that distinguishes them from the remain-
ing oxygen ligands, making the R-O1 bond direction approx-
imately one of the principal axes.
D. Single-ion & Collective physics
In this section, we provide a case by case discussion of the
the implications of our work for the collective physics in each
of the four tripod-kagome compounds.
The CEF two-singlet in Ho3Mg2Sb3O14 gives rise to an ef-
fective Ising moment with Ising axes pointing into the center
of local tetrahedron [Fig. 10(c)]. The strong dipolar interac-
tions in such an arrangement prefer one-in-two-out or two-
in-one-out configurations in a triangle, which gives rise to
emergent magnetic charges and classical spin-fragmentation
physics at low temperatures30,59. Along with the effective
transverse field generated from the splitting of 0.15 meV of
the two-singlet CEF ground state, the systems maps into a
canonical model for quantum magnetism: interacting Ising
spins under a transverse field. As demonstrated in our separate
study32, a transverse Ising model based on a dipolar kagome
ice is promising to stabilize a high-entangled quantum state,
and Ho3Mg2Sb3O14 provides an example on how quantum
fluctuations can be generated from CEF effects alone.
Similarly, Tb3+ ions in Tb3Mg2Sb3O14 possess a two-
singlet CEF ground state with a separation of 0.06 meV,
according to our PC fits. Although this number might be
not be accurate, the anisotropy of pseudo-spins is expected
to be the same Ising type as that of Ho3Mg2Sb3O14 if re-
stricted to the lowest two singlets [Fig. 10(c)]. Interest-
ingly, unlike Ho3Mg2Sb3O14, neither a magnetic order nor
emergent magnetic charge order in observed experimentally
in Tb3Mg2Sb3O1431. The difference is likely coming from
the two low-lying excited CEF singlets at 2.0 meV and 2.6
meV, which is absent in Ho3Mg2Sb3O14. As these levels are
comparable in energy to the spin-spin interactions, a proper
effective description of the CEF will necessarily include 4
singlet levels, akin to the virtual CEF excitation theory pro-
posed for Tb2Ti2O760. We emphasize that determining the
CEF Hamilton for Tb-related compounds has been proven to
be a challenging task. Even within the pyrochlore family, the
CEF Hamiltonian for Tb-pyrochlores has received the most
attention and controversy over the last decade44,46,47. This is
due, first, to weak CEF levels that are not easily determined
by neutron experiments what complicates the CEF fits; sec-
ond, the high energy CEF excitations are strongly contami-
nated by phonons where magneto-elastic coupling is likely to
play a key role. Similar magneto-elastic coupling have been
demonstrated to be related to the peak splitting of the strongest
CEF excitations in Ho-pyrochlores51. For Tb3Mg2Sb3O14,
we notice that the high-energy phonon signals are much more
intense (in absolute scale) than that of the other three com-
pounds, providing an anomalous background that prevents us
determining any CEF levels above 70 meV [Fig. 5(a-d)].
A previous study has shown that Yb3Mg2Sb3O14 exhibits
long ranged magnetic order at 1.67 K with a magnetic struc-
ture that has not been reported to date31. With gxx > gyy >
gzz , the anisotropy ellipsoid of Yb3+ has an almond shape
where none of the three components in g-tensor is negligible
[Fig. 10 (c)]. Since the super-exchange can be obtained as
a perturbation to the CEF Hamiltonian, we expect that the
exchange interactions that couple to the xy components of
spins will be stronger than others associated with the z com-
ponent, with possible existence of off-diagonal couplings be-
tween xy and z components. Therefore, the magnetic struc-
ture is unlikely to be the all-in-all-out type as that observed
in Nd3Mg2Sb3O1429, but rather likely to be a non-coplanar
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TABLE III. Tabulated results of the PC parameters, diagonalized g-tensors, CEF parameters, CEF energies, and wave-functions of the CEF
ground states for R3Mg2Sb3O14. The results for compounds with R = Tb, Ho, Er, Yb are obtained from PC fits of Fig. 6 to 8. The numbers
for Dy3Mg2Sb3O14 and Tm3Mg2Sb3O14 are predicted results from Effective PC models.
Effective PC model
PC parameters g-tensor
r1(Å) r2(Å) r3(Å) θ2(◦) θ3(◦) φ3(◦) q1(e) q2(e) q3(e) gxx gyy gzz γ(◦)
Tb3Mg2Sb3O14
PC Fit
1.771 1.624 1.387 83.2 79.6 56.6 0.597 0.288 0.120 0 0 14.35 3.2
Ho3Mg2Sb3O14 1.639 1.572 1.395 81.1 79.6 54.7 0.504 0.302 0.122 0 0 19.47 0.3
Er3Mg2Sb3O14 1.734 1.540 1.479 80.8 74.0 59.3 0.504 0.301 0.181 13.88 0.53 0.74 3.3
Yb3Mg2Sb3O14 1.550 1.475 1.340 78.0 74.0 62.4 0.482 0.223 0.121 5.33 3.23 1.63 3.2
Dy3Mg2Sb3O14 PC Calc.
1.65 1.60 1.42 78 76.5 59 0.5 0.3 0.15 0 0 19.65 3.2
Tm3Mg2Sb3O14 1.6 1.5 1.35 78 76.5 59 0.5 0.3 0.15 0 0 10.34 4.5
CEF eigen-energies (meV) and ground state eigen-functions in |J, Jz〉 basis
Tb3Mg2Sb3O14 PC fit
Ei = 0, 0.06, 2.0, 2.6, 15.6, 19.0, 33.6, 34.5, 41.9, 50.5, 60.8, 68.9, 72.2
|0〉 = −0.029(|6〉 − |−6〉)− 0.686(|5〉+ |−5〉) + 0.034(|4〉 − |−4〉)
+0.119(|3〉+ |−3〉) + 0.101(|2〉 − |−2〉)− 0.053(|1〉+ |−1〉)− 0.000 |0〉
|1〉 = 0.030(|6〉+ |−6〉) + 0.671(|5〉 − |−5〉)− 0.158(|4〉+ |−4〉)
−0.091(|3〉 − |−3〉)− 0.118(|2〉+ |−2〉+ 0.028(|1〉+ |−1〉) + 0.024 |0〉
Ho3Mg2Sb3O14 PC fit
Ei = 0, 0.15, 16.4, 16.9, 20.2, 20.9, 32.4, 32.8, 53.3, 54.9, 64.3, 66.5, 66.9, 72.0, 72.3, 74.6, 75.5
|0〉 = 0.690(|8〉+ |−8〉)− 0.006(|7〉 − |−7〉)− 0.006(|6〉+ |−6〉)− 0.118(|5〉 − |−5〉)
+0.053(|4〉+ |−4〉) + 0.019(|3〉 − |−3〉) + 0.003(|2〉+ |−2〉) + 0.068(|1〉 − |−1〉)− 0.025
|1〉 = 0.693(|8〉 − |−8〉)− 0.017(|7〉+ |−7〉) + 0.002(|6〉 − |−6〉)− 0.106(|5〉+ |−5〉)
−0.008(|4〉 − |−4〉)− 0.065(|3〉+ |−3〉) + 0.003(|2〉 − |−2〉)− 0.048(|1〉 − |−1〉)− 0.000 |0〉
Er3Mg2Sb3O14 PC fit
Ei = 0, 6.5, 10.4, 21.49, 49.8, 58.9, 64.7, 68
|±〉 = ±0.077 |±15/2〉 − 0.138 |±13/2〉 ± 0.271 |±11/2〉+ 0.200 |9/2〉 ∓ 0.188 |±7/2〉
+0.326 |±5/2〉 ∓ 0.316 |±3/2〉+ 0.189 |±1/2〉 ∓ 0.465 |∓1/2〉+ 0.081 |∓3/2〉 ∓ 0.027 |∓5/2〉
−0.408 |∓7/2〉 ± 0.274 |∓9/2〉 − 0.187 |∓11/2〉 ± 0.283 |∓13/2〉 − 0.045 |∓15/2〉
Yb3Mg2Sb3O14 PC fit
Ei = 0, 69.2, 89.3, 114.0
|±〉 = 0.004 |±7/2〉 ∓ 0.082 |±5/2〉 − 0.119 |±3/2〉 ± 0.041 |±1/2〉 − 0.940 |∓1/2〉
±0.046 |∓3/2〉 − 0.076 |∓5/2〉 ± 0.294 |∓7/2〉
Dy3Mg2Sb3O14 PC Calc.
Ei = 0, 32.6, 39.7, 52.2, 63.1, 83.0, 92.8, 101.4
|±〉 = ±0.001 |±15/2〉+ 0.005 |±13/2〉 ∓ 0.002 |±11/2〉 − 0.004 |9/2〉 ± 0.008 |±7/2〉
−0.004 |±5/2〉 ∓ 0.037 |±3/2〉 − 0.002 |±1/2〉 ± 0.015 |∓1/2〉+ 0.013 |∓3/2〉 ∓ 0.030 |∓5/2〉
+0.030 |∓7/2〉 ± 0.191 |∓9/2〉+ 0.029 |∓11/2〉 ∓ 0.095 |∓13/2〉 − 0.975 |∓15/2〉
Tm3Mg2Sb3O14 PC Calc.
Ei = 0, 7.1, 20.1, 33.2, 35.2, 37.8, 60.8, 70.1, 82.7, 85.1, 92.4 109.6, 114.6
|0〉 = 0.163(|6〉+ |−6〉)− 0.088(|5〉 − |−5〉) + 0.061(|4〉+ |−4〉)
−0.667(|3〉 − |−3〉) + 0.002(|2〉+ |−2〉)− 0.130(|1〉 − |−1〉)− 0.000 |0〉
magnetic structure with spins showing a great tendency to lie
in the local xy plane.
The most surprising result of our work is that the g-tensor of
Er3Mg2Sb3O14 is very uniaxial. This contradicts our previous
assumptions of XY anisotropy which was based on a compar-
ison to Er-pyrochlore analogues27. However, this Ising-like
anisotropy has two fundamental differences compared to that
of the Ho or Tb compounds: first, the easy axis is not point-
ing along the local z-direction, but rather x-direction that is
about 65◦ canted away from the kagome plane; second, the
components of gyy and gzz are not zero which in principle
allow for observable spin dynamics even in the absence of
transverse fields. The two consequences are, first, the sys-
tem is still highly frustrated given an antiferromagnetic inter-
action between the moments along local x-direction; second,
similar to that in the Yb and Er pyrochlores61,62, we expect
off-diagonal couplings between x components and yz compo-
nents. Since no magnetic ordering down to 50 mK has been
observed experimentally27,31, Er3Mg2Sb3O14 is an quantum
spin liquid candidate whose interpretation calls for a quantum
Ising model with anisotropic exchanges.
V. DISCUSSION: OTHER APPLICATIONS
A. Tuning the transverse field in Ho3Mg2Sb3O14
Similar to the example established for Yb2Ti2O7 in Fig. 3,
the effective PC model can be used to study how the CEF re-
acts to the changes of PC parameters. This can sometimes be
extremely useful. Taking Ho3Mg2Sb3O14 for example, our
previous work has shown that the excitation associated with
the splitting of the ground-state doublet in Ho3Mg2Sb3O14
appears highly overdamped due to interactions between sites,
which precludes a direct measurement of that energy scale
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TABLE IV. Tabulated CEF parameters, CEF energies, and g-tensors from the Effective PC calculations for the average structure of YbMgGaO4
and TmMgGaO4.
PC Calc. PC parameters CEF parameters (meV) CEF energies g-tensor
r1(Å) θ1(◦) q1(e) A02 A04 A34 A06 A36 A66 Ei (meV) g‖ g⊥
YbMgGaO4 1.607 61.7 0.5 -58.1 -15.1 695.0 5.1 -34.6 52.0 0, 41.3, 84.3, 129.6 3.32 2.10
TmMgGaO4 1.613 61.7 0.5 -77.5 -15.7 721.7 5.5 -36.9 55.4
Singlet: 0, 0.4, 87.0, 92.1, 134.4
0 13.24
Doublet: 52.5, 68.5, 120.6, 132.3
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FIG. 12. CEF energy of Ho3Mg2Sb3O14 as a function of lattice
change in a log-log scale. The lattice contraction/expansion is char-
acterized by a ratio, f , where f =1 corresponds to the fitted PC model
in Table. By performing a linear fit of the two-singlet splitting be-
tween f = 0.96 and 1.04, we obtained a exponential dependence as
∆ ∼ f−14.0(1).
with neutrons32. To minimize the interaction effects be-
tween sites and to directly observe the two-singlet excitation,
we synthesized a very dilute Ho tripod kagome compound
(Ho0.01La0.99)3Mg2Sb3O14 whose single-ion excitation can
be understand within a two singlet splitting of ∆=1.14 K32.
As the lattice parameters the doped compound are approx-
imately 2.9% larger than that of Ho3Mg2Sb3O14, a natural
question that arises is how ∆ responds to the change in lat-
tice parameters. This can be easily investigated by our PC
calculations. If we assume the PC parameters for distance
(ri) changes linearly with the lattice contraction/expansion,
we can track the CEF energies as a function of a lattice
change. By varying the lattice parameters nearby the fitted
PC parameters for Ho3Mg2Sb3O14, denoted by a ratio, f ,
all the excited CEF levels have an exponential dependence
of the lattice contraction/expansion, evidenced by the lin-
ear dependence of the CEF energies as a function of f in
a log-log plot [Fig. 12]. Notably, the two singlet splitting
has a much more dramatic response to lattice changes com-
pared to other excited CEF levels, i.e. ∆ ∼ f−14.0(1) versus
Ei ∼ f−4.01(3). It means that if we extrapolate the value of
∆ from (Ho0.01La0.99)3Mg2Sb3O14 to Ho3Mg2Sb3O14, the
corresponding value of ∆ will be 1.14×(1.029)14 = 1.72 K. It
also means that one can efficiently tune the transverse field
in Ho3Mg2Sb3O14 by applying physical or chemical pres-
sure: a 3% change in lattice will result in 50% change in
∆. Recalling the 1/f3 dependence of the dipolar interac-
tion, it means lattice contraction/expansion can effectively
tune the ratio of transverse field over the dipolar interactions
in Ho3Mg2Sb3O14. Importantly, this ratio is the essence of
the transverse Ising model on a kagome dipolar magnet which
determines the boundary between several distinct quantum
phases, as demonstrated by our previous simulations32. This
example shows how PC calculations can be used to investi-
gate the effects of physical or chemical pressure on the quan-
tum dynamics of transverse Ising model, which also provides
insights into the search for quantum spin ices based on non-
Kramers ions.
B. Scaling CEF to Dy3Mg2Sb3O14 and Tm3Mg2Sb3O14
In the spirit of the Effective PC model, we can make pre-
dictions of CEF for other tripod kagome compounds. This is
similar to the scaling arguments proposed for the pyrochlores
but within a more physically-meaningful framework63. Start-
ing from the Effective PC model for the tripod structure, we
can choose q1 = 0.5e, q2 = 0.3e, q3 = 0.15e, and θ2 = 78◦,
θ3 = 76.5
◦, φ3 = 59◦ which are the approximate numbers
from the local crystallography. For the distance PC param-
eters, we extrapolate the fitted ri values from R3Mg2Sb3O14
(R = Tb, Ho, Er, Yb) since Dy and Tm are between Tb/Ho and
Er/Yb in the periodic table, respectively. The numbers for the
Effective PC model are listed in the Table III and the predicted
CEF levels are plotted in Fig. 11. Consistent with earlier
studies, the Dy3+ ion exhibits a well isolated Kramers dou-
blet ground state where the first excited CEF level is around
32 meV30. On the other hand, Tm3Mg2Sb3O14 is expected
to host a well isolated singlet ground state with an energy
separation of 6 meV from the first excited singlet. This en-
ergy separation is expected to be at least one order of mag-
nitude larger than the spin-spin interactions, making interest-
ing many-body physics irrelevant at low temperature. There-
fore, similar to that of Pr3Mg2Sb3O1424,31, we expect only
single-ion magnetism for Tm3Mg2Sb3O14. We comment that
a tripod kagome variant, Tm3Zn2Sb3O14, whose low temper-
ature magnetism has been investigated recently64, is likely to
be associated with both a large two CEF singlets splitting and
site-disorder effects which are enhanced for Zn-based tripod
kagome compounds to due the large R atomic number31.
16
C. Triangular magnets TmMgGaO4 and YbMgGaO4
Given the success of our effective PC model to treat the
pyrochlore and tripod kagome compounds, it is natural to
extend the model for other rare earth oxides, for example,
YbMgGaO4 and TmMgGaO4. While it is known that
there is some structure disorders associated with Mg/Ga
occupying the same site10,12,65, both compounds share the
same average structure where the rare-earth ions sit in an
octahedral environment with D3d point group, and oxide
ligands are in the center of a tetrahedron formed by three rare
earth ion and one non-magnetic ion. Although it requires
the same number of Stevens’ parameters to describe its
CEF as for the pyrochlores, many fewer PC parameters are
needed to describe the local ligand geometry (see Table I).
Similar to the Effective PC model established in the previous
sections, we chose the three PC parameters, r1 = 0.72 rc1,
θ1 = 61.7◦, and q1 = 0.5 e. The predicted CEF levels for
YbMgGaO4 and TmMgGaO4 are tabulated in Table IV
and plotted in Fig. 11. Interestingly, TmMgGaO4 exhibits
the same two-singlets ground state as Ho3Mg2Sb3O14 and
Tb3Mg2Sb3O14, where the 0.4 meV splitting of the two-
singlet can be mapped to a transverse field that is comparable
to spin-spin interactions. The estimated splitting is close
to the experimental number based on the heat capacity
measurement of a diluted sample66 and also agrees with
the number from theoretical fits to the spin dynamics67,68,
suggesting that the Effective PC model is doing a good job
at capturing the CEF levels of the average structure. In
contrast, the predicted CEF levels for YbMgGaO4 shows
three excited levels at 40.9, 83.6, and 128.5 meV, respectively.
While the former two levels are close in energy to the 38
and 97 meV levels measured experimentally12,65, the other
CEF level (at 128.5 meV) is much higher in energy than
that observed experimentally (at 61 meV). Interestingly,
our previous measurements indeed observe an additional
weak CEF signal at 134 meV12, and this observation is also
reported by Li et al. but interpreted as a possible neutron
multiple scattering effect65. The discrepancies between PC
model and experiments indicate that the CEF Hamiltonian
of YbMgGaO4 needs to be revisited with a different approach.
VI. SUMMARY & OUTLOOK
In summary, this manuscript introduces the concept of ef-
fective PC model to understand the CEF excitations measured
by inelastic neutron scattering in rare-earth based magnets. It
provides a clear methodology that is benchmarked success-
fully to rare-earth pyrochlore oxides and subsequently ap-
plied to tripod kagome magnets. We predict that our approach
will be useful in practice for systems with low point-group
symmetry where a large number of CEF parameters are ex-
pected. Compared to the conventional Stevens’ operator ap-
proach widely used in the last few decades, the advantages of
the PC approach includes a physically meaningful parameter-
ization, a reduced parameter space, and a level of accuracy
sufficient for CEF excitations to be utilized to determine the
principal axes of the spin-space anisotropy tensor. Perhaps the
most exciting message from our results is that a reasonable
estimation of the CEF spectra and spin-space anisotropies can
be made simply from the local crystallography provided PC
parameters are adjusted. Our manuscript provides a method-
ology to achieve that adjustment. Given the current empha-
sis on magnetic quantum matter with anisotropic spins and
exchange interactions, we expect our PC calculation method
to be useful in searching for rare-earth materials with desired
anisotropy properties.
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