Abstract. Consider the solutions of the defocusing cubic wave equation
Introduction
In this paper we study the defocusing cubic wave equation on the torus T 2 := R 2 /Z 2 , i.e (1.1)
with data (u 0 , u 1 ) ∈ H s (T 2 ) × H s−1 (T 2 ), s ∈ R. Here H s (T 2 ) denotes the standard inhomogeneous Sobolev space, i.e the closure of smooth functions with respect to the following norm f H s (T 2 ) := n sf (n)
Heref denotes the Fourier transform of f , i.ê
f (x)e −iξ·x dx.
It is well-known (see e.g [11] ) that given data (u 0 , u 1 ) ∈ H s (T 2 ) × H s−1 (T 2 ), s > 
Here D denotes the multiplier defined in the Fourier domain by Df (ξ) := |ξ|f (ξ). By iterating the process, one can extend the domain of the solution to the maximal interval of existence I max := (T − , T + ). The next question we would like to answer is whether we can choose the maximal times of existence T + and −T − to be infinite. In other words, does the solution exist globally in time? Since the time of local existence depends on the norm of the initial data, it is sufficient to find for all time T > 0 a finite a priori bound of the H s × H s−1 norm of the solution. The global existence for real data (u 0 , u 1 ) ∈ H s (T 2 ) × H s−1 (T 2 ), s ≥ 1, follows immediately from the conservation of the energy E(u) := 1 2 T 2 |∂ t u(t, x)| 2 dx + 1 2 T 2 |∇u(t, x)| 2 dx + 1 4 T 2 |u(t, x)| 4 dx.
It remains to understand the global behavior of the solution with real data (u 0 , u 1 ) ∈ H s (T 2 ) × H s−1 (T 2 ), s < 1. Bourgain proved in [2] that the solution with real data (u 0 , u 1 ) ∈ H s (T 2 ) × H s−1 (T 2 ), s ≥ , exists globally in time.
Remark 1.2.
A straightforward modification of the arguments in this paper shows that the theorem also holds for solutions of the equation ∂ tt u − △u = −|u| 2 u with complex-valued data (u 0 , u 1 ) ∈ H s (T 2 ) × H s−1 (T 2 ), s > Remark 1.3. In the sequel of this paper we assume implicitly that the data is real.
Now we explain the main ideas and how this paper is organized. Since the energy may be infinite for data (u 0 , u 1 ) ∈ H s (T 2 ) × H s−1 (T 2 ), one cannot use it to control the H s × H s−1 norm of the solution at a given time. Instead we introduce the mollified energy E(Iu(t)) := 1 2 T 2 |∇Iu(t, x)| 2 dx + 1 4 T 2 |Iu(t, x)| 4 dx.
Here the multiplier I is defined in the Fourier domain by 1 |ξ| 1−s , |ξ| ≥ 2 : this is the I-method, designed in [1] , and inspired from the Fourier truncation method, designed in [2] . This mollified energy is finite if the data is in H s (T 2 ) × H s−1 (T 2 ). Furthermore it has a slow variation. So we can control the H s (T 2 ) × H s−1 (T 2 ) norm of the solution on a time interval by estimating the size of the mollified energy on the same interval. Assuming towards a contradiction that one of the maximal times of existence is finite, we control the variation of the mollified energy on an interval near it, which yields a contradiction. It is well-known that the better we estimate this variation, the rougher the data is for which the solution exists globally in time. The variation is first estimated on small subintervals on which some dispersive bounds hold. Then it is estimated on the whole interval by an iteration process. Therefore the larger the subintervals are on which the dispersive bounds hold, the better the estimate of the variation is on the whole interval. In Section 6, we prove that the solution exists globally for s > . In order to maximize the size of the subintervals for which the dispersive bounds hold, we adopt the following strategy:
• we first decompose the solution into its low frequency part and its high frequency part • then we plug this decomposition into the nonlinearity;
• then we use three types of bounds (the potential bound, the kinetic bounds, and the dispersive bounds) and we estimate the nonlinearity by using the following scheme: for the low frequency part, we mostly interpolate with the potential bound, stronger than the kinetic bounds; for the high frequency part, we mostly use the dispersive bounds, using to our advantage the regularity the solution: see Subsection 6.1 for more details. In Section 7, we prove that the solution exists globally for s > 2 5 . The proof uses an adapted-linear decomposition [14] , based upon the fact that the nonlinear part of the solution is smoother than H s (a property observed in [2] ). A key element of the proof is to maximize the size of the subintervals for which this gain of regularity holds. Again we use the same strategy to achieve this goal. The use of the potential bound in Section 6 and in Section 7 is crucial: we shall explain it in Section 4 and in the references given in this section. Remark 1.4. In [2] , Bourgain proved the global existence of the solutions of (1.1) with data in
, by controlling the variation of
D , and N >> 1 parameter to be chosen. This fact, combined with a nonsqueezing property of balls in cylinders of smaller width, allowed him to prove a weak turbulence property for solutions with data in the symplectic space H Acknowledgments: The author would like to thank Nikolay Tzvetkov for suggesting him this problem and for valuable discussions related to this work. The author was supported by an ERC grant while he worked on this problem at Université de Cergy-Pontoise.
Notation
Recall that if f is smooth then we have the inversion formula
Here the n s denote the modes.
Now we recall the Paley-Littlewood decomposition. Let φ(ξ) be a real, radial, nonincreasing function that is equal to 1 on the unit ball {ξ ∈ R 2 : |ξ| ≤ 1} and that is supported on {ξ ∈ R 2 : |ξ| ≤ 2}. Let ψ denote the function
We define the Paley-Littlewood pieces in the following fashion:
Recall that (2.1)
We also define the low frequency part ( resp. the high frequency part ) P N f ( resp. P >>N f ):
, we recall the Bernstein type inequalities
We also defineφ(ξ) to be a smooth, real, radial, nonincreasing function that is equal to 1 on {ξ ∈ R 2 : |ξ| ≤ 2} and that is supported on {ξ ∈ R 2 : |ξ| ≤ 4}. Letψ(ξ) be a smooth, real, radial, nonincreasing function that is equal to 1 on {ξ ∈ R 2 : 1 2 ≤ |ξ| ≤ 2} and that is supported on {ξ ∈ R 2 :
Next we recall the Strichartz estimates (see e.g [9, 11, 12] )
In these papers these estimates are proved on R 2 . However it is well-known that by truncating smoothly the periodic initial data up to (say) [−4, 4] 2 , by considering the solution of (1.1) on R 2 with these new initial data and by using finite speed of propagation, these estimates also hold on T 2 . More generally these estimates hold on compact manifolds without boundary: see [8] .
3 Here D denotes the multiplier defined in the Fourier domain by D f (ξ) := ξ f (ξ)
• the Strichartz estimates with no gain of derivative
• the Strichartz estimates with gain of derivative
Here
Given w a space-time function we define Z m,s (J, w) to be the following number
General strategy
In this section, we explain the general strategy to prove global existence for data
Assume towards a contradiction that T + < ∞. Then we necessarily have
Our goal is then to prove that for some ǫ < 1 fixed and small enough
which contradicts (3.1). A similar reasoning shows that
Translating in time if necessary we may assume that T + = ǫ; therefore we are reduced to show that
We first prove that there exists
see Subsection 5.1. Next we prove that for s > s 0 (with s 0 and N >> 1 to be determined)
this yields global existence for s > s 0 , in view of Proposition 5.2. Assume towards a contradiction that (3.4) does not hold, then this means that there exists ǫ 0 ∈ [0, ǫ) such that
Our goal is then to prove that (3.5) cannot hold. There are three steps:
(1) Local boundedness: control of some norms on an interval
this is done by using (3.6), (2.2), and (2.3). (2) Local variation of E(Iu): estimate on J "small" (in a sense to be determined) of the variation of the mollified energy by using the local bounds of these norms ( 
This contradicts (3.5), in view of (3.3).
The kinetic bounds, the potential bound and the dispersive bounds
Throughout this paper we use three types of bounds:
• the kinetic bounds: notice from (3.6) that the following bound of the kinetic part of the mollified energy holds, i.e
The kinetic bounds are the bounds of the type L ∞ t L r x (J) (with ∞ > r ≥ 2) that can be derived from (4.1) by using universal estimates such as Sobolev inequalities, Bernstein-type inequalities, or fundamental theorem of calculus. For example, from
we see that
We also have
Hence (4.2), (4.3), and (4.4) are kinetic bounds.
• the potential bound : we see from (3.6) that the following potential bound holds:
Notice that this bound is stronger than the one that would be found by using only (4.1). Indeed if we were to bound Iu L ∞ t L 4
x ([0,ǫ0]) by using only (4.1), we would find
this is a worse estimate than (4.5). Therefore this estimate is useful (in fact crucial), in particular when we deal with multilinear expressions where the low frequency part of u appears : see Subsection 6.1 (resp. Subsection 7.2) and in particular Remark 6.2 (resp. Remark 7.5).
• the dispersive bounds: the bounds of the type L q t L r x (with q < ∞ ) that are derived from the Strichartz estimates (2.2) and (2.3), and (4.1). We shall see in Proposition 6.
by using (2.2) and (4.1). Hence Z m,s (J, u) is a dispersive bound of u. We shall use dispersive bounds when we deal with multilinear expressions where the high frequency part of a function f appears: see Subsection 6 and in particular Remark 6.3 and Remark 6.4.
Preliminaries
In this section we prove some preliminary results.
5.1. Proposition: estimate of mollified energy at time 0. In the following proposition, we estimate the mollified energy at time 0. We have
From Bernstein inequality we easily get
5.2. Proposition: estimate of Sobolev norms. In the following proposition, we prove that a bound of the mollified energy automatically yields a bound of the Sobolev norms of the solution. We have
Proof. We have
From Plancherel theorem
Dividing into modes |n| N and |n| >> N we get in a similar fashion
6. Global existence for s > 4 9 In this section, we prove the global existence of a solution u of (1.1) with data in
. 6.1. Local boundedness. In this subsection, we prove that we get some dispersive bounds of the solution on an interval J satisfying a smallness condition (namely the condition (6.1)). In Subsection 6.2, we will use these bounds to estimate the variation of the mollified energy on J. In Subsection 6.3, we will estimate the variation of the mollified energy on the whole interval [0, ǫ 0 ] by partionning it into intervals J satisfying (6.1), and an iteration process. Our goal is to prove these bounds on an interval J as large as possible: this allows to reduce the number of intervals J covering [0, ǫ 0 ], which eventually yields a better estimate of the variation of the mollified energy on [0, ǫ 0 ] and therefore prove the global existence for rougher data. We have the following:
Proof. From (2.2) and (4.3) we get
We have
using at the last line (4.5).
Remark 6.2. We make two comments regarding the estimate above:
• since we work on intervals J with size smaller than one, it is better to create powers of |J| as large as possible by Hölder in time since we want to prove these bounds on J as large as possible. Therefore we place the nonlinearity in the space L q t L r x (J) with the smallest index q such that (q, r) ∈ W ′ m and we control it by using the kinetic bounds (and the potential one) of the solution.
• we interpolate with the potential bound (4.5) of the mollified energy since Y 1 is made of the low frequency part of u: this is consistent with Section 4. So we also use the global information of the solution: this allows to lower the power of N in the estimate of Y 1 , which ultimately enlarges the size of J such that (6.2) holds.
We have (6.4)
By the previous computations X 2 N 2(1−s) . We have
, since (using again (4.5))
Remark 6.3. We make two comments regarding the estimate (6.4).
• Notice that for the high frequency part of u we use a dispersive bound. The dispersive bound creates a power N 3 4 : this comes from the fact that we work with data that have some regularity (the data is in
If we had chosen kinetic bounds to estimate
, we would have found by using the same sheme as (6.3)
therefore it is a worse estimate than (6.5), taking into account (6.1). In fact, this dispersive bound yields better results for regularity purposes, since we control
. But there is a price to pay: we lose integrability in time. We are in L 12 t and not in L ∞ t , so we create a smaller power of |J| by Hölder in time, which is a disadvantage in view of the first comment of Remark 6.2. The computations showed for this example that the loss of integrability effect of the dispersive bound is weaker than the gain of regularity effect. In fact, this observation is rather general and we shall use it until the end of this manuscript: we let the reader check that it is better to use dispersive bounds for the high frequency part than the kinetic bounds. This is consistent with Section 4.
• Notice that again we interpolate with the potential bound (4.5) of the mollified energy for the low frequency part of u. This is again consistent with Section 4 (see also the second point of Remark 6.2).
.
In view of the above estimates we see that, using twice a continuity argument (first for m = Remark 6.4. The reader can check that Y 1 is the most difficult term to bound: this is due to the fact that the other terms contain the high frequency part of u and, consequently, we can use the dispersive bounds to our advantage (see the first point of Remark 6.3). Therefore the interpolation with the potential bound in estimating Y 1 is crucial.
Local variation of E(Iu).
In this subsection, we estimate the variation of the mollified energy on J satisfying (6.1). 6.2.1. The proof. Plugging I into (1.1), computing the derivative of E(Iu) and integrating on J we see that
Hence (6.6) V ar(E(Iu), J) = (n1,...,n4)∈(Z 2 ) 4 J n1+n2+...+n4=0 µ(n 1 , n 2 , n 3 , n 4 ) ∂ t Iu(t, n 1 ) Iu(t, n 2 ) Iu(t, n 3 ) Iu(t, n 4 ) dt , with
Hence plugging the decomposition (2.1) we are reduced to estimate M ∈(2 N ∪{0}) 4 X M , with X M := (n1,...,n4)∈(Z 2 ) 4 J n1+...+n4=0 µ(n 1 , n 2 , n 3 , n 4 ) ∂ t Iu 1 (t, n 1 ) Iu 2 (t, n 2 ) Iu 3 (t, n 3 ) Iu 4 (t, n 4 )dt, M := (M 1 , ..., M 4 ), and u i := P Mi u, 1 ≤ i ≤ 4.
Strategy: We have
with (r 1 , ..., r 4 ) ∈ (1, ∞)
4 : . From (3.6) we see that 
Remark 6.6. We make two remarks regarding the proof of Proposition 6.5.
(1) Since we work again on intervals J with size < 1, it is better to create large powers of |J| in order to have a better estimate of V ar(E(Iu), J). (2) Notice that on high frequencies 5 we mostly use the dispersive bounds: this is consistent with the first point of Remark 6.3. 7. Global well-posedness for s > 2 5 In this section we prove global well-posedness for s > . In order to do that, we implement the use of the potential bound for the low frequency part within an adapted linear-nonlinear decomposition [14] . 5 i.e for frequencies >> N 6 such a choice is possible since s > 4 9 Assumption: we may assume without loss of generality that s < 7.1. Strategy. We recall the strategy of the adapted-linear nonlinear decomposition [14] . Our goal is to enlarge the size of J for which we prove dispersive bounds such as (6.2): this allows to reduce the number of iterations to estimate the variation of the mollified energy on the whole interval [0, ǫ 0 ], which yields eventually a better estimate of the total variation and consequently global existence of solutions of (1.1) for rougher data. Assume for a while that u does not have a nonlinear part, i.e u = u are of course not true and one has to plug the following decomposition
into the variation. But there is an issue: if we perform the decomposition (7.1) the gain of regularity can only be used up to b. Instead we perform an adapted linearnonlinear decomposition: we subdivide the whole interval [0, ǫ 0 ] into subintervals J of same size to be determined (except maybe the last one), and we plug u = u
into the variation so that we can use the gain of regularity from 0 to ǫ 0 .
7.2.
Estimates for the linear part and the nonlinear part. We define the number α to be
:= max (α 1 , ..., α 4 ).
Assume furthermore that α 1. Then
Remark 7.2. It was proved in Proposition 6.1 that for J satisfying (6.1) we have
Hence, combining this estimate with (7.3), we see that X nl N 1−s for J satisfying (6.1). So we see from (7.4) that the gain of regularity holds for all J such that α 1.
2) (and using (3.6)) we easily see that (7.3) holds. Next we prove (7.4). Let u
nl (a)) := (0, 0). By (2.3) and (4.3) we have
where we use
and
x (J) . By (2.2), Proposition 6.1, and (4.5), we have
• Notice that we use dispersive estimates since we work with the high frequency part. This is consistent with the second point of Remark 6.3.
• Notice also that when we estimate the nonlinearity we decompose u into its linear part and its nonlinear part: this allows to use (7.3).
Therefore (7.4) holds.
Since we are interested in using this gain of regularity on an interval J as large as possible, the maximal size of J for which this gain holds is |J| := max |J|<ǫ0: α 1 |J|. One has for N >> 1
in particular, the gain of regularity holds for intervals J with size larger than (6.1).
Remark 7.4. Notice that we did not interpolate with the potential bound in (7.5) and (7.6). If we had used the potential bound for (say) (7.5) we would have found (following the same steps as (6.3))
Hence lettinḡ
and assuming thatᾱ 1, we would have found X nl ᾱN 1−s . By following the same procedure as (7.8), we would have found
this size is smaller than N (2s−1)− . It occurs that for (7.5) and (7.6) it is better to use the Strichartz estimates with gain of derivative and the kinetic bound than the potential bound.
Remark 7.5. However, the use of the potential bound (4.5) in (7.7) is crucial. Indeed recall that the maximal size for which the gain of regularity holds is max |J|<ǫ0:α 1 |J|. If we had only used (4.6) we would have found Proof. From (7.3), (7.4) , and the decomposition u = u
Hence plugging this bound into the proof of Proposition 6.5, we get (7.9).
7.4. Total variation of E(Iu) and global existence for s > 
Hence we see that we must assume s > 8. Appendix 8.1. Leibnitz rule. We prove a fractional Leibnitz rule. The proof is essentially well-known in the literature in the euclidean space (see e.g [3, 10, 13] ). Some slight modifications have to made on T 2 . We give a proof for the convenience of the reader.
Proposition 8.1. Let α ≥ 1 − s and u 1 , u 2 , u 3 be three smooth functions on T 2 . Then
under the conditions
r , and the same conditions for (r 1 ,r 2 ,r 3 ) and (r 1 ,r 2 ,r 3 ).
Proof. It is sufficient to prove
with (r 1 , r 2 , ∞) satisfying (8.1).
Recall first that for all 1 < p < ∞ and for f smooth
Indeed these estimates are true for all R > 0 in the euclidean case
7
, so we can use Theorem 3.6.11, p 229 of [7] . We slightly change the proof of the product Leibnitz rule for the euclidean case (see [13] ). Recall the Bony decomposition
We have, using (8.3)
A similar estimate holds for B.
We have (using also α ≥ 1 − s) we have
, with (p 1 , ..., p k ) ∈ (1, ∞) k such that Hence, from Theorem 3, p 39 of [5] we see that we also have
with (8.6)Λ(f 1 , ..., f k )(x) := (n1,...,n k )∈Z 2k σ(n 1 , .., n k )f 1 (n 1 )...f (n k )e 2iπ(n1+...+n k ).x
Next we use an argument in [15] . More precisely
• For Case 1.a, M 4 N and Case 2.a we write (with B defined in (6.7), (6.8) and (6.12)), Λ 1 (f 1 , f 2 , f 3 )(x) := (n1,n2,n3)∈(Z 2 ) 3 σ b,1 (n 1 , n 2 , n 3 ) f 1 (n 1 ) f 2 (n 2 ) f 3 (n 3 )e 2iπ(n1+n2+n3)·x , One can check that the symbols σ b,1 and σ b,2 satisfy (8.4). Then, using again Plancherel, twice (8.5) , and Hölder, we get (6.7).
• For Case 1.b we have Notice that the symbol σ c satisfies (8.4). Hence we can apply again Plancherel, Hölder, and (8.5) to get (6.7).
