We consider an adaptive signal control problem on a signalized network whose traffic flow dynamic is described by the Lighthill-Whitham-Richards (LWR) model (Lighthill and Whitham, 1955; Richards, 1956) . Such problem explicitly considers traffic-derived emission as side constraints. We seek to tackle this problem using a mixed integer mathematical programming approach. Such a problem class, which we call LWR-Emission (LWR-E), has been analyzed before to certain extent. Since mixed integer programs are practically efficient to compute in many cases (Bertsimas et al., 2011) , the mere fact of having integer variables is not the most significant challenge to computing solutions of MIPs; rather, it is the presence of the nonlinear and nonconvex emission-related constraints that render the program computationally expensive.
Introduction
Traffic signals are essential elements in the management of transportation networks. Over the past decades, signal control strategies have evolved greatly: from simple fixed-time plans based on historical data and updated infrequently throughout the day to adaptive control systems that update continuously in response to real-time traffic information. The performance of a signal control system depends on two primary factors: the optimization procedure employed and the objective of the optimization.
Mathematical programming approach to traffic signal control
We distinguish between two optimization procedures: 1) heuristic approaches, such as those developed with feedback control, genetic algorithms and fuzzy logic; and 2) exact approaches, such as those arising from mathematical control theory and mathematical programming. Among these exact approaches, mixed integer programs (MIPs) are of particular interest and have been used extensively in the signal control literature. For example, Improta and Cantarella (1984) formulated and solved the traffic signal control problem for a single road junction as a mixed binary integer program. Lo (1999a) and Lo (1999b) employed the cell transmission model (CTM) (Daganzo, 1994 (Daganzo, , 1995 and casted a signal control problem as mixed integer linear program. In these papers, the authors were able to address time-varying traffic patterns by adopting dynamic signal timing plans. In Lin and Wang (2004) , the same formulation based on CTM was applied to capture more realistic features of signalized junctions such as the total number of vehicle stops and signal preemption in the presence of emergency vehicles.
One subtle issue associated with CTM-based mathematical programs is the phenomenon known as traffic holding, which stems from the linear relaxation of the nonlinear dynamic. Such an action induces the unintended holding of vehicles, i.e., a vehicle is held at a cell even though there is capacity available downstream for the vehicle to advance. The traffic holding can be avoided by introducing additional binary variables, see Lo (1999c) . However, this approach ends up with a significant amount of binary variables and yields the program computationally demanding. An alternative way to treat holding problem is to manipulate the objective function such that the optimization mechanism enforces the full utilization of available capacities in the network. This approach however, strongly depends on specific structure of the problem and the underlying optimization procedure. A more in-depth discussion on traffic holding can be found in Shen et al. (2007) This paper is concerned with controlling signalized junctions where the dynamics of vehicular flows are governed by the network extension of the Lighthill-Whitham-Richards model. In particular, we employ the link-based kinematic wave model (LKWM) proposed by Han et al. (2012) . This model describes network dynamics with variables associated to the entrance and exit of each link. It employs a Newell-type variational argument (Newell, 1993; Daganzo, 2005) to capture shock waves and vehicle spillback. Analytical properties of this model pertaining to solution existence, uniqueness and well-posedness are provided in Han et al. (2012) . A discrete-time version of the LKWM, known as the link transmission model, was discussed in Yperman et al. (2005) . In contrast to the cell-based math programming approaches where the variables of interest correspond to each cell and each time interval, the model proposed in this paper is link-based, i.e. the variables are associated with each link and each time interval. The resulting MILP substantially reduces the number of (binary) variables needed to properly carry out the flow dynamics. In addition, the link-based approach prevents vehicle holding within a link without resorting to the use of many binary variables. The formulation proposed also captures key phenomena of vehicular flow at junctions in urban networks, such as the formation, propagation and dissipation of physical queues, vehicular spillback and vehicle turning at intersections. It also considers important features of signal control just as dynamic signal timing plans and time-varying flow patterns.
Recent advancement in solving MILP
Due to the critical role of an MILP in mathematical programming, the solution schemes for an MILP have been heavily investigated in literature (see Barnhart et al. (1998) and Geoffrion and Marstern (1972) for reviews on MILP). Despite the presence of integer variables, The computational and algorithmic advances in the last decade have made an MILP of larger problem scales fairly efficiently computable (Bertsimas et al., 2011) via highly commercialized solvers, including CPLEX and Gurobi, given that linearity is maintained in both objective and constraints. However, for the nonlinear case, even though some mixed integer quadratic programs can be handled by both CPLEX and Gurobi, nonlinearity will result in substantial increase in computational overhead in general. If, in addition, any of the objective and/or constraint functions become nonconvex, the problem will become extremely challenging to solve, or, sometimes, even to identify a feasible solution (Burer and Letchford, 2012 ).
Considering vehicle emissions in the optimization procedure
The majority of adaptive traffic signal control schemes update signal timings to minimize total vehicular delays. Representatives of such signal-control systems are OPAC (Gartner, 1983) , RHODES (Mirchandani and Head, 2000) , SCAT (Sims and Dobinson, 1980) and SCOOT (Hunt et al., 1982) . Other control strategies seek to minimize delays to a subset of vehicles; e.g., the goal of transit signal priority strategies is to reduce delays for transit vehicles, often to the detriment of those remaining, for more details, see Skabardonis (2000) . More recently, a transit signal priority strategy was proposed to minimize total person delay, which essentially considers a weighted average of vehicular delay using the passenger occupancies of each vehicle as the weights (Christofa et al., 2013) .
Relatively less attention has been given to vehicular emissions when optimizing signal timings. The earliest work appears to be Robertson et al. (1980) , but this work used macroscopic simulations that did not accurately account for vehicle dynamics at intersections. The efforts that followed either relied on combining detailed emissions models with outputs from microscopic simulations or models (Stevanovic et al., 2009; Li and Shimamoto, 2011; Lin et al., 2010; Lv et al., 2013) , or they relied on macroscopic emissions models estimated from data (Aziz and Ukkusuri, 2012; Zhang et al., 2013) . The former approach is more accurate relies on simulation-based optimization that requires significant computational effort. The latter is useful but as pointed out by a survey paper (Szeto et al., 2012) and the literature therein, the environmental considerations typically result in nonlinear and nonconvex constraints and objective functions in the mathematical programming formulation, which itself imposes tremendous computational burden. As a result, heuristic methods, such as one found in Ferrari (1995) , are developed for this type of problems. Classical methods such as the inner penalty technique (Yang and Bell, 1997) and augmented Lagrangian multiplier technique (Yang et al., 2010) have also been used. This paper presents a novel approach to circumvent the aforementioned computational challenge by including emissions considerations and optimization constraints (for example, maximizing throughput subject to some emissions standard) and reformulating these constraints as linear functions through the use of numerical experimentation and robust optimization. This method is made possible by leveraging observed relationships between aggregated link emission rates and the link occupancy that arise when certain macroscopic or mesoscopic emission models are employed. Such empirical observations are supported by extensive numerical simulations, as we shall demonstrate below. Detailed description of the simulation and synthetic data is presented in Section 3.
Despite the strong correlation between the aggregated emission rate and certain macroscopic traffic quantities (e.g. link occupancy), there are non-negligible errors associated with such approximation. Errors and perturbations to a deterministic model can render an optimal solution in the ideal case suboptimal in implementation. A natural approach to capture uncertainty is by assuming that uncertain parameters follow certain probability distributions and by employing the notions and methodologies in stochastic programming. However, such an approach has two main limitations: 1) exact knowledge of error distributions is often difficult to acquire, and 2) stochastic programming is recognized as highly intractable to solve even with linear objective function and linear constraint functions. In view of these challenges, we propose to handle uncertainty in the perspective of robust optimization.
A robust optimization is a distribution-free uncertainty set approach that seeks to minimize the worstcase cost and/or to remain feasible in the worst scenario. Compared to stochastic programming, robust optimization makes no assumption on the underlying distribution of uncertain parameters. Moreover, it has been shown to work as a powerful approximation to stochastic programming and even probabilistic models with significantly reduced computational cost (Ben-Tal and Nemirovski, 1998 Bertsimas et al., 2011a,b; Bandi and Bertismas, 2012; Rikun, 2011) . Although solutions to robust optimization problems can be relatively conservative, the conservatism is adjustable with the flexibility of choosing uncertainty sets (Bertsimas and Sim, 2004) . A comprehensive review of robust optimization is provided by Bertsimas et al. (2011a) .
Contributions
Due to the highly nonlinear and nonconvex nature of vehicle emission models, signal optimization problems with emission considerations are very difficult to solve by using a mixed integer programming approach; in fact, existing commercial solvers such as CPLEX and Gurobi cannot handle well nonconvex constraints. This paper proposes a practical and effective way to tackle this problem by invoking a novel robust optimization approach based on statistical learning of macroscopic emission models. Through numerical simulations we uncover certain well-defined macroscopic relationships between the link aggregate emission rate and the link occupancy, which is then utilized to transform emission-rated constraints to explicit and mathematically tractably forms. We show that a wide range of emission-related constraints or objectives can be formulated as linear constraints with the introduction of dual variables. Effectively, the signal optimization problem with emission considerations are formulated and solved efficiently as mixed integer linear program (MILP).
The proposed MILP captures vehicle spillbacks, feastures time-varying signal cycle lengths and splits, avoids the traffic holding problem, and addresses nonlinear and nonconvex emissions constraints/objectives in a mathematically tractable way. The proposed solution method is tested using a synthetic experiment to demonstrate its performance.
The proposed methodology is easily transferrable to signal optimization problems with fuel consumption considerations as the mechanisms of car emission and fuel consumption are similar. The general idea of combining statistical learning with robust optimization will also apply to, although in a less straightforward way, other road performance measures such as safety and noise.
Organization
The rest of this paper is organized as follows. Section 2 recaps some basics in the link-based kinematic wave model and presents a mixed integer linear programming (MILP) formulation for optimizing signalized networks. In Section 3, we present details of the numerical simulations that reveal certain macroscopic relationship between the aggregated emission rate and the link occupancy. These results provide empirical support for the robust optimization approach to be presented later. In Section 4 we systematically derive the robust counterpart of the LWR-E problem based on fairly general assumptions made on the macroscopic relationship. Section 5 discusses two generalizations of the LWR-E problem. Section 6 presents a numerical study of the proposed formulation.
2 Formulation of the traffic signal control problem using the variational theory
This section recaps the link based kinematic wave model (LKWM) proposed by (Han et al., 2012) in continuous time, whose discrete time counterpart is equivalent to the link transmission model (LTM) (Yperman et al., 2005) . The problem of optimal signal control is then formulated, based on the LKWM, as a system of differential algebraic equations in continuous time, and a mixed integer linear program in discrete time.
Lighthill-Whitham-Richards model
Following the classical model introduced by Lighthill and Whitham (1955) and Richards (1956) , we capture traffic dynamics with the following first order partial differential equation (PDE), which describes the spatialtemporal evolution of density and flow of vehicles:
jam denotes the jam density, and C is the flow capacity. The function f (·) expresses the relationship between density and flow, and is called the fundamental diagram.
Classical mathematical results on the first-order hyperbolic equations of the form (2.1) can be found in Bressan (2000) . For a detailed discussion of numerical schemes for conservation laws, we refer the reader to Godunov (1959) and LeVeque (1992) . A well-known discrete version of the LWR model, the cell transmission model (CTM), was introduced by Daganzo (1994) and Daganzo (1995) ; the latter also extended the discrete dynamic to network structures through straightforward bookkeeping. Other studies of the network extension of the LWR model or the CTM include Bretti et al. (2006) ; Coclite et al (2005) ; Herty and Klar (2003) ; Holden and Risebro (1995); Jin (2010) ; Jin and Zhang (2003) ; Lebacque and Khoshyaran (1999) and Lebacque and Khoshyaran (2002) .
Let us introduce function
The function N (t, x) is sometimes referred to as the Moskowitz function (Moskowitz, 1965) or the Newellcurve (Newell, 1993) . It has been studied, for example, by Claudel and Bayen (2010) ; Daganzo (2005) ; Moskowitz (1965) and Newell (1993) . N (·, ·) satisfies the following Hamilton-Jacobi equation
Link dynamics
Let us consider a homogeneous link [a, b] , whose dynamic is described by the LWR model. A triangular fundamental diagram of the following form is assumed for the model:
where k and w denotes, respectively, the speeds of forward-and backward-propagating kinematic waves, ρ * denotes the critical density at which the flow is maximized, and ρ jam denotes the jam density. We define a binary variabler(t) that indicates whether the entrance of the link is in the free-flow phase (r(t) = 0) or in the congested phase (r(t) = 1). A similar notationr(t) is used for the exit of the link. We also define the entering flowq(t) and the exiting flowq(t) of the link. The variational theory (Aubin et al., 2008; Daganzo, 2005; Han et al., 2012) then asserts that
where L denotes the length of the link.
Dynamics at signalized intersections
Without loss of generality, we relate our discussion of the intersection model to the junction depicted in Figure 1 . This junction has two incoming links I 1 , I 2 , and two outgoing links I 3 , I 4 . Each link is expressed as a spatial interval [a i , b i ], i = 1, 2, 3, 4. We assume the fundamental diagrams are triangular:
where the same notations as in (2.4) are employed. We make the following assumption.
(A) Drivers arriving at the junction distribute on the outgoing roads according to some known coefficients:
where α ij denotes the percentage of traffic coming from link I i that distributes to outgoing link I j . Such flow distribution matrix can be obtained from historical data. Moreover, although this matrix is treated as constant in our paper, this assumption can be easily relaxed by allowing the coefficients to be time-dependent without affecting our formulation presented below. We next introduce the concepts of link demand and link supply, originally articulated by Lebacque and Khoshyaran (1999) and Lebacque and Khoshyaran (2002) . For each link I i , the demand and supply functions, denoted by D i (t) and S i (t) respectively, are determined as follows
where C i or C j denotes the link flow capacity.
Notice that in the case of a triangular fundamental diagram, the density/flow profile always translates linearly within the link until it meets a shock wave. We then easily derive from the method of characteristics that
Similarly we have that
Therefore, (2.7) and (2.8) can be rewritten as
Let us consider piecewise-constant control functions u 1 (t) and u 2 (t) ∈ {0, 1}, such that u 1 (t) = 1 when the signal is green for I 1 0 when the signal is red for I 1 (2.11) u 2 (t) = 1 when the signal is green for I 2 0 when the signal is red for I 2 (2.12)
One obvious identity must be satisfied by these controls is u 1 (t) + u 2 (t) ≡ 1, ∀t. Finally, we can now express flows propagating through the signalized intersection aŝ 
Theorem i
The dynamics at the signalized intersection visualized in Figure 1 can be described by the following system of differential algebraic equations (DAE) with binary variables.
(2.14)
20)
Proof. The proof is straightforward.
Discrete-time formulation
In this section, we present the discrete-time version of the optimization problem from Theorem i. Consider a uniform time grid with N sub-intervals:
Throughout this section, we use superscript 'j' to denote the discrete value evaluated at the j-th time step. In addition, we selected an appropriate time step δt such that
Approximating the numerical integration with rectangular quadratures, we write equality (2.15) and (2.16) in discrete time as
is a sufficiently large number. ε ∈ R + is a sufficiently small number which acts as a threshold; it is needed since the continuous-time expression (2.5)-(2.6) requires "<" or ">" while the mixed integer program only allows "≤" or "≥". Constraints (2.22) and (2.23) determine the binary variables indicating the traffic states associated with the two boundaries of each link. Once these quantities are determined, the demand and supply functions (2.17), (2.18) are expressed in discrete time as
(2.24)
Next, let us re-formulate (2.19). By introducing dummy variables ζ
Then the discrete-time version of (2.19) can be readily written as 0 ≤q
In order to write (2.26) as linear constraints, one could write it as three "less or equal" statements, which is simple but brings the potential limitation of traffic holding. Instead, one may introduce additional binary variables ξ j i , η j i and real variables β j i for i = 1, 2, j = 1, . . . , N , such that (2.26) can be accurately formulated as
Finally, we have the obvious relations
The proposed MILP formulation of optimal signal control problem without any emission consideration is summarized by (2.22)-(2.25) and (2.27)-(2.30). This formulation captures many desirable features of vehicular flow on networks such as physical queues, spill back, vehicle turning, and shock formation and propagation (although not explicitly). The signal control allows time-varying cycle length and splits, as well as the utilization of real-time information of traffic flows.
3 Macroscopic relationship between the emission rate and traffic quantities
As mentioned in the introductory part of this paper, application of robust optimization techniques to handle emission constraints requires a well-defined and calibrated macroscopic relationship between the emission rate at a link level and certain macroscopic traffic quantities. In this section, we will explore such potential relationships through numerical simulation that employs the link-based kinematic wave model (link transmission model) as means of propagating flow through links and junctions, as well as two different emission models: the average-speed emission model and the modal emission model. We consider a homogeneous link I i in which traffic states are described by a triangular fundamental diagram. To obtain the desired correlations between emissions and macroscopic traffic parameters, we simulate various scenarios of free-flow, capacity and congested conditions on the link. To this end, we randomly generate demand and supply profiles at places immediately upstream and downstream to the link under consideration 1 . In addition, since we are mainly interested in estimating emission in traffic stream controlled by signals, the generation of demand and supply profiles is consistent with scenarios where signal controls are present. More specifically, we randomly generate binary variables corresponding to signal controls at both places upstream and downstream to the link of interest. Such choice of link boundary flows will generate stop-and-go waves and vehicle stops, which are considered major source of most harmful emissions near signalized intersections.
Once the boundary conditions are given for each simulation run, we solve the Hamilton-Jacobi equation in discrete space-time using a variational approach known as the Lax-Hopf formula (Aubin et al., 2008; Claudel and Bayen, 2010; Han et al., 2012) . Solution of the H-J equation provides critical information on vehicle densities, speeds, and acceleration, which are then used, in combination with a specific emissions model, to calculate the total emission rate at a link level.
In the next two subsections, Section 3.1 and Section 3.2, we will use two different emission models to numerically validate the hypothesized macroscopic relationship between aggregated emission rate and link occupancy. Details on the simulations runs as well as methods for computing emissions will be presented. Without loss of generality, all numerical simulations are performed for a single link with a triangular fundamental diagram with the following parameters: k = 13.33 meter/second, w = 4.44 meter/second,
where k denotes the free-flow speed, w is the speed of backward-propagating kinematic waves, ρ jam denotes the jam density, and C is the flow capacity.
The average-speed emission model
As our first emission model, we consider a relatively simple speed-based emission model expressed as follows.
where v (in mile/hour) is the (average) velocity of the vehicle, e t (in gram/hour) is the corresponding emission rate. The aggregate emission rate (AER) on link I l at time t is calculated as:
where the link I l is expressed as a spatial interval [a l , b l ]; ρ l (t, x) is the solution of the LWR PDE (2.1) and it represents vehicle density; the velocity v l = v l ρ l (t, x) is a function of density defined via the fundamental diagram f l (·). The link occupancy N l (t) at each instance of time is easily computed as
Another way of expressing the link occupancy is through the cumulative boundary curves as follows
For the functional form of Υ(v), we employ the speed-based model TRANSYT-7F for CO emissions that has been used by several other studies in the literature (Benedek and Rilett, 1998; Penic and Upchurch, 1992; Nagurney et al., 2010) , noting that other types of speed-based emission models can be equally applied.
where v is in mile/hour, e x (in gram/mile) is the amount of CO emissions per unit travel distance. Note that the notation e x is meant to indicate that the emission rate is in terms of amount per unit distance. This quantity can be easily converted to represent amount per unit time (in gram/hour) by using the following trick.
Identity (3.6) is used to determine the emission rate when traffic density is relatively stable, for example, in a cell where density is uniformly distributed. The average emissions rate for the link is then computed from (3.2). Details of the simulation are as follows. We first randomly generate the demand and supply functions for the upstream and downstream boundaries of the link, respectively. The values of demand and supply are uniformly distributed between zero and the link flow capacity to account for different levels of congestion. Moreover, in order to be consistent with signal controls present at both ends of the link, we generate "red" and "green" periods to control cars that enter or exit the link of interest. The lengths of those "red" or "green" periods are uniformly distributed within [10, 40] (in second).
In a single simulation run, given a boundary condition, we solve the LWR PDE (2.1) by first applying the variational method to the Hamilton-Jacobi equation (2.3) and then by differentiating the Moskowitz function. Alternatively, one may solve the scalar conservation law directly using the Godunov shceme (Godunov, 1959) or the cell transmission model (Daganzo, 1994) . Once vehicle densities are available in discrete space and time, we then use the fundamental diagram to find the corresponding vehicle speeds and come up with emission estimation according to (3.6) and (3.2).
The simulation result is shown in Figure 2 , which contains 40,000 samples. There clearly exists a macroscopic relationship between the link occupancy (LO) and the link aggregate emission rate (AER). In addition, a simple regression shows that such relationship is affine as shown below with R 2 = 0.9990: where AER is in gram/hour, and LO is in vehicle. The well-defined affine relationship can be explained by the fact that the emission model only takes into account the velocity, which varies between 0 and the free-flow speed 13.3 (meter/second). Thus the emission rate of a single vehicle, according to formula (3.6), varies within [26.3, 30 .0] (gram/hour). With such a relatively small variation in the emission rate, the aggregate emission rate on a link level is almost proportional to the number of vehicles present regardless of the spatial distribution or the operational modes of those vehicles, which is predicted by the LWR model.
The modal emission model
The second emissions model that we consider directly accounts for the modal operation of a vehicle; that is, the emissions are directly related to vehicle operating modes such as idle, steady-state cruise, acceleration and deceleration. This model relies on trajectories of moving vehicles which can be estimated from the LWR model. More specifically, let ρ l (t, x) be the solution of the scalar conservation law (2.1) on link I l , the local velocity v l (t, x) of vehicles is computed as v l (t, x) = f l (ρ l (t, x))/ρ l (t, x). The acceleration/deceleration, a l (t, x), viewed as the derivative of the velocity along the trajectory of a single vehicle, is computed as the material derivative in the Eulerian coordinates:
Since the quantities ρ l (t, x) and v l (t, x) are in general non-differentiable, they are approximated in discrete time as finite differences. Let {t i } and {x j } be discrete temporal and spatial grid points, then we have
where δt and δx are constant time step and spatial step respectively. According to the power demand-based emission model proposed by Post et al. (1984) , the overall instantaneous total power demand Z (in kilowatt) for a vehicle with mass m in (kilogram) is given by Z = (0.04 v + 0.5 × 10 −3 v 2 + 10.8 × 10 −6 v 3 ) + m 1000 v 3.6 a 3.6 + 9.81 sin θ (3.8)
where the above quantity is in kilowatts and θ denotes the roadway grade. The reader is also referred to Barth et al. (1996) for an alternative description of the power demand function based on velocity and acceleration. Post et al. (1984) also propose the following model of hydrocarbon emissions rate for spark ignition vehicles:
based on field experiments, where the emission rate r(t) is in gram/hour, and Z is in kilowatt.
Following the preceding discussion, we now compute the aggregate emission rate (AER) in discrete time as
where r l (t i , x j ) is the emission rate inside the j-th cell and is calculated using (3.7), (3.8) and (3.9).
Our simulation results are shown in Figure 3 , which contains 40,000 samples. Notice that although with a larger variation than the previous case, we still observe a reasonable affine relationship between the link occupancy and the AER. The larger variations in the AER is expected, as it is due to the highly nonlinear effect caused by vehicle acceleration and deceleration. In a typical signalized intersection modeled by the LWR equation, the shock waves generated by signal timing cause stop-and-go patterns which greatly increases vehicle acceleration/deceleration and hence emission amount. Moreover, these patterns are dependent on the actual spatial configuration of the vehicle densities, which cannot be adequately captured by the link occupancy.
A macroscopic relationship depicted in Figure 3 is more interesting from a robust optimization perspective than that in Figure 2 . The reason is that although all points are distributed within a tube-shaped region (see Figure 3) , they are sparse in some places while dense in some others. An uncertainty region that simply covers all these points may be too conservative; and a more effective approach calls for a careful calibration of the uncertainty set. This will be done in our numerical study in Section 6.
Emission-related side constraints
This section provides a mathematical framework for incorporating emission-related side constraints, while relying on fairly general assumptions on the macroscopic relationship between the aggregate emission rate and the link occupancy. We also present explicit reformulations of the emission side constraints for three special cases, namely, when the relationship is 1) affine, 2) convex piecewise affine, and 3) concave piecewise affine. Notably, all three formulations lead to linear constraints, which, when combined with the signal control formulation presented earlier, do not alter the nature of the mixed integer linear program.
We propose a set of emission-related constraints constructed in a data-driven manner that employs robust optimization techniques to handle prediction errors arising from the macroscopic relationship. In addition, we show that when this relationship is either affine or convex/concave piecewise affine, the resulting emissionrelated side constraints are still linear.
Using notations established in Section 2.4, we let N i (t) = N i,up (t) − N i,down (t) be the total number of vehicles on link I i ∈ I at time t; in other words, it denotes the link occupancy (in vehicle). I denotes the set of links in the network. The time-varying aggregate emission rate (AER) on link I i is denoted by i (t). Although our previous numerical simulations suggest an approximately affine relationship between N i (t) and i (t), in the following derivation of emission constraints we assume a more general functional form for such a relationship. As a result, the proposed framework can handle a wider range of macroscopic relationships.
We assume the macroscopic relationship is approximated by a polynomial with degree L, where the approximation is based on regression analysis or other types of curve-fitting techniques:
L is the vector of coefficients in the polynomial, and
L is a vector-valued function of time. With these notations, in order to ensure that the total emission amount at each link at any time is constrained by an arbitrarily prescribed level, we have the emission side constraint for link I i expressed as
Such a constraint requires that the emission amount is below some critical value E i for any link I i . Notice that, for now, we are simply replacing the macroscopic relationship with a polynomial function without any consideration of errors associated with this polynomial approximation. Later in the next subsection, we will take into account approximation errors and handle them using robust optimization techniques. Side constraints of the form (4.2) can be easily transformed to address other types of environmental considerations including:
• the total emissions in the entire network is bounded by some given value;
• the differences among total emissions of all links are bounded; and
• the total emissions in the entire network is minimized.
The first case is a trivial extension of the constraint (4.2), and will not be treated in this paper. The second case ensures that no link (or the neighborhood near that link) suffers much more than other parts of the network in terms of air quality. Such an issue was identified by Benedek and Rilett (1998) as environmental equity. For the third case, we may invoke the "epigraph reformulation". Detailed formulations incorporating the last two environmental considerations will be presented in Section 5.
Emissions side constraints: A general formulation based on robust optimization
Inequality (4.2) involves a polynomial approximation of the relationship between the link occupancy and the emission amount. In order to ensure that the emission constraint is still satisfied in the presence of approximation errors, we consider the following constraint instead:
where the coefficients in the polynomial are allowed to vary over time, that is, a(t) = (a l (t) : 0 ≤ l ≤ L), and
Moreover, η a is specified as a budget-like uncertainty set, which is similar to that proposed by Atamtürk and Zhang (2007) :
where L l and U l , 0 ≤ l ≤ L, are lower and upper bounds of the respective coefficients; and σ satisfies
In (4.6), the upper bound on σ ensures that the uncertainty set expressed in (4.5) is nonempty. This can be easily seen by manipulating the last inequality of (4.5):
The constraint described by (4.3)-(4.6) corresponds to the notion of robust optimization in the sense that the emission amount on link I i is restricted to an upper bound with any possible realization of the parameter a(t).
The uncertainty set in (4.5) consists of two types of constraints: 1) a box constraint prescribing the upper bound and the lower bound of the uncertain parameters, and 2) a constraint that prescribes the sums of uncertain coefficients in the l-th order terms 1 ≤ l ≤ L to be bounded from above (the last constraint in (4.5)). With just the first type of constraints, the RO will generate the most conservative solution by predicting that all the uncertain parameters are realized at the extreme case against the decision maker. However, such a worst case occurs only with a very low probability in a realistic system, and this conservative solution is most likely to compromise the performance of the resulting system. Use of the second type of constraint can reduce the conservatism by excluding some of the extreme and rare cases.
The second type of constraint is made flexible by adjusting the value of σ. Specifically, a higher value of σ means a smaller uncertainty set, which results in solutions that are more risk-prone (less conservative). In the most conservative case, i.e., σ = 1, the last constraint in (4.5) is out of effect. Bandi and Bertismas (2012) and Bertsimas et al. (2014) provide data-driven approaches based on probability theory and statistical tests to determine the parameterization of the uncertainty sets in accordance with the observed data. Those approaches provide guarantees for the satisfaction of constraints in a probabilistic sense. We would like to further remark that the second type of constraint may also capture potential correlations among a l (t), 0 ≤ l ≤ L. However, due to space limitation this aspect of research will not be elaborated in this paper.
By writing (4.5) we have implicitly assumed that coefficients associated with the zeroth-order term are not correlated with the other coefficients (the summation starts from l = 1 instead of l = 0). This implicit assumption will result in a more risk-averse formulation. However, this assumption is easy to relax, and the consequent generalization of our formulation is a trivial extension.
Discretization and explicit reformulation
Constraint (4.3) can be time-discretized into the following form, where δt denotes the time step.
where a l,k corresponds to a l (·) evaluated at the k-th time interval, andâ .
The discrete-time version of the uncertainty set iŝ
The constraint (4.7) is in fact a semi-infinite constraint with an infinite index setη a , which makes it not directly computable. The following theorem provides a computable reformulation of (4.7).
Ifη a has nonempty interior, the semi-infinite constraint (4.7) is equivalent to the following set of constraints:
where β l,k , γ l,k and θ are dummy variables,
Proof. Constraint (4.7) can be trivially rewritten as: 12) which is equivalent to
The evaluation of the constraint function involves solving a parametric problem of the form:
where we treat the N i,k as a constant parameter. Program (4.14)-(4.17) has a dual problem of the following: On the other hand, if there exists N i,k that satisfy (4.13), then the objective value of the optimal solution to the parametric problem (4.14)-(4.17) is bounded above and thus there exists β l,k , γ l,k and θ such that (4.19)-(4.20) are satisfied. Thus, the equivalence of interest is proved.
Remark iii
The above theorem is based on the discussions in Ben-Tal and Nemirovski (1999) and Bertsimas et al. (2011a) . With this reformulation, the original semi-infinite constraint is now computable with standard nonlinear programming techniques. We refer to the reformulated program with constraints (4.9)-(4.11) as the robust counterpart to the original robust problem.
The nonlinearity of constraints (4.9)-(4.11) is caused by the power of N i,k appearing in the right hand side of (4.10). It is not difficult to see that linearity will be retained if L = 1, i.e., when the macroscopic relationship is affine. This observation leads to the discussion below.
A special case when the relationship is affine
In a special case where the relationship between the vehicle number and the emission rate is approximately affine, the robust reformulation discussed previously can be considerably simplified. Indeed, we can reduce (4.3) to
With time-discretization, we have the following formulation,
The uncertainty set is given aŝ
With the above uncertainty set, we have the following reformulation treated as a special case of Theorem ii.
Corollary iv Ifη a has nonempty interior, then the semi-infinite constraint (4.24) is equivalent to the following set of constraints. (4.27) where β k , γ k , θ are dual variables.
Once semi-infinite constraint (4.24) is reformulated as a finite set of linear constraints according to the lemma above, the LWR-E problem with an affine macroscopic relationship can be formulated and solved as a mixed integer linear program.
When the relationship is piecewise affine
This section formulates emission constraints for a class of more general macroscopic relationships, namely, piecewise affine functions. Since any continuous function can be approximated by a piecewise affine function, the formulation provided below will accommodate a large number of potential macroscopic relationships not yet presented in this paper. In order to retain linearity in the constraints, we consider two types of piecewise affine relationships, namely, convex piecewise affine and concave piecewise affine.
Convex piecewise affine
We will show in the following that the previously presented reformulation can be easily extended to the convex piecewise affine case. We denote by M the index set of affine pieces that constitute the piecewise affine function. For each m ∈ M, we let b 1,m (t) and b 0,m (t) be the coefficients of the first-and zeroth-order term, respectively. We further employ the notation b(t) .
With the newly introduced notations, the piecewise affine approximation of the aggregate emission rate at each link I i is expressed as:
Again, we consider the following emission constraint:
where the budget-like uncertainty set is
Constraint (4.29) can be immediately discretized as:
is the discrete-time version of b(·), and the timediscretized uncertainty set is given by:
The following theorem shows that the robust constraint (4.31) can be equivalently rewritten as a set of linear constraints.
Theorem v Let −∞ < L τ,m < U τ,m < ∞ for all τ ∈ {0, 1} and m ∈ M. Ifη b has nonempty interior, the semi-infinite constraint (4.31) is equivalent to the following set of constraints:
where β k,m , γ k,m and θ m are dummy variables.
Proof. Notice that (4.31) can be immediately rewritten as
which, by switching the two "max" operators, is equivalent to
Notice that we can represent the above inequality by a set of inequalities:
We can then invoke the same duality based approach as in proving Theorem ii to represent (4.38) by linear constraints:
where β k,m , γ k,m and θ m are dual variables of the maximization problem involved in the left-hand-side of the inequalities (4.38). The above formulation immediately provides the desired result. Similar to Corollary iv which treats the linear relationship case, the theorem above provides a computable formulation that preserves linearity in the constraints even though the relationship between emission rate and vehicle count is replaced with a more general functional form.
Concave piecewise affine relationship
We will show in this section that when the relationship is piecewise affine and concave, we can still maintain the linearity in the constraints by introducing additional integer variables and some modifications to the uncertainty sets.
With notations introduced in Section 4.4.1, we define the piecewise affine and concave relationship as
Notice that the "max" operator (convex case) has been changed to "min". Same as before, we are interested in the following constraint:
Here we have modified the uncertainty set η b to be a product of sets, i.e., η b = η b,1 ×η b,2 ×· · ·×η b,m ×· · ·×η b,|M| with
where b m (·) . = (b τ,m (·) : τ ∈ {0, 1}). Unlike the uncertainty set defined in (4.30), in this case the uncertain parameters associated with different affine pieces are uncorrelated, namely, the constraints for the uncertain parameters of different affine pieces in the uncertainty set are decoupled. A time-discretization of constraint (4.43) is
Evidently, constraint (4.45) is equivalent to stipulating that
Notice that, when we fix a feasible vector {N i,k : 1 ≤ k ≤ N } for some I i ∈ I, the left hand side of inequality (4.47) can be rewritten as:
where
here 1 denotes the m-dimensional vector of ones. Since F(b, υ) is convex in υ and concave inb, we can switch the "max" and "min" operator to obtain a dual problem without duality gap, i.e., 
which can be rewritten as, for all
Notice that the derivation of (4.51) is made under the assumption that the uncertainty sets for the parameters of different affine pieces are decoupled. This constraint dictates that a feasible solution should satisfy at least one piece of the affine functions when the uncertain parameter is the most adversarial. Such a constraint can be represented by a set of linear constraints involving the "big-M" approach and additional binary variables:
where M ∈ R + is a sufficiently large number. Then, we can again apply the same duality-based procedures as in proving Theorem ii and v to obtain computable reformulations that maintains linearity.
Theorem vi Let −∞ < L τ,m < U τ,m < ∞ for all τ ∈ {0, 1} and m ∈ M. Ifη b has nonempty interior, the semi-infinite constraint (4.45) is equivalent to the following set of constraints:
Remark vii The concave piecewise affine relationship results in nonconvex constraints, which can generate a substantial computational challenge. In fact, those constraints cannot be well handled by the existing commercial solvers, including CPLEX and Gurobi. Nonetheless, with Theorem vi, we can again retain linearity by introducing additional integer variables. Further notice that due to constraint (4.54), these integer variables are highly correlated so that the search space of the problem grows only on a order of |M|. Therefore, our reformulation significantly reduces the computational ramifications of handling a set of nonconvex constraints.
Discussions on modeling generalization
As mentioned right before Section 4.1, the proposed robust optimization formulation can be easily extended to capture two additional environmental considerations that are of application importance: 1) to minimize the differences among the emission amounts on individual links, or, to "equalize" the emissions among the links; 2) to minimize the total emissions in the network. These two generalizations will be discussed in this section.
Environmental equity
The equity constraint might occur when the planner of the traffic system would like to enforce emissions to be distributed relatively evenly across all parts of a network. To capture this, we consider the following constraint:
where, for now, we assume no uncertainty in the parameter a. By stipulating an affine relationship between emission rate and vehicle number, this constraint can be immediately rewritten into
If i and j are given as affine functions, the same set of argument as in Theorem ii can be immediately extended to handle the equality constraint. Now, we allow a(t) to be uncertain and the uncertainty is constrained within the budget uncertainty set (4.5). Then the robust constraint
becomes immediately a special case of (4.2).
Minimizing emissions
The proposed model is also easily extendable to the case where the emission criteria are disutilities to be minimized. In such a case, we will invoke the "epigraph reformulation". For example, if the objective is to minimize the total emission amount on a certain link I i , i.e., T 0 i (a(t), N i (t))dt, we can minimize a dummy variable z with one additional constraint T 0 i (a(t), N i (t))dt ≤ z. This additional constraint conforms with (4.2).
Remark viii Combining the above observation with subsection 5.1, we see that the proposed framework can handle one more case where the differences among the emissions of different links are to be minimized, that is, instead of bounding the differences, one wants to minimize such differences.
6 Numerical Study
Network setup
In this section, we consider a hypothetical network consisting of four intersections, three of which are signalized; see Figure 4 . The ten links in the network have the same triangular fundamental diagram, whose parameters are shown in Table 1 . In addition, all links have the same length of 400 meters. For simplicity, we assume that routing is such that vehicles at all intersections have a fixed probability of selecting either of the two downstream approaches; and the turning ratios are specified as follows. Note that this assumption is not essential to our formulation or computation, but was made to simplify the presentation of results. The time horizon of our numerical example is a 15-minute time period, with a time step of 10 seconds. In order to test, the effectiveness of the proposed signal timing in reducing both congestion and emission under different levels of network loads, we consider three scenarios with three different demand profiles at the upstream end of all boundary links. The demand profile in the first scenario, which is shown in Figure  4 , corresponds to the lightest traffic load. For the second and third demand profiles, we uniformly increase all the boundary flows in the first scenario by a constant. Table 2 shows the ratios of boundary flows and the link flow capacity. 
Calibrating the macroscopic relationship
The macroscopic relationship between the emission rate at a link level and the occupancy of the link is specific to the type and characteristics of each link, and may be sensitive to link flow profile, signal control, etc. Therefore, we need to identify this relationship using simulation and curve-fitting. To determine this relationship for our numerical experiments, we employ modal emission model discussed in Section 3.2. This model was selected because it had a higher degree of uncertainty; using the average speed model should provide even better results. The process described in Section 3 was repeated to determine the aggregate emissions rate for each link. Again, this process included the random generation of binary variables to simulate the impact of traffic signals and the resulting stop-and-go waves that they would create along the link. Note that we perform this process here for a single link, noting that the other links are identical. The simulation contains 42, 000 samples, all of which are plotted in Figure 5 . The macroscopic relationship is approximately affine with the following regression coefficients AER = a 1 × LO + a 0 = 52.31 × LO + 318.63 (6.1) with an R 2 value of 0.9794, where AER (in gram/hour) denotes the aggregated emission rate of hydrocarbon on a link level; LO (in number of vehicles) denotes the link occupancy.
The high R 2 value indicates that we can indeed approximate this macroscopic relationship with an affine model. In order to construct the uncertainty set of the form (4.24) for the robust optimization counterpart, we select the following lower and upper bounds for the affine coefficients:
The corresponding lower envelop (by letting a 1 = 53.3, a 0 = 0) and upper envelop (by letting a 1 = 66, a 0 = 400) of the uncertain region are now shown in Figure 5 . Notice that one has a lot of freedom in choosing these upper and lower bounds; however, they do affect the performance of the resulting RO program. As we commented in Section 4.3, the upper envelop set a worse-case value for the emission rates, and it is likely to overestimate the emission rates for some/most scenarios. From Figure 5 we see that while the upper envelop provides a tight bound on the emission rates when the traffic is relatively light (i.e., 0 ≤ LO ≤ 40 vehicles), it tends to mostly overestimate the emission rates when the traffic volume grows (i.e., LO ≥ 40 vehicles). To avoid the robust constraints being too conservative, we invoke the parameter σ introduced in (4.24) to adjust the conservativeness by allowing some realized coefficients a 1,k to be strictly less than the upper bound U 1 , that is,
where a 1,k can be interpreted as the first-order coefficient in an actual (realized) instance of the relationship between LO k and AER k ; here the subscript k indicates the k-th time step. A general rule of thumb is that the more the upper bound seems to overestimate, the larger σ should be, although ideally such choice should be specifically quantified and even optimized based on available data. Interested reader is referred to Bandi and Bertismas (2012) and Bertsimas et al. (2014) for some discussions on data-driven calibration of the uncertainty set. In our particular example, we choose σ = 1.2. Other choices of σ can be also considered but will not be elaborated in this paper.
Notice that the region formed by the lower and upper envelops does not contain all sample points. However, the majority (96.06%) of these points fall within this region, and we treat the rest as outliers. The reason is that these outliers, which make up just 3.94% of the total estimates, are sparsely distributed outside (and consistently above) the uncertainty region. Including these values within our uncertainty set would make our estimation too conservative by considering the (very small) chance that these emission rates occur.
The uncertainty set for the robust optimization, according to (4.24), is therefore constructed as follows.
for all link I i ∈ I in the network. By virtue of Corollary iv, the above semi-infinite constraint set transforms to a finite set of linear constraints, which are part of a mixed integer linear program.
The base case
For comparison purposes, we first consider a base case where the traffic signal timing is optimized, without any emission considerations. This is achieved by simply solving the mixed integer linear program introduced in Section 2.5, namely, with constraints (2.22)-(2.25) and (2.27)-(2.30). Since the base case is mainly concerned with maximizing network throughput and minimizing delays, we adopt the following form for the objective function.
are the exit flows at the k-th time step on link 7, 8, and 9 respectively. An objective function of the form (6.6) tends to maximize the network throughput at any instance of time, and is commonly employed in the literature on network optimization (Han et al., 2013 (Han et al., , 2014a The results of the base case corresponding to three demand profiles are summarized in Table 3 2 . The results also include hydrocarbon emission amount on each link, which is calculated from the resulting link flows and the detailed modal emission model elaborated in Section 3.2. The purpose of this table is twofold: 1) to enable the comparison with the emission-constrained results presented later; and 2) to suggest appropriate upper bounds on the emission amount for the robust optimization. In presenting our results, we only consider links 1 through 6, since the rest of the links are not directly controlled by the signals under consideration.
Simultaneous control of traffic and emission of hydrocarbon
In this subsection, we solve the signal optimization problem with emission side constraints; such problem is referred as LWR-E problem. This is achieved by solving the MILP for the base case with additional emission-related robust counterpart expressed by (4.24)-(4.26), where the values selected for the lower and upper bounds are presented in (6.2)-(6.3). In view of the base case summarized in Table 3 , we chose the following upper bounds (in gram) on the emission amount for each link, where bounds strictly below the corresponding emissions in the base case are highlighted in boldface.
Scenario I: E 1 = 390, E 2 = 310, E 3 = 210, E 4 = 160, E 5 = 310, E 6 = 240 Scenario II: E 1 = 600, E 2 = 380, E 3 = 300, E 4 = 210, E 5 = 490, E 6 = 250 Scenario III: E 1 = 1100, E 2 = 440, E 3 = 750, E 4 = 300, E 5 = 600, E 6 = 300
Notice that we did not set all the bounds to be strictly below the actual emissions in the base case. This is because that all links in the network are in conflict with one another in the sense that releasing vehicles from one approach will block the vehicles in the conflicting approach to the same intersection. Thus any signal control strategy is unlikely to simultaneously reduce the emission on all links. In fact, setting the bounds to be strictly below the actual emissions in the base case leads to infeasible problems in most of our calculations.
The results of the proposed MILP formulation for the emission-constrained signal optimization are summarized in Table 4 . We see that for all three scenarios, our proposed signal optimization scheme effectively keeps the emissions below the prescribed level; and this is done at a relatively small cost to the overall throughput of the network; that is, compared with the base case, the objective values in the LWR-E case decrease by only 0.02%, 0.05% and 1.18% in Scenarios I, II and III, respectively. 3 In addition, for Scenarios I and II, bounding the emission amount on certain links successfully reduces the total emission on the entire network, by 1.98% and 2.12% respectively.
In Scenario 3, where the traffic load becomes heavy, we observe that a local reduction of emission (on link 1 where emission has been reduced from 1359 grams to 1160 grams) results in an overall increase in the total emission on the network. Moreover, the total network throughput suffers more than the previous two scenarios. Such Braess-like paradox is understandable in that an improvement on a single link will inevitably affect adjacent links, and such effect may propagate through the network in a highly nonlinear way if the traffic load is heavy. This phenomenon thus calls for a well-balanced and/or multi-objective optimization of signalized networks with emission considerations. A visualization of the emission profiles for all test scenarios is provided in Figure 6 .
We also see from Table 4 that a few emission constraints are slightly violated; this is expected by nature of our formulation: 1) in the calibration of the macroscopic relationship in Section 6.2, a few data points that lie outside of the uncertainty region are not accounted for in our formulation; 2) we chose the parameter σ to be larger than 1 (see (6.4)), which means that the approach taken to handle the uncertainty in the AER is relatively less conservative and could lead to, with a small probability, violation of the constraints. We present a quantification of the violations in Table 5 for all the links in all three scenarios, which assures that the violations of the constraints are within an acceptable range. In order to further analyze emissions mechanism and the ability of traffic signal control to reduce overall emissions, we will look at a particular intersection which is Node B (see Figure 4) from Scenario II. In order to enable a visualization of the congestion and emissions on links 2 and 5 connected to Node B, we compute their respective Moskowitz functions N 2 (t, x) and N 5 (t, x) for both the base case and the LWR-E case. These functions are presented in Figure 7 . The surface of each Moskowitz function is separated by a clear shock wave into two domains: the uncongested region and the congested region. The separating shock wave travels back and forth as a result of constantly changing downstream boundary conditions caused by the signal control. We can also observe the time-varying queue lengths near the intersection. From Figure 7 we see that the separating shocks on link 2 in both the base case and the LWR-E case stay closely to the exits (left boundaries) of the links, indicating that link 2 is mostly in the free flow phase. On the other hand, link 5 in both the base case and the LWR-E case is more congested. A comparison of the base case (top row) and the LWR-E case (bottom row) in Figure 7 suggests that the LWR-E case yields less queuing at intersection B than the base case, which partially explains the reduction of emissions on links 2 and 5. Since the Moskowitz functions N 2 (t, x) and N 5 (t, x) represent the Lagrangian labels of vehicles passing through location x at time t, its contour lines should represent the spatial-temproal trajectories of moving particles. In order to better observe the stop-and-go waves near intersection B, we present in Figure 8 the contour lines of the Moskowitz functions in the base case and the LWR-E case. We see that, for both link 2 and link 5, the LWR-E case has fewer vehicle stops than the base case. To confirm this, we perform the following simple calculation: the number of stops (represented by the vertical line segments in the figures) in the base case is roughly 17 (link 2) and 76 (link 5), while the number of stops in the LWR-E case is roughly 5 (link 2) and 52 (link 5). Given that there are 50 contour lines in each figure, we estimate that the average number of stops per vehicle is 0.34 (link 2) and 1.52 (link 5) in the base case, and 0.1 (link 2) and 1.04 (link 5) in the LWR-E case. The total emission in the LWR-E case is thus reduced as vehicle stops and acceleration/deceleration associated with has been reduced by the signal controls.
Conclusion
We provide a general framework for treating emission-related constraints and/or objectives in a signal optimization problem. For traffic dynamics we employ the LWR model (or more accurately, the link-based kinematic wave model) with extension to signalized networks. Such a problem, which we call LWR-E, is difficult to solve using a mathematical programming approach due to the highly nonlinear and nonconvex emission constraints. To overcome this, we propose a robust optimization approach guided by a statistical learning of certain macroscopic emission models.
Specifically, we seek to represent vehicle emission rates (of any type) on the link level using only macroscopic traffic quantities inherent in the link-based traffic network model. Through extensive numerical simulations that incorporate a variety of vehicle emission models (Penic and Upchurch, 1992; Post et al., 1984) , we are able to recover certain well-defined relationships between the aggregate emission rates (AER) on a link and the link occupancy. Given any (piecewise) polynomial approximation of the macroscopic relationships mentioned above, we can express the emission constraints using the link-based variables and the bounds of the uncertainty set, without resorting to any knowledge regarding the dynamics inside each link. Particularly helpful is the fact that the robust formulation yields linear constraints for emissions when the aforementioned macroscopic relationships are linear or piecewise linear with concavity or convexity. In addition, we are able to incorporate, besides emission bound constraints, a wider range of emission considerations such as minimizing the total emission amount, and the environmental equity. Remarkably, all these problems can be reformulated into mathematically tractable forms and, in most cases, mixed integer linear programs.
A numerical study on a hypothetical network demonstrates the effectiveness of the LWR-E problem and the proposed solution method in bounding/reducing emissions, while maintaining a satisfactory performance of the signalized network in terms of maximizing throughput. However, as pointed out by Scenario III in the study, the local bounding/minimization of emissions may lead to network-wide degradation in terms of both air quality and throughput. Thus a well-balanced signal timing plan with environmental concerns requires multiple criteria and proper weighting of different objectives. 
