We treat a Bayesian confidence propagation neural network, primarily in a classifier context. The onelayer version of the network implements a naive Bayesian classifier, which requires the input attributes to be independent. This limitation is overcome by a higher order network. The higher order Bayesian neural network is evaluated on a real world task of diagnosing a telephone exchange computer. By introducing stochastic spiking units, and soft interval coding, it is also possible to handle uncertain as well as continuous valued inputs.
Introduction
Artificial neural networks are today used in many different domains to solve a wide range of problems. Due to the large variations among tasks, no single network architecture is suitable in all cases. Most of the approaches used still suffer from shortcomings with regard to, for instance, learning performance and scalability. Clearly, they are in most respects far from matching the capabilities of their biological counterparts.
The relevance of statistics and information theory in relation to neural computation has been recognized for a long time (see e. g. (Minsky and Papert 1969; Uttley 1962) ). Also the idea that biological neurons may act as feature or event detectors that fire when their key stimuli is present in the input, with the firing rate carrying some kind of certainty or confidence information, is quite old (Barlow 1972) . According to this view, a neuron combines evidence it receives via synapses to calculate its a posteriori probability of being active, i. e. of producing a spike.
In the Bayesian confidence propagation neural network (BCPNN) treated in this paper, the activity of units represent the probability of stochastic events. This type of neural network has been studied by Ekeberg 1987, 1989) and Kononenko (Kononenko 1989) . The same scheme has later been elaborated and extended in various ways (see e. g. (Goodman et al. 1992; Holst and Lansner 1993a; Kononenko 1991) ). Although it is a very general neural network model, applicable to autoassociative as well as heteroassociative tasks, it will in this paper be considered mainly from a classifier viewpoint, then as a feed forward neural network where input and output units represent observed features and classes respectively.
Several other probabilistic and Bayesian approaches to neural computation have been proposed, including e. g. the Boltzmann Machine (Hinton and Sejnowski 1986) which models a distribution by means of an energy landscape, Bayesian error back propagation (MacKay 1992) which uses Bayesian methods to find the most probable model for the data, and Bayesian belief networks (Pearl 1988 ) which let probabilities propagate along the edges of a graph of causally related events.
In this paper, we develop further some of the basic aspects of the BCPNN with respect to its computational structure, internal representation and implementation. We show that violations of independence assumptions made in the one-layer BCPNN can be compensated for in a higher order network. We propose an implementation with spiking units which gives a less complex network and a natural way to take care of uncertain information. A scheme for internal representation is suggested, based on mixture density approximations, that unifies the treatment of categorical and continuous valued information. To demonstrate the use and performance of BCPNN we give a couple of application examples. Finally, we point out some interesting parallels between BCPNN and real cortical networks.
The Naive Bayesian Model
The Bayesian confidence propagation neural network (Lansner and Ekeberg 1989) is in its basic form a onelayer artificial neural network, where the units represent stochastic events. The state of a unit, a real number between zero and one, is closely related to the probability of that event given the events corresponding to already activated units. The network is trained according to the Bayesian learning rule, which is Hebbian in that correlated units become connected by positive weights, and anticorrelated units by negative weights. In a classifier context, with features as input and classes as output, the one-layer BCPNN implements a naive Bayesian classifier (Minsky and Papert 1969) .
The model can be derived from Bayes rule for conditional probabilities. Let us consider the general problem of classification. The approach taken is to try to calculate È´Õ Üµ, the probability of the class Õ, given a vector Ü of measurements or observations in the domain. If we can do this, and then select the class with the highest probability, we have an optimal Bayesian classifier (Duda and Hart 1973) .
Let the random variable É represent different classes, and the variable the vector of measurements.
According to Bayes rule we have:
The learning task is thus to estimate the above probability distribution from the given database of patterns.
However this can normally not be done directly, since È´ µ and È´ Éµ have too many degrees of freedom (exponential in the number of input attributes), and there is usually a very limited set of training data. But suppose that consists of a set of variables ½ ¾ Ò which can be considered independent, both unconditionally and conditionally given É. Then we can write:
By taking the logarithm of (2), it may be rewritten as a sum:
To see how this can be useful in a neural network, we let each outcome of each variable (É and all ) be represented by one unit in the network. Assuming binary input attributes, each one of these are coded with two units, one positive and one negative. Such a coding will be referred to as complementary (Namatame and Tsukamoto 1992) . The weights from the positive unit corresponds to the change in the network if there is positive evidence for the attribute, and the weights from the negative unit the change if there is negative evidence (see figure 1) .
To calculate the probability of one specific class Õ given a set of observed features Ü Ü Ü where Ó , the activity of an input unit, equals ½ if Ü ¾ , and 0 otherwise. Biases ¬ Õ and weights Û Õ in the network can according to (4) be set to:
To obtain the posterior probability of a class as activity in the corresponding unit, an exponential transfer function is used.
Training of the network is done in one pass over the training set, during which the number of occurrences and co-occurrences of attributes and classes are accumulated in counters , and . These are then used to estimate the probabilities È´Ü µ and È´Ü Ü µ which are in turn used to set biases and weights according to (5) and (6). Correlated units thus get positive connections between them, anti-correlated units get negative connections, and uncorrelated units get zero connections.
The Higher Order Bayesian Model
A common problem of all one-layer neural networks is their limited capacity to handle classification problems that are not linearly separable. In the BCPNN this limitation relates to the assumption of independence between different inputs. Since in reality this assumption is often violated, it is important to find ways to handle correlated input attributes.
The standard way to handle problems that are not linearly separable is to introduce a hidden layer with an internal representation in which the classes are separable. There are different possible ways to construct this layer. One is to turn to a higher order network, containing all second order units, or units of some even higher order (Psaltis 1988; Bengtsson 1991) . Another is to use various self-organizing methods for finding a decorrelated internal representation (Schmidhuber 1992; Földiak 1990; Nadal and Parga 1993) .
Here we will use a structure of the hidden layer that is specially suited for use in the Bayesian neural network model. This is a hidden layer consisting of feature detectors organized in hypercolumns, i. e. modules of units representing different activity patterns over the same input units (also compare with (Lansner and Ekeberg 1987; Goodman et al. 1992; Kononenko 1991) ). The precise structure of the hidden layer is produced in an unsupervised and self-organizing manner.
The Hypercolumn Structure
In the network model above, we assumed independence between different attributes, both unconditionally and conditionally given É:
and:
However, if two variables and are found not to be independent, they can of course be merged into one joint variable . Instead of using (7), the probability of is in this case calculated as: The resulting higher order BCPNN has a hidden layer with hypercolumns between input units and the class units (see figure 2) . The first layer is complementary coded, i. e. each binary input attribute is represented with two units. Each complex unit has connections from the input units whose activities it is to combine. Between the hypercolumns and the class units are standard Bayesian weights, calculated as in the one-layer case.
One drawback with hypercolumns is that the number of units increases exponentially with their order, i. e. with how many input attributes they combine. However, it is not necessary to save the units for those combinations which never occur in the training set (or which are sufficiently insignificant). This will typically give a considerably lower number of units. In the extreme case, when all attributes are gathered in the same hypercolumn, we will get one unit active for each training pattern, i. e. grandmother units (compare the architecture described in (Protzel 1991) , where the training patterns are given one binary unit each in the network). This also shows that the model is theoretically sufficient for any classification problem. On the other hand, the order of the hypercolumns should be kept as low as possible, since generalization ability tends to degrade with higher order columns. The reason is that for a limited training set, the number of examples of each outcome in one column becomes too small and random fluctuations in the training set have a larger impact.
Formation of the Hypercolumn Layer
The problem still remains of determining which attributes to merge into hypercolumns, i. e. finding out which units are correlated. In general it is a very hard problem to find the independent partitioning of lowest order (possibly of exponential complexity, compare the results in (Blum and Rivest 1991) and (Redding et al. 1991) ).
A partially heuristic method that has proven itself very useful is to merge two columns if some measure of correlation between them is high (Lansner and Ekeberg 1987) . The measure we have used here is the 
The mutual information is zero exactly when and are independent, and greater than zero otherwise. It is a measure of the redundancy between the two variables (Nadal and Parga 1993) . In this form it can also be recognized as the Kullback-Leibler distance between the distribution È´Ü Ü µ and the approximation È´Ü µÈ´Ü µ, which is a well established measure for how well the product expansion matches the joint distribution (Lewis II 1959). The mutual information has also been used in several related ways in the neural network context (see e. g. (Bell and Sejnowski 1995; Battiti 1994) ).
If the mutual information between two feature detectors is above a certain threshold, they are considered dependent, and should consequently be merged into a higher order feature detector. Initially the hidden layer consists of units representing all primary features (complementary coded), i. e. hypercolumns of order one. In the first pass, second order correlations are detected and removed by merging the corresponding hypercolumns. Additional passes remove higher order correlations (i. e. pairwise correlations between higher order features) that have been made detectable by the previous passes. Similar methods of incrementally creating higher and higher order units are also used in e. g. (Redlich 1993) , (Wedelin 1993) and (Ivakhnenko 1971) .
One advantage with this method is that the construction of hypercolumns is unsupervised, which means that also unlabeled training examples can be used if necessary. Also, the whole data set can be used to estimate the mutual information, rather than partitioning the data in different classes, which would give less confident estimations. In tests this method has turned out to reduce the total amount of redundancy in the hidden layer very efficiently (see e. g. table 2 below), and often it is sufficient to stop after only two or three passes (i. e. with at most fourth or eighth order columns).
A Real World Example -Fault Diagnosis
To test if this multi-layer BCPNN can overcome the limitations of the one-layer BCPNN, a real world example of classifying faults in a telephone exchange computer has been used (Holst and Lansner 1993b) . In this case, one malfunctioning circuit card out of 36 is to be identified from an error vector of 122 bits. The training set, consisting of 442 examples, is not completely unambiguous (malfunctioning of different cards can give rise to the same symptoms), and in general there are only small differences between the vectors from different fault classes. In addition to the training set, a test set of 112 examples is used. Classification of these data is done both with the one-layer and the multi-layer versions of the BCPNN. The one-layer network is as described above, with complementary coding of the error bits, i. e. 244 input units. The first multi-layer BCPNN network is constructed by running one pass of hypercolumn construction, which produces a hidden layer of 228 units organized in 91 hypercolumns of at most second order. In the second multi-layer BCPNN network, hypercolumns are constructed in three passes, giving a hidden layer of 243 units in 62 columns of up to eighth order. In all tests the threshold on the mutual information for hypercolumn construction was set to ¼ ¼½, but the exact choice is not very significant.
For comparison, the results with a backpropagation neural network from an earlier independent investigation on the same task are also included (Gustafsson 1991) . The network had one hidden layer of 30 units, which was the network configuration that gave the best results in that investigation. Further, there is a conventional diagnosis program for the telephone exchange computer system. This program manages to classify about half of the examples (in both training and test set) correctly. Table 1 summarizes the results with the different methods. The fraction of correct answers among the first, second, and third alternative outputs are shown. The same data are presented in figure 3. All the neural networks achieved better results than the conventional method on this task. The results of the Bayesian neural networks are comparable to those achieved using backpropagation. Compared to the onelayer and multi-layer BCPNN, backpropagation seems a little better when tested on the training data, if only the fraction of correct first alternative is considered. However, for generalization (i. e. results with the test set) the one-layer BCPNN gives approximately the same fraction of correct first alternative, and both the multi-layer BCPNN networks somewhat better. If the second and third alternatives are counted as well, the BCPNN networks generally leave a smaller fraction in the "Rest", specifically for generalization but also on the training data. Table 2 illustrates how the total redundancy in the hidden layer decreases when higher order columns are created. The largest gain is in the first two passes, thereafter it levels off. Note that the redundancy in the training set is minimized when the hidden layer consists of grandmother units, in which case the generalization capability may be reduced, so again one should stop construction of hypercolumns well before this.
It should also be mentioned that training the Bayesian neural networks is much faster than training e. g. a backpropagation network (in this application on the order of 50 -100 times faster), since it is done in just a few passes (two or three typically) for construction of hypercolumns followed by one pass for training the weights from hypercolumns to class units.
In the BCPNN model the number of hidden units is generally much larger than the number of input units, as opposed to what is usually the case in a backpropagation network. However this tendency is not very clear from the fault diagnosis example above, since several higher order combinations of input attributes never occur in the training data, and are thus not represented in the corresponding hypercolumns.
Uncertainty and Continuous Valued Input
Up to now we have only treated binary, or discrete, input to the network. However, if an attribute is unknown, or its value is uncertain, it would be desirable that the network could handle graded input, i. e. "confidence" values between ¼ ("no") and ½ ("yes").
Also, in many situations the evidence we want the network to handle comes from a measurement with a result in some continuous interval. Although this can not be coded directly as a graded input activity between zero and one, since this would be interpreted as a probability in the Bayesian neural network model, it can be recoded with a kind of soft interval coding to a set of graded values.
Let us therefore begin with how to handle graded input to the BCPNN.
Graded Input and Spiking Units
In equation (4) it was assumed that we had a set of unambiguously observed features. Now we have to reconsider it, when we may have only probabilities of occurrence for the different features.
Suppose we make a (nonconclusive) observation of a feature, which leaves us with a distribution È´ µ over the corresponding variable . Then we can express the probability of Õ given this distribution, using the probabilities of Õ given the individual outcomes Ü of :
(where È´Ü µmeans the probability of the outcome Ü according to the current distribution , and it is assumed that È´Õ Ü µdoes not depend directly on (Ghosh and Shin 1992) , which has one layer of additive neurons followed by one layer of multiplicative neurons. However, this will give quite a complex network structure, with order ÒÑ units if there are Ò hypercolumns and Ñ outputs in the original network (see figure 4 ).
The method we propose here is instead to use stochastic "spiking" units. The probability of a (primary or composite) feature is reflected in the spiking probability of the corresponding unit, i. e. the probability that the unit is active during a time step. In each time step there are only binary activities, and the network can be used as before. However, now the average over time of the activity in an output unit reflects the posterior probability of the corresponding event.
The probability given a distribution is the expectancy of the probability over all outcomes Ü of :
If we can generate a series of Ü with the distribution and average È´Õ Ü µ over them, we will get a result that converges to the expectancy in (13), and thus to the probability È´Õ µ. For this to work, the correlation in spikes between two units must be the same as the correlation between the corresponding attributes. Since input attributes in this model are assumed not to be independent, and it is easier to generate spikes completely independent of each other, we here introduce these spiking units in the hidden layer. The hypercolumns are supposed to be independent, so units in different hypercolumns can generate spikes independent of each other. It is important though that only (and exactly) one unit is active at a time in each hypercolumn.
Since now the activities in the hidden layer are binary at any one moment, (4) can be used directly. The activities are thus fed through the Bayesian weights to the class units, and running averages of these units outputs are computed. This can e. g. be done with an extra layer of "leaky integrator" units (see figure  5) . The computational structure in this network is considerably less complicated than that of the pi-sigma network (figure 4). This may also make this approach more suitable for hardware implementation.
Representing Continuous Valued Input
Suppose we have a continuous valued attribute that we want the network to consider as evidence in a classification. As noted above, this can not be coded directly as a graded input activity between zero and one in the BCPNN model, since this would be interpreted as a probability.
However, the same mechanism that gives rise to hypercolumns in the Bayesian neural network model can also be used to handle continuous valued attributes. The idea is to transform the continuous variable into a number of discrete variables that can be used directly by the Bayesian neural network. This is done via a finite mixture of density functions (McLachlan and Basford 1988; Tråvén 1991) . The probability density function over some continuous variable Þ can be approximated by a finite sum (although it is a density function, it will be denoted by È´Þµ):
This can be seen as a partitioning of È´Þµ into Ò subdistributions È´Þ Ú µ, each with probability È´Ú µ of being the "source" of Þ. This partitioning also defines functions from the value Þ to the probability of this Þ being generated from the component Ú :
where instead of keeping track of È´Þµ, we can use normalization over of the right hand side, since they must sum to one.
If the component functions È´Ú Þµ are localized, in the sense that they each have a single peak, and decreases monotonically on both sides from this peak (as in figure 6 ), the transformation can be viewed as a type of soft interval coding. If the components are chosen "close" enough to each other, we may assume that this coding preserves the information in the original value of Þ, i. e. that Õ depends only on Þ through the values of Ú :
Using this it is possible to express the probability of a class Õ given Þ with help of the component functions È´Ú Þµ:
This is easily generalized to the case of a set Þ of independent continuous variables Þ :
The form of (18) is identical to (12) if the activity of the th unit representing the continuous variable Þ is set to È´Ú Þ µ. Thus each continuous attribute is represented with one hypercolumn in the hidden layer, and every component function for this continuous attribute gets one unit in the hypercolumn. Activities in a hypercolumn has to be normalized, to satisfy (15). Since spiking units are used, this corresponds to having exactly one unit active at a time in the hypercolumn. Given this representation of continuous attributes, the calculations in the rest of the network are exactly as before. It is easy to see that the factors of (18) can be mixed with factors from (12), in which case the network can handle inputs some of which are discrete ("categorical") and some continuous valued. It is also possible to merge these "continuous" hypercolumns into higher order ones. Each of them is very similar in structure and function to a radial basis function neural network (Broomhead and Lowe 1988; Moody and Darken 1989 ).
Since we can afford only a limited number of components for each input attribute, they have to be "placed" (i. e. their parameters adjusted) in a way that preserves the information in the attribute as much as possible. There are several possible strategies for doing this, the most common perhaps being the EM (Expectation Maximization) algorithm (Dempster et al. 1977) . However, for this purpose we have here used the CSL (Competitive Selective Learning) algorithm (Ueda and Nakano 1994), a winner-take-all type vector quantization algorithm.
If all continuous attributes are merged into the same hypercolumn this model is very similar to a standard mixture model. One important advantage with treating independent subspaces separately however, is that as in the binary case the number of free parameters in a high dimensional space is very large, and thus the distribution over each subspace can be estimated with higher certainty than the distribution over the whole space. In cases where the domain can be separated into independent subspaces, our approach will thus have an advantage over the direct use of a mixture model, with respect to generalization.
There are now in total three different kinds of training in this network, i. e. hypercolumn construction, CSL training, and Bayesian training. First CSL is used to find representations for the individual continuous attributes. After each of the following hypercolumn construction passes, CSL has to be used again, to place the component functions optimally in the newly created continuous attribute hypercolumns. When no more hypercolumns are constructed, the Bayesian weights are set according to the statistics in the database. This training is done in the same way as for the one layer network, i. e. with (5) and (6). Estimation of probabilities in this step can be done either using spiking units, or with the graded activities directly. Provided averaging is done over a sufficient number of time steps while using the spiking implementation, this will give the same results, since the probability of a spike is the same as the graded activity itself.
Evaluation with the Iris Database
To illustrate how continuous attributes and the implementation with spiking units work in practice, we have used the Iris database of Fisher (Fisher 1936) . It contains 150 patterns, 50 patterns from each of three iris species, and each pattern consists of four continuous attributes (sepal and petal length and width). We have used the same partition into training and test sets as in the examples distributed with the free neural network simulator "Aspirin/MIGRAINES". This is perhaps a too easy test problem for classification, since simple one-layer networks achieve almost the same result as the multi-layer ones, i. e. around ± correct on the test set. It is still useful, however, for examining how the implementation with spiking units compare to direct use of (12) (possibly implemented as a pi-sigma neural network), which is our purpose here.
We used a hidden layer of 44 units in one hypercolumn representing all four attributes. Competitive selective learning was used to place the centers of the corresponding component functions in the fourdimensional input space. Thereafter the Bayesian weights were trained with the training set using this representation in the hidden layer.
During testing the number of time steps that each pattern (in the test set) was held for varied between 1 and 200. Each test pattern was tested 10 times, to give an estimate of the variance in the results. The classification results, as a function of the time over which spikes were averaged, is shown in figure 7 . The dotted line indicates the asymptotic result (reached with 200 time steps averaging). It also represents the results achieved with the pi-sigma network. As can be seen, for this classification problem asymptotic performance is approached quickly. Something between 10 and 20 time steps may be enough to reach a reasonably good result.
An interesting observation is that, given the spiking implementation presented here, it would be easy to increase the speed of the system simply by duplicating the units in the hidden layer. This would give a correspondingly higher number of spikes arriving at the output layer per time unit as input to the averaging.
The Biological Connection
The Bayesian neural network described here has originated primarily in a computational context of probability and statistical inference. Yet the issues of biological plausibility have also been considered during its development. Here we focus on some significant analogies between the proposed model and cortical functional organization and processing.
The Basic One-layered Network
In previous attempts to assess the biological plausibility of related artificial neural network architectures we have shown that a network of simulated pyramidal cells and local fast spiking inhibitory interneurons can operate as an associative memory in the form of a recurrent one-layered attractor network (Lansner and Fransén 1992) . In this context a Hebbian learning rule like the Bayesian one is biologically reasonable, if negative weights are introduced by means of local inhibitory interneurons (Levy and Desmond 1985; McNaughton 1989) . When mapping cortical architecture to such an artificial network, it seems most appropriate to assume that one artificial unit actually represents a cortical "minicolumn" rather than a single neuron (Lansner and Fransén 1994) . Such a minicolumn is a vertical aggregate with a diameter of 25 -50 microns and comprised of about a hundred cortical neurons with highly similar response properties (Purves et al. 1992) . One reason for the multiplication of units that seem to occur in the cortex (and other structures as well) might simply be that one neuron alone is not able to meet up with the demands for connectivity to and from a local cortical processing unit. In addition, as pointed out above, having populations of stochastic spiking units performing exactly the same computation might give increased speed.
The interpretation of activity in the BCPNN as "confidence" in an attribute rather than a quantity, is highly related to what has for a long time been a common picture among theoretical neuroscientists (Barlow 1972) . The spiking units proposed in section 4 also lend themselves readily to a neural implementation with stochastic spiking leaky integrator neurons.
Higher Order Network Structure
The higher order ANN architecture proposed here has several similarities with real cortical architecture if its hypercolumns are regarded as abstractions of their real counterparts. Already Hubel and Wiesel proposed that the cortical minicolumns might further be arranged into "hypercolumns" containing all the circuitry necessary for the analysis of information derived from a single point on the sensory surface (Hubel and Wiesel 1977) . For instance, in a hypercolumn in the visual cortex one would find about eighteen orientation columns with selectivity for different orientations, together covering all possible orientations. Normally, conceived of as a winner-take-all structure, only one orientation column is active at a time.
As in the BCPNN, and contrary to the standard multi-layered perceptron, the cortical feed-forward network is "order limited" in the sense of Minsky and Papert (Minsky and Papert 1969) . For example a cell in the primary visual cortex receives input from only some hundred of the millions of input units in the lateral geniculate nucleus (LGN).
Interval Coding of Continuous Valued Input
When the BCPNN is generalized to handle continuous input attributes as in section 4.2, the representation that emerges is one of interval coding. This kind of coding is abundant in biological nervous systems as evidenced by for instance orientation selectivity of simple cells in visual cortex (Daugman 1989) , the tuning curves of auditory cells, response properties of vestibular hair cells (Kandel et al. 1991) , wind detection cells in crickets (Salinas and Abbott 1994) , etc. . Even motor output is to some degree organized along the same principles, taking advantage of recruitment and population coding (Fuglevand et al. 1993; Georgopoulos and Lukashin 1994) .
Self-organization of Internal Representation
One of the key issues relating to the neural network model is efficient self-organizing mechanisms for partitioning the internal layer into hypercolumns (see section 3.2). The task can be seen as one of assigning afferents to hypercolumns. This process relies fundamentally on an unsupervised learning process in which sensory units that are correlated are combined into less correlated feature detectors which provide a more appropriate internal representation. This is in many ways analogous to the processes thought to govern early development of cell specificity in the cortex. In addition to more theoretical work referred to in section 3.2, mechanisms for self-organization have also been investigated in a biological modeling context (Willshaw and von der Malsburg 1976; Bienenstock et al. 1982; Barlow and Földiak 1989) .
Discussion and Conclusions
We have presented a higher order Bayesian confidence propagation neural network, which is a general artificial neural network model with several possible applications. The BCPNN has proven itself efficient as a classifier, with results well comparable to those of other network architectures.
We have here treated the BCPNN in a purely feed-forward manner. However, the network can be used as an autoassociative as well as a heteroassociative memory. Then the Bayesian weights from the hidden layer may be connected back to the input or hidden layer. The probability estimates from the first step can then be fed into the next step, and so on until a stable state is reached. This important aspect of the Bayesian neural network model allows for several useful applications, including noise reduction, pattern completion and hierarchical clustering (Lansner and Ekeberg 1989; Lansner 1991; Levin 1995) .
The hidden layer in the BCPNN consists of hypercolumns, i. e. "winner-take-all" modules of complex units that respond to different activities in the same receptive field. These constitute an intermediate between a purely distributed and a grandmother-type internal representation. There are several ways to extend this notion of hypercolumns, either by allowing the same input to contribute to several columns, or by adjusting the number of units in a column (Holst and Lansner 1993a) .
A critical point during training is the construction of the hidden layer, i. e. the partitioning of input attributes into independent hypercolumns. It is a hard problem to find the optimal representation, i. e. one that is decorrelated and of lowest possible order. However, tests have shown that the method presented here is in practice often able to detect and remove correlations to a sufficient degree. In the case of dependencies that are not detectable from lower order statistics, other approaches have to be used. Further improved methods for finding decorrelated internal representations is currently a focus of our further work. There are several proposed strategies for doing this (Schmidhuber 1992; Földiak 1990) .
Continuous valued attributes are handled by the introduction of soft interval coding. In this way the BCPNN unifies the treatment of categorical and continuous valued input. Both soft intervals and uncertain inputs can be treated if the network is implemented using stochastic spiking units. This simplifies the calculations considerably and makes the model more suitable for hardware implementation. Also, from a biological perspective the idea is compelling. What may seem as a drawback is that the activity has to be averaged over some time to get a good result, which may be a delaying factor. However, we have shown here that in practice convergence may be quite fast. Also, in a hardware implementation time averaging can be replaced by averaging over populations of units for the same feature, thus trading time for processing elements.
There are interesting analogies between the computational model proposed here and some aspects of cortical functional organization, like the columnar structure and the principle of soft interval coding. The model may thus also serve as a framework for organizing our biological and psychological knowledge. The inspiration may of course also go in the other direction, in the process of extending this Bayesian neural network model even further.
