Distributed averaging is a well-studied problem, and often a "prototype" for a class of fundamental questions arising in various disciplines. 
MODEL
The network has n nodes, with an underlying graph G = (V, E). At each node v, there is a variable Xv(t) taking non-negative real values that depend on (integer) time t.
We would like distributed (iterative, message-passing) algorithms, using which the nodes can maintain estimates Xv(t) of the current average 1 n P v Xv(t), or equivalently the sum P v Xv(t).
Dynamics.
The values at the nodes change with time, in a bounded (but arbitrary, possibly adversarial) manner. To cover a range of dynamics, we use two models:
1. the case of slow or moderate dynamics is modeled as "additive changes": that is, for each node v and all times t, |Xv(t + 1) − Xv(t)| ≤ δ for some δ > 0.
2. the case of high dynamics is modeled as "multiplicative changes": that is, for each node v and all times t, we have e −δ ≤ Xv(t + 1)/Xv(t) ≤ e δ . Equivalently, |log Xv(t + 1) − log Xv(t)| ≤ δ.
As we shall see, the two cases have different features and require different algorithms.
Communication.
Each node can communicate, in principle, with its neighbors in G. We can imagine several models of communication: each node may communicate either with all its neighbors at once, or with only one at a time, and the set of times at which the communication occurs may be either discrete or continuous, and either deterministic or random. For simplicity, we consider two representative models, to which all other models would be similar:
1. Each node communicates with all its neighbors at each integer time.
2. Each node i contacts exactly one another node j at random (continuous) times, according to a Poisson process of rate pij. Note that the probability of two communications happening at the same time is 0.
We call them deterministic communication and probabilistic communication respectively.
RESULTS
We separately describe results for the two models of communication and two of dynamics. In the following, d denotes the diameter of the graph (the maximum distance between two vertices, where the distance is defined as the length of the shortest path between them).
Deterministic communication

Multiplicative changes
We give a simple randomized message-passing algorithm to estimate the sum, with the following guarantee: Theorem 1. For any desired probability p > 0 and accuracy , let m = l
. The estimatesXv(t) are maintained such that with probability at least 1 − p,
A lower bound proves that it is not possible to do significantly better, at least with a deterministic algorithm:
If there exists an algorithm that maintains estimatesXv(t) with the guarantee that they satisfy e −∆ ≤
≤ e ∆ , then ∆ ≥ dδ. (As opposed to mdδ in the algorithm above.)
Additive changes
We analyze the natural adaptation of the well-known distributed averaging algorithm, namely updating estimates of average according to a doubly stochastic "averaging matrix" A (which requires each node to know only local information), under our dynamic setup, and show that the error between the average and the estimates depends on the second-largest eigenvalue λ of A:
Theorem 3. At all times t, the difference between the estimatesX(t) maintained by the algorithm and the actual average Xave(t) is bounded as
Probabilistic communication
Each node i contacts a neighboring node j according to an independent Poisson process of rate pij. Whenever a node contacts another, they send a message to each other.
Multiplicative changes
Let the random variable T denote the percolation time (single-piece information dissemination time), namely the time it would take for a piece of information to spread from one node to all nodes under this model. Let T1, . . . , Tm be independent random variables each with the same distribution as T . We give a simple randomized message-passing algorithm with the following guarantee:
Theorem 4. Under probabilistic communication, for any p > 0 the estimatesXv(t) are maintained such that, with probability at least 1 − p,
where m = l 3 ln(2/p) 2 m as before.
Additive changes
As in the deterministic case, we adapt the distributed averaging algorithm for the dynamic setup and analyze its performance. Let P be the matrix specifying the rates pij at which nodes contact each other. Let λ be the second-largest eigenvalue of the matrix (I + P )/2. We show the following result.
and therefore, for any α > 0,
Changes in topology
We also analyze the case when network undergoes changes in its topology. We consider only the case of multiplicative changes, i.e. high dynamics.
The model of changes is as follows. Assume that the algorithm has been running for a long time, since t = −∞ say, and that we observe the system at t = 0. At this time, one of the following four changes happens:
1. An edge is added. In this case, the diameter of the network can only decrease, from d to d ≤ d.
2. An edge is deleted, without disconnecting the network. In this case, the diameter may increase in general, from
3. A node is added to the network. The number of nodes increases to n + 1, and the new node that enters has some associated value Xn+1.
4. A node leaves the network. The number of nodes is now n − 1, and we can assume the node that departed was node n, with value Xn.
In order to study the effects of these changes in isolation, we assume that following this change in topology, the values of the nodes in the network do not change. We would like to bound the time it takes for the estimates to "settle down". That is, for a desired probability 0 < p < 1, let T (p) be defined as:
T (p) = inf n t :
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