A natural way to distribute tasks between autonomous agents is to use swarm intelligence techniques, which simulate the way social insects (such as wasps) distribute tasks between themselves. In this paper, we theoretically prove that the corresponding successful biologically inspired formulas are indeed statistically optimal (in some reasonable sense).
Introduction

What Is Swarm Intelligence
In many real-life situations, we have a large number of tasks, and a large number of autonomous agents which can solve these tasks. The problem is how to best match agents and tasks. This problem is typical:
• in manufacturing, where we have several machines capable of performing multiple tasks; • in robotics, when we need to coordinate the actions of several autonomous robots; • in computing, when several parallel computers are available, etc.
In general, if we want an optimal matching, then this problem is difficult to solve. For example, it is known that the problem of optimal manufacturing scheduling is NP-hard; see, e.g., [19] . Since we cannot have an optimal solution, we must look for heuristic solutions to such problems.
One of the natural sources of such heuristics is biology, specifically, the biology of insects. Insects are usually small, so it is difficult for an individual insect to perform complex tasks. Instead, they swarm together and perform tasks in collaboration. Since the existing social insects are the result of billions of years of survival-of-the-fittest evolution, we expect that all the features of their collaboration have been perfected to being almost optimal. Thus, it is reasonable to copy the way social insects interact. The resulting multi-agent systems are called swarm intelligence [8, 24] .
What Formulas Are Used in the Existing Swarm Intelligence Systems
The biological observations led researchers to the following model for the insect collaboration: We have several classes of tasks. Each task T of type t is characterized by its degree of relevance R t (T ); in biology, this degree of relevance is called a stimulus.
In principle, each agent can perform each task; in this sense, the agents are universal. However, different agents have different abilities with respect to different tasks. If an agent is not very skilled in a certain type of tasks, then this agent picks tasks of this type only when they are extremely important, i.e., when the stimulus is very high. If an agent is reasonable skilled in tasks of certain type, then this agent will also pick such tasks when the corresponding stimulus is much lower. This behavior can be characterized by assigning, to each agent A and to each type of tasks t, a threshold θ t (A):
• if the stimulus R t (T ) corresponding to a task T is much smaller than the threshold, then the agent will not take this task; • if the stimulus is much larger than the threshold (R t (T ) θ t (A)), then the agent will take this task.
In other words, whether the agent takes the task or not depends on the ratio r def = R t (T )/θ t (A): if r 1, the agent does not take the task; if r 1, the agent takes the task.
When the ratio is close to 1 (i.e., when the stimulus is of the same order of magnitude as the threshold), then the same insect sometimes takes the task, sometimes does not. The frequency (probability) P with which an insect picks the task increases with the ratio r. From the biological observations, it was determined that the dependence of the probability P on the ratio r has the following form:
In other words, the probability P of an agent A to pick the task T of type t is equal to:
This formula was proposed in the 1990s in [9, 10, 39] . Since then, it has been used in the existing swarm intelligence systems, and it has led to reasonable results [1, 2, 8, 13, 14, 15, 16, 24, 31, 32 ].
Formulation of the Problem
The idea that a probability P should depend on the ratio r is very convincing. However, the specific dependence of P on r (as described by the formula (1)) is rather ad hoc. Since this formula is successful, it is reasonable to try to find a justification for its use.
In this paper, we provide such a justification.
Main Idea
Since we want to design an intelligent system, we should allow agents to learn, i.e., to use their experience to correct their behavior. In the swarm intelligence model, at any given moment of time, the behavior of an agent A towards tasks of all possible types t is characterized by its thresholds θ t (A). Thus, learning means changing the agent's thresholds, from the original values θ t (A) to new values θ t (A). As a result, the probability
of an agent A taking the task T changes to a new value
The formula describing the transition from the original probabilities (3) to the new probabilities (4) can be further simplified if we denote the ratio of the old and the new thresholds by
In terms of λ, we have r = λ · r, hence the new probability is equal to
From the statistical viewpoint (see, e.g., [21, 40, 42] ), the optimal way of updating probabilities is by using the Bayes formula. Specifically, if we have n incompatible hypotheses H 1 , . . . , H n with initial probabilities
then, after observations E, we update the initial probabilities to the new values:
Thus, an optimal function P (r) can be determined as the one for which the transition from the old probabilities (3) to the new probabilities (4) , (6) can be described by the (fractionally linear) Bayes formula (8) .
From the Main Idea to the Exact Formulas
Let us formalize the above condition. In our case, we have two hypotheses: the hypothesis H 1 that it is reasonable for an agent A to take a task of given type t, and the opposite hypothesis H 2 that it is not reasonable for the agent A to take such a task. Initially, the probability of the hypothesis H 1 is equal to P , and the probability of the opposite hypothesis H 2 is equal to 1 − P . According to Bayes formula, after some experience E, the probability P should be updated to the following new value P = P (H 1 | E):
If we denote P (E | H 1 ) by a, P (E | H 2 ) by b, and explicitly mention that the probability P depends on the ratio r, then the formula (9) takes the following form:
We want the expression (6) to be representable in this form (10) . So, we arrive at the following definition:
Comment. In other words, we require that the 2-parametric family of func-
corresponding to Bayesian learning be scaleinvariant under a "re-scaling" r → λ · r.
Theorem 1. Every optimal function P (r) has the form
for some real numbers α and c.
In other words, for the optimal function P (r), we have
If we re-scale the threshold by calling θ = c 1/α · θ the new threshold, then the formula (13) simplifies into
Thus, we show that formula (14) -which is a minor generalization of the original formula (2) -is indeed optimal.
Proof of Theorem 1
It is known that many formulas in probability theory can be simplified if instead of the probability P , we consider the corresponding odds
(If we know the odds O, then we can reconstruct the probability
.) The right-hand side of the formula (11) can be represented in terms of odds O(r), if we divide both the numerator and the denominators by 1 − P (r). As a result, we get the following formula:
Based on this formula, we can compute the corresponding odds O(λ · r): first, we compute the value
and then divide (16) by (17), resulting in:
where we denoted c(λ) = a(λ)/b(λ). It is known (see, e.g., [3, 29] ) that all monotonic solutions of the functional equation (18) are of the form O(r) = C · r α . Therefore, we can reconstruct the probability P (r) as
Dividing both the numerator and the denominator of the right-hand side by C and denoting c = 1/C, we get the desired formula (12) . Q.E.D.
6 From Informally "Optimal" to Formally Optimal Selections 6.1 In the Previous Section, We Used Informal "Optimality"
In the above text, we argued that if a selection of a probability function is optimal (in some reasonable sense), than it is natural to expect that this selection should be scale-invariant. We used this argument to justify the empirical selection of a probability function -or, to be more precise, the empirical selection of a 2-parametric family
In this section, we will go one step further, and explain that the empirical selection is indeed optimal -in the precise mathematical sense of this word.
In these terms, the question is how to select, out of all possible families, the family which is optimal in some reasonable sense, i.e., which is optimal in the sense of some optimality criterion.
What is an Optimality Criterion?
When we say that some optimality criterion is given, we mean that, given two different families F and F , we can decide whether the first or the second one is better, or whether these families are equivalent w.r.t. the given criterion. In mathematical terms, this means that we have a pre-ordering relation on the set of all possible families.
One way to approach the problem of choosing the "best" family F is to select one optimality criterion, and to find a family that is the best with respect to this criterion. The main drawback of this approach is that there can be different optimality criteria, and they can lead to different optimal solutions. It is, therefore, desirable not only to describe a family that is optimal relative to some criterion, but to describe all families that can be optimal relative to different natural criteria 4 . In this section, we are planning to implement exactly this more ambitious task.
Examples of Optimality Criteria
Pre-ordering is the general formulation of optimization problems in general, not only of the problem of choosing a family F . In general optimization theory, in which we are comparing arbitrary alternatives a , a , . . . , from a given set A, the most frequent case of such a pre-ordering is when a numerical criterion is used, i.e., when a function J : A → R is given for which a a iff J(a ) ≤ J(a ).
Several natural numerical criteria can be proposed for choosing a function J. For example, we can take, as a criterion, the average computation time (average in the sense of some natural probability measure on the set of all problems).
Alternatively, we can fix a class of problems, and take the largest (worstcase) computation time for problems of this class as the desired (numerical) optimality criterion.
Many other criteria of this type can be (and have actually been) proposed. For such "worst-case" optimality criteria, it often happens that there are several different alternatives that perform equally well in the worst case, but whose performance differ drastically in the average cases. In this case, it makes sense, among all the alternatives with the optimal worst-case behavior, to choose the one for which the average behavior is the best possible. This very natural idea leads to the optimality criterion that is not described by one numerical optimality criterion J(a): in this case, we need two functions: J 1 (a) describes the worst-case behavior, J 2 (a) describes the average-case behavior, and a b iff either
We could further specify the described optimality criterion and end up with one natural criterion. However, as we have already mentioned, the goal of this chapter is not to find one family that is optimal relative to some criterion, but to describe all families that are optimal relative to some natural optimality criteria. In view of this goal, in the following text, we will not specify the criterion, but, vice versa, we will describe a very general class of natural optimality criteria.
So, let us formulate what "natural" means.
What Optimality Criteria are Natural?
It is reasonable to require that the relative quality of two families does not change if we simply change the threshold, i.e., replace the function P (r) with P (λ · r), and correspondingly, the family F = a · P (r) a · P (r) + b with the "re-
There is one more reasonable requirement for a criterion, that is related with the following idea: If the criterion does not select a single optimal family, i.e., if it considers several different families equally good, then we can always use some other criterion to help select between these "equally good" ones, thus designing a two-step criterion. If this new criterion still does not select a unique family, we can continue this process until we arrive at a combination multi-step criterion for which there is only one optimal family. Therefore, we can always assume that our criterion is final in this sense. • If a family F is optimal w.r.t. some scale-invariant final optimality criterion, then this family F is generated by P (r) = r α for some α > 0.
• For families corresponding to P (r) = r α , there exists a scale-invariant final optimality criterion for which the only optimal family is this family.
Comment. In other words, if the optimality criterion satisfies the abovedescribed natural properties, then the optimal function is P (r) = r α .
Proof of Theorem 2
We have already shown, in the proof of Theorem 1, that:
• for P (r) = r α , the corresponding family is scale-invariant, and • vice versa, that if a family is scale-invariant, then it corresponds to P (r) = r α .
1
• . To prove the first part of Theorem 2, we thus need to show that for every scale-invariant and final optimality criterion, the corresponding optimal family F opt is scale-invariant, i.e., that T λ (F opt ) = F opt for all λ > 0. Then, the result will follow from Theorem 1.
Indeed, the transformation T λ is invertible, its inverse transformation is a scaling by 1/λ: T −1 λ = T 1/λ . Now, from the optimality of F opt , we conclude that for every F ∈ A, T −1 λ (F ) F opt . From the invariance of the optimality criterion, we can now conclude that F T λ (F opt ). This is true for all F ∈ A and therefore, the family T (F opt ) is optimal.
But since the criterion is final, there is only one optimal indicator function; hence, T λ (F opt ) = F opt . So, the optimal family is indeed invariant and hence, due to Theorem 1, it corresponds to P (r) = r α . The first part is proven.
2
• . Let us now prove the second part of Proposition 2. Let P (r) = r α , and let F 0 be the corresponding family. We will then define the optimality criterion as follows: F F iff F is equal to this F 0 .
Since the family F 0 is scale-invariant, thus the defined optimality criterion is also scale-invariant. It is also clearly final.
The family F 0 is clearly optimal w.r.t. this scale-invariant and final optimality criterion. The theorem is proven.
Discussion
Traditionally, the choice of a function P (r) is done empirically, by comparing the results of different choices. Two related questions naturally arise:
• first, a theoretical question: how can we explain the empirical selection?
• second, a practical question: an empirical choice is made by using only finitely many functions; is this choice indeed the best -or there are other, even better functions P (r), which we did not discover because we did not try them?
Our result answers both questions:
• first, we provide a theoretical explanation for the optimality of the empirical choice; • thus, by proving that these empirical formulas are optimal not only in comparison with other functions that we have tried, but in comparison with all possible functions P (r), we enable the practitioners not to waste time on trying different functions P (r).
Extending the Optimality Result to a Broader Context
Formulation of a More General Problem
Swarm intelligence techniques are a class of methodology for solving global optimization problems. In this chapter, we have discussed how to optimally select techniques from this class. It is reasonable to consider this problem in a broader setting: how can we optimally select techniques for solving global optimization problems -without necessarily restricting ourselves to swarm intelligence. The need to make such a selection comes from the fact that, in general, the problem of finding the exact values x that minimize a given objective function f (x) is computationally difficult (NP-hard) ; see, e.g., [41] . Crudely speaking, NP-hardness means that (provided that P =NP) it is not possible to have an algorithm that solves all optimization problems in reasonable time. In other words, no matter how good is an algorithm for solving global optimization optimization problems, there will always be cases in which better results are possible.
Since we cannot hope for a single algorithm for global optimization, new algorithms are constantly designed, and the existing algorithms are constantly modified. As a result, we have a wide variety of different global optimization techniques and methods; see, e.g., [17, 20, 22, 30, 38] . In particular, there exist numerous heuristic and semi-heuristic techniques which -similar to swarm intelligence techniques -emulate the way optimization is done in nature; e.g., genetic algorithms simulate the biological evolution which, in general, leads to the birth and survival individuals and species which are best fit for a given environment; see, e.g., [28] .
Because of this variety of different global optimization techniques, every time we have a new optimization problem, we must select the best technique for solving this problem. This selection problem is made even more complex by the fact that most techniques for solving global optimization problems have parameters that need to be adjusted to the problem or to the class of problems. For example, in gradient methods, we can select different step sizes.
When we have a single parameter (or few parameters) to choose, it is possible to empirically try many values and come up with an (almost) optimal value. Thus, in such situations, we can come up with optimal version of the corresponding technique. In other approaches, e.g., in swarm intelligence, instead of selecting the value of single number-valued parameter, we have select the auxiliary function. It is not practically possible to test all possible functions, so it is not easy to come up with an optimal version of the corresponding technique.
In this chapter, we described an indirect way of finding the optimal version of swarm intelligence techniques. It is desirable to consider a more general problem of selecting the best auxiliary function within a given global optimization technique -so that we would be able to either analytically solve the problem of finding the optimal auxiliary function, or at least reduce this problem to an easier-to-solve problem of finding a few numerical parameters.
Case Study: Optimal Selection of Penalty (Barrier) Functions
A well-known Lagrange multiplier method minimizes a function f (x) under a constraint g(x) = 0 by reducing it to the un-constrained problem of optimizing a new objective function f (x) + λ · g(x). One of the known approaches to solving a similar problem with a constraint g(x) ≥ 0 is the penalty (barrier) method in which we reduce the original problem to the un-constrained problem of optimizing a new objective function f (x) + λ · g(x) + µ · P (g(x)), for an appropriate (non-linear) penalty function P (y). Traditionally, the most widely used penalty functions are P (y) = y · ln(y) and P (y) = y 2 . How can we select an optimal penalty function? Or, to be more precise, how can we select the optimal family {λ · y + µ · P (y)}?
The first natural requirements is that the optimal penalty function P (y) should be smooth. Smoothness is needed because smooth functions are easier to optimize, and we therefore want our techniques to preserve smoothness.
In solving a similar problem from swarm intelligence, we used the argument that the optimal expression should not change if we simply change the threshold and thus, re-scale the parameter r. For penalty functions, similarly, the measuring unit for measuring the quantity y is often a matter of arbitrary choice: we can use meters or feet to measure length, we can use pounds or kilograms to measure weight, etc. If a selection of the penalty function P (y) is "optimal" (in some intuitive sense), then the results of using this penalty functions should not change if we simply change the measuring unit for measuring y -i.e., replace each value y with a new value C · y, where C is the ratio of the corresponding units. Indeed, otherwise, if the "quality" of the resulting penalty method changes with this "re-scaling", we could change the unit and get a better penalty function P (y) -which contradicts to our assumption that the selection of P (y) is already optimal.
So, the "optimal" choices P (y) can be determined from the requirement that the family {λ·y+µ·P (y)} be invariant under the corresponding re-scaling.
Definition 3. A 2-parametric family of functions F
At first glance, scale-invariance is a reasonable but weak property. It turns out, however, that this seemingly weak property actually almost uniquely determines the optimal selection of penalty functions; see, e.g., [29] . Proposition 1. If a family {λ·y +µ·P (y)} is scale-invariant, then this family corresponds to P (y) = y α or to P (y) = y · ln(y).
Proof of Proposition 1
Since the family is scale-invariant, for every C, the re-scaled function P (C · y) must belong to the same family, i.e., there must exist λ(C) and µ(C) for which
for all C and y.
Differentiating both sides of (20) by C and setting C = 1, we conclude that y · dP dy
where
. One can check that the only solutions to these equation are P (y) = C 1 · y + C 2 · y µ0 (when µ 0 = 1) and P (y) = C 1 · y + C 2 · y · ln(y) (when µ 0 = 1). Thus, the only scale-invariant families {λ · y + µ · P (y)} are families corresponding to P (y) = y · ln(y) and P (y) = y α for some real number α. Thus, under any scale-invariant optimality criterion, the optimal penalty function must indeed take one of the desired forms. Q.E.D.
Comments.
• We can also show that for every scale-invariant final optimality criterion, the optimal family corresponds to P (y) = y · ln(y) and P (y) = y α .
• This example also shows that we can go beyond theoretical justification of empirically best heuristic, towards finding new optimal heuristics: indeed, for penalty functions, instead of two-parameter families {λ · y + µ · P (y)}, we can consider multiple-parameter families
for several functions P 1 (y), . . . , P m (y). In this case, the optimal functions have also been theoretically found: they are of the type
for real (or complex) values α i and non-negative integer values of p i [29] .
Other Examples
Similar symmetry-based techniques provide an explanation of several other empirically optimal techniques.
How to bisect a box. For example, many optimization algorithms are based on the branch-and-bound idea, where we subdivide the original domain into several smaller subdomains -and thus, reduce the original difficult-to-solve problem of optimizaing the objective function f (x) over the entire domain to several easier-to-solve problems of optimizing f (x) over smaller domains (usually, boxes). Some of these boxes must be further subdivided, etc. Two natural questions arise:
• which box should we select for bisection?
• which variable shall we use to bisect the selected box?
To answer both questions, several heuristic techniques have been proposed, and there has been an extensive empirical comparative analysis of these techniques. It turns out that for both questions, the symmetry-based approach enables us to theoretically justify the empirical selection:
• Until recently, for subdivision, a box B was selected for which the computed lower bound f (B) was the smallest possible. Recently (see, e.g, [11, 12] ), it was shown that the optimization algorithms converge much faster if we select, instead, a box B with the largest possible value of the ratio
where f is a current upper bound on the actual global minimum. In [25] , we give a symmetry-based theoretical justification for this empirical criterion. Namely, we consider all possible indicator functions I(f (B), f (B), f ), and we show that: -first, that the empirically best criterion I 0 is the only one that is invariant w.r.t. some reasonable symmetries -namely, shift and scaling; and -second, that this criterion is optimal in some (symmetry-related) reasonable sense.
• We can bisect a given box in n different ways, depending on which of n sides we decided to halve. So, the natural question appears: which side should we cut? i.e., where to bisect a given box? Historically the first idea was to cut the longest side (for which
. It was shown (in [33, 34] ) that much better results are achieved if we choose a side i for which U n ), which map available information into an index S ∈ {1, 2, . . . , n}, and we show that the empirically best box-splitting strategy is the only scaleinvariant one -and is, thus, optimal under any scale-invariant final optimality criterion.
How to enlarge a box. Sometimes, it is beneficial to (slightly) enlarge the original (non-degenerate) box [x L , x U ] and thus improve the performance of the algorithm; the empirically efficient "epsilon-inflation" technique [35, 36] [
was proven to be the only shift-and scale-invariant technique and thus, the only one optimal under an arbitrary shift-invariant and scale-invariant optimality criterion [26] (see also [37] ).
Convex-based techniques. Several algorithms for solving convex global optimization problems are based on the fact that for convex functions there exist efficient algorithms for finding the global minimum. There are numerous effective global optimization techniques that reduce the general global optimization problems to convex ones; see, e.g., [17, 38] . Empirically, among these techniques, the best are αBB method [4, 5, 17, 27] and its modifications recently proposed in [6, 7] . It turns out [18] that this empirical optimality can also be explained via shift-and scale-invariance.
Simulated annealing and genetic algorithms. By using shift-invariance, we can also explain why the probability proportional to exp(−γ · f (x)) is optimal in simulated annealing [29] .
By using scale-and shift-invariance, we explain why exponential and power re-scalings of the objective function are optimal in genetic algorithms [29] .
