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Abstract
We consider a stochastic model of gene expression in which transcription
depends on a multistate promoter, including the famous two-state model and
refractory promoters as special cases, and focus on deriving the exact stationary
distribution. Building upon several successful approaches, we present a more
unified viewpoint that enables us to simplify and generalize existing results. In
particular, the original jump process is deeply related to a multivariate piecewise-
deterministic Markov process that may also be of interest beyond the biological
field. In a very particular case of promoter configuration, this underlying process
is shown to have a simple Dirichlet stationary distribution. In the general
case, the corresponding marginal distributions extend the well-known class of
Beta products, involving complex parameters that directly relate to spectral
properties of the promoter transition matrix. Finally, we illustrate these results
with biologically plausible examples.
1 Introduction
Gene expression within a cell, that is, transcription of specific regions of its DNA into
mRNA molecules (to be then translated into proteins), is now well acknowledged to
be a stochastic phenomenon, resulting from a set of various chemical reactions and
typically modeled as a jump Markov process [2]. Indeed, some of the chemical species
involved are only present in very small quantities and their molecular fluctuations
therefore generate a cellular “intrinsic noise” [30]. The entire set of underlying
reactions may be huge but as a simple compromise, a gene is usually described by its
promoter and gene expression models consist of two reactions occurring in parallel:
creation of mRNA by the promoter and degradation of mRNA [10]. When both
creation and degradation have constant rates, one gets a standard birth-death process
that has a Poisson stationary distribution. Whereas such an elementary degradation
is often accepted as a first-order approximation [8, 31], the creation part is somewhat
of a hot topic and more sophisticated models have been proposed, depending on the
biological context [8, 38, 10].
For instance, measures of gene expression in individual, isogenic cells in the same
environment typically show a heavy-tailed distribution with a clearly non-Poisson
variance [1, 3]. The simplest model to account for this fact is the well-established
“two-state model”, which is a birth-death process in random environment [25, 22].
As suggested by the name, such a promoter has one active state in which the mRNA
creation rate is positive and one inactive state in which the creation rate is zero.
Depending on the switching rates between states, the time spent in the active one
can be short enough to generate, when combined with a high creation rate, so-called
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1 Introduction
“bursty” mRNA dynamics [3, 16] leading to a much more realistic distribution than
the one-state previous model.
The two-state model has the advantage of being tractable, and sometimes it
can even be physically justified as a relevant approximation (e.g., in bacteria [6]).
However, as single-cell experiments become more precise, it appears that some
promoters cannot be described by only two states because their inactive period
has a nonexponential distribution with a positive mode [38]. Such cases suggest a
“refractory” behavior, meaning that after each active phase, the promoter has to
progress through several inactive states before becoming active again. Note that one
could still consider a two-state model by accepting losing the Markov property. In
fact, adding intermediate states is not only a convenient way to keep a Markov process,
but also an opportunity to go into further details of the biological mechanisms behind
gene expression. Though a complete description is still out of reach, such promoter
states may indeed represent physical configurations of chromatin (the compacting
molecular structure around DNA in eukaryotic cells), for example during remodeling
steps [7, 38].
These observations have motivated the introduction of “multistate” promoters,
each state being associated with a particular rate of mRNA creation [8, 37, 19, 10].
Accordingly, we consider a promoter with n states (n > 2) represented by chemical
species S1, . . . , Sn, with transitions between states such that molecule numbers always
satisfy [Si] ∈ {0, 1} for all i and [S1] + · · ·+ [Sn] = 1. Then, representing mRNA by
a species M, the expression model is defined by the following system of elementary
reactions: 
Si
ri,j−−→ Sj for i, j ∈ J1, nK, i 6= j
Si ui−→ Si +M for i ∈ J1, nK
M d0−→ ∅
(1)
with rates ri,j > 0, ui > 0 and d0 > 0. Importantly, two distinct scenarios can be
considered for this model:
1. the general case (e.g., [8, 19]);
2. the particular case where only one ui is nonzero (e.g., [37, 38, 10]).
Promoters that belong to the second case can be interpreted as having exactly one
active state and n− 1 inactive states: in line with the intuition presented above, we
shall call them refractory in the present paper. Note that in this view, the two-state
model corresponds to a “trivial” refractory promoter.
Our main interest here is the stationary distribution of the mRNA quantity [M].
In [19], the authors provided a general but implicit formula based on a recurrence
relation, focusing on multimodality induced by distinct ui values. On the other hand,
the authors in [37] consider some particular refractory promoters (transition graph
forming a cycle) and express the distribution in terms of generalized hypergeometric
functions [33], providing an implicit way to derive the parameter values. A further
step is achieved in [9], where parameters are explicitly derived in a more particular
case (irreversible cycle).
In this paper, we propose to gather, simplify and extend these results by adopting
a unified viewpoint: the underlying philosophy is to “break down the noise”, that is, to
decompose the complexity of the distribution into simpler layers. As suggested in [10],
we use the Poisson representation [15] of system (1), which allows for combining
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approaches in [19] and [37] by introducing a piecewise-deterministic Markov process
(PDMP). First, we reinterpret the main result of [19] as a projection of the PDMP joint
distribution. We show a simplistic situation where this distribution is Dirichlet, yet
providing some interesting insight into the general case. Second, we simplify the main
result of [37] concerning cyclic refractory promoters, and generalize it to any refractory
promoter by only assuming irreducible dynamics (i.e., for any i 6= j, there exists a path
of reactions from Si to Sj with positive reaction rates). This refractory case exactly
corresponds to marginals of the previous joint distribution. Interestingly, the resulting
class of univariate distributions generalizes the one consisting of products of Beta-
distributed random variables, which also arises in statistics [11] and mathematical
physics [12]. It is characterized by a set of parameters that are potentially complex
and directly relate to spectral properties of the promoter transition matrix.
The paper is organized as follows. The mathematical formulation of system (1)
is introduced in Section 2 and its Poisson representation is detailed in Section 3.
Then, the underlying multivariate PDMP is presented in Section 4 and the complete
solution for refractory promoters is given in Section 5. Finally, applications are
shown in Section 6 and a discussion follows in Section 7.
2 Basic mathematical model
For t > 0, let Et and Mt respectively denote the promoter state (Et = i if [Si] = 1,
i ∈ J1, nK) and the mRNA level (Mt = [M]) at time t. Throughout this paper, we
adopt a semivectorial notation by encoding promoter states as components of Rn
while keeping mRNA as a scalar: this will make our computations much easier
and will essentially reduce the results to linear algebra. We assume that system (1)
follows standard stochastic mass-action kinetics, that is, (Et,Mt)t>0 is a jump Markov
process with state space J1, nK× N and generator L defined by
Lf(k) = d0k[f(k − 1)− f(k)] + C[f(k + 1)− f(k)] +Qf(k) (2)
where f(k) = (f1(k), . . . , fn(k))> ∈ Rn represents functions f : J1, nK × N → R,
C = Diag(u1, . . . , un) ∈ Rn×n contains creation rates and Q ∈ Rn×n is the promoter
transition matrix given by
Qi,j = ri,j for i 6= j and Qi,i = −
∑
j 6=i
ri,j .
In practice, we shall focus on distributions (meaning probability measures here)
and therefore consider the adjoint operator of L, denoted by Ω and defined by
Ωg(k) = d0[(k + 1)g(k + 1)− kg(k)] + C[g(k − 1)1k>0 − g(k)] +Hg(k) (3)
where H = Q> and g = (g1, . . . , gn)> now stands for distributions g on J1, nK× N.
The distribution p(t) = P(Et,Mt), represented by p(t) = (p1(·, t), . . . , pn(·, t))> where
pi(k, t) = P(Et = i,Mt = k), then evolves according to the well-known Kolmogorov
forward equation:
dp
dt
= Ωp (4)
which is often called master equation in this context. Note that (4) is the same master
equation as in [8] and [19]. Also, it is a natural generalization of the master equation
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considered in [37], which corresponds here to cyclic refractory promoters (i.e., only
one ui is nonzero and the undirected graph induced by H is a n-cycle). See Section 5
for a graphical representation of cyclic and general refractory promoters.
As mentioned above, we assume that Q is irreducible (and thus also H): this is
sufficient to ensure that p(t) converges as t→∞ to a unique stationary distribution
(see [25] and references therein), which will be our main object of interest. Finally, we
set d0 = 1, say in h−1, without loss of generality (equivalent to dividing (2) and (3)
by d0 and rescaling time by 1/d0) so the model is completely parametrized by
r = (ri,j)i,j∈J1,nK, i 6=j and u = (u1, . . . , un).
3 Poisson representation
In this section, we motivate the introduction of an underlying process that is not only
useful for computations, but also arises naturally as a fundamental part of the original
process (Et,Mt)t>0. Our approach is based on the Poisson representation, initially
introduced by Gardiner and Chaturvedi [15] as a powerful ansatz-based technique
for solving master equations. As emphasized by the authors, this representation
is particularly adapted to chemical birth-death processes because of the particular
jump rate form implied by stochastic mass-action kinetics [15, 26], and it has already
been successfully applied to intracellular kinetics [36] and more specifically to gene
expression [20, 35, 29]. In our case, contrary to the original approach [15] in which all
species are included, and as also done tacitly in [20, 35], we shall apply the Poisson
representation only to the mRNA part (species M) and not to the promoter part
(species Si, i ∈ J1, nK). The representation then becomes more than just an ansatz
by revealing an actual “hidden layer” that turns out to be a piecewise-deterministic
Markov process.
3.1 Notation and definitions
In all that follows,M(R+) andM(N) denote the real vector spaces of finite signed
measures on R+ = [0,∞) and N = {0, 1, 2, . . . }. When they are nonnegative and have
their total mass equal to 1, such measures are standard probability measures, termed
distributions here. It is worth mentioning that an actual, precise consideration
of spaces is not the point of this article, but the reader may find some details
in Appendix A. Note thatM(N) simply corresponds to the space of real sequences
whose series is absolutely convergent.
Intuitively,M(R+) andM(N) will describe mRNA levels. Let us now introduce
three transforms that will be used extensively in this paper. Given µ ∈M(R+), we
define the Laplace transform Lµ by
Lµ(s) =
∫ ∞
0
esxdµ(x), ∀s ∈ (−∞, 0]. (5)
Similarly, given p ∈M(N), we consider the generating function Gp defined by
Gp(z) =
∞∑
k=0
p(k)zk, ∀z ∈ [−1, 1]. (6)
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The last one is the starting point of the Poisson representation: for µ ∈M(R+), we
define Pµ ∈M(N) by
Pµ(k) =
∫ ∞
0
xk
k! e
−xdµ(x), ∀k ∈ N, (7)
which gives us a linear operator P :M(R+)→M(N). We may term this operator
the Poisson transform and call its image P the space of Poisson mixtures. When
µ has a density f with respect to the Lebesgue measure on R+, we consistently set
Pf = Pµ. The operator P clearly preserves total mass, that is, Pµ(N) = µ(R+).
Moreover, µ > 0 implies Pµ > 0 and thus P maps distributions to distributions (such
operators are sometimes called stochastic [28]). In this case, the most important fact
is that one can draw Y ∼ Pµ using the hierarchical (aka Bayesian) model:
X ∼ µ
Y |X ∼ Poisson(X)
where the second line stands for the conditional distribution PY |X = Poisson(X). In
this sense, Pµ is a mixture of Poisson distributions where µ is the mixing distribution.
Remark 3.1. It will be useful to extend the definition of Lµ(s) to s ∈ C. Given
µ ∈M(R+), by standard results of complex analysis Lµ is holomorphic on the half
plane {s ∈ C | Re(s) < 0}. If µ is compactly supported (e.g., µ = PX with X ∈ [0, 1]),
then Lµ can be defined on C and is an entire function.
The basic Poisson representation consists in finding an evolution equation for µ
by assuming the form Pµ in (4), implicitly expecting µ to be simpler: this approach
hence benefits from a remarkable probabilistic interpretation, in contrast to many
other ansatz techniques commonly used to solve such equations. Besides, the following
result noted by Feller [13] enlightens the correspondence between the generating
function and the Laplace transform in the context of Poisson mixtures. Importantly
for us, it implies that P is injective.
Lemma 3.2. Let µ ∈M(R+). Then for all z ∈ [−1, 1],
GPµ(z) = Lµ(z − 1).
In particular, P induces a linear isomorphism fromM(R+) onto P.
Proof. By Fubini’s theorem (valid for z ∈ [−1, 1]) applied on measures µ+ and µ− of
the Jordan decomposition µ = µ+ − µ−, we directly get
GPµ(z) =
∞∑
k=0
∫ ∞
0
(zx)k
k! e
−xdµ(x) =
∫ ∞
0
e(z−1)xdµ(x) = Lµ(z − 1).
Hence, if Pµ = 0, then Lµ(z) = 0 for all z ∈ [−2, 0], and thus also for all z ∈ (−∞, 0]
by Remark 3.1. As µ 7→ Lµ is injective on M(R+) (e.g., [23, Theorem 15.6]), it
follows that µ = 0. Hence, P is injective and we haveM(R+) ' P.
Remark 3.3. Having this result in mind, it is no surprise that a very common way
to solve master equations such as (4) consists in deriving an evolution equation for
the generating function and then making the change of variable s = z − 1. It seems
to be less known that the outcome is nothing but the evolution equation satisfied by
the Laplace transform of the mixing distribution within the Poisson representation.
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Finally, we just need to extendM(R+) andM(N) in order to add a description of
promoter states. In line with the semivectorial definitions of L and Ω in (2) and (3),
we represent finite signed measures on J1, nK× R+ and J1, nK× N by
Mn(R+) =M(R+)n and Mn(N) =M(N)n.
The Laplace transform and the generating function are then naturally extended as
Lµ = (Lµ1 , . . . , Lµn)> and Gp = (Gp1 , . . . , Gpn)>
for µ = (µ1, . . . , µn)> ∈ Mn(R+) and p = (p1, . . . , pn)> ∈ Mn(N), as well as the
Poisson transform P : Mn(R+) → Mn(N) whose image is now denoted by Pn.
Clearly, Lemma 3.2 still holds and P induces an isomorphism fromMn(R+) onto
Pn.
3.2 Distribution viewpoint
The most intuitive way to derive the Poisson representation, assuming that µ admits
a smooth density function of y ∈ R+, consists in simply injecting Poisson mixtures
into equation (4) and then integrating by parts (see Appendix B.1). If the boundary
terms vanish, one finds that p = Pµ is a solution of (4) if and only if
∂tµ = ∂y(yµ)− C∂yµ+Hµ. (8)
This is the key idea in [15]: instead of using a series expansion, we obtain an exact
representation as a time-dependent mixture of Poisson distributions. In our case, the
evolution equation (8) satisfied by µ is a Kolmogorov forward equation associated
with the new operator
Ω˜µ = −∂y[(C − yI)µ] +Hµ, (9)
which is the adjoint of
L˜f = (C − yI)∂yf +Qf. (10)
A comparison of L˜ with (2) reveals that we made significant progress by going from
a discrete to a continuous description. Notably, we thereby obtain the generator of a
process (Et, Yt)t>0 that is a typical PDMP of state space J1, nK× R+, with Et being
the same as before and Yt following the (random) differential equation
Y˙t = u(Et)− Yt (11)
where u(i) = ui for i ∈ J1, nK. In other words, given the promoter state, the
continuous variable Yt follows the traditional deterministic mass-action kinetics of
M in system (1): an example of such underlying PDMP is shown in Figure 1. The
mixing distribution thus evolves exactly as we would expect when considering [M]
continuous while keeping the [Si] discrete, and indeed (8) can be rewritten as a simple
system of coupled transport equations
∂tµ+ ∂y[(C − yI)µ] = Hµ
for which (11) is the characteristic curve for each vector component.
Although the previous method is only heuristic (boundary terms in the integration
by parts may indeed not vanish), it is possible to get the same outcome rigorously
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Figure 1: Sample paths of the original process and the underlying piecewise-deterministic process
for an example of multistate promoter: n = 3, u = (0, 50, 100), r2,1 = r3,1 = 2, r1,2 = r3,2 = 1 and
r1,3 = r2,3 = 0.5. Here the paths of (Et,Mt) and (Et, Yt) are generated using the same path of Et.
using a dual approach related to Remark 3.3. More precisely, if p(t) is the distribution
of (Et,Mt) and µ(t) is the distribution of (Et, Yt), then from the definition (3) of Ω,
the generating function g(z, t) = Gp(t)(z) satisfies the evolution equation
∂tg(z, t) + (z − 1)∂zg(z, t) = ((z − 1)C +H)g(z, t) (12)
while from the definition (9) of Ω˜, the Laplace transform φ(s, t) = Lµ(t)(s) satisfies
∂tφ(s, t) + s∂sφ(s, t) = (sC +H)φ(s, t). (13)
Clearly, (12) and (13) perfectly coincide up to the change of variable s = z − 1. As a
result (see Appendix B.2 for details), the dynamics of p(t) coincide on the space of
Poisson mixtures with the dynamics of µ(t) in the following sense.
Proposition 3.4. Let (St)t>0 and (S˜t)t>0 be the operator semigroups generated by
Ω and Ω˜, that is, for any p0 ∈Mn(N) and µ0 ∈Mn(R+):
• p(t) = Stp0 is the solution of (4) with initial condition p(0) = p0;
• µ(t) = S˜tµ0 is the solution of (8) with initial condition µ(0) = µ0.
Then for all t > 0, the space of Poisson mixtures Pn ⊂ Mn(N) is an invariant
subspace of St and we have the following commutative diagram:
Mn(R+) Mn(R+)
Pn Pn
P
S˜t
P
St
that is, P−1StP = S˜t where P−1 is well defined on Pn.
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It is worth noticing that since (Et,Mt)t>0 is ergodic [25], its unique stationary
distribution belongs to the space Pn which is therefore clearly a fundamental invariant
subspace. It is not very common to know such a nontrivial subspace when dealing
with infinite-dimensional semigroups, and this interesting result strongly suggests
the introduction of the underlying process (Et, Yt)t>0. Unsurprisingly, it is also
ergodic [4] so the same Poisson representation holds in stationary regime.
Corollary 3.5. The stationary distribution of the original process (Et,Mt)t>0 is the
Poisson mixture p = Pµ where µ is that of (Et, Yt)t>0.
Remark 3.6. Any chemical system leads to an analog of (13), but in general its
solution is not the Laplace transform of a probability measure on R+ even when
imposed at t = 0 (see examples in [15]). Alternatively, one can always find a
representation using a probability measure on C, but then there is no straightforward
analog of Proposition 3.4 since P is not injective anymore [14, section 7.7.4].
In our case, it is even possible to obtain a stronger result describing not only
distributions but also sample paths: this approach appears in [10] but we slightly
adapt it here to our “invariant subspace” viewpoint.
3.3 Path-based approach
In line with the chemical system (1) and noticing that (Et)t>0 is itself a jump
Markov process with generator Q, one may alternatively consider (Mt)t>0 as a birth-
death process in random environment (Et)t>0, which can be described by a scalar,
conditional master equation (see Appendix B.3). The conditional generating function
of mRNA given a promoter path is then defined by
g(z, t) = E
[
zMt |(Eτ )τ>0
]
= E
[
zMt |(Eτ )τ∈[0,t]
]
and it satisfies the following partial differential equation:
∂tg(z, t) + (z − 1)∂zg(z, t) = (z − 1)u(Et)g(z, t). (14)
This is just the analog of (12), but much easier to solve since it is now a scalar
transport equation. Using the standard method of characteristics, we get the following
result.
Proposition 3.7. Let y0 ∈ R+. If g(z, 0) = exp(y0(z − 1)), then we have
g(z, t) = exp(Yt(z − 1))
for all t > 0, where
Yt = e−ty0 +
∫ t
0
u(Eτ )eτ−tdτ
is the unique solution of the differential equation (11) such that Y0 = y0.
Such Yt is well defined since t 7→ u(Et) is piecewise constant, and we can construct
(Et,Mt)t>0 and (Et, Yt)t>0 using the same path of (Et)t>0 as in Figure 1. In this
case, if M0 ∼ Poisson(y0) is independent of E0, then by Proposition 3.7,
PMt|(Eτ )τ∈[0,t] = PMt|Yt
8
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and more specifically if Y0 is independent of E0 and M0|Y0 ∼ Poisson(Y0), we get
∀t > 0, Mt|Yt ∼ Poisson(Yt). (15)
One must stay aware that the Mt are not independent, even conditionally on (Yt)t>0.
However, we also obtain E[(Mt)t>0|(Et)t>0] = E[(Mt)t>0|(Yt)t>0] = (Yt)t>0 and thus,
as clearly perceptible in Figure 1, the whole path (Mt)t>0 can be interpreted as small
Poisson-type fluctuations around (Yt)t>0 which itself describes the core part of the
dynamics. This link between the two processes is in fact not specific to our choice of
promoter dynamics: see [10] for a more general presentation.
4 Underlying multivariate structure
Following the Poisson representation, our interest is now the process (Yt)t>0 defined
by (11). In this section, we slightly change our point of view in order to reveal
interesting symmetries. More precisely, we introduce a multivariate process (Xt)t>0 =
(X1,t, . . . , Xn,t)t>0 with state space Rn+ = (R+)n, such that X0 ∈ ∆n−1, the (n− 1)-
simplex defined by
∆n−1 =
{
x ∈ Rn+ |x1 + · · ·+ xn = 1
}
,
and built from (Et)t>0 so that when Et = i,
X˙j,t = −Xj,t for j 6= i and X˙i,t =
∑
j 6=i
Xj,t. (16)
Regarding the original chemical formulation (1), these equations simply correspond
to deterministic mass-action kinetics of species X1, . . . ,Xn following reactions
Si + Xj d0−→ Si + Xi for i, j ∈ J1, nK, i 6= j,
with d0 = 1 in this article. The case n = 3 is shown in Figure 2, with a sample path
of (Et, Xt)t>0 based on the same (Et)t>0 as in Figure 1. In particular, it is easy to
check from (16) that X1,t + · · ·+Xn,t is conserved, and thus Xt ∈ ∆n−1 for all t > 0.
The main point of introducing Xt is the following result.
Proposition 4.1. Let u = (u1, . . . , un) ∈ Rn+ denote the mRNA creation rates. Then
for all t > 0,
Mt|Xt ∼ Poisson(u ·Xt) (17)
where u ·Xt = u1X1,t + · · ·+ unXn,t, whenever M0|X0 ∼ Poisson(u ·X0).
Proof. Following (15), we just need to show that Yt = u ·Xt whenever Y0 = u ·X0.
When Et = i and since u is constant, the time derivative of u ·Xt is
uiX˙i,t +
∑
j 6=i
ujX˙j,t = ui
∑
j 6=i
Xj,t −
∑
j 6=i
ujXj,t = ui − u ·Xt
where we used (16) and the fact that X1,t + · · ·+Xn,t = 1. The result immediately
follows as Yt satisfies the same differential equation, that is, Y˙t = ui − Yt.
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Yt = u Xt
X1, t X2, t X3, t
0.0
0.5
1.0
0 1 2 3 4 5 6 7 8 9 10
Time (h)
3
2
1
S1
S2
S3
X2 → X1X3 → X1X1 → X2X3 → X2X1 → X3X2 → X3
Figure 2: Multivariate PDMP in the three-state case. Left: chemical reactions associated with
each promoter state. Right: sample path corresponding to the promoter example of Figure 1, based
on the same path of Et. Using the same u = (0, 50, 100) leads to the previous path of Yt = u ·Xt.
Interestingly, the representation (17) can be interpreted as Yt being a “projection”
of Xt on R+ using u. The initial condition in Proposition 4.1 turns out to be
equivalent to Y0 ∈ [min(u),max(u)] in (15), which in fact is the physically relevant
state space regarding the dynamics of Yt (i.e., values taken by [M] when treated
as a concentration) so it is not too restrictive. By Corollary 3.5, the stationary
distribution of (Mt)t>0 can always be represented as in (17) using that of (Xt)t>0.
Motivated by Proposition 4.1, we shall focus on (Et, Xt)t>0 which will be referred
to as the “multivariate PDMP” as it is also an ergodic piecewise-deterministic Markov
process [4]. Its generator is given from (16) by
L˜nf(x) = Qf(x) +
n∑
i=1
Fi(x)∂xif(x) (18)
for x ∈ Rn+, with Fi(x) = (x1 + · · · + xn) Diag(ei) − xiI where Diag(ei) ∈ Rn×n is
the matrix whose only nonzero entry is [Diag(ei)]i,i = 1.
4.1 Multivariate Laplace transform
Let M(Rn+) denote the vector space of finite measures on Rn+ and let Mn(Rn+) =
M(Rn+)n represent finite measures on J1, nK× Rn+. In the remainder of this article,
we focus on the stationary distribution of the multivariate PDMP, denoted by
µ = (µ1, . . . , µn)> ∈ Mn(Rn+), and consider a random variable (E,X) ∼ µ. In line
with our previous notation, we define the Laplace transform φ = Lµ by
φi(s) =
∫
Rn+
es·xdµi(x) = E
[
1{E=i}es·X
]
, ∀s ∈ (−∞, 0]n. (19)
From (18) and the fact that X ∈ ∆n−1 (which is equivalent to ∂s1φ+ · · ·+∂snφ = φ),
we find that φ satisfies
n∑
i=1
si∂siφ(s) = (D(s) +H)φ(s) (20)
with D(s) = Diag(s1, . . . , sn).
10
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Besides, an analog of Remark 3.1 implies that φ can be extended to an entire
function on Rn. More precisely, we have
φ(s) =
∑
α∈Nn
m(α)s
α1
1 · · · sαnn
α1! · · ·αn! (21)
where m(α) is given, using notation ∂αs = ∂α1s1 · · · ∂αnsn and Xα = X1α1 · · ·Xnαn , by
mi(α) = ∂αs φi(0) = E
[
1{E=i}Xα
]
. (22)
The convergence of the series (21) for all s ∈ Rn is then immediate as mi(α) ∈ [0, 1]
for all α ∈ Nn, by (22) and the fact that X ∈ ∆n−1 ⊂ [0, 1]n.
4.2 General recursion formula
We are now interested in solving system (20). Given some fixed s ∈ Rn, the change
of unknown Φs(ω) = φ(ωs1, . . . , ωsn) = φ(ωs) for ω ∈ R directly leads to a much
simpler one-variable problem.
Proposition 4.2. For all s ∈ Rn, ω 7→ Φs(ω) statisfies
ω
dΦs
dω
(ω) = (ωD(s) +H)Φs(ω) (23)
which is an ordinary differential system.
It should be noted from (19) that Φs is in fact the Laplace transform of (E, Y )
where Y = s ·X (i.e., Φs = Lµ with (E, Y ) ∼ µ). Combined with Lemma 3.2, this
explains why (23) happens to coincide, in the special case s = u, with the main
equation considered in [19]. An important consequence of (21) is that Φs can be
expressed as a power series in ω, and some simple computation from (23) then leads
to the following recurrence relation between the coefficients.
Corollary 4.3. Let s ∈ Rn. Then Φs(ω) = ∑∞k=0 ck(s)ωk where
Hc0(s) = 0 and ∀k > 1, ck(s) = (kI −H)−1D(s)ck−1(s). (24)
This recursion formula corresponds to the one used in [19]. The irreducibility
of H is crucial here: a classic application of the Perron–Frobenius theorem shows
that eigenvalues of H all have negative real parts except the simple eigenvalue 0 (see
Appendix C), so the recurrence (24) is well defined and (ck(s))k>0 is unique up to a
multiplicative constant. Taking ω = 1, we finally obtain
φ(s) =
∞∑
k=0
ck(s) (25)
which can be seen as a particular choice of summation in (21). Since the distribution
of E is by definition c0(s) = c0 = m(0), the sequence (ck(s))k>0 is unique, confirming
the uniqueness of µ under the assumption that X0 ∈ ∆n−1 almost surely.
Although useful for numerical computation, especially when H is diagonalizable,
the recurrence relation (24) does not make φ really explicit, the main challenge being
that matrices D(s) and H do not commute. Remarkably, the case where only one si
is nonzero turns out to be explicitly solvable: it is the object of Section 5. Before, let
us however present a fully solvable promoter configuration.
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4.3 A fully solvable case
Let α1, . . . , αn be positive parameters and consider the very particular case
ri,j = αj , ∀i, j ∈ J1, nK, i 6= j. (26)
Namely, each promoter state Si can be reached directly from all other states Sj with
the same rate αi. As an example, the three-state promoter in Figure 1 and thus the
multivariate sample path in Figure 2 belong to this case. Such dynamics clearly have
little memory: this situation is simplistic from a biological perspective but may be
viewed as a useful first step, giving some interesting insight into µ in general.
Proposition 4.4. If the promoter transition rates satisfy (26), the stationary distri-
bution of mRNA is given by the hierarchical model
X ∼ Dirichlet(α1, . . . , αn)
M |X ∼ Poisson (u1X1 + · · ·+ unXn)
where X corresponds to the multivariate PDMP and M corresponds to mRNA.
Proof. In this easy case it is possible to use Corollary 4.3 but not even necessary.
Indeed, we obtain from (18) that µ satisfies the stationary equation
n∑
i=1
∂xi(Fiµ) = Hµ (27)
with Fi(x) = (x1 + · · ·+ xn) Diag(ei)− xiI and H derived from (26), that is:∑
j 6=i
∂xi(xjµi)− ∂xj (xjµi) = αi
∑
j 6=i
µj − µi
∑
j 6=i
αj , ∀i ∈ J1, nK.
This system turns out to be solvable “piece by piece”. Let σ denote the induced
Lebesgue measure on ∆n−1, and let µ ∈ Mn(Rn+) be defined by the density
f = (f1, . . . , fn)> with respect to σ (meaning µ has all its mass in ∆n−1) up
to a normalizing constant, where
fi(x) = xi
n∏
j=1
x
αj−1
j , ∀i ∈ J1, nK.
Then we easily get ∂xi(xjfi) = αifj and ∂xj (xjfi) = αjfi for all i, j ∈ J1, nK, i 6= j,
and it follows that µ is solution of (27) in the weak sense. In other words, we have
PX|E=i = Dirichlet(α1, . . . , αi−1, αi + 1, αi+1, . . . , αn), ∀i ∈ J1, nK
and marginalizing over E leads to PX = µ1 + · · ·+ µn = Dirichlet(α1, . . . , αn).
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5 Complete solution for refractory promoters
Recall that a promoter state i ∈ J1, nK is active if ui > 0 and inactive if ui = 0. In
this section we consider the particular case of refractory promoters, that is, for which
only one state is active. In line with the previous section, we consider a random
variable M generated by
M |X ∼ Poisson(u ·X)
so PM is the mRNA stationary distribution. Without loss of generality, we assume
that the active state is the first one (Figure 3) with u1 = ν > 0 so that u ·X = νX1.
We derive an explicit formula for PM in this case, thereby simplifying and generalizing
the results in [37], and extend some of the ideas in [9, 10] concerning X1.
S1
S2
S3
. . .
Sn
r1,2
rn,1
r2,3
r3,2
r3,4 r4,3
rn−1,n
rn,n−1
M
∅
u1
d0
S1
S2
S3
. . .
Sn
M
∅
u1
d0
Figure 3: Dynamics of the system in the case of refractory promoters. Black arrows correspond to
reactions with positive rates while grey ones indicate reactions that can have rate 0. Left: cyclic
refractory promoters as considered in [37]. Right: general refractory promoters as considered here.
Remark 5.1. It should now be clear that refractory promoters are associated with
marginal distributions of X. For instance, one easily recovers the fact that PM is
a scaled Beta-Poisson mixture in the case of the two-state model [22]: when n = 2,
r2,1 = α1 and r1,2 = α2, we get X ∼ Dirichlet(α1, α2) by Proposition 4.4 and then it
is well known that X1 ∼ Beta(α1, α2) and X2 ∼ Beta(α2, α1).
5.1 Notation and definitions
The refractory case also provides notions of active and inactive periods, which are
respectively the time T1 spent in the active state before becoming inactive and the
time T0 spent in other states before becoming active. By definition of the process, T1
has density fT1 on [0,+∞) given by fT1(t) = λ exp(−λt) where λ =
∑
j 6=1 r1,j , and
the density of T0 is also available explicitly.
Lemma 5.2. The inactive period T0 has density fT0 defined on [0,+∞) by
fT0(t) =
[
H˜ exp(tH˜)pi
]
1
where pi = (pi1, . . . , pin)> is defined by pi1 = 0 and pii = r1,i/
∑
j 6=1 r1,j for i 6= 1, and
H˜ ∈ Rn×n is obtained from H by replacing the first column with zeros.
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Proof. Consider the Markov process (E˜t)t>0 with generator H˜ (it becomes “stuck” in
state i = 1 as soon as it is reached) and such that PE˜0 = pi. The inactive period can
then be defined as T0 = inf{t > 0 | E˜t = 1}. Its cumulative distribution function is
FT0(t) = P(T0 6 t) = P(E˜t = 1) =
[
exp(tH˜)pi
]
1
and the result follows by taking the derivative of FT0 .
The distribution of T0 is not the main point here but it enlightens the under-
lying linear algebra that also appears in the next results. In addition, we shall
use Lemma 5.2 in Section 6 to gain insight into the particular dynamics of some
promoters.
As found in [37, 10], distributions ofM and X1 can be expressed in a compact way
using generalized hypergeometric functions. Let us introduce some related notation,
borrowed from [33]. Given A ∈ N and a = (a1, . . . , aA) ∈ CA, we define
(a)k =
A∏
i=1
Γ(ai + k)
Γ(ai)
=
A∏
i=1
ai(ai + 1) · · · (ai + k − 1)
for k ∈ N, adopting the convention (a)k = 1 if A = 0. Then, given also B ∈ N and
b = (b1, . . . , bB) ∈ CB, we define the hypergeometric function AFB as
AFB[(a); (b);x] =
∞∑
k=0
(a)k
(b)k
xk
k!
for x ∈ R such that the series is well defined and converges. For z ∈ C, we shall
write a+ z = (a1 + z, . . . , aA + z) ∈ CA and b+ z = (b1 + z, . . . , bB + z) ∈ CB.
We finally set n = N + 1 to simplify the notation in this section, so that
N > 1 is the number of inactive states. Then, combining the Perron–Frobenius
theorem as mentioned beside Corollary 4.3 with some other linear algebra results
(see Appendix C), we can define two fundamental families of eigenvalues.
Lemma 5.3. For i ∈ J1, nK, let H{i} ∈ RN×N be the matrix obtained from H by
removing the i-th row and the i-th column. Furthermore, let
a(i) = (ai1, . . . , aiN ) ∈ CN and b = (b1, . . . , bN ) ∈ CN
respectively denote the eigenvalues of −H{i} and the nonzero eigenvalues of −H,
counted with multiplicity. Then ai1, . . . , aiN , b1, . . . , bN all have positive real parts and
the promoter stationary distribution is given by
PE(i) =
N∏
k=1
aik
bk
, ∀i ∈ J1, nK.
Remarkably, it turns out that PM is directly parametrized by these eigenvalues.
5.2 Exact mRNA distribution
Let us begin by describing the continuous component X1. In all that follows, we
consider a = a(1) and b as defined in Lemma 5.3. The results will be based on X1 for
simplicity but immediately generalize to any Xi by replacing a = a(1) with a(i).
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Theorem 5.4. The Laplace transform of X1 is given by
LX1(s1) = E
[
es1X1
]
= NFN [(a); (b); s1]. (28)
Proof. The idea is to solve the recurrence relation (24) to get ck(s) for all k ∈ N,
assuming that s = (s1, 0, . . . , 0). Since we marginalize over the promoter state E, we
are only interested in ck = ck,1 + · · ·+ ck,n. First, summing vectorial components
in (kI −H)ck(s) = D(s)ck−1(s) yields kck(s) = s1ck−1,1(s) so we just need ck,1(s).
Second, it is straightforward to see that the (1, 1)-cofactor of kI − H is equal to
det(kI −H{1}) = (a1 + k) · · · (aN + k) and we use it in (24) through the standard
inversion formula to get the scalar recurrence relation
ck,1(s) =
det(kI −H{1})
det(kI −H) s1ck−1,1(s) =
(a1 + k) · · · (aN + k)
k(b1 + k) · · · (bN + k)s1ck−1,1(s), ∀k > 1.
The initial term is c0,1 = PE(1) = (a1 · · · aN )/(b1 · · · bN ) by Lemma 5.3. Finally,
ck(s) =
s1
k
ck−1,1(s) =
(a)k
(b)k
sk1
k! , ∀k ∈ N
and the result directly follows from (25).
Computing the derivatives of s1 7→ LX1(νs1) and using Lemma 3.2, we obtain
the mRNA stationary distribution for general refractory promoters.
Corollary 5.5. If u = (ν, 0, . . . , 0), the distribution of M is given by
PM (k) =
νk
k!
(a)k
(b)k N
FN [(a+ k); (b+ k);−ν]. (29)
Note that since matrices −H and −H{1} are real, their complex eigenvalues come
by conjugate pairs so (a+ k1)k2 and (b+ k1)k2 for k1, k2 ∈ N are always real numbers.
Remark 5.6. When ν is large, the Poisson layer becomes negligible, meaning
M ≈ νX1, so we can alternatively use (29) to approximate the distribution of X1.
More precisely, if fX1 denotes the density of X1, we have
ν  1 ⇒ fX1 (k/ν) ≈ PM (k)
which in fact corresponds to the Post–Widder inversion formula applied to LX1 .
5.3 Mixing distribution
When computing PM , it is common for tractability reasons to take a rather small
value for the scale parameter ν, which is coherent since PM (k) vanishes quickly
for k > ν by definition of the Poisson mixture. However, quantitative biological
experiments often suggest ν = 103 or more [1, 27]. Equation (29) then corresponds as
noted above to the Post–Widder inversion formula for the distribution of X1, which
emerges even more as the core part of PM .
It is therefore interesting to consider deriving the density fX1 in exact form, that
is, directly inverting the Laplace transform (28). Fortunately, one does not have to
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do this from scratch as LX1 belongs to a well-known class [33]. More precisely, the
idea is to invert the Mellin transform of X1, defined as the meromorphic function
MX1(z) = E
[
Xz−11
]
, which coincides with the moments of X1 given from (28) by
E
[
Xk1
]
= (a)k(b)k
=
N∏
i=1
Γ(bi)Γ(ai + k)
Γ(ai)Γ(bi + k)
, ∀k ∈ N. (30)
It is possible to show using an extension of Carlson’s theorem that the right-hand
side of (30) actually defines MX1 (replacing k with z − 1), but here such a technical
result is not needed since we know by (21) that the distribution of X1 is characterized
by its moments. Namely, we need only find the unique distribution on [0, 1] with
moments (30), and by Mellin inversion this one is defined by the density
fX1(x) =
1
2pii
N∏
i=1
Γ(bi)
Γ(ai)
∫ 0+i∞
0−i∞
N∏
i=1
Γ(ai + z)
Γ(bi + z)
x−z−1dz (31)
for x ∈ (0, 1). Up to a multiplicative constant, this is a standard Meijer G-function [34]
and thus one can efficiently compute fX1 using numerical packages such as mpmath [21].
Furthermore, the following result provides an actual explicit form in most cases.
Theorem 5.7. Assume that ai − aj /∈ Z for all i, j ∈ J1, NK, i 6= j. Then we have
fX1(x) =
1
A
N∑
i=1
Bi x
ai−1
NFN−1[(1 + ai − b); (1− a′i);x] (32)
where a′i = (a1, . . . , ai−1, ai+1, . . . , aN ) ∈ CN−1,
A =
N∏
i=1
Γ(ai)
Γ(bi)
and Bi =
∏
j 6=i Γ(aj − ai)∏N
j=1 Γ(bj − ai)
.
The proof simply consists in evaluating (31) by the method of residues; it appears
in [33, p. 152, equation (4.8.1.16)] as a particular case. Note that the poles of the
integrand (located at z = −ai−k for k ∈ N) are simple by hypothesis. The case with
multiple poles is treated extensively in [34] but is more involved. When ai − bj ∈ N,
one simply has Bi = 0 so there is no restriction on b. Note also that mpmath appears
to use (32) with a perturbation technique in the general case rather than performing
complex integration in (31).
5.4 Beta-product distributions
Consider the case n = 3 with rates r1,2 = 10, r2,3 = r3,1 = 2, r3,2 = 1 and
r2,1 = r1,3 = 0. This gives a = (1, 4) and b = (6, 9). Then it is easy to show
using moments (30) that X1 has the same distribution as Z1Z2 where (Z1, Z2) ∼
Beta(1, 5) ⊗ Beta(4, 5) or equivalently (Z1, Z2) ∼ Beta(1, 8) ⊗ Beta(4, 2). More
generally, if a and b are real with ai < bi for all i, then X1 can be interpreted as
a product of independent Beta-distributed random variables [34], namely, X1 =
Z1 · · ·ZN with Zi ∼ Beta(ai, bi− ai). These Beta-product distributions notably arise
in different contexts such as statistics [11] and mathematical physics [12] and it is
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fruitful to extend them to complex a and b such that the moment sequence (30)
stays real: this indeed generates “new” distributions that cannot be realized as
Beta products with real parameters [11]. From this viewpoint, the multivariate
PDMP turns out to be a very natural way to generate, using real transition matrices,
Beta-product distributions with complex parameters.
In the case n = 3, we mention an alternative to Theorem 5.7 that is always valid
(i.e., also when a1 − a2 ∈ Z). Indeed, similarly to the real case [11, 12] we get
fX1(x) =
Γ(b1)Γ(b2)
Γ(a1)Γ(a2)Γ(δ)
xa1−1(1− x)δ−12F1[(b1 − a2, b2 − a2); (δ); 1− x]
where δ = b1 + b2 − a1 − a2 = r1,2 + r1,3 > 0. Note that a1 and a2 are always real in
this case so the hypergeometric series has nonnegative coefficients, and thus fX1 can
be interpreted as a mixture of Beta distributions.
6 Applications
In this section we show some interesting examples of refractory promoters, still
assuming that the active state is i = 1 and taking u1 = ν = 103. The general
formulas for distributions of T0, M and X1 were implemented in Python, making
use of the mpmath package [21] to compute (29) and (31). The code thereby covers
all refractory promoters (i.e., with any number of states and any transition graph)
and is available at https://github.com/ulysseherbach/multistate.
6.1 Irreversible cyclic promoters
In this case, the promoter is progressing irreversibly through N inactive states (from
2 to n = N + 1) before reaching the active state 1, and so on (Figure 3). It is a
straightforward generalization [38] of the two-state model, which corresponds to
N = 1. As shown in Figure 4, increasing N while keeping E[T0] fixed tends to
decrease Var(T0), which rather intuitively decreases Var(M).
0.0 0.5 1.0 1.5 2.0
0
1
2
3
Distribution of T0
N = 1
N = 2
N = 10
0 100 200 300 400 500
0
2
4
6 ×10
3 Distribution of M
N = 1
N = 2
N = 10
Figure 4: Irreversible cyclic refractory promoters for n = N+1 with N > 1 inactive states. Here we
set r1,2 = 10 and ri,i+1 = rn,1 = 2N for i ∈ J2, NK, other rates being zero, so T0 ∼ Gamma(N, 2N).
For N = 10, the distribution of M is close to its limit when N →∞, corresponding to T0 = 1/2.
6.2 Irreversible cycle with a shortcut
We now consider a more complex inactive period (Figure 5), characterized by a
five-state cycle with a “shortcut” from state 1 to state 4. The rates are chosen so that
the promoter follows the long cycle most of the time, whereas it can sometimes bypass
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states 2 and 3, leading to a bimodal distribution for T0 (available by Lemma 5.2).
However, the two modes are not easily detectable in sample paths and the result is
indeed a unimodal distribution for M .
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Figure 5: Example of refractory promoter with a bimodal inactive period. Left: here n = 5 and we
set r1,4 = r2,3 = r3,4 = 2 and r1,2 = r4,5 = r5,1 = 10, other rates being zero. Right: sample path of
the component X1 of the multivariate PDMP and exact stationary distributions of M (discrete)
and νX1 (continuous). The two distributions turn out to be very similar since ν = 103 and their
formulas are confirmed by sampling M (104 cells) using the stochastic simulation algorithm (SSA).
6.3 Multiple cycles
Finally, Figure 6 shows a promoter with two distinct cycles, which leads to a bimodal
distribution for M . This time one can see two typical inactive periods in sample
paths, but T0 appears unimodal: in fact the long cycle is rare compared to the short
one so the corresponding mass is flattened.
7 Discussion and perspectives
In this paper we derived an explicit Poisson representation for a standard model of
gene expression, based on a multistate promoter. The explicit form of the mRNA
distribution in the refractory case is similar to that of [9, 37], but we used the
underlying linear structure rather that exploiting particular promoter transitions.
This led to more general results with simpler proofs, and also enabled us to identify
marginals of the underlying multivariate PDMP as extending the class of beta-product
distributions.
Compared to the original [15], our approach is hybrid in that we only represent
M by a Poisson mixture while keeping the common description of Si. This is crucial
as the underlying dynamics then correspond to a well-defined Markov process, which
is not the case in general: when some reactions involve or produce more than one
molecule, the Poisson representation does not lead to a pure transport equation
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Figure 6: Example of refractory promoter leading to a bimodal mRNA distribution. Left: here
n = 6 and we set r4,5 = r5,1 = 1, r2,3 = r3,4 = 2, r1,2 = 0.5, r1,6 = 20 and r6,1 = 4, other rates being
zero. Right: sample path of the component X1 of the multivariate PDMP and exact stationary
distributions of M (discrete) and νX1 (continuous). As in Figure 5, the two distributions turn out
to be very similar since ν = 103 and their formulas are confirmed by sampling M (104 cells) using
the stochastic simulation algorithm (SSA).
anymore—there can be diffusion or higher-order noise terms—and may not even
exist as a real-valued Poisson mixture (see Remark 3.6). One can check from (1) that
the only problematic reaction here is Si −→ Si +M. By conditioning on the promoter
state Si, we actually get a monomolecular reaction ∅ −→ M with rate 0 or ui and
therefore obtain a purely deterministic behavior between jumps of [Si] ∈ {0, 1}.
The PDMP viewpoint is itself becoming well established in biological applications
because of its great [modeling power]/[mathematical complexity] ratio [28]. In fact,
it is relevant and already used in various situations outside biology, for example in
the so-called fluid queuing theory where the two-state model also has a meaning [5].
Figures 5 and 6 show that in biologically realistic conditions [1, 32], the distribution
ofM efficiently approximates the one of νX1, or in other words the Poisson layer adds
a very small amount of noise to the PMDP layer. Besides, the mRNA bimodality
in Figure 6 is exactly the one observed in practice [32], that is, with a gamma-like tail.
We emphasize that such multimodality differs from the one considered in [19], which
comes from long stays in distinct active states (i.e., with different ui values) and has
a much shorter, Poissonian tail (see [1] for a quantitative illustration). In particular,
contrary to a somewhat widespread belief, the two-state model is absolutely unable
to reproduce gamma-tailed bimodality. The promoter of Figure 6 gets around this in
a rather ad hoc way by generating two latent “bursting frequencies” corresponding
to two cycles with very different mean durations. It might be better to let these
frequencies emerge from actual gene networks such as the two-gene toggle switch,
unless one has strong biological evidence for a particular promoter structure.
One can also obtain nontrivial multimodality by considering a single gene with
feedback, i.e., with promoter transition rates now being functions of the mRNA
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quantity. More specifically, two-state models with linear or second-order polynomial
feedback functions have been successfully investigated [18, 20, 9]. Interestingly, while
second-order feedback is hard to tackle analytically, the case of linear feedback can
be easily incorporated into the Poisson representation, for the same monomolecular
aspect as above. Note that the underlying stochastic process is well defined but is
actually not a PDMP because of some particular advection terms that appear [9, 20].
Note also that gamma-tailed bimodality cannot be reproduced using unbounded
feedback functions such as polynomials: to obtain genuine bursting frequencies,
any positive feedback function should rather be bounded (e.g., of Hill type) so the
activation rate stays much smaller than the inactivation rate. This makes the Poisson
representation likely intractable, but the analysis can be made possible and still
biologically relevant by directly starting from the PDMP formulation [16].
Having Proposition 4.4 in mind, it is clear that vectors a and b are in general not
identifiable from the mRNA distribution, as Dirichlet marginals are Beta and thus
indistinguishable from the two-state model. In practice, Figures 4 to 6 suggest that
distributions of M or νX1 in the bursty regime may be reasonably approximated by
gamma or mixtures of gamma distributions. This favors the two-state model as a
relevant approximation in many cases since the gamma distribution is nothing but
the bursty limit (i.e., r1,2  r2,1 if the active state is i = 1) of this model [1, 16].
Furthermore, Figures 5 and 6 illustrate some typical issues that would appear
when trying to infer a complex promoter structure from experimental data without
additional knowledge: Figure 5 indeed shows that mRNA data is not sufficient to
reconstruct the structure, and—contrary to what could have been expected—Figure 6
shows that measuring the distribution of the inactive period T0 is not enough either
unless measurements are extremely precise.
Finally, we were only able to get the joint distribution of the multivariate PDMP
in a particular case where it turns out to be the Dirichlet distribution (see Section 4.3).
The joint distribution seems much more involved in general, but it may hopefully be a
natural extension of the latter distribution. Intuitively, the difficulty comes from the
dependence between components X1, . . . , Xn which is reduced to X1 + · · ·+Xn = 1
in the Dirichlet case. Knowing the joint distribution would be interesting not only
mathematically, but also from a biological point of view as it would enable us to
describe further complexity layers. Indeed, the translation stage is commonly modeled
by
M v−→ M+ P, P d1−→ ∅
where P is the translated protein, and this stage can clearly be viewed for P as the
transcription stage with respect to M. Hence, the multivariate PDMP approach
could hopefully give some useful insight for deriving the exact protein distribution,
which is known to be a very difficult problem.
A Spaces
In this section we provide some details about function spaces and operators used in
this paper. First,M(R+) andM(N) respectively denote measures on (R+,B(R+))
and (N,P(N)), where B(R+) is the Borel algebra over R+ and P(N) is the power set
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of N. The first space is equipped with the total variation norm, defined by
‖µ‖ = sup{µ(A)− µ(R+\A) | A ∈ B(R+)} = µ+(R+) + µ−(R+)
where µ = µ+ − µ− is the Jordan decomposition of µ ∈M(R+). The total variation
norm is defined similarly onM(N), the Jordan decomposition being trivial in this
case. Furthermore, the Riesz–Markov representation theorem identifiesM(R+) and
M(N) as the duals of Banach spaces (C0(R+), ‖ · ‖∞) and (c0(N), ‖ · ‖∞), respectively,
where C0(R+) is the space of continuous functions on R+ converging to zero at +∞
and c0(N) is the space of real sequences converging to zero. Remarkably, ‖ · ‖ then
corresponds to the dual norm so (M(R+), ‖ · ‖) and (M(N), ‖ · ‖) are Banach spaces.
Finally, all of this extends to Mn(R+) and Mn(N) as defined in Section 3.1 (say,
with ‖µ‖ = ‖µ1‖+ · · ·+ ‖µn‖ for µ ∈Mn(R+) orMn(N)), which are duals of
Cn0 = C0(J1, nK× R+) = C0(R+)n and cn0 = c0(J1, nK× N) = c0(N)n.
We now introduce the generator L of the jump Markov process (Et,Mt)t>0 as the
infinitesimal generator of the semigroup of bounded operators Tt : cn0 → cn0 defined
by
Ttf(i, k) = E[f(Et,Mt)|E0 = i,M0 = k], ∀(i, k) ∈ J1, nK× N
for t > 0 and f ∈ cn0 . Similarly, the generator L˜ of the piecewise-deterministic
Markov process (Et, Yt)t>0 is the infinitesimal generator of T˜t : Cn0 → Cn0 defined by
T˜tf(i, x) = E[f(Et, Yt)|E0 = i, Y0 = x], ∀(i, x) ∈ J1, nK× R+
for t > 0 and f ∈ Cn0 . Note that (Tt)t>0 and (T˜t)t>0 are indeed (strongly continuous)
semigroups and that L and L˜ coincide with (2) and (10): this is standard and follows
from construction of the processes. Besides, we do not need the precise domains of
the generators, but only subspaces that are dense in (cn0 , ‖ · ‖∞) and (Cn0 , ‖ · ‖∞): one
can choose sequences that have finitely many nonzero elements and restrictions to
R+ of compactly supported smooth functions on R, respectively.
As a result, the standard semigroup theory directly applies and the Kolmogorov
backward equations of (Et,Mt)t>0 and (Et, Yt)t>0 can be defined as well-posed Cauchy
problems [24]. Concerning the forward equations (4) and (8), which are the main
point of Proposition 3.4, our choice here is to directly consider the well-defined adjoint
semigroups St = T ∗t and S˜t = T˜ ∗t rather than attempting at a precise definition of
the forward Cauchy problems, since their solutions should be based on these adjoint
semigroups anyway.
Remark A.1. The semigroup St :Mn(N)→Mn(N) is indeed strongly continuous
with generator Ω as in (3) but S˜t :Mn(R+) →Mn(R+) is not: the domain of its
generator Ω˜ is not dense in (Mn(R+), ‖ · ‖), so there is no hope for a dense subspace
on which it could be defined “strongly”. To avoid this, a typical option is to embed
Mn(R+) into a larger space of generalized functions and define Ω˜ in a weak sense, as
done implicitly in (9). It is also possible [28] to consider the subspace L1(R+)n, on
which ‖ · ‖ coincides with ‖ · ‖1 so that Ω˜ can be densely defined on smooth functions.
Alternatively, we conjecture that one may get a strongly continuous semigroup using
the Kantorovich–Rubinstein norm (see [17] and references therein). This is beyond
the scope of this article but would be a very natural choice for applying the (forward)
semigroup theory to PDMPs in general (see [4]).
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B Deriving the Poisson representation
This section provides some details on the different approaches toward the Poisson
representation.
B.1 Ansatz-based approach
This is the direct but nonrigorous way to derive the operator Ω˜. Let f = (f1, . . . , fn)>
be a smooth density function on J1, nK× R+ and consider p = Pf . Let us express
Ωp from definition (3) in terms of f :
1. Degradation. By integration by parts, we have
∀k > 1, (k + 1)p(k + 1)− kp(k) =
∫ ∞
0
yk
k! e
−y(∂y(yf))dy = P [∂y(yf)](k)
whenever boundary terms vanish: a sufficient condition is
lim
y→0(yf(y)) = limy→∞(e
−yyf(y)) = 0.
2. Creation. Using the same boundary condition on f , we obtain
∀k > 1, C[p(k − 1)− p(k)] =
∫ ∞
0
yk
k! e
−y(−C∂yf)dy = P [−C∂yf ](k)
3. Promoter transitions. Since H does not depend on mRNA, we directly get
∀k > 0, Hp(k) = H[Pf ](k) = P [Hf ](k).
We obtain (8) by gathering the three pieces, forgetting the problem with k = 0 in
the first two, and recalling that P is injective.
B.2 Dual approach
Here we give some details on Proposition 3.4. Recall that by Appendix A, we got
well-defined semigroups St = T ∗t and S˜t = T˜ ∗t . Thanks to the dual approach, one
can derive (12) and (13) by applying Tt to functions
fz : (i, k) 7→ (1i=1zk, . . . ,1i=nzk)> ∈ cn0
for z ∈ (−1, 1), and applying T˜t to functions
fs : (i, y) 7→ (1i=1esy, . . . ,1i=nesy)> ∈ Cn0
for s ∈ (−∞, 0), and using definitions of L and L˜. Let us now derive Proposition 3.4
as a direct consequence. Let µ0 ∈Mn(R+), p0 = Pµ0, p(t) = Stp0 and µ(t) = S˜tµ0.
Then we have Gp(0)(z) = Lµ(0)(z − 1), and it follows that Gp(t)(z) = Lµ(t)(z − 1) for
all t > 0 thanks to (12)-(13). Thus, by Lemma 3.2, p(t) = Pµ(t) for all t > 0, which
can be written StPµ0 = PS˜tµ0 or equivalently P−1StPµ0 = S˜tµ0.
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B.3 Path-based approach
Given (Et)t>0, the conditional master equation is
∂tp(k, t) = d0[(k + 1)p(k + 1, t)− kp(k, t)] + u(Et)[p(k − 1, t)1k>0 − p(k, t)]
where p(k, t) = P(Mt = k|(Eτ )τ>0) = P(Mt = k|(Eτ )τ∈[0,t]) and with u as in (11).
Note that p can give back the solution p of the original master equation (4) when
integrated appropriately.
C Spectral properties of promoter transitions
From Section 2, the transpose of the promoter transition matrix is defined by
Hi,j = rj,i for i 6= j and Hi,i = −
∑
j 6=i
ri,j .
In this section, we prove Lemma 5.3 concerning the eigenvalues ai1, . . . , aiN of “prin-
cipal submatrices” −H{i} ∈ RN×N for i ∈ J1, nK where n = N + 1. Let us first
recall how to derive the fact that 0 is a simple eigenvalue of −H with all its other
eigenvalues b1, . . . , bN having positive real parts. The main two ingredients are
Gershgorin’s circle theorem and the Perron–Frobenius theorem.
Let α = maxi
{∑
j 6=i ri,j
}
. Since H is irreducible, we have α > 0 and the matrix
M = 1
α
H + I
is irreducible and nonnegative. Its spectral radius ρ(M) satisfies ρ(M) > 1 since 1 is
clearly an eigenvalue of M , and it is straightforward to see by Gershgorin’s circle
theorem and by construction of H that ρ(M) 6 1, so ρ(M) = 1. Hence 1 is a simple
eigenvalue of M by the Perron–Frobenius theorem so 0 is a simple eigenvalue of
H. Finally, applying Gershgorin’s circle theorem to H shows that the only possible
nonnegative eigenvalue of H is 0, so b1, . . . , bN all have positive real parts.
Second, consider submatrices H{i} ∈ RN×N . Again, Gershgorin’s theorem shows
that the only possible eigenvalue of H{i} with a nonnegative real part would be 0.
But by [19, Lemma 1], we know that the vector
v0 = (det(H{1}), . . . ,det(H{n}))>
is a Perron–Frobenius eigenvector of H (i.e. associated with dominant eigenvalue 0),
meaning that all its components are nonzero. As a result, 0 cannot be an eigenvalue
of H{i} and ai1, . . . , aiN all have positive real parts.
Finally, products ∏Nk=1 bk and ∏Nk=1 aik for i ∈ J1, nK are real and positive since the
related eigenvalues come by conjugate pairs, and standard results on the characteristic
polynomial of H show that
N∏
k=1
bk =
n∑
i=1
N∏
k=1
aik.
Thus, we get
PE(i) =
N∏
k=1
aik
bk
> 0, ∀i ∈ J1, nK
using the probability condition and PE ∝ v0.
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