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A TREE SPERNER LEMMA
ANDREW NIEDERMAIER, DOUGLAS RIZZOLO, AND FRANCIS EDWARD SU∗
Abstract. In this paper we prove a combinatorial theorem for finite labellings
of trees, and show that it is equivalent to a theorem for finite covers of metric
trees and a fixed point theorem on metric trees. We trace how these connections
mimic the equivalence of the Brouwer fixed point theorem with the classical
KKM lemma and Sperner’s lemma. We also draw connections to a KKM-type
theorem about infinite covers of metric trees and fixed point theorems for non-
compact metric trees. Finally, we develop a new KKM-type theorem for cycles,
and discuss interesting social consequences, including an application in voting
theory.
1. Introduction
The Brouwer fixed point theorem is a celebrated topological result that says
every continuous map of an n-ball to itself has a fixed point. It is known [?, ?] to
be equivalent to a set-covering result known as the KKM lemma, and a combina-
torial result known as Sperner’s lemma. Aside from their intrinsic interest, these
equivalent formulations have led to simpler methods for proving the Brouwer re-
sult as well as practical algorithms for finding fixed points of highly non-linear
functions (see e.g., [?]). Other topological theorems such as the Borsuk-Ulam
theorem also admit similar set-covering and combinatorial formulations [?].
Like the n-ball, a finite tree as a topological space also has the fixed point
property : every continuous map of a tree to itself has a fixed point. A primary goal
of this paper is to explore a combinatorial analogue of the fixed point property
for trees and draw a connection to a set-covering analogue, akin to the Sperner
and KKM lemma analogues of the Brouwer theorem.
Our new combinatorial analogue is Theorem 1 which we call the Tree Sperner
Lemma because of its similarities with Sperner’s Lemma. We show that this
is equivalent to a new Tree Fixed Vertex-Edge Theorem (Theorem 2) involving
functions defined only on the vertex set of a combinatorial tree. These are proved
in Section 2 and are easy to establish, but lead to simpler proofs of some known
results about metric trees: a Tree KKM Theorem (Theorem 5) in Section 4 and
a Tree Fixed Point Theorem (Theorem 7) in Section 5. Theorem 10 shows that
these four results are equivalent.
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Because finite trees are compact and acyclic, the fixed point property for trees
follows from the Lefschetz fixed point theorem just like the Brouwer theorem does.
However, this approach gives little insight into the location of a fixed point, and
the Lefschetz theorem is not easy to prove. By contrast, our Tree Sperner Lemma
(i) gives an accessible proof of the fixed point result for trees, (ii) suggests where
the corresponding fixed point is and a constructive procedure for finding it, and
(iii) is of intrinsic interest due to its similarity with Sperner’s lemma.
Moreover, the Tree Sperner Lemma applies more generally to infinite trees, as
long as the label set is finite. So we also show in Section 6 how it can be used to
prove a known KKM-type result about infinite covers of trees (Theorem 12), as
well as a fixed point result for compact maps of infinite trees (Theorem 13).
Finally, we use the Tree KKM Theorem in Section 7 to prove a new KKM-
type result for covers of cycles (Theorem 14). Along the way we also consider
interesting social interpretations of our results, including applications to voting
theory.
2. A Tree Sperner Lemma
The usual Sperner’s lemma starts with a triangulated n-simplex ∆ whose ver-
tices have a Sperner labeling :
• each main vertex of ∆ has a distinct label (chosen from n+1 labels), and
• each vertex v of the triangulation is assigned a label of one of the main
vertices spanning the minimal face of ∆ that v is on.
For instance, if v is on the edge of ∆ spanned by a and b, then v must be labelled
either a or b.
For such a labelling, Sperner’s lemma asserts that there must be a fully-labelled
simplex, i.e., one with all n + 1 labels. In Theorem 1, we develop an analogous
combinatorial theorem for proper labellings of n-vertex trees by n labels that will
assert the existence of an edge with all n labels.
For this result, we view trees as combinatorial (i.e., connected acyclic graphs
specified by vertices and edges), although in subsequent sections we shall consider
the implications of our result for metric trees (tree-like metric spaces).
Let T = (V,E) be a tree with vertex set V and edge set E. To avoid trivialities,
we assume V has at least two vertices. If V is finite, we say T is a finite tree;
otherwise T is infinite. Note that even for an infinite tree, between any two
vertices u and w, there is a finite chain of edges that connect u and w and this
path of edges is unique.
If v is a vertex, then let T \ v denote the graph that results from removing v
from V and all the edges incident to v from E. This new graph may have several
connected components. Similarly, for an element e = {v1, v2} ∈ E, we let T \ e
denote the graph that results from removing e from E. We note that, since T is
a tree, T \ e has exactly two components.
Let A be a subset of V which we call the labels; every vertex of V will be
assigned a collection of labels by a labelling function ℓ. Let 2A denote the power
set of A, i.e., the set of all subsets of A.
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Figure 1. A proper labelling. The non-bracketed numbers mark
the vertices that are labels and the bracketed numbers denote the
labels of each vertex. The thickened edge is a fully-labelled edge.
We call a labelling ℓ : V → 2A proper if:
• for each a ∈ A, ℓ(a) contains a, and
• if v ∈ V lies on the unique path between a, b ∈ A, then ℓ(v) contains
either a or b.
Note how these conditions are analogous to those of the usual Sperner’s lemma.
It is easy to verify that they are equivalent to this one condition:
• for each v ∈ V , if the set A \ ℓ(v) is nonempty, then it consists of vertices
that all lie in one component of T \ v.
We may think of this condition as saying that ℓ(v) is missing labels from at most
one component of T \ v. Similarly, if e is an edge incident to v, then ℓ(v) is
missing labels from at most one component of T \ e. Figure 1 shows an example
of a tree with a proper labelling.
Let e be an edge with endpoints x, y. We call that edge fully-labelled if ℓ(x) ∪
ℓ(y) = A, i.e., if the edge contains all labels. The proper labelling in Figure 1 has
a fully-labelled edge. This exemplifies our theorem, which may be viewed as an
analogue of Sperner’s lemma for trees:
Theorem 1 (Tree Sperner Lemma). Let T = (V,E) be a tree, let A be a finite
subset of V , and let ℓ : V → 2A be a proper labelling. Then T contains a fully-
labelled edge.
The finiteness of A is essential, as one may see by considering the integer tree:
whose vertices are the integers and whose edges connect successive integers (see
Figure 3). Now let A = V and label each vertex n by all the integers less than
or equal to n. This labelling is proper, but it does not have a fully-labelled edge.
Proof. It suffices to consider the case where V is also finite, for if not, we may
restrict our attention to the finite subtree of T spanned by the vertices of A,
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noting that any fully-labelled edge in this subtree is fully-labelled in the whole
tree.
If there exists v in V with ℓ(v) = A, then desired conclusion holds: any edge
containing v is fully-labelled. Otherwise, we can construct a “successor” function
S : V → V . For each v in V , the labels A\ℓ(v) come from exactly one component
of T \ v. In that component, let S(v) be the unique vertex that shares an edge
with v in T .
Consider the sequence {vn} defined by choosing some v1 ∈ A and letting vk =
S(vk−1) for k > 1. Since V is finite, this sequence must be eventually periodic.
Since T is a tree, this period cannot be of length greater than two. Thus S(x) = y
and S(y) = x for some x, y that are endpoints of an edge e.
We claim e is fully-labelled. Since S(y) = x, the labels A \ ℓ(y) are in the
component of T \ y containing x. Since S(x) = y, the labels A \ ℓ(x) are in the
component of T \x containing y. Then A \ ℓ(y) and A \ ℓ(x) are disjoint because
they are in different components of T \ e. Hence ℓ(x) ∪ ℓ(y) = A so that e is a
fully-labelled edge. 
Note that the above successor function yields a systematic method for locating
a fully-labelled edge, by iterating S until one reaches a vertex for which S is not
defined (and therefore has all labels), or until the sequence repeats. This avoids
exhaustively checking vertices, which can be problematic if V is infinite.
Theorem 1 yields an interesting corollary for functions whose domain and range
are vertices of T .
Theorem 2 (Tree Fixed Vertex-Edge Theorem). Suppose T = (V,E) is a tree
and f : V → V is a function on vertices with finite range. Then either f fixes
some vertex, or there is an edge e ∈ E with endpoints x and y such that e is on
the path from f(x) to f(y).
Theorem 2 may be viewed as a kind of “discrete” fixed point theorem for trees,
because it says that either there is a fixed vertex, or some edge must be covered
by the path between the images of its endpoints. Compare it to the continuous
version we prove later in Theorem 7.
Proof. Let A be the range of f . Suppose f does not fix any vertex. Consider a
labelling ℓ : V → 2A such that for each vertex v, ℓ(v) is the set of all vertices of A
that are not in the component of T \v containing f(v) (including v if v ∈ A). The
labelling is by definition proper. Theorem 1 implies that there is a fully-labelled
edge e with endpoints x and y.
Since by definition f(y) /∈ ℓ(y), we must have f(y) ∈ ℓ(x). Thus f(y) is not in
the component of T \ x containing f(x), so x must be on the path between f(x)
and f(y). Similarly, f(x) /∈ ℓ(x) implies f(x) ∈ ℓ(y). Thus f(x) is not in the
component of T \ y containing f(y), so y must be on the path between f(x) and
f(y). Thus e must be on the path between f(x) and f(y), as desired. 
Moreover,
Theorem 3. Theorem 2 is equivalent to Theorem 1.
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Proof. Having already shown Theorem 1 implies Theorem 2, we now show the
converse. Suppose that ℓ : V → 2A is a proper labelling of T , with A finite. If
there is a vertex v such that ℓ(v) = A, then any edge containing v is fully-labelled.
Otherwise, for each vertex v define f(v) to be a label from A which is not in ℓ(v)
(if there are several options, choose one). Clearly f : V → A has no fixed points,
so Theorem 2 implies that there is an edge e = {x, y} such that e is on the path
from f(x) to f(y).
We claim that e is fully-labelled. Since f(x) and f(y) are in different compo-
nents of T \ e and ℓ is proper, then the definition of f shows that ℓ(x) and ℓ(y)
are missing labels from different components of T \ e. So there are no vertices
of A that are missing from both ℓ(x) and ℓ(y), i.e., ℓ(x) ∪ ℓ(y) = A and e is a
fully-labelled edge. 
3. Metric Trees and Segmentations
Theorems 1 and 2 have several applications to metric trees, which are essen-
tially combinatorial trees realized as metric spaces by replacing edges with line
segments isometric to a compact interval of R. We make precise in this section
what we mean by metric tree as well as the concept of a subdivision called a seg-
mentation, but there are no surprises here, so this brief section may be skimmed
if desired.
A metric tree is a triple T = (V,E,X), with a vertex set V (that may be finite
or infinite), an edge set E, and underlying metric space X . Here, (V,E) specifies
a combinatorial tree and the metric space X is obtained from (V,E) by realizing
every edge e as an isometric copy of some closed interval [0, Le] and gluing the
realized edges according to the instructions in (V,E). The number Le is called
the length of edge e.
Since (V,E) has no cycles, between any two points x, y in X there is a unique
non-self-intersecting path between x and y. There is a natural metric on X : let
d(x, y) be the length of this path between x and y, i.e., the sum of the lengths of
the edges (or partial edges) along this unique path. It will be useful to note if z
is on the path between x and y, then the triangle inequality becomes an equality:
d(x, y) = d(x, z) + d(z, y).
We remark that our definition of metric tree differs from others in the literature
because it retains the combinatorial structure specified by V and E.
Given a tree T = (V,E,X) it will be convenient at times to consider a segmen-
tation of T , which is another metric tree obtained from T by finite subdivision
of its edges. In particular, T ′ = (V ′, E ′, X) is a segmentation of T = (V,E,X)
if: (1) V ′ = V ∪ V ∗ where V ∗ is a collection of points {vα} from X so that at
most a finite number of the vα come from a realized edge eX , e ∈ E, and (2) E
′
is the collection of edges obtained from E in the natural way (by deleting edges
in which elements of V ∗ appear and including edges of the implied subdivision
along that edge). Note that the metric spaces for T ′ and T are the same, so the
set of continuous functions on T and T ′ are the same.
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The size of a segmentation T ′ = (V ′, E ′, X) is defined by size(T ′) = supe∈E′ Le,
and bounds the size of the longest edge. Clearly every tree has an arbitrarily small
segmentation.
Note also that every point in a metric tree T that is not a leaf (a vertex of
degree 1) is a cut point: its removal “cuts” T into more than one path-connected
component.
In what follows, all trees T are metric trees.
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Figure 2. A KKM cover of a tree relative to the vertices
{1, 2, 4, 6}. The sets of a KKM cover do not have to be connected
sets (although they are in this diagram).
4. KKM Covers of Trees
The usual KKM lemma [?] starts by considering an n-simplex ∆ with a KKM
cover by n + 1 closed sets {Ci}: these have the properties that
• each main vertex vi has an associated closed set Ci that contains it
• the face of ∆ spanned by {vi1, . . . , vik} is covered by {Ci1, . . . , Cik}.
Under these conditions, the KKM lemma says there exists a point in the inter-
section of all n + 1 sets.
Just as the traditional Sperner’s Lemma implies the classical KKM theorem
for covers of simplices by closed sets, Theorem 1 implies a KKM theorem for
metric trees.
Let T = (V,E,X) be a tree, and A a subset of points in X . Call a family of
closed sets D = {Da : a ∈ A} a KKM cover of T relative to A if:
• each a ∈ Da, and
• for any two points a and b in A, the path between them is contained in
Da ∪Db.
We call the last condition the path-covering property of D ; it is analogous to the
face-covering property of KKM covers of simplices. See Figure 2.
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If A = V , we may simply say D is a KKM cover of T , and the the sets of D
will cover the underlying metric space X . (Note that if A 6= V , then a KKM
cover of T relative to A may not cover X , but it will cover the subtree spanned
by A.)
Each KKM cover D relative to a (finite or infinite) subset of vertices defines
a membership labeling by assigning to a vertex v the indices of all the sets of D
that contain it. (The label set may be empty if v is not covered by the sets of
D .) This labeling is proper:
Lemma 4. Let T = (V,E,X) be a tree, let A ⊂ V be a subset of vertices, and
let D = {Da : a ∈ A} be a KKM cover of T relative to A. Then the labelling
ℓ : V → 2A defined by ℓ(v) = {a : v ∈ Da} is proper.
As an example, in Figure 2, all vertices in the set D1 will have 1 in their label
set. Similarly, because vertex 4 is in sets D2 and D4 and D6, ℓ(4) will contain
1, 2, and 4. The leaf at top left will have an empty label set. The reader may
notice that Figure 1 gives the membership labelling for the KKM cover in Figure
2 if labels 3 and 5 were removed from every label set.
Proof. Fix a vertex v in V , and suppose there were two vertices a and b in A that
are not in ℓ(v). Then by definition v is not in Da nor in Db. Since a ∈ Da and
b ∈ Db, then neither a nor b can be the vertex v.
If a and b were in different components of T \ {v}, then v must lie on the
unique path between a and b in T and the path-covering property of D would
imply v ∈ Da ∪ Db, a contradiction. Therefore any vertices not in ℓ(v) must lie
in one component of T \ {v}, as desired. 
We now use our Tree Sperner Lemma to prove a known theorem about finite
KKM covers of trees. Although it follows from the results in [?] and [?], our proof
is more elementary.
Theorem 5 (Tree KKM Theorem). Let T = (V,E,X) be a metric tree, A a
finite subset of points of X, and suppose D = {Da : a ∈ A} is a KKM cover of
T relative to A. Then ⋂
a∈A
Da 6= ∅.
Proof. We may as well assume that V is finite, for otherwise we may restrict our
attention to the subtree K spanned by a finite set of edges that contain A, which
contains a finite number of vertices. Any KKM cover of T relative to A will also
restrict to a KKM cover of K relative to A, and a nonempty intersection of the
KKM cover of K would imply a nonempty intersection of the KKM cover of T .
Suppose, by way of contradiction, that the intersection ∩a∈ADa were empty.
Then the set of complements C = {T \ Da : a ∈ A} is an open cover of T .
Since V is finite, X is compact and this cover has a Lebesgue number δ. Let
T ′ = (V ′, E ′, X) be a segmentation of T with size(T ′) < δ chosen so that A is a
subset of the vertices of V ′.
Consider the membership labelling ℓ : V ′ → 2A defined by ℓ(v′) = {a : v′ ∈
Da}. Lemma 4 shows that ℓ is a proper labelling. By the Tree Sperner Lemma,
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there exists a fully-labelled edge e ∈ T ′ with endpoints x and y such that ℓ(x) ∪
ℓ(y) = A. Thus, for all a ∈ A, either x ∈ Da or y ∈ Da (or both). However, since
size(T ′) < δ, the Lebesgue number property guarantees that e ⊆ T \Da for some
a, implying that e∩Da = ∅, a contradicting that e was fully-labelled. Therefore,
we conclude that ∩a∈ADa 6= ∅. 
Note also that the sets of a KKM cover do not have to be connected (though
they are in Figure 2. However, if a tree is covered by sets that are connected as
well as pairwise intersecting, then it is a KKM cover!
Theorem 6 (Tree KKM for Connected Sets). Let D = {D1, D2, ..., Dk} be a
finite collection of closed, connected sets that cover a metric tree T = (V,E,X)
such that each pair Di ∩Dj is nonempty. Then there is a point x in all the sets
of D.
Proof. Choose points ai ∈ Di for each i, and put them in a set A. To show D is
a KKM cover of T relative to A, it remains to show the path-covering property.
If for some pair ai and aj in A, the path-covering property did not hold, then
the path between ai and aj would contain a point y that is not covered by Di∪Dj .
Then X \{y} would have two connected components that would separate ai from
aj . Then Di and Dj must lie in different components because each is connected.
But then they could not be pairwise intersecting, a contradiction. 
We indicate some implications of Theorem 5 below, and note that the proof of
Theorem 1 would suggest associated constructive algorithms.
Pizza Delivery. Suppose you are starting a pizza delivery business and you de-
sire a good location for your store. Your city has several neighborhoods connected
by a tree of roads. For each neighborhood i, there is a “deliverability” set Di:
the set of all locations on the tree with an acceptable commute to neighborhood
i. These sets are naturally closed and connected, as in Figure 2. Then the Tree
KKM Theorem for Connected Sets (Theorem 6) says that if for every pair of
neighborhoods i and j there is a common acceptable location to place your store,
then there will be a location with an acceptable commute to all neighborhoods.
Grand Central Station. Suppose several cities are connected by a tree of train
tracks. Each city has its own train authority, and suppose it is possible to get
from city i to city j using only those cities’ trains (possibly switching several
times). Then Theorem 5 shows that there must be a location through which
trains from all cities must pass, i.e., there is a location where one could place a
Grand Central Station.
Note that something further is true if we make some intuitive assumptions
about the structure of the tree of train tracks. It seems reasonable to suppose
that each vertex of this tree is a station and that trains only change directions at
stations. With these assumptions the following result becomes apparent: there
must already be a station at which trains from all of the cities stop, i.e., a Grand
Central Station already exists. If the point guaranteed by Theorem 5 is not a
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station, then trains from each city also must pass through the two nearest stations
on either side of this point (because trains only change directions at stations).
5. A Fixed Point Theorem for Finite Trees
Just as the KKM Theorem and Sperner’s Lemma imply Brouwer’s Theorem
on simplices, we can use our previous theorems to prove a classical fixed point
theorem for trees.
Theorem 7. (The Tree Fixed Point Theorem) Let T = (V,E,X) be a metric
tree, V be finite, and f : T → T be a continuous function. Then f has a fixed
point.
As already noted, this result follows from the Lefschetz fixed point theorem,
but the proofs we give below have an advantage in being elementary. The first is a
non-constructive proof using the Tree KKM Theorem, the second is a constructive
approach using the Tree Sperner Lemma.
We shall often appeal to a special family of closed sets associated to any contin-
uous self-map on a tree. Given T = (V,E,X) be a metric tree, and A ⊂ V a sub-
set of vertices, and f : T → T be a continuous function, let Df,A = {Da : a ∈ A}
be the family of sets defined by
Da = {x ∈ T : d(x, a) ≤ d(f(x), a)}.
To interpret, Da contains the set of all points that stay the same distance or move
away from a. We now show this family Df,A is a KKM cover, so we shall refer to
it as the move-away KKM cover associated to f and A.
Theorem 8. The family Df,A defined above is a KKM cover of T relative to A.
Proof. It is apparent from the definition that a ∈ Da for each a ∈ A.
We now show that each Da is closed. Let {x
k} be a sequence in Da that
converges to x in T . Since xk ∈ Da, we have d(x
k, a) ≤ d(f(xk), a). Since f is
continuous, we see that f(xk)→ f(x).
Let ǫ > 0 be given. Choose N such that k ≥ N implies that d(xk, x) < ǫ and
d(f(xk), f(x)) < ǫ. Then
d(x, a) ≤ d(x, xk) + d(xk, a)
≤ d(x, xk) + d(f(xk), a)
≤ d(x, xk) + d(f(xk), f(x)) + d(f(x), a)
< 2ǫ+ d(f(x), a).
Since this is true for all ǫ > 0 we conclude that d(x, a) ≤ d(f(x), a), so x ∈ Da.
Therefore Da is closed.
Finally, we show the path-covering property of Df,A. If a and b are in A,
consider x on the path between them. If f(x) = x, then x doesn’t move, so x ∈
Da ∪Db as desired. Otherwise, suppose that f(x) is not in the same component
of T \ {x} as a. Then the path from a to f(x) and must contain x. It follows
that the path from a to x is contained in the path from a to f(x), so we conclude
10 ANDREW NIEDERMAIER, DOUGLAS RIZZOLO, AND FRANCIS EDWARD SU
that d(a, x) ≤ d(a, f(x)), hence x ∈ Da. By similar argument, if f(x) is not in
the same component of T \ {x} as b, then x ∈ Db. Either way, x ∈ Da ∪Db. 
We can now give a quick proof of the Tree Fixed Point Theorem:
First Proof of Theorem 7. Consider the move-away KKM cover Df,V associated
to f and V . Since V is finite, the Tree KKM Theorem shows there exists a point
x in all sets of Df,V . By definition this means d(x, v) ≤ d(f(x), v) for all v ∈ V .
Suppose that x 6= f(x). If f(x) were a vertex v, then this would contradict
x ∈ Dv. So f(x) is not a vertex and is thus a cut point. Choose w ∈ V such
that w and x are in different components of T \ {f(x)}. Then the path from w
to f(x) is contained in the path from w to x. Since f(x) 6= x, this implies that
d(x, w) > d(f(x), w), so that x /∈ Dw, a contradiction. Hence f(x) = x. 
A second proof of the Tree Fixed Point Theorem relies on the following rather
standard lemma that we include for completeness. An ǫ-fixed point for f is an
approximate fixed point x such that d(x, f(x)) < ǫ.
Lemma 9 (Epsilon Fixed Point Theorem). Suppose that K is a compact subset
of the metric space (X, d) and that f : K → K is continuous. If f has an ǫ-fixed
point for every ǫ > 0 then f has a fixed point.
Proof. Let {an} be a sequence of 1/n-fixed points, that is, d(an, f(an)) < 1/n for
all n. Since K is compact, {an} has a convergent subsequence {a
′
n} converging
to x ∈ K. Let ǫ > 0. Since a′n → x there exists N1 such that n ≥ N1 implies
that d(a′n, x) < ǫ/2. Let N = max(N1, 2/ǫ). Then n ≥ N implies that
d(x, f(a′n)) ≤ d(x, a
′
n) + d(a
′
n, f(a
′
n)) < ǫ,
so that f(a′n) → x. However, since f is continuous, we have also that f(a
′
n) →
f(x). Hence f(x) = x, and x is a desired fixed point. 
Now if we construct the membership labeling associated with the move-away
KKM cover in the prior proof, the Tree Sperner Lemma gives a fully-labelled
edge. The next proof of the Tree Fixed Point Theorem shows that a point in
this edge is an ǫ-fixed point, which means that locating such an edge, as the Tree
Sperner Lemma allows us to do, will allow us to find approximate fixed points.
Second Proof of Theorem 7. By Lemma 9, it is sufficient to show that f has an
ǫ-fixed point for all ǫ > 0.
Fix ǫ > 0. Since V is finite, X is compact, hence f is uniformly continuous.
So there exists γ > 0 such that if d(x, y) < γ then d(f(x), f(y)) < ǫ/2. Let
δ = min(γ, ǫ/2) and let T ′ = (V ′, E ′, X) be a segmentation of T = (V,E,X) with
size(T ′) < δ.
Let ℓ : V ′ → 2V be defined by
ℓ(v′) = {v ∈ V : d(v′, v) ≤ d(f(v′), v)}.
Note that this is just the membership labelling defined in Lemma 4 for the move-
away KKM cover Df,V in the prior proof. By the Tree Sperner Theorem, there
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is a fully-labelled edge e′ ∈ E ′ with endpoints y and z. We claim that y is the
desired ǫ-fixed point.
Suppose e′ intersects its image f(e′) in some point w. Then
d(y, f(y)) ≤ d(y, w) + d(w, f(y)) < δ +
ǫ
2
≤
ǫ
2
+
ǫ
2
≤ ǫ,
where the second inequality uses the fact that w is a point in e′ as well as in
f(e′). So in this case, y is an ǫ-fixed point.
Otherwise, if e′ ∩ f(e′) were empty, then since f is continuous, the image f(e′)
is connected and contained in one component of the set X \ e. The point f(z) is
contained in some edge e of E. If f(z) ∈ V then let v = f(z), else let v be the
unique endpoint of e that is in a different component of X \ f(z) than e′. Either
way, f(z) is on the path from v to z, and f(z) 6= z. So v /∈ ℓ(z) because f(z)
is strictly closer to v than z is. But then v ∈ ℓ(y) because e′ is fully labelled,
so d(v, y) ≤ d(v, f(y)). Since either f(z) = v or f(z) separates v from y, we see
that f(z) is on the path from v to y. Hence
d(v, f(z)) + d(f(z), y) = d(v, y) ≤ d(v, f(y)) ≤ d(v, f(z)) + d(f(z), f(y)),
which implies that d(y, f(z)) ≤ d(f(y), f(z)). But d(f(y), f(z)) < ǫ/2. So
d(y, f(y)) ≤ d(y, f(z)) + d(f(z), f(y)) <
ǫ
2
+
ǫ
2
< ǫ.
Again, y is an ǫ-fixed point. 
The constructive nature of the Tree Sperner Lemma suggests a method for
locating an approximate fixed point in a systematic way. Namely, we can choose
a segmentation of sufficiently small size, start at any vertex, and “move in the
direction of the missing labels” as suggested by the proof of Theorem 1. This will
eventually lead to a fully-labelled edge whose endpoints are approximate fixed
points.
One can also use this method to converge to an actual fixed point. In much the
same way that homotopy algorithms for Sperner’s Lemma can be used to “home
in” on a fixed point by changing the size of a triangulation as one proceeds. In the
case of Sperner’s lemma, one can, for example, define a triangulation on ∆ × R
that interpolates between triangulations on ∆ with different mesh sizes; these
are called homotopy algorithms (e.g., see [?], [?]). Similarly, one can construct
homotopy algorithms for trees in much the same way, by defining a triangulation
on T × R.
We note that Theorem 7 implies the Tree Fixed Vertex-Edge Theorem (Theo-
rem 2), and thus:
Theorem 10. The following are all equivalent:
(1) Tree Sperner Lemma (Theorem 1),
(2) Tree Fixed Vertex-Edge Theorem (Theorem 2),
(3) Tree KKM Theorem (Theorem 5), and
(4) Tree Fixed Point Theorem (Theorem 7).
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Proof. Theorem 3 showed that (2) and (1) are equivalent. We have also seen that
(1) implies (3), and (3) implies (4), so it suffices to show that (4) implies (2).
Let (V,E) be a tree, and let f : V → V be a function with finite range. We
construct a finite metric tree in the following way. Let (V ′, E ′) be the finite
subtree of (V,E) spanned by vertices in the range of f . We can realize this
subtree as a metric tree T = (V ′, E ′, X) by letting all edges have length 1. Since
(V ′, E ′) is finite, the underlying space X is compact.
Now construct a continuous function f̂ : X → X by extending the given f
linearly across single edges, i.e., if x is a point that is some fraction of distance
along an edge from vertex v to w, then we let f̂(x) be the point that is the same
fraction of the distance along the path from f(v) to f(w).
By Theorem 7, there is a point z such that f̂(z) = z. If z ∈ V then we see f
has a fixed vertex, as desired. Otherwise, z is on some edge e = {v, w} and f̂(v)
and f̂(w) must be in different components of X \ {z}; moreover, they must be
vertices in V . But v and w are the nearest vertices to z in those two components.
Hence the path from f(v) to f(w) in the combinatorial tree (V,E) is a path that
contains e, as desired. 
6. Infinite Settings
We can extend both the Tree KKM theorem and the Tree Fixed Point Theorem
to the infinite setting (for covers with infinitely many sets, and to compact maps
on trees with infinitely many vertices).
The following standard lemma will be useful, so we include it here for com-
pleteness:
Lemma 11. Let X be a topological space. Let Λ be an infinite (not necessarily
countable) index set and suppose that D = {Dα : α ∈ Λ} is a family of closed sets
in X with the finite intersection property. Further suppose that Dα is compact
for at least one α ∈ Λ. Then ⋂
α∈Λ
Dα 6= ∅.
Proof. If not, then there is no point in every Dα, hence each point is covered
by some complement: Dcα. Then D
c = {Dcα : Dα ∈ D} is an open cover of
Y = ∪{Dα : α ∈ Λ}. Let Dβ be one of the compact sets in D . It follows that D
c
is an open cover of Dβ and thus has a finite subcover, say it is the collection F .
Since these sets cover Dβ, the intersection of their complements together with
Dβ is empty — that is, 
 ⋂
Dcα∈F
Dα

 ∩Dβ = ∅.
This contradicts that D has the finite intersection property and thus proves the
lemma. 
Now we may prove a KKM theorem for infinite trees:
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Theorem 12 (KKM Theorem for Infinite Trees). Let T = (V,E,X) be a tree,
let A be a (possibly infinite) subset of V . Suppose that D = {Da : a ∈ A} is a
KKM cover of T relative to A such that at least one set in D is compact. Then⋂
a∈A
Da 6= ∅.
The extra condition that one set be compact is essential. Recall again the
integer tree: a line whose nodes are the integers, and whose edges are the intervals
between successive integers. See Figure 3. One may construct a KKM cover by
letting Di = [i,∞), but the intersection of all such sets is empty.
0 1 2 3−1−2
Figure 3. The integer tree, with infinite number of vertices (at
integers) and edges.
Proof. By Lemma 11 it suffices to show that D has the finite intersection property.
Let J be a finite subset of A. Then the family of sets {Dj : j ∈ J} forms a KKM
cover of T relative to J , a finite set, so Theorem 5 applies. Hence ∩α∈JDα 6= ∅. 
Figure 4. A bounded infinite tree. Vertices (not all shown) accu-
mulate at the open endpoints of the underlying set.
Using the Tree KKM Theorem we can strengthen the Tree Fixed Point Theo-
rem. Recall that if X and Y are metric spaces, f : X → Y is a compact map if
f(B) is contained in a compact subset of Y for every bounded set B.
Theorem 13. Suppose that T is a bounded tree with vertex set V . If f : T → T
is a continuous compact map, then f has a fixed point.
14 ANDREW NIEDERMAIER, DOUGLAS RIZZOLO, AND FRANCIS EDWARD SU
The compactness hypothesis of the map is reminiscent of the compactness
hypothesis of the Schauder fixed point theorem [?].
We give a couple of (non-)examples to illustrate. Consider the integer tree of
Figure 3 with the map that shifts it one unit to the right. This map does not
have a fixed point; it is a compact map, but the tree is not bounded. The infinite
tree of Figure 4 is bounded, but it is not compact. One may easily construct
a fixed-point-free map that moves points within this tree towards the rightmost
open endpoint, so that the image is not contained in any compact subset.
Proof. Since f is compact and continuous, the image K = f(T ) is compact
and connected. Let V ′ = V ∩ K be the set of vertices of T that are in K.
Let ∂K denote the set of points that form the boundary of K in T . Consider
V ∗ = V ′ ∪ ∂K. It is a subset of K since K is compact.
We construct a new tree T ∗ with vertices V ∗ and underlying metric space K.
To start, let T ′ be the subtree of T spanned by the vertices in V ′, with edge set E ′.
We shall augment T ′ to form T ∗ by adding points of ∂K as leaves. So consider
any x ∈ ∂K. Note that x lies in some realized edge e of T with endpoints in V .
We claim that exactly one component C of e \ {x} will intersect f(T ). This is
clear if x is an endpoint of e, else it follows from the fact that f(T ) is connected:
if s, t ∈ f(T ) were in different components, then the path from s to t would lie
in f(T ) and must contain x, so x could not be a boundary point of K.
Let vx denote the unique endpoint of e that is in component C. Then either
vx is in f(T ) or not. We explore these cases and the tree T
∗ that results:
(1) If vx /∈ f(T ), then because f(T ) is connected, then f(T ) must lie in the
interior of e, so f(T ) is an interval with x at one endpoint and y 6= vx at
another endpoint. Then K has at most two boundary points and is an
interval. Then let T ∗ be the tree consisting of one edge e∗ = [x, vx] and
two vertices x, vx.
(2) If vx ∈ f(T ), then f(T ) contains C because x ∈ K = f(T ). Then the
segment e∗x = [x, vx] lies in K, and vx ∈ V
′ = V ∩K. This construction
may be done for every x ∈ ∂K. We construct T ∗ as the tree with vertex
set V ∗ = V ′ ∪ {x : x ∈ ∂K \ V }, edge set E∗ = E ′ ∪ {e∗x : x ∈ ∂K \ V },
and underlying space K.
Since T ∗ has underlying space K, note that f : T → T restricts to a function
f ∗ : T ∗ → T ∗. Then consider Df∗,V ∗ , the move-away KKM cover of T
∗ relative
to V ∗.
Suppose that H is a finite subset of V ∗. From Theorem 8 we see that Df∗,H is
a KKM cover of T relative to H and thus, by the Tree KKM Theorem, the
intersection of its sets is nonempty. Thus, Df∗,V ∗ has the finite intersection
property.
Because K is compact, all the sets of Df∗,V ∗ are compact, so Theorem 12 shows
that the intersection of sets in Df,V is also non-empty, say it contains a point z.
Then for all v ∈ V ∗ we have d(z, v) ≤ d(f(z), v). We claim that f(z) = z.
Suppose that z 6= f(z). If f(z) were a vertex v, this would contradict that
z ∈ Dv. So f(z) is not a vertex and is thus a cut point. Choose w ∈ V
∗ such
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that w and z are in different components of T \ {f(z)}. Then the path from w
to f(z) is contained in the path from w to z. Since f(z) 6= z, this implies that
d(z, w) > d(f(z), w), so that z /∈ Dw, a contradiction. Hence f(z) = z.

7. A KKM Theorem for Cycles
Recall that a cycle is a finite graph with vertices v1, . . . , vn and edges (vi, vi+1)
as well as (vn, v1). We define a metric cycle to be a triple C = (V,E,X) where
(V,E) is a cycle (as above) and X is an underlying metric space obtained from
a cycle in exactly the same fashion as we obtained a metric tree from a tree in
Section 3. The resulting space C is topologically a circle, partitioned into a finite
set of segments (realized edges) joined at their endpoints v1, ..., vn. Between any
two points of C there are exactly two paths; the metric is just the minimum
length of the two paths connecting the points.
Hereafter, all metric cycles will simply be referred to as cycles.
If Cn is a cycle with n vertices and x is in Cn, let e(x) be the set consisting of x
and all points y that are not vertices but are on a realized edge with x. Note that
by removing from Cn the set e(x) as well as vertices and realized edges within, we
obtain a metric tree Cn \e(x) with n or (n−1) vertices, depending on whether or
not x is a vertex of Cn. This observation will become the key to reducing KKM
covers on cycles to KKM covers on trees.
Now, since there are two paths connecting any two distinct vertices in a cycle,
we must slightly alter our definition of KKM cover for trees, but we want to do
so in a way consistent with our definition for trees.
With this in mind, let Cn be a cycle with n vertices V = {v1, v2, . . . , vn}. A
KKM cover of the cycle Cn is a family of closed sets D = {Dv : v ∈ V } such that
the following conditions hold:
• each v ∈ Dv, and
• for all v, w ∈ V , at least one of the paths between v and w is contained in
Dv ∪Dw.
This new path-covering property generalizes the corresponding property for trees.
We can now state the main theorem of this section.
Theorem 14. Suppose that Cn is a cycle with vertices V = {v1, v2, . . . , vn} and
let D = {Dv : v ∈ V } be a KKM cover of the cycle Cn. Then there is a point x
in Cn such that x is in at least ⌊
n
2
⌋ + 1 sets of D.
To compare this result with Theorem 5, note that KKM covers of trees have
a point in all the sets of the cover, but KKM covers of cycles have a point in a
strict majority of the sets.
Proof. For each x, consider the set ℓ(x) = {v ∈ V : x ∈ Dv}.
Fix x. If |ℓ(x)| ≥ ⌊n
2
⌋ + 1, then we have our desired conclusion.
Else, if |ℓ(x)| ≤ ⌊n
2
⌋ − 1, then let H = V \ ℓ(x); clearly |H| ≥ ⌊n
2
⌋ + 1. Note
that for any pair v and w in H , the path between them covered by Dv ∪Dw does
not include x, so this path is still covered if we remove e(x) from the graph. Then
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Cn \ e(x) is a tree and and the family F = {Dv : v ∈ H} is a KKM cover of this
tree relative to H . By Theorem 5, F has non-empty intersection, and it has at
least ⌊n
2
⌋ + 1 sets of D , as desired.
The only remaining case is when |ℓ(x)| = ⌊n
2
⌋ is constant for all x. We now
show why this leads to a contradiction, but we must take some care because the
sets of the cover might have several connected components.
The set of boundary points of Dv, denoted by ∂Dv, is a closed set. Moreover,
∂Dv has no interior, so the finite union of boundary points B = ∪{∂Dv : v ∈ V }
is closed and has no interior. So Bc is a nonempty open set.
So choose x ∈ Bc and since B is closed, we may find b ∈ B that is closest to x.
Then all points in U = {y : d(x, y) < d(x, b)} are, for each v ∈ V , interior points
of either Dv or D
c
v. So if y ∈ U , ℓ(x) = ℓ(y). Since b is a limit point of U and
each Dv is closed, ℓ(x) ⊆ ℓ(b).
If for some v /∈ ℓ(x) we have b ∈ Dv, then ℓ(x) ∪ {v} ⊆ ℓ(b), so the size of
ℓ is not constant, a contradiction. Otherwise, for every v /∈ ℓ(x), we have that
b ∈ Dcv, an open set, so ℓ(x) = ℓ(b). So there is an open set W around b that
contains no points of Dv for all v /∈ ℓ(x); therefore for w ∈ W , ℓ(w) ⊆ ℓ(x) = ℓ(b).
Since b ∈ B, it must be in ∂Dz for some z ∈ ℓ(x). So there is a w ∈ W such that
w /∈ Dz, thus ℓ(w) ⊆ ℓ(b)\{z}, so the size of ℓ is not constant, a contradiction. 
Theorem 14 has an interesting application to voting theory. In approval voting,
each voter specifies which options she would consider acceptable, without ranking
the options. Following [?], the set of all options available to voters is called a
(political) spectrum; it often has a natural topology given by notions of “closeness”
or “similarity” of political preferences. For instance, the political spectrum is
often modeled as R, a line with conservative positions to the right and liberal
positions to the left. However, in elections over multiple issues, the spectrum
might be best modeled as a subset of Rn. Political spectra have been modeled
also by a circle; often this arises by bending the linear political spectrum so that
the extreme left-wing and right-wing positions are considered close; e.g., see [?].
For each voter, the set of options that a voter approves is called her approval
set. We assume that approval sets are closed subsets of the spectrum, and we
call the set of all voters together with their approval sets a society.
We call a society with a circular political spectrum super-agreeable if for each
pair of voters i, j, one of the paths between i, j is covered by their approval sets.
We remark that in many cases it is natural to assume that a voter’s approval set
is connected. In this situation, a super-agreeable society is simply one in which
every pair of voters can find common ground, i.e., an option which they will both
approve. This agrees with the definition of super-agreeable for a linear society,
as in [?].
Then Theorem 14 then has the following corollary:
Theorem 15. In a super-agreeable society with a circular political spectrum, there
is an option that will be approved by a strict majority of the voters.
The value of this result is that it gives a sufficient condition for the existence
of a strict majority using approval voting when the political spectrum is circular.
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We do not assume the approval sets have to be connected. Results for connected
approval sets and weaker intersection hypotheses may be found in [?], who con-
sider linear political spectra, and Hardin [?], who extends those results to circular
political spectra.
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