Die ökonomischen Eigenschaften von Software by Sebastian von Engelhardt
 
 
Jenaer Schriften zur Wirtschaftswissenschaft 
 
 
Die ökonomischen Eigenschaften  
von Software 






Arbeits- und Diskussionspapiere  
der Wirtschaftswissenschaftlichen Fakultät 









Carl-Zeiß-Str. 3, 07743 Jena 
www.wiwi.uni-jena.de 
Schriftleitung:
Prof. Dr. Hans-Walter Lorenz
h.w.lorenz@wiwi.uni-jena.de
Prof. Dr. Armin Scholl
a.scholl@wiwi.uni-jena.de
 x




Carl-Zeiß-Str. 3, D-07743 Jena
Zusammenfassung
Software ist ein Gut mit besonderen ¨ okonomischen Eigenschaften. In diesem Ar-
tikel werden, ausgehend von einer allgemeinen Deﬁnition des Gutes Software, sys-
tematisch zentrale Eigenschaften herausgearbeitet, welche Implikationen f¨ ur die Pro-
duktion und Kostenstruktur, die Nachfrage, der Bestreitbarkeit von Softwarem¨ arkten
und der Allokationseﬃzienz haben. Dabei hat es sich als sinnvoll erwiesen, die einzel-
nen Eigenschaften unter folgende Oberbegriﬀe zu subsummieren: Software als Sys-
tem zur Datenverarbeitung, Software als System von Befehlen bzw. Anweisungen,
Software als rekombinierbares System, Software als ein nur in diskreten Einheiten
nutzbares Gut, Software als komplexes System und Software als ein immaterielles
Gut. Es zeigt sich, dass Software eine F¨ ulle von ¨ okonomisch relevanten Eignschaf-
ten aufweist, die von Netzwerkeﬀekten ¨ uber subadditiver Nutzenfunktion bis hin zur
Nichtrivalit¨ at reichen. Besonders hervorzuheben ist, dass Software sich von ande-
ren Informationsg¨ utern fundamental unterscheidet: Zum Einen fehlt ein aus Kun-
densicht relevanter additiver Nutzen, zum Anderen ist der durchschnittliche Nut-
zer/Konsument lediglich an dem Funktionieren der Algorithmen interessiert, nicht
aber an der zugrundeliegenden Information.
Schlagworte: additiver Nutzen, bin¨ are Nachfrage, digitale G¨ uter, Erfahrungsgut,
Humankapital, Informationgut, Kompatibilit¨ at, Komplexit¨ at, Netzwerkeﬀekte, Nicht-
rivalit¨ at im Konsum, Open Source, Rekombinierbarkeit, Software, subadditive Kos-
tenfunktion, Wissen
JEL-Klassifkation: D82, D83, D62, D85, K11
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Literaturverzeichnis 181 Der Untersuchungsgegenstand
Streng genommen bezeichnet der Begriﬀ Software in Abgrenzung zur Hardware alle nicht-
physischen Funktionsbestandteile eines Computers, also neben den Computerprogram-
men auch die zur Verwendung mit den Programmen bestimmten Daten (vgl. K¨ uchlin
und Weber (2005), S 15 f.). H¨ auﬁg wird Software jedoch in Abgrenzung zum Begriﬀ der
Daten mit Programmen gleichgesetzt, und so zum Beispiel als eine ”Liste von Anweisun-
gen zur Verarbeitung von Daten“ (Gr¨ ohn (1999), S. 4) deﬁniert. Der vorliegende Text
folgt dieser letztgenannten Unterscheidung und konzentriert sich dabei auf so genannte
Computersoftware, d.h. sie ignoriert ”the software embedded in electronic systems be-
cause a market does not exist for this.“ (Bitzer (1997), S. 5) Weitere Unterscheidungen,
etwa in Anwendungs- und Systemsoftware (vgl. Gr¨ ohn (1999), S. 5), sollen hier nicht
vorgenommen werden.
Software jeglicher Art liegt prinzipiell in zwei Formen vor: Einmal als sogenannter Pro-
grammecode (Quelltext, Quellcode, Source Code), und einmal in der nur maschinenlesba-
ren Form des Bin¨ arcodes. Dies ergibt sich unmittelbar aus dem Programmiervorgang von
Software: Eine Software, d.h. die logische Struktur, die Befehle und Anweisungen werden
von Programmierern in einer sogenannten Programmiersprache geschrieben. Als Ergeb-
nis liegt die Software als Quelltext in einer f¨ ur den Menschen lesbaren und verst¨ andlichen
Form vor. In einem zweiten Schritt wird dann dieser vom Menschen lesbare Quelltext
in eine maschinenlesbare Form gebracht, damit das Computerprogramm vom Rechner
ausgef¨ uhrt werden kann. Diesen Vorgang nennt man kompilieren, und das Ergebnis ist
der sogenannte Bin¨ arcode, welcher f¨ ur den Menschen im semantischen Sinne praktisch
nicht lesbar ist. R¨ uckschl¨ usse auf die Struktur und Programmierung der Software allein
auf Grund des bin¨ aren Codes sind nicht oder nur sehr schwer m¨ oglich. Deshalb wird im
Folgenden von der M¨ oglichkeit eines solchen R¨ uckschlusses vom Bin¨ arcode auf das zu-
grunde liegende Programmierprinzip – das sogenannte Reverse Engineering – abstrahiert,
und unterstellt, dass nur bei Vorlage des Quellcodes der Ablauf und die einzelnen Pro-
grammierschritte nachvollzogen werden k¨ onnen (vgl. Kooths u.a. (2003), S.16 ﬀ. sowie
Hansen und Neumann, S. 155 f.).
Eine weitere Kategorie unterscheidet Softwareprodukte anhand eigentums- bzw. ver-
wertungsrechtlicher Kriterien und/oder unterschiedlicher Produktionsweisen: die Rede ist
von den Gegensatzpaaren propriet¨ arer vs. oﬀener Software, bzw. Closed Source Software
(CSS) vs. Open Source Software (OSS). Auch wenn hier weitergehende Unterscheidungen
wie z.B. in nicht-kommerzielle OSS, Free-/Shareware, kommerzielle OSS und kommerzi-
elle/propriert¨ are Software (vgl. BERLECON RESEARCH (2002), S. 11) m¨ oglich sind,
reicht es f¨ ur die folgenden ¨ Uberlegungen v¨ ollig aus, auf eine stark stilisierte und typisier-
1te Gegen¨ uberstellung von OSS vs. CSS zur¨ uckzugreifen. Die Darstellung orientiert sich
dabei an Pasche und v. Engelhardt (2004), S. 1:
• Bei OSS erfolgt eine Oﬀenlegung des Source Codes und damit der zugrunde lie-
genden programmiertechnischen Leistung. OSS darf beliebig kopiert, verbreitet,
genutzt, ver¨ andert und in der ver¨ anderten Form weitergegeben werden (vgl. detail-
liert die Open Source Deﬁnition in Open Source Initiative (2004)). Als kommerzielle
OSS-Produkte existieren sogenannte OSS-Distributionen: Eine OSS-Distribution
l¨ asst sich allgemein als ein aufeinander abgestimmtes und optimiertes Paket von
OSS beschreiben. Diesem speziﬁschem OSS-Paket werden in der Regel noch Leis-
tungen wie kleinere Hilfsprogramme, Supportleistungen, Handb¨ ucher etc. hinzu-
gef¨ ugt. Die kommerziellen OSS-Unternehmen stehen zwar mit ihren unterschiedli-
chen OSS-Distributionen im Wettberwerb, beteilligen sich aber durchaus mit ei-
genen Entwicklungsbeitr¨ agen am selben OSS-Projekt. Dies erm¨ oglicht ein cost
sharing, vergleichbar der Situation bei Forschungskooperationen (vgl. Pasche und
v. Engelhardt (2006), S. 105).
• CSS dagegen betont die Ausschließbarkeit der Nutzung von Software. D.h. im Ge-
gensatz zur OSS wird hier der vom Menschen lesbare Quellcode nicht oﬀengelegt
und die Software wird in der lediglich maschinenlesbaren Form des Bin¨ arcodes ver-
trieben. Verkauft wird also ein fertiges Softwareprodukt, nicht aber das program-
miertechnische Wissen, welches zu dieser L¨ osung f¨ uhrt. Der technische Vorgang des
Kompilierens sch¨ utzt damit die Verf¨ ugung ¨ uber den Quellcode. Zudem ist auch
das Kompilat, der bin¨ are Code, mit Verf¨ ugungsrechten ausgestattet: Das Recht zur
Nutzung einer Software erh¨ alt der Konsument meist durch den Erwerb einer ent-
sprechenden Lizenz (vgl. Pasche und v. Engelhardt (2004), S. 8). Zur Durchsetzung
des Ausschlussprinzips bedient man sich hier in aller Regel einer Kombination aus
technischem und juristischem Kopierschutz (vgl. Kotkamp (2001), S. 53).
2 Die ¨ okonomischen Eigenschaften von Software
Um die ¨ okonomisch relevanten Eigenschaften des Gutes Software systematisch darzustel-
len, wird die nun folgende, allgemeinen Deﬁnition des Gutes Software verwendet:
Software ist als ein komplexes und rekombinierbares System von Befehlen bzw.
Anweisungen zur Datenverarbeitung ein immaterielles und nur in diskreten
Einheiten nutzbares Gut.
Mit dieser Deﬁnition sind die einzelnen Aspekte des Gutes Software explizit benannt und
es k¨ onnen nun die ¨ okonomisch relevanten Eigenschaften im Einzelnen abgeleitet werden.
22.1 Software als System zur Datenverarbeitung
Software ist als ein komplexes und rekombinierbares System von Befehlen
bzw. Anweisungen zur Datenverarbeitung ein immaterielles und nur in dis-
kreten Einheiten nutzbares Gut.
Das grundlegende Prinzip von Software (bzw. die grundlegende Abfolge von Vorg¨ angen
in der EDV allgemein) ist das so genannte EVA-Prinzip (vgl. Hansen und Neumann, S.
652 f.): Eingabe–Verarbeitung–Ausgabe. Immer dann, wenn Datenverarbeitung stattﬁn-
det, kommt es also auch zu einem Datenaustausch, und zwar sowohl bei der Dateneingabe
als auch bei der Datenausgabe. Dies wird am Beispiel einer Textverarbeitungssoftware
deutlich: Der Benutzer gibt per Tastatur Daten ein, welche vom Programm interpretiert,
verarbeitet und am Bildschirm dargestellt werden. M¨ ochte der Benutzer seinen Text
ausdrucken, so gibt er den Druckbefehl. Dies wird vom Textverarbeitungsprogramm ent-
sprechend interpretiert und die Daten werden an einen Druckertreiber gesendet. Dieser
Druckertreiber (eine weitere Software) ¨ ubersetzt nun die empfangenen Daten in die geeig-
nete Druckersprache. Anschließend sendet er das Ergebnis an den Drucker, der wiederum
die Daten in Form eines auf Papier gedruckten Textes ausgibt. Dieses einfache Beispiel
zeigt bereits drei Formen des Datenaustausches: den Austausch zwischen Benutzer und
Software, zwischen Software und Software sowie zwischen Software und Hardware. Hin-
zu kommt noch die M¨ oglichkeit, dass Benutzer Daten untereinander austauschen: Wird
die mit der Textverarbeitungssoftware erstellte Datei auf eine Diskette gespeichert, so
kann diese Datei an einen anderen Nutzer weitergegeben und von diesem ggf. weiter be-
arbeitet werden. Dabei gilt, je ”mehr Nutzer ein bestimmtes Betriebssystem oder eine
Anwendungssoftware verwenden, desto einfacher ist es, Dateien auszutauschen“ (Kooths
u.a. (2003), S. 22). Der Nutzen einer Software steigt demnach mit der Gesamtzahl (dem
Netzwerk) aller Konsumenten dieser Software. Software ist eines jener ”products for which
the utility that a user derives from consumption of the good increases with the number
of other agents consuming the good“ (Katz und Shapiro (1985) S. 424). Es treten also
sogenannte Netzwerkeﬀekte auf, Software ist demnach ein Netzwerkgut (vgl. Pasche und
v. Engelhardt (2006), S. 102). Dabei handelt es sich bei Software um ein so genanntes vir-
tuelles Netzwerkgut, in Abgrenzung zu physischen Netzwerkg¨ utern, die durch physische
Verbindungen und Netzwerkknoten gepr¨ agt sind (vgl. Fichert (2002), S. 2).
Netzwerkeﬀekte lassen sich, z.B. in Anlehnung an Blankart und Knieps (1992), S. 79,
allgemein durch eine Nutzenfunktion der Gestalt
u(x) = ux + u(Nx) (1)
3beschreiben, mit x als dem Netzwerkgut, ux als dem Basis- oder Stand-Alone-Nutzen
des Gutes sowie u(Nx) als dem Nutzen auf Grund der Netzwerkgr¨ oße Nx, wobei gilt:
du(Nx)
dNx > 0. Generell betrachtet gibt es Netzwerkg¨ uter, deren Stand-Alone-Nutzen Null
ist, beispielsweise das Telefon oder das Faxger¨ at.1 Bei Software kann der Basisnutzen
ebenfalls Null sein (z.B. Instant-Messanger-Programme), in der Regel kann aber von ei-
nem positiven Basisnutzen ausgegangen werden (Textverarbeitung, Tabellenkalkulation,
etc.). Es sind auch Softwareprodukte vorstellbar, bei denen der Nutzen fast ausschließ-
lich aus dem Stand-Alone-Nutzen besteht, also der Netzwerknutzen nahe Null ist (vgl.
Fichert (2002), S. 4).
Bei (nachfrageseitigen) Netzwerkeﬀekten k¨ onnen Erwartungen einen großen Einﬂuß
auf die Konsumentenentscheidung haben: Erwarten die Konsumenten, dass sich eine tech-
nologisch unterlegene Technologie b gegen¨ uber einer Technologie a durchsetzt, dann ist b
bez¨ uglich der erwarteten Netzwerkgr¨ oße im Vorteil. Wenn der mit der erwarteten Netz-
werkgr¨ oße bewertete Netzeﬀekt die technische Unterlegenheit (ua > ub) ¨ uberkompensiert,
dann wird auch tats¨ achlich die Technologie b gew¨ ahlt (vgl. Fichert (2002), S. 5). Formal
ausgedr¨ uckt:
E [u(b)] = ub + E [u(Nb)] > E [u(a)] = ua + E [u(Na)] (2)
bzw.
E [u(Nb)] − E [u(Na)] > ua − ub. (3)
Wie bereits hier deutlich wird, kann es bei Netzwerkg¨ utern zu einer Dominanz inferiorer
Technologien kommen.
In der Formulierung der Nutzenfunktion als u(x) = ux + u(Nx) sind die Netzwerk-
eﬀekte allgemein mit u(Nx) zusammengefasst. Es lassen sich jedoch direkte und indirekte
Netzwerkeﬀekte unterschieden (vgl. Katz und Shapiro (1985), S. 424):
Direkte Netzwerkeﬀekte ergeben sich unmittelbar aus der Netzwerk-Eigenschaft des
Gutes, d.h. der Nutzen steigt mit der Verbreitung dieses Gutes bzw. der Verbreitung
kompatibler G¨ uter an (vgl. Ehrhardt (2001), S. 25). Als Beispiel w¨ aren hier die Computer-
Plattformen Apple und Wintel-Standard2 zu nennen: ”Je mehr Anwender die jeweilige
Plattform aufweist, desto eher kann der Einzelne problemlos Daten mit anderen aus-
tauschen“ (Ehrhardt (2001), S. 26). Die Wirkung direkter Netzwerkeﬀekte beschreibt
’Metcalfe’s Law‘: Ist die Anzahl der Netzteilnehmer n proportional zum Nutzen u(.) des
Netzwerkes bzw. des Netzwerkgutes f¨ ur jeden einzelnen Teilnehmer, so gilt der Zusam-
menhang u(.) ∼ n · (n − 1) (vgl. Shapiro und Varian (1999), S. 184).
1Die Kopierfunktion des Faxger¨ ates ist hier außer Acht gelassen.
2Der Begriﬀ ’Wintel‘ ist zusammengesetzt aus ’Windows‘ und ’Intel‘ und bezeichnet allgemein eine
PC-Architektur, die auch als ’IBM kompatibler PC‘ bekannt ist.
4Die indirekten Netzwerkeﬀekte sind im Wesentlichen auf zwei Ursachen zur¨ uckzuf¨ uhren:
Zum Einen auf die Bedeutung komplement¨ arer Produkte und Dienstleistungen und zum
Anderen auf Lerneﬀekte und Information Spillovers (vgl. Ehrhardt (2001), S. 27 ﬀ.).
Letzteres meint die Bedeutung des Wissensaustausches unter den Mitgliedern eines Netz-
werkes. Je gr¨ oßer das Netzwerk, je mehr Nutzer dasselbe Betriebssystem oder dieselbe
Anwendungssoftware verwenden, desto wahrscheinlicher ist es, relativ einfach jemanden
zu ﬁnden, der die gesuchte Hilfestellung f¨ ur ein Problem oder eine Antwort auf eine Frage
geben kann, und umso attraktiver ist damit das Netzwerkgut (vgl. Kooths u.a. (2003),
S. 22). Dieser indirekte Netzwerkeﬀekt der Lerneﬀekte und Information Spillovers ist
vor allem auf dem Markt von PC-Software zu beobachten (vgl. Cowan (1992), S. 291).
Bei neuen, innovativen Technologien, deren Eigenschaften und Einsatzm¨ oglichkeiten noch
relativ unbekannt sind, haben Information Spillovers noch eine weitere Wirkung: Konkur-
rieren neue – d.h. f¨ ur die potenziellen Nutzer bez¨ uglich der jeweilligen Eﬀektivit¨ at noch
nicht abschließend einsch¨ atzbare – Technologien miteinander, so wird diejenige Techno-
logie f¨ ur potenzielle Nutzer attraktiver sein, f¨ ur die sich in der Vergangenheit bereits
am meisten Nutzer entschieden haben, da hier ”die Ungewissheit [bezogen auf die Leis-
tung der Technologie] auf Grund zahlreicher vorheriger ¨ Ubernahmen am geringsten ist“
(Ehrhardt (2001), S. 29). Die Bedeutung komplement¨ arer Produkte und Dienstleistun-
gen – also komplement¨ arer Software – ist unmittelbar einleuchtend: ein Betriebssystem
ist f¨ ur die Konsumenten umso attraktiver, je mehr Anwendungsprogramme f¨ ur dieses
Betriebssystem zur Verf¨ ugung stehen, bzw. erwartet werden. Die nachfrageseitige Wir-
kung komplement¨ arer G¨ uter ist in der Netzwerktheorie auch als ’Hardware-Software‘-
Paradigma bekannt (vgl. Katz und Shapiro (1985), S. 424). Dieser Name leitet sich aus
der Tatsache ab, dass die Entscheidung f¨ ur eine bestimmte Hardwarearchitektur auch
implizit eine Einschr¨ ankung des Sets m¨ oglicher Betriebssysteme bedeutet (z.B. Apple vs.
Wintel). Entsprechend formuliert Shy (2001): ”Complementary means that consumers in
these markets are shopping for systems“ (Shy (2001), S. 2 – Hervorhebung im Original).
Dar¨ uber hinaus ist f¨ ur die Produzenten von Anwendungssoftware die Entwicklung von
Programmen f¨ ur ein bestimmtes Betriebssystem umso attraktiver, je mehr Konsumenten
dieses Betriebssystem benutzen, bzw. erwartet werden. Diese Bedeutung der (erwarteten)
Netzwerkgr¨ oße f¨ ur die Anbieter komplement¨ arer Produkte wird auch als angebotsseitige
Netzwerkeﬀekte bezeichnet (vgl. dazu z.B. Kooths u.a. (2003), S. 21). Nach Meinung des
Autors lassen sich diese angebotsseitigen Netzwerkeﬀekte auf die nachfrageseitigen Netz-
werkeﬀekte, auf den Systemcharakter der G¨ uter zur¨ uckf¨ uhren. Im Folgenden wird daher
nicht zwischen angebotsseitiger und nachfrageseitiger Netzwerkeﬀekte unterschieden. Mit
dem Begriﬀ der Netzwerkeﬀekte sind dann immer nachfrageseitige Netzwerkeﬀekte ge-
meint.
5Die Bedeutung von Komplementarit¨ at f¨ ur (indirekte) Netzwerkeﬀekte verweist auf
die Relevanz von Kompatibilit¨ at: Die Schaﬀung von Komplementarit¨ at wird in der Re-
gel erreicht durch Kompatibilit¨ at der einzelnen Komponenten (vgl. Lopatka und Page
(1999), S. 955). Kompatibilit¨ at ist die grundlegende Eigenschaft von Netzwerkg¨ utern:
Die Entscheidung dar¨ uber, ob ein Gut dem Netzwerk X (dem System X) angeh¨ ort oder
nicht, h¨ angt davon ab, ob dieses Gut mit den anderen G¨ utern des Netzwerkes X kom-
patibel ist oder nicht; Kompatibilit¨ at ist daher das entscheidende Abgrenzungsmerkmal
zwischen unterschiedlichen Netzwerksystemen (vgl. Katz und Shapiro (1985), S. 424 f.).
Dieser Zusammenhang wird anhand von Abbildung 1 verdeutlicht, die in allgemeiner
Form die Netzwerke bzw. Netzeﬀekte im Softwarebereich darstellt. Dabei wurden in die-
ser Abbildung die indirekten Netzwerkeﬀekte in Form von Lerneﬀekten und Information
Spillovers außer Acht gelassen,3 wogegen die Hardwareebene aus Gr¨ unden der Anschau-
lichkeit noch mit ber¨ ucksichtigt wurde. Die Anwendungssoftware a l¨ asst sich nur auf
Abbildung 1: Substitute, Komplement¨ are sowie horizontale und vertikale Kompatibilit¨ at
Hardwarearchitektur I Hardwarearchitektur II
Betriebssystem A Betriebssystem B Betriebssystem C
Anwendung a Anwendung b Anwendung c Anwendung d
Datenformat α
dem Betriebssystem A installieren, die Anwendung b dagegen auf A und B. Die Anwen-
dung a und das Betriebssystem A sind demnach komplement¨ are G¨ uter, sie sind vertikal
kompatibel. Das Gleiche gilt f¨ ur die Anwendung b und das Betriebssystem A. Bezogen
auf indirekte Netzwerkeﬀekte sind die Betriebssysteme A und B dem Betriebssystem C
¨ uberlegen, denn f¨ ur diese beiden Betriebssysteme sind mehr komplement¨ are Anwendun-
gen (jeweils zwei: a und b bzw. b und c) verf¨ ugbar, als f¨ ur C. Die Anwendungen a und
3Der Grund hierf¨ ur ist, dass a) die Anzahl der Nutzer in der Abbildung 1 nicht dargestellt sind,
und b) der Zusammenhang zwischen der Anzahl der Nutzer eines Netzwerkgutes und dem Auftreten
dieser indirekten Netzwerkeﬀekte recht banal ist: alle Nutzer z.B. des Betriebssystems A unterliegen den
Lerneﬀekten und Informatioaln Spillovers bezogen auf das Betriebssystem A. Hier zeigt sich eine große
N¨ ahe – oder ¨ Ahnlichkeit – zu direkten Netzwerkeﬀekten.
6d sind – bezogen auf die direkten Netzwerkeﬀekte (Datenaustausch) – als Substitute zu
betrachten: da beide Anwendungen mit demselben Datenformat α arbeiten, liegt hier
horizontale Kompatibilit¨ at vor. Auch die Betriebssysteme A und B k¨ onnen als Substitu-
te betrachtet werden, n¨ amlich dann, wenn als Netzwerkgut die Anwendung b betrachtet
wird: auf beiden Betriebssystemen kann Anwendung b installiert werden. Vergleicht man
die indirekten Netzwerkeﬀekte der Anwendung b mit denen von Anwendung c, so ist b
die ¨ uberlegene Anwendung, da hier mehr Komplement¨ arg¨ uter – sprich: die kompatiblen
Betriebssysteme A und B – zur Verf¨ ugung stehen.
2.2 Software als System von Befehlen bzw. Anweisungen
Software ist als ein komplexes und rekombinierbares System von Befeh-
len bzw. Anweisungen zur Datenverarbeitung ein immaterielles und nur
in diskreten Einheiten nutzbares Gut.
Der Begriﬀ Software bezeichnet zusammenh¨ angende Computerbefehle, also ein System
von Anweisungen zur Datenverarbeitung. Jede Software kann daher als ein logisches Kon-
strukt von Algorithmen und Anweisungen aufgefasst werden, welches eine oder mehrere
Aufgaben zu erf¨ ullen hat. Dosi (1996) z¨ ahlt zu Informationen – in Abgrenzung zum Be-
griﬀ des Wissens – unter anderem auch explizit Algorithmen und Handlungsanweisungen
(vgl. Dosi (1996), S. 84). Software geh¨ ort demnach zur Gruppe der Informationsg¨ uter.
Im Zusammenhang mit Informationsg¨ utern, d.h. immer dann, wenn das Gut Information
gehandelt werden soll, tritt das so genannte Informationsparadoxon auf (vgl. Kotkamp
(2001), S. 55): Dem K¨ aufer einer Information ist es nicht m¨ oglich, den Wert der Infor-
mation vor der Transaktion zu bestimmen, es sei denn, der Verk¨ aufer legt die gesamte
Information oﬀen. Ist die Information jedoch oﬀen gelegt, so besteht weder Anreiz noch
Notwendigkeit zum Kauf. Daher wird die Information vor dem Kauf nicht oder nur unzu-
reichend oﬀen gelegt, der Kauf von Information ist also immer eine Entscheidung unter
Unsicherheit. Dieser Aspekt erkl¨ art, weshalb
• kommerzielle, d.h. propriet¨ are Software (CSS) lediglich in Form des Bin¨ arcodes
vertrieben wird: w¨ are der Source Code zug¨ anglich, h¨ atte niemand einen Anreiz
diese Software k¨ auﬂich zu erwerben. Entsprechend existiert im OSS-Bereich auch
kein Markt f¨ ur die OSS an sich, sondern nur f¨ ur komplement¨ are G¨ uter und Dienst-
leistungen. Allerdings werden diese h¨ auﬁg im Paket mit der OSS zusammen als
sogenannte OSS-Distribution vertrieben (vgl. auch Abschnitt 1).
• Konsumenten sowie die ¨ Oﬀentlichkeit allgemein den CSS -Produzenten h¨ auﬁg mit
einem gewissen Misstrauen begegnen, da wegen der fehlenden Oﬀenlegung des Co-
7des auch nach dem Kauf die Informationen (die Algorithmen) dem Konsumenten
nicht zug¨ anglich sind. So entspann sich ab Dezember 1999 eine heftige Diskussion
¨ uber das im Betriebssystem Windows 2000 enthaltene Defragmentierungsprogramm
DisKeeper. Die Computerzeitschrift c’t hatte berichtet, dass DisKeeper von einer
Firma Namens ’Executive Software Inc.‘ stammt, dessen Gr¨ under und Executive-
Chef Craig Jensen ein bekennender Scientologe ist (vgl. G¨ ohring (1999), S. 58 ﬀ.).
Da ein solches Programm prinzipiell ”direkten und aktiven Zugriﬀ auf alle Daten
besitzt“ (G¨ ohring (1999), S. 58), f¨ uhrte der Bericht zu deutlichen Reaktionen: So
riefen Sektenbeauftragte zum Windows-2000-Boykott auf (vgl. Heise News (2000)),
katholische Bist¨ umer rieten ihren Pfarreien von einem Einsatz des Betriebssystems
Windows 2000 ab (vgl. Spiegel Online (2000)) und das Bundesamt f¨ ur Sicherheit
in der Informationstechnik forderte, Einsicht in den Quellcode nehmen zu d¨ urfen,
um m¨ ogliche Gefahren durch die Defragmentier-Software absch¨ atzen zu k¨ onnen4.
Auch die Diskussion, ob der Zweitschl¨ ussel ’NSAKey‘ in der Windows Crypto API
unter der Kontrolle des US-Geheimdienstes NSA stehe (vgl. Heise News (1999))
und die Frage nach einer von den Nutzern in der Regel nicht bemerkten Daten-
sammlung durch Micorsoft (vgl. z.B. den kritischen Bericht zur ¨ Ubertragung einer
System ID an Microsoft von Persson und Siering (1999), S. 16 ﬀ.) sind Ausdruck ei-
ner Verunsicherung der Konsumenten. Unabh¨ angig davon, ob solche Vorw¨ urfe und
Verd¨ achtigungen im Einzelfall zutreﬀen oder nicht, sind sie Folge einer auch nach
dem Kauf noch bestehenden Unsicherheit der Konsumenten, da die Information
(der Algorithmus) hier weiterhin verborgen bleibt.
Es f¨ allt auf, dass das Gut Software in zwei Varianten auftritt: Entweder ist die Informati-
on von Anfang an frei zug¨ anglich – dann handelt es sich um nicht am Markt gehandelte
OSS, oder aber es liegt am Markt gehandelte CSS vor – in diesem Fall bleibt die Informa-
tion jedoch vor und nach dem Kauf verborgen. Damit unterscheidet sich Software deutlich
von anderen Informationsg¨ utern. Nach dem Kauf beispielsweise einer Tageszeitung sind
die darin enthaltenen Informationen dem Konsumenten selbstverst¨ andlich zug¨ anglich.
Der Grund f¨ ur den Unterschied besteht darin, dass es bei Software auf der Informations-
ebene keinen f¨ ur den Konsumenten relevanten ’additiven Nutzen‘ gibt. Mit dem Begriﬀ
des ’additiven Nutzens‘ ist Folgendes gemeint: Der Nutzen einer Tageszeitung l¨ asst sich
gedanklich unterteilen in den Nutzen der darin enthaltenen Information und den additi-
ven Nutzen der Auswahl und Aufbereitung dieser Information (der redaktionellen oder
journalistischen Leistung). Die Existenz und Relevanz des additiven Nutzens sind ein ent-
4Dies wurde allerdings von Microsoft verweigert. Die europaweit bisher erste Regierungsstelle, die
Einblick in den Sourcecode erhielt, ist das ¨ osterreichische Bundesministerium f¨ ur Inneres (vgl. Heise
News (2001)).
8scheidendes Alleinstellungsmerkmal f¨ ur Tageszeitungen: so unterscheiden sich die großen
¨ uberregionalen Tageszeitungen haupts¨ achlich in der unterschiedlichen Gewichtung und
Aufbereitung, also dem unterschiedlichen additiven Nutzen. Die Bedeutung des additiven
Nutzens kann auch am Beispiel wissenschaftlicher Texte deutlich gemacht werden: zwei
Aufs¨ atze zu demselben Thema oder derselben These beinhalten vielleicht exakt die glei-
che Information, k¨ onnen jedoch auf Grund ihres unterschiedlichen additiven Nutzens vom
Konsumenten als qualitativ sehr verschieden beurteilt werden. So wird auch verst¨ and-
lich, warum das Urheberrecht vom Ansatz her die additive Leistung sch¨ utzt und nicht
die zu Grunde liegende Information. Bei einem wissenschaftlichen Aufsatz ist durch das
Urheberrecht die konkrete Ausformulierung und nicht die zu Grunde liegende Erkenntnis
gesch¨ utzt (vgl. Quah (2003), S. 24).
Bei Software hingegen fehlt ein solcher f¨ ur den Konsumenten relevanter, additiver
Nutzen: Eventuell vorhandene additive Aspekte wie eine elegante Programmierung, ei-
ne gute Dokumentation und hinreichende Kommentierung des Quellcodes interessieren
lediglich die Programmierer (also die Produzenten) und nicht die Nutzer (also die Konsu-
menten). F¨ ur den Nutzen des Informationsgutes Software ist das ’Funktionieren‘ des Al-
gorithmus, der programmiertechnischen L¨ osung maßgeblich und entscheidend, w¨ ahrend
ein eventueller additiver Nutzen f¨ ur das Funktionieren der Software keine Rolle spielt.
Entsprechend sind Softwarekonsumenten auch prim¨ ar an der Wirkung der Algorithmen
und nicht am Algorithmus selbst interessiert. Hinzu kommt, dass z.B. der ausgedruckte
Quellcode einer Software f¨ ur die meisten Nutzer wertlos ist, da ihnen das Wissen fehlt,
diesen Quellcode auch zu verstehen. Entscheidend ist f¨ ur die Konsumenten also die Tat-
sache, dass der Algorithmus einer Software ein Ergebnis produziert, d.h. die Wirkung
von Software interessiert: ein Film wird abgespielt, eine pdf-Datei erscheint auf dem
Bildschirm etc. Dies erkl¨ art, warum das Informationsgut Software auch dann f¨ ur den
Konsumenten Nutzen stiftet, wenn die Information nach dem Kauf nicht oﬀen gelegt
wird.
Wie bei allen Informationsg¨ utern treten auch bei der Produktion von Software ho-
he Entwicklungskosten, so genannte First Copy Costs, auf, die außerdem als versunkene
Kosten (Sunk Costs) zu betrachten sind (vgl. Kooths u.a. (2003), S. 20). Demgegen¨ uber
sind die Kosten der Reproduktion der fertigen, in digitaler Form vorliegenden, Software
eher gering. Die entscheidenden Produktionskosten sind also die versunkenen Kosten f¨ ur
das Design, die Programmierung, die Testdurchl¨ aufe etc., wohingegen die Kosten f¨ ur den
anschließenden Kopiervorgang, die dabei verwendeten Speichermedien, die Verpackung
und den Vertrieb zu vernachl¨ assigen sind (siehe auch Abschnitt 2.6) (vgl. Pasche und
v. Engelhardt (2004), S. 5 f.). Diese First Copy Costs sind eine Funktion der Komple-
xit¨ at der Software (Bitzer (1997), S. 7). So verursachte das Betriebssystem Windows 3.1
9Entwicklungskosten in H¨ ohe von ca. 50 Millionen US-Dollar, w¨ ahrend bei Windows 2000
die Entwicklungskosten etwa eine Milliarde US-Dollar betrugen (vgl. Stelzer (2000), S.
837 bzw. Arthur (1996), S. 103 sowie operating-system.org (2004)).
Ist der Source Code einer Software allgemein – oder einer bestimmten Gruppe –
zug¨ anglich, so treten Spillovereﬀekte auf, die als Wissens-Spillover interpretiert werden
k¨ onnen (vgl. Pasche und v. Engelhardt (2004), S. 18). Da der Terminus ’Wissens-Spillover‘
den Begriﬀ Wissen verwendet, soll an dieser Stelle zun¨ achst kurz auf die Unterscheidung
der Begriﬀe ’Information‘ und ’Wissen‘ eingangen werden: Laut der in diesem Text ver-
wendeten Deﬁnition von Dosi (1996) sind Algorithmen Information. Daher wird der Sour-
ce Code einer Software hier als Informationsgut betrachtet. ”Wissen hingegen beinhaltet
kognitive Kategorien, Regeln zur Interpretation von Informationen, Tacit-F¨ ahigkeiten
und Probleml¨ osungs- und Suchheuristiken, die sich nicht in exakten Algorithmen ab-
bilden lassen“ (Kotkamp (2001), S. 30). Zur Erkl¨ arung dieser Abgrenzung w¨ ahlt Dosi
das Beispiel eines mathematischen Beweises: Der Beweis an sich ist Information, doch
nur wenige Mathematiker haben das Wissen, diesen Beweis auch zu verstehen (vgl. Dosi
(1996), S. 84). Ist dagegen im Folgenden von Wissens-Spillover die Rede, so meint dies
die Diﬀussion der Information und die sich daraus ergebenen Wirkungen auf das Wissen
einer Population: Wird ein mathematischer Beweis z.B. in einer Fachzeitschrift ver¨ oﬀent-
licht, so hat dies eine Reihe von Folgen, die ¨ uber den prim¨ aren Eﬀekt der Verbreitung
der Information an sich hinausgehen. Manche Mathematiker werden durch das Studium
des Beweises ihre mathematischen F¨ ahigkeiten weiterentwickeln, einige Wissenschaftler
nutzen die im Beweis enthaltenen logischen Schritte und Erkenntnisse zur L¨ osung anderer
Probleme usw. Alle diese Eﬀekte einer Ver¨ oﬀentlichung, d.h. die Wirkung z.B. auf die
mathematischen F¨ ahigkeiten wie auch die Diﬀusion der Information an sich, werden also
im Folgenden unter dem Begriﬀ der Wissens-Spillover subsumiert.5 Analog zum Beispiel
aus der Mathematik treten auch bei einer Ver¨ oﬀentlichung von Quellcodes Spilloveref-
fekte auf. Die Wirkung der Wissens-Spillover ist dabei sehr breit gef¨ achert: Neben der
reinen Informationsdiﬀusion wird eine generelle Verbreitung und Verbesserung der Pro-
grammierf¨ ahigkeiten in der betrachteten Population auftreten, ferner k¨ onnen Teile des
Programmcodes f¨ ur die Entwicklung neuer Software verwendet, d.h. direkt ¨ ubernommen
und integriert werden. Dieser zuletzt genannte Spillovereﬀekt verweist auf eine Eigen-
schaft von Software, die das Thema des n¨ achsten Abschnitts ist: die Rekombinierbarkeit.
5Siehe zur Interdependenz von Wissen und Information auch Quah (2003), S. 36 f. sowie Loasby
(1999), S.148).
102.3 Software als rekombinierbares System
Software ist als ein komplexes und rekombinierbares System von Befehlen
bzw. Anweisungen zur Datenverarbeitung ein immaterielles und nur in dis-
kreten Einheiten nutzbares Gut.
Laut Quah (2003) z¨ ahlt Software zu den digitalen G¨ utern (vgl. Quah (2003), S. 29).
Entsprechend triﬀt folgende Aussage auch auf das in der vorliegenden Arbeit betrachtete
Gut zu: ”Digital goods are recombinant. By this I mean they are cumulative and emer-
gent new digital goods that arise from merging antecedents have features absent from
the original, parent digital goods“ (Quah (2003), S. 19). Wie im Abschnitt 2.2 angedeu-
tet, k¨ onnen bereits geschriebenen Programmelemente in andere, d.h. neue Programme
eingesetzt werden. Aus diesem Grund existieren auch ganze Bibliotheken aus fertigen
Programmelementen (vgl. Gr¨ ohn (1999), S. 5) und es hat sich ein eigener Programmier-
ansatz – das so genannte komponentenbasierte Softwareengineering – entwickelt, welcher
auch eine hersteller¨ ubergreifende Wiederverwendung von Programmkomponenten um-
fasst (vgl. dazu Romberg (2003), S. 253 ﬀ.). Rein theoretisch besteht also die M¨ oglichkeit,
eine neue Software vollst¨ andig aus Teilst¨ ucken vorhandener Softwareprodukte zu erstel-
len – zu rekombinieren – ohne dass eine einzige neue Zeile Quellcode geschrieben werden
muss. In der Praxis werden jedoch vorhandene Programmteile mit neuem Quellcode
kombiniert.6 Auch die st¨ andige Weiterentwicklung (Versionen) von Software verdeutlicht
die Rekombinierbarkeit: Aus einer alten Version wird durch die Rekombination des alten
Quellcodes mit neuen Quellcode-Elementen eine neue Version, eine neues Softwaregut.
Diese Rekombinierbarkeit kann als ein lokaler Spillovereﬀekt verstanden werden. Oder
anders ausgedr¨ uckt: bei der Softwareproduktion ist das Auftreten von Verbundvorteilen
sehr wahrscheinlich. Verbundvorteile ergeben sich aus der M¨ oglichkeit, bei der Produk-
tion von n G¨ utern Einsatzfaktoren zu nutzen, die Kollektivgutcharakter7 haben (vgl.
Windisch (1987), S. 50). Auf Software bezogen bedeutet dies: die Verbundvorteile zeigen
sich darin, dass dieselben Quellcode-Bausteine f¨ ur die Produktion verschiedener, also f¨ ur
6Ein popul¨ ares Beispiel hierf¨ ur ist die Programmierumgebung Delphi der Firma Borland: Vereinfacht
ausgedr¨ uckt besteht die Programmierarbeit unter Delphi daraus, vordeﬁnierten Komponenten Eigen-
schaften zuzuweisen und zu kombinieren. Es ist zudem m¨ oglich eigene Komponenten zu entwickeln (vgl.
Bohne und Lang (2000)).
7Der Begriﬀ des Kollektivgutes bzw. Kollektivgutcharakters stellt hier auf die Eigenschaft ab, ”dass
jene Faktoren von mehreren Produktlinien gemeinsam genutzt werden k¨ onnen, ohne dass die Nutzung
durch eine Produktlinie die durch eine andere beeintr¨ achtigt“ (Windisch (1987), S. 50). Als Beispiel
f¨ uhrt Windisch (1987) hier unter anderem nicht ausgelastete Maschinen an. Die Begriﬄichkeit ist hier
beibehalten worden, auch um eine sprachliche Abgrenzung zur Frage der grunds¨ atzlichen Bereitstellung
von Software – d.h. als Clubgut oder als ¨ oﬀentliches Gut – zu erhalten, wohl wissend, dass die Begriﬀe
Kollektivgut und ¨ oﬀentliches Gut letztlich Substitute sind.
11die Produktion von n Softwareg¨ utern verwendet werden k¨ onnen, ohne dass es zu einer Ri-
valit¨ at in der Nutzung der Quellcode-Elemente kommt. Die Quellcode-Bausteine stellen
daher Einsatzfaktoren dar, die Kollektivgutcharakter haben.
2.4 Software als ein nur in diskreten Einheiten nutzbares Gut
Software ist als ein komplexes und rekombinierbares System von Befehlen bzw.
Anweisungen zur Datenverarbeitung ein immaterielles und nur in diskreten
Einheiten nutzbares Gut.
Software ist ein nur in diskreten Einheiten nutzbares Gut (vgl. Quah (2003), S. 17). Das
bedeutet zum Einen, dass Unteilbarkeit vorliegt: Eine nur zu 50% ¨ uberspielte Software
ist ’gar keine Software‘, w¨ ahrend beispielsweise 50% eines Apfels ein halber Apfel und
nicht kein Apfel sind. Software ist also nur in ganzzahligen Mengen n¨ utzlich.
Zum Anderen wird Software – grundlegend betrachtet – auch immer nur in der Menge
Eins konsumiert: pro Kombinationseinheit Konsument-Computer wird eine bestimmte
Software sinnvoller Weise nur einmal installiert, es macht keinen Sinn die gleiche Soft-
ware mehrfach zu installieren. Selbstverst¨ andlich k¨ onnen mehrere Konsumenten ein und
denselben Computer benutzen, und deshalb auch so genannte Paralellinstalation vorlie-
gen. Allerdings handelt es sich hierbei um mehrere Kombinationseinheiten Konsument-
Computer. Grunds¨ atzlich gilt also, dass der Konsum einer beliebigen Software a pro
Konsument-Computer Kombination immer eine bin¨ are Gr¨ oße darstellt:
c(a) = x, mit x ∈ [0,1], ∈ IN (4)
Die Gesamtnachfrage
Pn
m=1 cm(a) = C(a) von n Kombinationseinheiten Konsument-
Computer
C(a) = X mit X ∈ IN. (5)
ist demnach eine diskrete Funktion.
Die Tatsache, dass Software nur in diskreten Einheiten nutzbar ist, bzw. dass bei
Software Unteilbarkeit vorliegt, weist auf die sogenannte ’Zerbrechlichkeit‘ von Software
hin (vgl. Quah (2003), S. 17). Diese Zerbrechlichkeit liegt in der Immaterialit¨ at und der
Komplexit¨ at von Software gleichermaßen begr¨ undet: Eine nur zu 99% korrekt ¨ uberspielte
Software ist unbrauchbar, da Software aus einem komplexen System von Befehlen besteht
(im ¨ ubertragenen Sinne eine logische Maschine darstellt), welches dann nicht mehr funk-
tioniert, wenn an einer, auch noch so kleinen Stelle, die entscheidende Befehlskette fehlt.
Software als komplexes System ist das Thema des n¨ achsten Abschnitts.
122.5 Software als komplexes System
Software ist als ein komplexes und rekombinierbares System von Befeh-
len bzw. Anweisungen zur Datenverarbeitung ein immaterielles und nur
in diskreten Einheiten nutzbares Gut.
Software ist ein sehr komplexes Gebilde, aufgebaut aus Wenn-Dann-Abfolgen, logischen
Schleifen, Entweder-Oder-Schaltungen usw. Auf Grund der Komplexit¨ at ist es praktisch
unm¨ oglich eine v¨ ollig fehlerfreie Software zu programmieren (vgl. Computer Zeitung
(2003)) – zumindest, wenn man entsprechend umfangreiche Software betrachtet, also von
Trivialf¨ allen wie z.B. einem sehr simplen Texteditor etc. absieht. So geht man beispiels-
weise davon aus, dass propriet¨ are Software im Durchschnitt 0,51 Fehler pro Tausend
Zeilen Programmcode aufweist (vgl. tecChannel News (2003)). Da das Betriebssystem
Windows 2000 aus sch¨ atzungsweise 30 Millionen Zeilen besteht (vgl. Hochschulrechen-
zentrum (2003)), bedeutet dies, dass hier mit rund 15.000 Fehlern zu rechnen ist. Einige
dieser Fehler treten nie zu Tage, andere ¨ außern sich in Programm- oder Systemabst¨ urzen.
Die Tatsache, dass Software sicherheitsrelevante L¨ ucken aufweist und so eine Angriﬀs-
ﬂ¨ ache f¨ ur Viren bietet, l¨ asst sich als eine besondere Form von Softwarefehler interpretie-
ren.
Bei den Fehlern in Software werden Programmierfehler, Anwenderfehler und System-
fehler unterschieden. Programmierfehler k¨ onnen als im weitesten Sinne logische Fehler
und Fl¨ uchtigkeitsfehler auf der Ebene des Programms, der internen Programmlogik um-
schrieben werden (vgl. Bohne und Lang (2000), S. 460 ﬀ.). Beispiele hierf¨ ur sind neben
Tippfehlern so genannte Endlosschleifen und zyklische Abrufe, ¨ Uberlauﬀehler oder auch
eine fehlende Freigabe von Ressourcen. Dagegen treten Anwenderfehler (Benutzerfeh-
ler) auf, wenn der Benutzer das Programm ’falsch‘ benutzt, ung¨ ultige Eingaben macht,
Handlungen in der falschen Reihenfolge ausf¨ uhrt oder etwas Unvorhergesehenes mit dem
Programm macht (vgl. Bohne und Lang (2000), S. 477). Diese Fehler z¨ ahlen zu den
Fehlern in der Programmierung, da Programme so geschrieben sein sollten, dass die
Anwender soweit wie n¨ otig gef¨ uhrt werden (vgl. Bohne und Lang (2000), S. 477), also
zum Beispiel fehlerhafte Eingaben nicht erlaubt sind. Daf¨ ur gibt es im Alltag positive
Beispiele: Wer bei der Online-Auskunft der deutschen Bahn einen nicht eindeutigen Ziel-
Namen eingibt, oder das Datum in einem unsinnigen Format, erh¨ alt eine entsprechende
R¨ uckmeldung. Das System verhindert hier eine ung¨ ultige Eingabe. Die letzte Kategorie
– die der Systemfehler – betriﬀt die Interaktion der Software mit der Umgebung. Solche
Systemfehler treten beispielsweise auf bei einem Mangel an ausreichenden Ressourcen
(z.B. Arbeitsspeicher) oder bei nicht zugriﬀsbereiten Peripherieger¨ aten (z.B. ein nicht
eingeschalteter Drucker) (vgl. Bohne und Lang (2000), S. 482).
13Die volkswirtschaftlichen Kosten fehlerhafter Software in den USA werden auf bis
zu einem Prozent des US-amerikanischen Bruttoinlandsproduktes gesch¨ atzt (vgl. NIST
und Technology (2002), S. ES-2). Laut einer Studie des US-amerikanischen National
Institute of Standards and Technology verursachen unzureichende Qualit¨ atskontrollen
in der Softwareentwicklung j¨ ahrlich Kosten f¨ ur die US-Wirtschaft in H¨ ohe von rund 60
Millionen Dollar. Die Studie, welche sich auf Softwareentwickler und Anwender in der
Automobil- und Luftfahrtindustrie sowie dem Finanzsektor konzentriert, kommt zudem
zu dem Schluss, dass mit einer verbesserten Qualit¨ atspr¨ ufung eine Kostenreduktion in
H¨ ohe von rund 22 Millionen Dollar erreicht werden k¨ onnte (vgl. NIST und Technology
(2002), S. ES-11, 1 ﬀ. sowie Heise News (2002)). Auch die von Viren verursachten Sch¨ aden
sind nicht zu vernachl¨ assigen. So beziﬀert der US-amerikanische IT-Verband Computer
and Communications Industry Association die Sch¨ aden allein des SoBig Wurmes auf $
30 Milliarden und verweist auf die Angaben einer Londoner Firma Namens mi2g Ltd.,
wonach ”global damage from malicious software inﬂicted as much as $107 billion in global
economic damage“ (Bace u.a. (2003), S. 10).
Die Komplexit¨ at und Fehlerhaftigkeit von Software bedeutet, dass ein Großteil der Ar-
beitsleistung beim Programmieren aus Fehlersuche und Fehlerbeseitigung (Debugging)
besteht. Ein Teil der Fehler tritt erst w¨ ahrend der Benutzung der Software durch die
Konsumenten zu Tage. F¨ ur die Nutzung von Software ist dauerhafte Wartung und Pﬂege
(Maintenance) notwendig (vgl. Franck und Jungwirth (2002), S. 125). Laut Raymond
(1999) entfallen ¨ uber 75 % der Kosten einer Software in einem Unternehmen auf Main-
tenance. Neben der konkret-individuellen Wartung und Pﬂege als eine komplement¨ are
Dienstleistung durch den Produzenten der Software oder durch dritte Anbieter spielt
f¨ ur Softwarenutzer die Partizipation an der laufenden Weiterentwicklung bzw. Verbesse-
rung des Softwareproduktes in Form allgemein zug¨ anglicher Updates und Patches eine
große Rolle. Letzteres geschieht haupts¨ achlich ¨ uber Internet-Downloads. Insofern l¨ asst
sich behaupten, dass Software ein Gut darstellt, dass in einem nicht-endg¨ ultigen Zustand
ausgeliefert wird, und durch komplement¨ are Dienstleistung und/oder Updates und Pat-
ches laufend angepasst und/oder verbessert wird.
Die Tatsache, dass einige Fehler erst bei der Benutzung der Software erkannt werden,
weist auf eine weitere Eigenart von Software hin, die sich aus der Eigenschaft der Kom-
plexit¨ at ableiten l¨ asst: Software ist ein so genanntes Erfahrungsgut (vgl. Nelson (1970)),
und zwar im doppelten Sinne (vgl. Pasche und v. Engelhardt (2004), S. 3 sowie Pasche
und v. Engelhardt (2006), S. 101 f.):
Ein Erfahrungsgut im herk¨ ommlichen Sinne (vgl. Ewers u.a. (2003), S. 284 f.) ist Soft-
ware aus folgendem Grund: Die Eigenschaften (und damit auch evtl. vorhandene Fehler)
und Probleml¨ osungsf¨ ahigkeiten des Softwareproduktes k¨ onnen vom Konsumenten vor
14dem Kauf nur teilweise festgestellt werden. Das vollst¨ andige Wissen um den tats¨ achli-
chen Nutzen des Produktes erwirbt der Anwender also erst durch den Umgang mit der
bereits erworbenen Software. Die Kaufentscheidung bei Software ist somit zum Teil stets
eine Entscheidung unter Unsicherheit (vgl. Pasche und v. Engelhardt (2004), S. 3). Um
diese Unsicherheit abzubauen, bieten Softwarehersteller h¨ auﬁg auf ihrer Homepage eine
30-Tage-Testversion zum Download an.
Hinzu kommt, dass der Nutzer durch den t¨ aglichen Umgang mit der Software spe-
ziﬁsches Humankapital aufbaut, der Nutzer also zum erfahrenen Nutzer wird. Dies ist
die zweite Bedeutung von Software als Erfahrungsgut (vgl. Pasche und v. Engelhardt
(2004), S. 3): Durch den t¨ aglichen Umgang mit der Software lernt der Nutzer diese im-
mer besser kennen und erweitert seine F¨ ahigkeiten, er hat dann ’Erfahrung im Umgang
mit der Software XY‘ oder ’Erfahrung im Umgang mit g¨ angigen Oﬃce-Programmen‘.
Die Produktivit¨ at im Umgang mit der Software steigt mit dem so generierten Human-
kapital. F¨ ur einen Nutzer der v¨ ollig ohne Erfahrungen oder Wissen ist, kann Software
sogar nutzlos sein. Dies macht deutlich, dass der Nutzen im Zusammenspiel des Softwa-
reproduktes mit dem Humankapital generiert wird – ein illustratives Beispiel f¨ ur Beckers
Theorie der Haushaltsproduktion (vgl. Becker und Michael (1973)). Dieses Humankapital
kann in Form einer speziﬁschen oder einer eher allgemeinen Kompetenz aufgebaut wer-
den, d.h. am einen Ende der Skala steht das auf eine bestimmte hochspezielle Software
gerichtete Wissen, w¨ ahrend sich am anderen Ende die generelle F¨ ahigkeit zum Umgang
mit Computern (mit verschiedenen Betriebssystemen) beﬁndet. Software unterscheidet
sich dabei im Grunde nicht von anderen Werkzeugen oder Maschinen, auch hier wird
durch den t¨ aglichen Umgang – durch die Erfahrung – Humankapital aufgebaut (vgl. Ar-
row (1962)), welches eher allgemeiner oder speziﬁscher Natur sein kann. Dasselbe gilt
f¨ ur die Tatsache, dass Werkzeuge nur dann eﬃzient eingesetzt werden k¨ onnen, wenn die
Nutzer ¨ uber entsprechendes Wissen verf¨ ugen, dies gilt umso mehr, je komplizierter und
komplexer das Werkzeug bzw. die Maschine ist.
Das software-speziﬁsche Humankapital ist eine Ressource (oder Kompetenz), welche
sich auf dem Arbeitsmarkt verwerten l¨ asst. Die Bedeutung zeigt sich z.B. bei Stellenange-
boten, wo entsprechende Anforderungen gestellt werden, aber auch bei Stellengesuchen,
in denen auf solche Kompetenzen verwiesen wird. Auch haben sich eine Reihe von Si-
gnalen entwickelt, mit denen solches Humankapital verbrieft sein soll. Man denke hier
beispielsweise an den ’Internetf¨ uhrerschein‘ oder an diverse Qualiﬁzierungskurse, an de-
ren Ende die Teilnehmer entsprechende Zertiﬁkate ausgeh¨ andigt bekommen (vgl. Pasche
und v. Engelhardt (2004), S. 3).
Zusammenfassend l¨ asst sich also sagen:
• Der potenzielle Nutzen einer Software kann oft erst nach dem Kauf vollst¨ andig
15festgestellt werden (Erfahrungsgut im ersten Sinne),
• der realisierte Nutzen aus der Softwareverwendung ergibt sich erst durch das Zu-
sammenspiel der Software mit entsprechendem Humankapital,8
• wobei Letzteres w¨ ahrend der Verwendung der Software aufgebaut wird (Erfahrungs-
gut im zweiten Sinne),
• und eine am Arbeitsmarkt verwertbare Ressource oder Kompetenz darstellt.
2.6 Software als ein immaterielles Gut
Software ist als ein komplexes und rekombinierbares System von Befehlen bzw.
Anweisungen zur Datenverarbeitung ein immaterielles und nur in diskreten
Einheiten nutzbares Gut.
Software ist immateriell, oder wie Quah (2003) es ausdr¨ uckt: Software ist nicht-r¨ aumlich
(vgl. Quah (2003), S. 18). Software ben¨ otigt zwar ein Tr¨ agermaterial, ein Speicherme-
dium, um zu existieren (vgl. Cowan und Harison (2001), S. 2), ist aber nicht mit dem
Speichermedium gleichzusetzen. So ist beispielsweise eine ’SuSE Linux CD‘ oder eine
’Windows XP CD‘ lediglich eine CD, auf der die Software ’SuSE Linux‘ bzw. ’Windows
XP‘ gespeichert ist. Abstrakter formuliert: Die CD-ROM ist das Tr¨ agermaterial, auf dem
das immaterielle Gut, kodiert als eine Abfolge von Nullen und Einsen, gespeichert ist.
Diese Abfolge von Nullen und Einsen kann beliebig oft dupliziert, d.h. kopiert werden
und das Ergebnis – die Kopie – ist ein zweites Original. Dies l¨ asst sich vergleichen mit
der Kopierbarkeit von einem in Buchstaben kodierten Text: auch dieser kann dupliziert
werden und das Ergebnis ist ebenfalls ein zweites Original, mag sich auch das Tr¨ agerma-
terial oder Speichermedium ge¨ andert haben. So liegt beispielsweise bei einem Text aus
einem Buch und einer Fotokopie dieses Textes der Text einmal in gebundenen Form vor
(Buch), und einmal als lose DIN A4 Bl¨ atter (Kopie), dies ¨ andert jedoch nicht den Inhalt
des Textes. Analog verh¨ alt es sich mit der Reproduzierbarkeit von Software, allerdings
wird Software digital kopiert, d.h. ein Qualit¨ atsverlust ﬁndet – anders als im analogen
Kopiervorgang – nicht statt. Die Kosten der Reproduktion von Software sind dabei nahe
Null, und lediglich durch die Kosten des verwendeten Tr¨ agermaterials (z.B. DVD) sowie
den Verschleiß der physikalischen Kopiertechnologie (z.B. DVD-Brenner) bestimmt. Die-
se Eigenschaft wird als unbeschr¨ ankte Reproduzierbarkeit bezeichnet (vgl. Quah (2003),
S. 13). Eine einmal erstellte Software stellt also eine nicht knappe Ressource dar, lediglich
das Tr¨ agermaterial (z.B. CD-ROM) kann Knappheitsrestriktionen unterliegen.
8Der gleiche Gedanke, nur allgemein auf Information bezogen, ﬁndet sich bei Kotkamp 2001, S. 56.
16Ein Gut, welches unbeschr¨ ankt reproduzierbar ist, kann auch keine Rivalit¨ at im Kon-
sum aufweisen (vgl. Quah (2003), S. 15).9 Diese Nichtrivalit¨ at im Konsum von Software
gilt ebenso in zeitlicher wie mengenm¨ aßiger Perspektive. Da sich das immaterielle Gut
Software im Gebrauch nicht abnutzt, also keinem physischen Verschleiß oder Verbrauch
unterliegt (vgl. Fichert (2002), S. 3 sowie Kooths u.a. (2003), S. 21) k¨ onnen beliebig
viele Individuen dieselbe Software nacheinander nutzen. Aber auch mengenm¨ aßig treten
keine Restriktionen auf, da eine einmal erstellte Software beliebig oft zu Grenzkosten
von (fast) Null duplizierbar ist und damit beliebig vielen Individuen zum zeitgleichen
Konsum bereit gestellt werden kann.
3 Abschließende Kurz-Darstellung
Die Erkenntnisse des vorangegangenen Abschnitts lassen sich wie folgt zusammenfassen:
Software weist als Netzwerkgut sowohl direkte als auch indirekte (Informational Spillover,
Komplement¨ arg¨ uter) Netzwerkeﬀekte auf. Daraus folgt: Eine Software ist tendenziell um
so attraktiver, je mehr Nutzer dieses Produkt verwenden. Software z¨ ahlt zu den Informa-
tionsg¨ utern, unterscheidet sich aber z.B. von Tageszeitungen dadurch, dass es keinen aus
Kundensicht relevanten additiven Nutzen gibt. Zudem sind Softwarenutzer in der Regel
nicht an der zugrundeliegenden Information (Algorithmus) interessiert, sondern an dem
Funktionieren der Algorithmen. Dies in Verbindung mit dem Informationsparadoxon er-
kl¨ art die Zweiteilung der Sofware in Closed- und Open-Source-Software. Bei Software
treten hohe Entwicklungskosten, sogenannte First-Copy-Costs auf. Bei einer Oﬀenlegung
des Quellcodes ist mit Wissensspillovern zu rechnen. Die Rekombinierbarkeit von Soft-
ware f¨ uhrt zu Verbundvorteilen in der Produktion. Software ist ein nur in diskreten
Einheiten nutzbares Gut, und die individuelle Nachfrage nach einem Softwareprodukt ist
als bin¨ ar zu charakterisieren. In gewisser Weise l¨ asst sich sagen, dass Software in einem
nicht-endg¨ ultigen Zustand ausgeliefert wird: auf Grund der Komplexit¨ at ist es unm¨ oglich,
eine v¨ ollig fehlerfreie Software zu programmieren, zumal sich ein Teil der Fehler erst in
der konkreten Anwendung zeigt. Software ist ein Erfahrungsgut im doppelten Sinne: die
Eignung/Qualit¨ at eines Softwareproduktes l¨ asst sich teilweise erst nach dem Kauf, bei
der t¨ aglichen Anwendung, beurteilen. Außerdem baut der Benutzer beim Gebrauch der
Software speziﬁsches Humankapital auf. Ein fertig programmiertes Softwareprodukt ist
praktisch unbeschr¨ ankt reproduzierbar und stellt somit eine nicht-knappe Ressource dar,
was auch eine Nicht-Rivalit¨ at im Konsum bedeutet.
9Dieser Zusammenhang gilt immer. Umgekehrt ist dies jedoch nicht zwingend, so gibt es G¨ uter, welche
zwar eine Nichtrivalit¨ at im Konsum aber trotzdem keine unbeschr¨ ankte Reproduzierbarkeit aufweisen
(vgl. dazu auch Quah (2003), S. 16).
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