Quantitative traits analyzed in Genome-Wide Association Studies (GWAS) frequently have non-normal distributions. Despite its widespread use, standard linear regression has reduced power and inflated type I error when applied to such traits. Association testing procedures have often incorporated the rank-based Inverse Normal Transformation (INT) to mitigate departures from normality. Existing INT-based association tests may be classified into two types: direct approaches (D-INT), in the which phenotype itself is transformed, and indirect approaches (I-INT), in which phenotypic residuals are transformed. In this paper, we formally describe the different INT-based association tests, and compare them with the standard, untransformed association test (UAT). We discuss their assumptions, underlying generative models, and connections. We show that, for non-normally distributed quantitative traits, INT-based tests provide robust control of the type I error, and have higher power than UAT. The relative powers of D-INT and I-INT depend on the underlying data generating process. Since neither approach is uniformly most powerful, we combine them into an adaptive, INT-based omnibus test (O-INT). Our omnibus test is robust to model misspecification, protects the type I error, and is well powered against a wide range of non-normal traits. In fact O-INT is nearly as powerful as selecting D-INT or I-INT based on prior knowledge of the underlying data generating mechanism. We apply the proposed methods to GWAS of spirometry traits in the UK Biobank (UKB), recovering previous reported loci and identifying novel associations.
Introduction
Linear regression is the standard method for analyzing quantitative traits in Genome-wide Association Studies (GWAS). However, the operating characteristics of linear regression are sensitive to the underlying residual distribution. Many complex, quantitative traits have markedly non-normal residuals. An example is peak expiratory flow (PEF), a spirometry measurement whose distribution is skewed and asymmetric, even on the log scale. The rank-based inverse normal transformation (INT) is commonly applied during GWAS of non-normally distributed traits. In the direct, INT-based test (D-INT), the trait itself is transformed prior to association analysis. In the indirect, INT-based tests (I-INT), the trait is first regressed on covariates to obtain residuals, then the transformed residuals are tested for association. In this paper, we formally define and systematically compare the direct and indirect approaches. We describe the data generating process for which each approach is suited. We propose an adaptive, INT-based omnibus test (O-INT) that robustly controls the type I error, and is well-powered across the range of non-normal traits one is likely to encounter in practice.
Linear regression places few assumptions on the form of the residual distribution: in samples of sufficient size, only mean zero and finite variance are required. However, inference in linear regression is sensitive to asymmetry (skew) and diffuseness (kurtosis) of the residual distribution.
In the presence of non-normal residuals, the statistical performance of linear regression is lacking.
Specifically, in modest samples, linear regression is susceptible to inflated type I error. Although the type I error is better controlled in large samples, the sample sizes required to achieve nominal control of the type I error at genome-wide significance levels are often substantial. For instance, if a trait's residual distribution is approximately t with 3 degrees of freedom, then the sample size required for valid inference at α = 10 −6 exceeds 10 5 . Even when sample sizes are sufficiently large to protect the type I error, the power of linear regression to detect associations with nonnormal traits diminishes rapidly as the residual distribution becomes increasingly skewed or kurtotic. Transforming the outcome to increase residual normality generally improves power.
Transformation of non-normal quantitative traits is a common practice in GWAS 4;32 . Although researchers often attempt to transform a trait such that its marginal distribution is approximately normal 10 , transformation can benefit the analysis even if normality is not achieved.
The goal of transformation is to obtain residuals that are more symmetric and concentrated around zero. By doing so, the sampling distribution of the association test statistics more quickly approaches its asymptotic limit. Transformations commonly used in GWAS include the logarithm, the Box-Cox family, the warping transform, and the rank-based Inverse Normal Transform (INT). The logarithm has been applied to GWAS of neutrophil counts 30 , plasma lipids 28 , and pharmacokinetic coefficients 38 . The Box-Cox transformation has been applied to GWAS of vitamin D levels 2 , microbiome composition 8 , and circulating F-cell proportion 7 .
The Box-Cox transformation includes the logarithm as a special case. Fusi and colleagues 17 proposed a warping transformation consisting of a linear combination of smooth step functions, and applied it to GWAS of metabolic traits. The Box-Cox and warping transformations are both parametric, requiring the estimation of additional tuning parameters.
INT is a non-parametric mapping that replaces the sample quantiles by quantiles from the standard normal distribution. Regardless of its initial distribution, the limiting distribution of a continuous phenotype after INT is standard normal. INT-based tests may be classified into direct and indirect approaches. In the former approach, INT is applied directly to the phenotype, and the INT-transformed phenotype is regressed on genotype and covariates. Covariates may include age, sex, and adjustments for population structure, such as ancestry principal components (PCs). D-INT has been applied to GWAS of BMI 34 , circulating lipids 5 , polysomnography signals 11 , and many quantitative traits in the UK Biobank 1 . In the latter approach, the phenotype is first regressed on covariates to obtain residuals, then the INT-transformed phenotypic residuals are regressed on genotype, with or without adjustment for population structure. I-INT has been applied to GWAS of gene expression 15;16 , serum metabolites 22 , and spirometry measurements 33 . However, the relative performance of D-INT versus I-INT has not been studied in detail. For the non-normal quantitative traits encountered in practice, it is unclear which of the these methods will more robustly control the type I error, and which will provide better power. Neither have the connections between D-INT and I-INT been systematically examined.
As discussed by Beasley and colleagues 6 , the question of whether INT-based methods have desirable operating characteristics in the GWAS context has not been critically evaluated. INT of the outcome in a regression model does not guarantee correct model specification. This is because the standard linear model, considered parametrically, assumes normality for the residuals, not for the outcome. If the observed trait were generated by non-linear transformation of a latent normal trait, then the optimal transformation would simply invert the original, nonlinear transformation. Interestingly, if the generative transformation is rank-preserving and the covariate effects are small, INT effectively provides the inverse. For example, if the observed trait is generated by exponentiating a latent normal trait, then the optimal transformation is the logarithm, yet D-INT of the observed trait is fully efficient in large samples. In contrast, if the mean of the observed trait is linear in covariates, but its conditional distribution is non-normal, then I-INT is asymptotically exact. In practice, the generative model for the trait is seldom known. It is therefore desirable to have a transformation strategy that is broadly applicable to quantitative traits, robustly effective for controlling for type I error rate, well powered to detect true associations, and which does not require parametric assumptions or tuning.
Here we present a systematic study of direct and indirect INT-based association tests, and provide recommendations on how to apply the INT in practice. We begin by formally defining The remainder of this paper is structured as follows. In the methods section, we present the UAT, formally define the INT, theoretically study the direct and indirect INT-based tests, and describe the omnibus test. In the results section, we present evidence from simulation studies that INT-based association tests dominate the UAT, and apply these tests to perform GWAS analysis of spirometry traits using the UK Biobank. We conclude with a discussion of the implications of our findings for GWAS of quantitative traits.
Material and Methods

Statistical Methods
Setting Consider a sample of N independent subjects. For each subject, the following data are observed: a continuous (quantitative) phenotype y i , genotype g i at the locus of interest, and a vector x i of p covariates. In our data application, the phenotype y i is a spirometry measurement.
Covariates may include an intercept, age, sex, and genetic principal components (PCs). Let y denote the n × 1 vector of sample traits, g the n × 1 vector of genotypes, and X the n × p covariate design matrix.
Untransformed Association Test
The untransformed association test (UAT) is derived from the normal linear model:
where is an n × 1 residual vector following ∼ N 0, σ 2 I , β g is the effect of genotype,
and β x contains the regression coefficients for covariates. Define the error projection matrix,
The phenotypic residual e y = P x y is the projection of y onto the orthogonal complement of the column space of X. One can obtain the phenotypic residual by regressing the phenotype y on the covariates X according to the null model y = Xβ 0,x + ε.
The score statistic assessing H 0 : β g = 0 has a simple expression in terms of the error projection matrix P x :
The Wald statistic assessing H 0 : β g = 0 takes the same form as (2) . The difference between the Wald and score statistics lies in how the residual variance σ 2 is estimated. For computational efficiency, we adopt the score test, in which the residual variance is estimated under the null hypothesis. This allows us to reuse the same estimate of σ 2 for association testing at each locus in the genome. Under H 0 : β g = 0, an unbiased estimate of σ 2 is given by:
and the UAT score statistic T U in (2) follows a χ 2 1 distribution. If the normal residual assumption is relaxed to allow for an arbitrary distribution with mean zero and finite variance σ 2 , then for increasing sample size, T U still follows an asymptotic χ 2 1 distribution. Consequently, for any continuous trait with constant residual variance, including those with non-normal residual distributions, standard inference using the UAT is eventually valid in samples of sufficient size.
However, the sample size needed will depend on the skew and kurtosis of the trait, and may be impractically large. Moreover, as we will show, even in samples of sufficient size for valid inference, the UAT is generally less powerful than INT-based tests.
Rank-Based Inverse Normal Transformation
The rank-based inverse normal transformation (INT) is a non-parametric mapping from the sample quantiles to the quantiles of the standard normal distribution. INT is applicable to observations from any (absolutely) continuous distribution. The process may be broken into two steps. In the first, the observations are replaced by their fractional ranks. This is equivalent to transforming the observations by their empirical cumulative distribution function (ECDF)
If ω is any continuous random variable whose cumulative distribution function is F ω (·), then the transformed random variable U = F (ω) is uniformly distributed 12 . Since the empirical processF (·) converges uniformly to F (·), in samples of sufficient size,Û =F (ω) is uniformly distributed. After transformation by the ECDF, the observations reside on the probability scale. In the next step, these probabilities are mapped to Z-scores using the probit function Φ −1 (·), which is the quantile function of the standard normal distribution. If U is uniformly distributed, then Φ −1 (U ) follows the standard normal distribution 12 . Consequently, in large
In practice, an offset is introduced when converting the observations to fractional ranks.
This offset ensures that all fractional ranks are strictly between zero and one, which in turn guarantees that all Z-scores are finite after probit transformation. Suppose that a continuous measurement ω i is observed for each of the N subjects. The modified INT is:
where c ∈ [0, 1/2] is the offset. Standard software uses c = 3/8, which is referred to as the Blom offset 6 . We adopt this value hereafter. Since other choices for c lead to Z-scores that are nearly linear transformations of one another, the choice of offset is considered immaterial 20 .
Direct Inverse Normal Transformation (D-INT)
In Direct INT (D-INT), the transformation is applied directly to the phenotype. In this section, we first present the D-INT test, then discuss the underlying data generating process and approximations. The association model underlying D-INT is:
where D ∼ N 0, σ 2 D I . Comparison of (5) with (1) reveals that the only difference from UAT is the replacement y by INT(y). The resulting D-INT score statistic T D for assessing H 0 : β g = 0 takes the form:
where z = INT(y). The score statistic in (6) is immediately comparable to (2), replacing y by z and σ 2 by σ 2 D . The residual variance from the D-INT model (5) is estimated as:
A p-value is assigned with reference to the χ 2 1 distribution. D-INT is adapted for data generating processes of the form:
where * D ∼ N (0, σ 2 D I), and h(·) is a monotone (i.e. rank-preserving), non-linear transformation.
An example is the log-normal phenotype, for which h(t) = exp(t). Under this data generating process, there exists a latent normally distributed outcome y * = Xβ x + gβ g + * D of which the observed phenotype is a non-linear transformation y = h(y * ). When h(·) is non-linear, the regression equation E[y i |x i , g i ] is also non-linear, and the residuals * D have non-additive effects.
However, there exists a transformed scale on which the mean model is linear and has additive normal residuals, namely h −1 (y) = Xβ x + gβ g + D . Under the H 0 : β g = 0, the efficient score for β g is:
Under the data generating process in (7) , the conditional distribution of the transformed-
D-INT makes the approximation that INT(y
is the ECDF for the marginal distribution of the observed phenotype F y (·). The marginal CDF is related to the conditional CDF via:
where F (x i , g i ) is the joint CDF of x i and g i . The empirical counterpart to the marginalconditional relationship in (8) is:
Under the strong H 0 : (β x = 0) and (β g = 0),F y (·) converges to Φ{σ −1
Under the standard H 0 : β g = 0, the D-INT approximation is accurate when β x is small.
Indirect Inverse Normal Transformation (I-INT)
In Indirect INT (I-INT), the phenotype is first regressed on covariates to obtain residuals, then the INT-transformed phenotypic residuals are regressed on genotype. Since INT is nonlinear, after transformation the phenotypic residuals are no longer orthogonal to covariates.
Thus, secondary adjustment for covariates has been recommended 35 . In this section, we first consider the generative model and approximations underlying I-INT, then present the testing procedure.
To develop the I-INT, consider the data generating process:
where the residuals ε i ∼ F ε follow an arbitrary continuous distribution with mean zero and constant finite variance. Under (9) ,
. Thus, the data generating processes in (5) and (9) are equivalent under the strong null H 0 : (β x = 0) and (β g = 0).
Letting f ε (·) = ∂F ε /∂ε(·) denote the residual density, the model log likelihood is:
We obtain a profile likelihood for β g by observing that, for any residual distribution F ε , the ordinary least squares estimateβ x = (X X) −1 X (y − gβ g ) is consistent for β x . Thus, a profile likelihood for β g can be consistently estimated by:
Under H 0 : β g = 0, the efficient score of β g is consistently estimated by:
Recall that e y = P x y denotes the phenotypic residual, which is the projection of y onto the orthogonal complement of the column space for X, and is the residual after regressing y on X.
Equation (10) corresponds to the efficient score for β g from the model:
where the residual ε again follows an arbitrary distribution F ε (·) with mean zero and finite variance. Since e y resides in the error space of X, the OLS estimate of α x in (11) isα x = 0.
In a similar manner, let e g = P x g denote the genotypic residual, which is the projection of g onto the orthogonal complement of the column space of X, and can be obtained by regressing the genotypes g on the covariates X according to the model g = Xγ x + ε g .
Equation (10) is also the score for β g obtained by regressing the phenotypic residual e y on the genotypic residual e g according to the model:
Under the null hypothesis H 0 : β g = 0, model (11) with α x evaluated at its least square estimatorα x = 0 and model (12) both reduce to e y = ε, which implies that:
Applying the probit transformation to both sides gives the identity
whose finite sample analogue is:
The conclusion in (13) holds under the standard H 0 : β g = 0 for any β x and any residual distribution F ε (·). This motivates the I-INT association model, in which the INT-transformed phenotypic residual e y is regressed on the genotypic residual according to the model:
where I ∼ N 0, σ 2 I I . Comparing (14) with (13), the I-INT model is exact under the null hypothesis H 0 : β g = 0. Model (14) effectively adjusts for covariates twice: once during regression of y on X to obtain the phenotypic residual e y , and again during regression of g on X to obtain the genotypic residual e g .
Using the equivalence between (11) and (12), one can alternatively fit the I-INT model by regressing the INT-transformed phenotypic residual on both genotype and covariates according to the model:
This procedure is in agreement with recent recommendations to adjust for covariates twice during INT-based association testing 35 . Under the H 0 : β g = 0, the (efficient) score from models (14) and (15) is
Moreover, the score in (16) is asymptotically exact regardless of the form of F ε (·). The resulting I-INT test statistic for testing H 0 : β g = 0 takes the form: is uniformly most powerful. Rather, their powers depend on the underlying data generating process, which is seldom known in practice. It is therefore of substantial interest to provide a test that is broadly well powered and robustly controls the type I error, regardless of the trait distribution and the underlying data generating process. Our proposed omnibus test synthesizes the D-INT and I-INT approaches to achieve this goal.
To construct the omnibus statistic, we apply the Aggregated Cauchy Association Test (ACAT), in which the p-values from related hypothesis tests are converted to Cauchy random deviates then combined 24;25 . The CDF and inverse CDF of the standard Cauchy distribution are:
By odd parity of the tangent function: 
Under the null hypothesis, p D and p I are each uniformly distributed. Thus, F −1 C (p D ) and 
Simulation Studies
Extensive simulations were conducted to evaluate the statistical size (i.e. type I error) and Genotypes at loci on chromosome one were randomly sampled from the UK Biobank. The population of subjects whose genotypes were sampled is described in the data application section. Simulated covariates included age and sex. Age was drawn from a gamma distribution with mean 50 and variance 10. Sex was drawn from a Bernoulli distribution with proportion 1/2. To emulate population structure, the top 3 PCs of the empirical genetic relatedness matrix were included among covariates.
For size simulations, a subject-specific linear predictor η i was generated as η i = x i β x . For power simulations, the linear predictor also included a contribution from genotype. Population regression coefficients were drawn independently on each simulation replicate from normal distributions with mean zero. The variance was tuned such that the PVE by age and sex was 20%, and the PVE by PCs was 5%. Note that the PVE by PCs was sufficiently large to substantially inflate the type I error if any PC were omitted from the linear predictor.
We considered multiple mechanisms for generating non-normal, quantitative traits. Broadly, these belonged to two categories: models with additive residuals, as in y i = η i + i , and nonlinear transformations of such models, as in
Here, we report on four representative traits; three models with additive residuals, and one model with multiplicative residuals. The additive models were: (1) a reference trait, generated by adding standard normal residuals to the linear predictor; (2) a skewed trait, generated by adding χ 2 1 residuals to the linear predictor; and (3) a kurtotic trait, generated by adding t 3 residuals to the linear predictor. In all cases, the residual distribution was centered and scaled to have mean zero and unit variance. For the multiplicative model, a log-normal phenotype was generated by adding standard normal residuals to the linear predictor then exponentiating. Specifically, y i = exp(η i + i ), where i ∼ N (0, 1).
Size
For size simulations, a linear predictor of the following form was generated for each subject:
Since the linear predictor η i included no contribution from genotype, the null hypothesis of 
Power
For power simulations, the subject-specific linear predictors included a contribution from genotype:
Statistical power depends on the magnitude of the effect size β g , the sample size n, and the significance level α. The effect size was simulated as a random effect such that the PVE by genotype was 0.5%. Samples size of n ∈ {10 3 , 10 4 } were evaluated at significance level α = 10 −6 .
Under these configurations, the power of the UAT to detect the association with the normal phenotype at sample size n = 10 4 was around 50%. Power was estimated across R = 10 6 simulation replicates. On each replicate, a randomly selected locus served as the causal locus.
The four phenotypes (normal, skewed, kurtotic, and log-normal) were generated independently for each subject. 
UK Biobank Application
We conducted genetic association analyses of spirometry phenotypes among subjects from the UK Biobank (UKB). As detailed elsewhere 3;36 , the UKB is a prospective cohort study of LD scores were calculated using all unrelated subjects of white, British ancestry.
Results
Simulation Studies
We Each test was evaluated with respect to four independent phenotypes. The phenotype with additive normal residuals provided a baseline against which all tests were expected to perform well. The remaining three phenotypes were simulated to illustrate the primary ways in which the residual distribution of a quantitative trait might deviate from normality. Relative to normal residuals, the phenotype with additive χ 2 1 residuals exhibited excess skew, while the phenotype with additive t 3 residuals exhibited excess kurtosis. For these phenotypes, the standard linear model assumed by the UAT is correctly specified. However, the excess residual skew and kurtosis affect the rate at which the sampling distribution of the test statistic approaches its theoretical limit, and hence the finite sample operating characteristics. Finally, a heavily skewed log-normal phenotype was generated by exponentiating a latent normal phenotype. In this case, the residuals act on the observed phenotype in a multiplicative, rather than an additive, fashion.
As such, the standard linear model is in fact misspecified, regardless of the sample size.
Size Simulations
The uniform QQ plots in Figure 1 UAT incurred the most inflation against the log-normal (Figure 1, row 4) . This is likely because the standard linear model is misspecified for a phenotype in which the residuals have For the skewed χ 2 1 phenotype (Figure 1, row 2) , the UAT exhibited inflation at sample size N = 10 3 , while the INT-based tests effectively maintained the type I error. By sample size N = 10 4 , all methods performed well. For kurtotic t 3 phenotype (Figure 1, row 3) , the UAT again exhibited inflated at sample size N = 10 3 , and the inflation was still evident at sample size N = 10 4 , notwithstanding the fact that the UAT is correctly specified for this phenotype.
The INT-based methods performed well against the t 3 phenotype at all sample sizes.
Size estimates at α = 10 −6 and sample sizes N ∈ {10 3 , 10 4 , 10 5 }, across 10 8 simulation replicates, are presented in Table 1 . For all non-normal phenotypes, the UAT has substantially inflated type I error at sample size N = 10 3 . This includes the skewed For all phenotypes and sample sizes considered, the omnibus test provided nominal control of the type I error. Since O-INT is a compromise between two complementary methods, it cannot be expected to attain optimal efficiency. However, for all phenotypes, the efficiency of O-INT was within 2%
Power Simulations
of the most efficient test considered. Thus, O-INT achieves robustness to the underlying data generating mechanism with little to no loss of efficiency.
Run Time Analysis
We compared the computational complexity of INT-based test with UAT, which has the same computational cost as standard linear regression. Figure S4 
Spirometry GWAS in UK Biobank Data
We performed GWAS of the following spirometry traits using subjects from the UK Biobank: 
Distribution of Association p-values
The QQ plots for the association p-values from GWAS of the spirometry are presented in Scatter plots comparing the first four genetic PCs of subjects included in the overall spirometry GWAS are presented in Figure S6 . Each PC has been centered and scaled to have mean zero and unit variance. Separation of the subjects into distinct clusters would suggest the presence of related subgroups within the sample. Confounding would arise if these subgroups of genetically similar subjects shared common environmental exposures that influenced their spirometry traits. However, as expected from the ancestral homogeneity of the study population, there is no visual evidence for population stratification.
The intercept from LD score regression (LDSC) assesses inflation of the association test statistics due to confounding bias 9 . Briefly, in LDSC the test statistic for each locus is regressed on a local measure of linkage disequilibrium. An intercept exceeding one suggests inflation, whereas an intercept falling below one suggests deflation. The results from applying LDSC in the overall sample are presented in Table 2 , and the results for the asthmatic subgroup are presented in Table S1 . In the asthmatic subgroup, the UAT had intercepts near the reference value of one, while the INT-based tests exhibited slight deflation. In the overall sample, all tests exhibited significant deflation. Generally, the deflation of UAT and D-INT was comparable, while that of I-INT was most pronounced. Overall, LDSC provided no evidence for inflation of the test statistics due to confounding bias, and in fact suggested that our analyses were somewhat conservative. Despite of slight deflation of INT-based analyses, as shown in the results below, these tests were substantially more powerful than the UAT.
Since we found no evidence of confounding due to population structure, under the null hypothesis of no genetic effects, the marginal distribution of each spirometry trait is independent of genotype. To validate nominal control of the type I error for the observed residual distributions, we repeated the association analyses using permuted genotypes. By permuting genotype, rather than the phenotype, the association between genotype and the spirometry traits is broken, while the associations between covariates and the the spirometry traits are preserved. Although permuting genotype inadvertently breaks the association between genotype and covariates, regression analyses are performed conditional on both genotype and covariates.
Consequently, valid inference on the association between genotype at the phenotype does not depend on what association, if any, exists between the genotype and covariates. Another advantage of permuting genotypes is that the residual distributions presented in Figure S5 are preserved, since each subject retains their original covariates, including their genetic PCs. Testing for association between permuted genotype and the observed spirometry traits allows one to assess whether the type I error was maintained for the observed residual distributions. Uniform QQ plots for the association p-values from this analysis are presented in Figure 4 . After permuting genotypes, the p-values are uniformly distributed, demonstrating that our testing procedure maintains the type I error under imposition of the null hypothesis.
Having eliminated (a) confounding due to population structure and (b) excess type I error as candidate explanations for the observed inflation in Figure 3 , we conclude that true polygenicity is a likely cause. Moreover, due to the large sample size, our analysis is well powered to detect genetic variants with small effect sizes. The presence of many, predominantly small genetic effects is expected to manifest as uniform QQ plots similar to those in Figure 3 .
Empirical Discovery and Efficiency Gains
Association tests were conducted for 360,761 directly genotyped, common loci. Table 3 presents the average χ 2 1 statistics across all loci that reached genome-wide significance (α = 5 × 10 −8 ) in the overall sample according to at least one the association method. Average χ 2 1 for the asthmatic subgroup are presented in Table S2 . The empirical efficiency gain (O-INT v. UAT) was defined as the ratio of the non-centrality parameters minus one, where the noncentrality parameters were estimated using loci that reached significance according to at least one association method:
In all cases the average χ 2 1 statistic of O-INT exceeded that of UAT. In the overall sample, the empirical efficiency gain ranged from 12% for FEV1 to 278% for lnPEF. In the asthmatic subgroup, the empirical efficiency gain ranged from 6% for the FEV1/FVC ratio to 222% for lnPEF. The estimates from the overall analysis are likely more stable, as comparatively fewer discoveries were made in the asthmatic subgroup. Table 3 also presents the counts of genome-wide significant associations (α = 5 × 10 −8 ) in the overall sample after LD 'clumping,' to reduce redundant signals, within a 1000 kb window at an r 2 threshold of 0.2. Counts for the asthmatic subgroup are presented in Table S3 . The empirical discovery gain was defined as: 2) associations with the target phenotype than UAT. In the overall sample, the empirical discovery gain ranged from 15% for FEV1 to 79 % for lnPEF. In the asthmatic subgroup, the empirical discovery gain ranged from 12% for the FEV1/FVC ratio to 100% for FVC and lnPEF.
For the latter two traits, UAT was unable to identify any genome-wide significant associations in the smaller asthmatic subgroup.
The discovery gains were more dramatic for those traits whose residuals were less normally distributed. However, the INT-based tests were uniformly more powerful than the UAT. Consis- 
Manhattan Plots
Manhattan plots of the association p-values from O-INT, prior to LD clumping, are presented in Figure 5 . We subset autosomal associations reported in the NHGRI GWAS Catalogue 29 to those whose trait description included at least one of the following key terms: apnea, airway, asthma, broncho-, COPD, cough, cystic fibrosis, emphysema, expiratory, FEV1, forced, FVC, immun-, influenza, oxygen, PEF, pneumo-, pressure, pulmonary, respiratory, sleep, smoking, spiro-, thrombo-, or tuberculosis. Among the 360,761 loci included in our analyses, 1,393 (0.4%) had previously been associated with a lung-related trait. Genome-wide significant variants previously associated with lung traits are highlighted in red on the Manhattan plots. Many of the newly reported associations from our analyses are interspersed among, and physical adjacent to, the previously reported loci, suggesting that they may tag the same underlying, causal variants.
Among all loci included in our analyses that have previously been associated with some trait in the GWAS Catalogue (12,044 variants), the lung-related variants were significantly enriched among loci that reached genome-wide significance according to O-INT. The odds ratios and Fisher exact tests for enrichment were 3.5 (p = 2.2 × 10 −25 ) for FEV1, 2.8 (p = 3.5 × 10 −13 ) for FVC, 3.7 (p = 1.6 × 10 −35 ) for FEV1/FVC, and 2.5 (p = 8.3 × 10 −11 ) for lnPEF. This locus is 43 kb from rs7977418, which has previously been associated with lung function 23 . 
Biological Findings
Discussion
In this paper, we systematically investigated the utility of different INT-based association tests for GWAS of quantitative traits with non-normally distributed residuals. We formally In this paper we focused on GWAS with independent samples. However, INT-based tests can be extended to the correlated data setting using linear mixed models 14;21;26 . We plan to develop INT-based tests for linear mixed models in which correlation across related subjects is modeled using random effects whose covariance pattern depends on the between-subject genetic relatedness matrix 14;21;26 . A similar modeling strategy can accommodate longitudinal phenotypes arising from repeated measurements on the same subjects across time 13 .
Supplemental Data
Supplemental data include six figures and two tables. . Highlighted in red are significant associations that have previously been associated with lung-related traits in the GWAS Catalogue. First row is forced expiatory volume (FEV1); second row is forced vital capacity (FVC); third row is the FEV1/FVC ratio; fourth row is the logarithm of peak expiatory flow (lnPEF). Chromosomes are alternately colored, with odds in dark gray, and evens in light gray. The dashed line demarcates the threshold for genome-wide significance. Table 1 : Simulation Studies of the Empirical Size (×10 6 ) at α = 10 −6 across R = 10 8 Simulation Replicates. Size simulations were conducted under the null hypothesis of no genetic effects. Each association test was applied to each phenotype at sample sizes ranging from N = 10 3 to N = 10 5 . The phenotypic means depended on an intercept, age, sex, and 3 genetic principal components.
Sample Size Phenotype
Test N = 10 3 N = 10 4 N = 10 5 
Normal
