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В настоящей работе рассматривается задача построения внешних оценок множеств достижимости в виде
множества уровня некоторой дифференцируемой функции Ляпунова–Беллмана (зависящей только от векто-
ра состояния) для управляемой системы с интегральным ограничением на управление. В частности, при ее
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Введение
Статья посвящена построению внешних оценок для множеств достижимости управляемых си-
стем. Точные (аналитические) построения последних во многих случаях не представляются воз-
можными, а их численное построение требует значительных вычислительных затрат. В некоторых
задачах достаточно получить только оценки, внешние или внутренние; для множеств достижимости
эти оценки, как правило, менее трудоемки по сравнению с построением самих множеств. В случае
систем с геометрическими ограничениями на управляющее воздействие известны методы, основан-
ные на оценках решений дифференциальных неравенств Гамильтона–Якоби и Ляпунова–Кротова
(см., например, [1–5]). Методы этого типа основаны на вычислении производной вдоль траектории
управляемой системы от некоторой дифференцируемой функции (функции Ляпунова–Беллмана),
максимизации величины производной на множестве управляющих параметров и применении прин-
ципа сравнения для дифференциальных уравнений.
В первой части данной работы предлагается способ построения внешних оценок для нелиней-
ных управляемых систем с интегральным квадратичным ограничением на управление с помощью
множества уровня функций Ляпунова–Беллмана, зависящих только от вектора состояния системы.
Он состоит в подборе функции, производная которой в силу уравнений управляемой системы имеет
достаточно простой вид. После интегрирования выражения для производной вычисляется инте-
гральная оценка правой части равенства. При помощи преобразований полученное интегральное
неравенство переходит в дифференциальное, которому ставится в соответствие система сравнения.
В результате получаются внешние оценки множества достижимости в виде множества уровня дан-
ной функции. Использование нескольких функций позволяет получить более точную оценку в виде
пересечения соответствующих оценок. Приводятся иллюстрирующие примеры, в частности, когда
оценка, в силу «неудачно» подобранной функции, не дает полной информации по всем координа-
там. В последнем случае можно использовать дополнительные оценки, чтобы обеспечить ограни-
ченность пересечения. Во второй части работы обсуждается возможность улучшения оценок пу-
тем добавления времени в число аргументов функции Ляпунова–Беллмана. Зависимость функции
Ляпунова–Беллмана от времени позволяет получать более точные оценки. В линейно-квадратичном
случае оценка может совпасть с множеством достижимости.
Получающиеся далее уравнения сравнения могут иметь не единственное решение. Это требует
привлечения понятия максимального решения уравнения и теорем сравнения, использующих данное
понятие. Приведем здесь соответствующее определение.
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Рассмотрим задачу Коши
dx
dt
= F (t, x), x(t0) = x0, (0.1)
где F (t, x) — непрерывная функция на (t, x)-множестве Do.
О п р е д е л е н и е 0.1. Решение G(t) = G(t; t0, x0) дифференциального уравнения (0.1), выхо-
дящее из точки (t0, x0) области D
∗
o ⊂ Do и определенное на некотором отрезке [a, b], содержащем
внутри точку t0, будем называть верхним (максимальным), если для любого другого решения, выхо-
дящего из этой точки, справедливо неравенство
ϕ(t) 6 G(t)
для всех t ∈ [a, b], для которых решения ϕ(t) и G(t) определены одновременно.
Условия, обеспечивающие существование верхних решений (локальных и глобальных), содер-
жатся в ряде известных теорем (см., например, [6, с. 7–8]), которые здесь приводить не будем.
Следующая теорема будет играть ключевую роль при построении функций Ляпунова–Беллмана.
Т е о р е м а 0.1 (теорема сравнения, [6, с. 10–11]). Пусть функция F (t, z) непрерывна в откры-
той области Do, содержащей точку (t0, x0). Предположим, что начальная задача
dz
dt
= F (t, z), z(t0) = z0,
имеет верхнее решение z(t) = G(t), определенное в области t0 6 t 6 t0+δ. Если x(t) — непрерывная
и дифференцируемая на [t0, t0 + δ] функция такая, что (t, x(t)) ∈ Do ∀t ∈ [t0, t0 + δ] и
dx
dt
6 F (t, x(t)) ∀t ∈ [t0, t0 + δ], x(t0) 6 z0,
то справедлива оценка
x(t) 6 G(t) ∀t ∈ [t0, t0 + δ].
§ 1. Внешние оценки и принцип сравнения
Вначале рассмотрим задачу в предположении, что имеется интегральное квадратичное ограни-
чение на управление.
§ 1.1. Случай управления из L2
Рассмотрим автономную линейную по управлению систему вида
x˙(t) = f1(x(t)) + f2(x(t))u(t), 0 6 t 6 t1, x(0) = x
0, (1.1)
где x ∈ Rn — вектор состояния; u(t) ∈ Rr — управление; f1 : Rn → Rn, f2 : Rn → Rn×r — непре-
рывные отображения.
Интегральное ограничение на управление имеет вид u(·) ∈ U , где
U =
{
u(·) ∈ L2 :
∫ t1
0
‖u(t)‖r2 dt 6 µ2
}
, µ > 0.
О п р е д е л е н и е 1.1. Множеством достижимости K(t) системы (1.1) в момент t 6 t1 будем
называть совокупность всех концов траекторий x(t) в Rn, отвечающих управлениям из U .
Пусть известно множество D ⊂ Rn, которое содержит точки всех допустимых траекторий, удо-
влетворяющих заданному начальному условию и интегральному ограничению на управление. Рас-
смотрим непрерывно дифференцируемую функцию v(x) на D, такую что v(x0) = 0.
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П р е д п о л о ж е н и е 1.1. Пусть на множестве D выполняются неравенства ∇v(x)f1(x) 6
6 −αv(x) и ‖∇v(x)f2(x)‖r2 6 β2v(x). Здесь α > 0 и β > 0 — заданные константы, через ∇v(x)
обозначен градиент функции v.
Заметим, что из второго условия (неравенства) следует неотрицательность v(x).
Т е о р е м а 1.1. Пусть предположение 1.1 выполнено. Тогда
K(t) ⊂ {x ∈ Rn : v(x) 6 ψ(t)}, t ∈ [0, t1],
где ψ(t) =
µ2β2
2
t в случае α = 0. В случае α > 0 можно положить
ψ(t) =
µ2β2
α
(
1− exp
(
−α
2
t
))
,
либо (что дает более точную оценку)
ψ(t) =
{
µ2β2
α
(
1− exp (−α2 t)) exp (−α2 t) , если t < 2 ln 2α ,
µ2β2/4α, если t > 2 ln 2α .
Д о к а з а т е л ь с т в о. Дифференцируя v(x(t)) вдоль допустимой траектории x(t) получим
v˙(x(t)) = ∇v(x(t)) (f1(x(t)) + f2(x(t))u(t)) = ∇v(x(t))f1(x(t)) +∇v(x(t))f2(x(t))u(t),
откуда следует, что
v(x(t)) =
∫ t
0
∇v(x(s))f1(x(s)) ds +
∫ t
0
∇v(x(s))f2(x(s))u(s) ds,
v(x(t)) 6 −α
∫ t
0
v(x(s)) ds +
(∫ t
0
‖u(s)‖r2 ds
)1/2(∫ t
0
‖∇v(x(s))f2(x(s))‖r2 ds
)1/2
,
v(x(t)) 6 −α
∫ t
0
v(x(s)) ds + µβ
(∫ t
0
v(x(s)) ds
)1/2
. (1.2)
Последняя оценка эквивалентна неравенству
f˙(t) 6 −αf(t) + µβ · f(t)1/2,
если обозначить f(t) =
∫ t
0
v(x(s)) ds.
Поставим в соответствие этому неравенству уравнение сравнения
w˙ = −αw + µβ · w1/2 (1.3)
с начальным условием w(0) = f(0) = 0.
Пусть α = 0 в уравнении (1.3). Интегрируя, получим два решения: w(t) = 0 и w(t)1/2 = µβt/2,
t ∈ [0, t1]. Второе из них является, очевидно, максимальным. Из теоремы сравнения 0.1 получаем
при t ∈ [0, t1] неравенство f(t) 6 w¯(t), где w¯(t) — верхнее решение (1.3). Так как из неравенства (1.2)
следует v(x(t)) 6 µβ · f(t)1/2, то в этом случае
v(x(t)) 6 ψ(t) =
µ2β2
2
t.
При α > 0, как и в случае α = 0, имеется также тривиальное решение w(t) ≡ 0. Сделаем замену
y = w1/2 в уравнении сравнения (1.3), которая приводит к линейному уравнению
y˙ = −α
2
y +
µβ
2
, y(0) = w(0)1/2 = 0.
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В силу линейности, последнее уравнение имеет единственное решение, которое совпадает с верхним
или максимальным решением. Поэтому максимальное решение выглядит следующим образом:
w¯(t)1/2 =
µβ
α
(
1− exp(−α
2
t)
)
, t ∈ [0, t1].
Учитывая цепочку неравенств
v(x(t)) 6 −αf(t) + µβ · f(t)1/2 6 µβ · f(t)1/2,
по аналогии со случаем (α = 0) получаем, что
v(x(t)) 6 ψ(t) =
µ2β2
α
(
1− exp(−α
2
t)
)
.
Последнюю оценку можно улучшить, если в качестве ψ(t) взять
ψ(t) = max
06f6w¯(t)
{−αf + µβf1/2}.
Вычисляя максимум, получим, что
ψ(t) = µ2β2/(4α),
если µ2β2/(4α2) 6 w¯(t), эквивалентное неравенству t >
2 ln 2
α
. В противном случае
ψ(t) = −αw¯(t) + µβw¯(t)1/2 = µ
2β2
α
(
1− exp
(
−α
2
t
))
exp
(
−α
2
t
)
.
Таким образом, для любого t 6 t1, мы имеем оценку сверху для множества достижимости вида
K(t) ⊂ {x ∈ Rn : v(x) 6 ψ(t)},
где функция ψ(t) определяется одной из приведенных выше формул. 
§ 1.2. Обобщение на случай управления из Lp
Будем рассматривать систему (1.1) на тех же условиях, но интегральное ограничение на управ-
ляющее воздействие будет иметь вид u(·) ∈ U , где
U =
{
u(·) ∈ Lp :
∫ t1
0
‖u(t)‖rp dt 6 µp
}
, p > 1, µ > 0.
Определения множества достижимости и множества D ⊂ Rn остаются в силе. Также вводим
непрерывно дифференцируемую функцию v(x) на D такую, что v(x0) = 0.
Предположение 1.1 и теорема 1.1 трансформируются следующим образом.
П р е д п о л о ж е н и е 1.2. Пусть на множестве D выполняются неравенства ∇v(x)f1(x) 6
6 −αv(x) и ‖∇v(x)f2(x)‖rq 6 βqv(x), где 1p + 1q = 1. Здесь α > 0 и β > 0 — заданные константы,
через ∇v(x) обозначен градиент функции v.
Опять же нетрудно заметить, что из второго условия (неравенства) следует неотрицатель-
ность v(x).
Т е о р е м а 1.2. Пусть предположение 1.2 выполнено. Тогда
K(t) ⊂ {x ∈ Rn : v(x) 6 ψ(t)}, t ∈ [0, t1],
где ψ(t) = p
(
µβ
p
)p
tp−1 в случае α = 0. В случае α > 0 можно положить
ψ(t) = α
(
µβ
α
)p(
1− exp
(
−α
p
t
))p−1
,
либо (что дает более точную оценку)
ψ(t) =


µ2β2
α
(
1− exp (−α2 t)) exp (−α2 t) , если t < p ln pα ,
α
p−1
(
µβ
α
)p (
p−1
p
)p
, если t >
p ln p
α
.
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Д о к а з а т е л ь с т в о. Дифференцируя v(x(t)) вдоль допустимой траектории x(t) получим
v˙(x(t)) = ∇v(x(t)) (f1(x(t)) + f2(x(t))u(t)) = ∇v(x(t))f1(x(t)) +∇v(x(t))f2(x(t))u(t),
откуда следует, что
v(x(t)) =
∫ t
0
∇v(x(s))f1(x(s)) ds +
∫ t
0
∇v(x(s))f2(x(s))u(s) ds,
v(x(t)) 6 −α
∫ t
0
v(x(s)) ds +
(∫ t
0
‖u(s)‖rp ds
)1/p(∫ t
0
‖∇v(x(s))f2(x(s))‖rq ds
)1/q
,
v(x(t)) 6 −α
∫ t
0
v(x(s)) ds + µβ
(∫ t
0
v(x(s)) ds
)1/q
. (1.4)
Последняя оценка эквивалентна неравенству
f˙(t) 6 −αf(t) + µβ · f(t)1/q,
если обозначить f(t) =
∫ t
0
v(x(s)) ds.
Поставим в соответствие этому неравенству уравнение сравнения
w˙ = −αw + µβ · w1/q (1.5)
с начальным условием w(0) = f(0) = 0.
Если α = 0, то для максимального решения уравнения (по аналогии со случаем L2) справедлива
формула
w¯(t)1/p =
µβ
p
t, t ∈ [0, t1].
Из теоремы сравнения 0.1 получаем при t ∈ [0, t1] неравенство
f(t) 6 w¯(t) =
(
µβ
p
)p
tp.
Так как из неравенства (1.4) v(x(t)) 6 µβ · f(t)1/q = µβ · f(t) p−1p , то в этом случае
v(x(t)) 6 ψ(t) = p
(
µβ
p
)p
tp−1.
При α > 0, используя, например, подстановку вида y = w1/p в уравнении сравнения (1.5),
приходим к линейному уравнению
y˙ = −α
p
y +
µβ
p
, y(0) = w(0)1/p = 0.
Тогда максимальному решению (1.5) (по аналогии со случаем L2) соответствует
w¯(t)1/q =
(
µβ
α
)p−1(
1− exp
(
−α
p
t
))p−1
, t ∈ [0, t1].
Учитывая цепочку неравенств
v(x(t)) 6 −αf(t) + µβ · f(t)1/q 6 µβ · f(t)1/q,
по аналогии со случаем (α = 0) получаем, что
v(x(t)) 6 ψ(t) = α
(
µβ
α
)p(
1− exp
(
−α
p
t
))p−1
.
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Последнюю оценку можно улучшить, если в качестве ψ(t) взять
ψ(t) = max
06f6w¯(t)
{−αf + µβf1/q}.
Вычисляя максимум, получим, что
ψ(t) =
α
p− 1
(
µβ
α
)p(p− 1
p
)p
, p > 1,
если (
µβ
α
)p(p− 1
p
)p
6 w¯(t),
что эквивалено следующим неравенствам
(
1− 1
p
)p
6
(
1− exp
(
−α
p
t
))p
, exp
(
−α
p
t
)
6
1
p
, t >
p ln p
α
. (1.6)
В противном случае (не выполняется (1.6))
ψ(t) = −αw¯(t) + µβw¯(t)1− 1p = µ
2β2
α
(
1− exp
(
−α
2
t
))
exp
(
−α
2
t
)
.
Таким образом, для любого t 6 t1, мы имеем оценку сверху для множества достижимости вида
K(t) ⊂ {x ∈ Rn : v(x) 6 ψ(t)},
где функция ψ(t) определяется одной из приведенных выше формул. 
§ 2. Примеры
В данном параграфе приведен ряд иллюстрирующих примеров.
§ 2.1. Пример 1: осциллятор Дуффинга
Рассмотрим осциллятор Дуффинга, описываемый уравнениями
x˙1 = x2, x˙2 = −x1 − 10x31 + u,
x(0) = 0, t ∈ [0, 3/2], (2.1)
с интегральным ограничением на управление
∫ 3/2
0
u2(t) dt 6 2.
За функцию v(x) можно принять
v(x1, x2) =
5
2
x41 +
1
2
x21 +
1
2
x22,
которая удовлетворяет предположению 1.1 с параметрами α = 0, β2 = 2 и v(x0) = v(0) = 0.
В этом случае
K(3/2) ⊂ {x ∈ R2 : v(x1, x2) 6 ψ(3/2) = 3}.
Результат представлен на рис. 1, где синим цветом обозначена граница множества достижимости
(полученная при помощи алгоритма из [7]), а красным — его оценка.
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Рис. 1. Граница множества достижимости системы (2.1) и ее оценка
§ 2.2. Пример 2: маятник
Рассмотрим математический маятник с ограничением на энергию управления:
x˙1 = x2, x˙2 = −1
2
sinx1 + u,
x(0) = 0, t ∈ [0, pi],
(2.2)
с интегральным ограничением на управление∫ pi
0
u2(t) dt 6 2.
Функция v(x) может иметь вид
v(x1, x2) =
1
2
(1− cosx1) + 1
2
x22,
эта функция удовлетворяет предположению 1.1 с параметрами α = 0, β2 = 2 и v(x0) = v(0) = 0.
В этом случае
K(pi) ⊂ {x ∈ R2 : v(x1, x2) 6 ψ(pi) = 2pi}.
Результат численного моделирования представлен на рис. 2. В данном случае видно, что оценка
(красный цвет) в виде бесконечной волнистой полосы не дает информации по координате x1 для
границы множества достижимости (синий цвет). Минус подобранной функции состоит в неограни-
ченности по первой координате, когда вторая зафиксирована.
§ 2.3. Пример 3: модель Лотки–Вольтерры
Математическая модель «хищник–жертва» представляет собой систему двух нелинейных диф-
ференциальных уравнений:
x˙1 = ax1 − cx1x2, x˙2 = −bx1 + dx1x2,
a > 0, b > 0, c > 0, d > 0,
причем x1 — число жертв, x2 — число хищников.
Многие математические модели успешно применяются в биологии, демографии, физике и эко-
номике. В частности, модель «хищник–жертва» также может быть применена не только в биологии
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Рис. 2. Граница множества достижимости системы (2.2) и ее оценка
и экологии, но и в экономике для анализа изменения объемов закупок в зависимости от цены. При
этом цена выступает в роли хищника, а объемы закупок — в роли жертвы («цена съедает спрос»).
Объясним это подробнее.
Обозначим объемы закупок электроэнергии в секторе свободной торговли через x1, цену элек-
троэнергии через x2. Спрос тем быстрее уменьшается, чем больше проданной электроэнергии и чем
больше ее цена. Иными словами, цена тем быстрее снижает закупки, чем более насыщен рынок
электроэнергии по этой цене (x1x2). Поэтому, если объемы закупок электроэнергии ненулевые, то
объемы закупок электроэнергии меняются по закону x˙1 = ax1 − cx1x2 (a > 0, c > 0). С другой
стороны, прибыль, получаемая поставщиками от продажи электроэнергии, стимулирует увеличение
цены. Прибыль пропорциональна количеству проданного товара по его цене (x1x2). Поэтому имеем
x˙2 = −bx2 + dx1x2 (b > 0, d > 0). Модель «цена–объемы покупок» построена.
Полученная модель достаточно точно описывает динамику цен и объемов закупок электроэнер-
гии, которая позволяет предсказывать изменение конъюнктуры на рынке электроэнергии.
Обозначим за управление u неопределенные факторы, влияющие на объем покупок и наложим
на u квадратичные интегральные ограничения
x˙1 = ax1 − cx1x2 + u, x˙2 = −bx1 + dx1x2,
a > 0, b > 0, c > 0, d > 0,∫ t1
0
u2(s) ds 6 2.
Примем a = b = c = d = 1, t1 = 1/4. Считаем, что в нулевой момент времени объем закупок
равен 1, а цена равна 3.
Тогда получаем следующее условие:
x˙1 = x1 − x1x2 + u, x˙2 = −x1 + x1x2,
x(0) =
(
1 3
)⊤
,∫ 1/4
0
u2(s) ds 6 2.
(2.3)
В роли функции v(x) возьмем
v(x1, x2) = (x1 + x2 − 4)2,
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Рис. 3. Граница множества достижимости системы (2.3) и ее оценка
которая удовлетворяет предположению 1.1 с параметрами α = 0, β2 = 4 и v(x0) = v(1, 3) = 0.
В этом случае
K(1/4) ⊂ {x ∈ R2 : v(x1, x2) 6 ψ(1/4) = 1}.
Результаты численного моделирования представлены на рис. 3.
Таким образом, множество достижимости лежит в полосе |x1+x2−4| 6 1. Это можно проверить
и другим способом. Действительно, из системы (2.3) можно получить
x˙1(t) + x˙2(t) = u(t),
x1(t) + x2(t) = 4 +
∫ t
0
u(s) ds,
|x1(t) + x2(t)− 4| 6
(∫ 1/4
0
1 ds
)1/2(∫ 1/4
0
u2(s) ds
)1/2
6
1
2
µ =
1√
2
, t ∈ [0, 1/4].
В данном случае последняя оценка оказалась более точной.
Границы множеств достижимости, изображенные на рис. 2 и рис. 3 синим цветом, построены
с помощью алгоритмов из [8].
§ 3. Нестационарный случай
Если рассматривать функции Ляпунова–Беллмана, зависящие от t, x, то можно получить более
точные оценки даже в случае стационарных систем. Проиллюстрируем это утверждение на примере
линейных систем с интегральными ограничениями.
Будем рассматривать линейную систему с интегральным ограничением на управление
x˙(t) = A(t)x(t) +B(t)u(t), t ∈ [t0, t1], x(t0) = x0, (3.1)
где x ∈ Rn, u(t) ∈ Rr; A(t), B(t) — интегрируемые на [t0, t1] матричные функции. Ограничение на
управление определено интегральным квадратичным неравенством u(·) ∈ U , где
U =
{
u(·) ∈ L2 :
∫ t1
t0
‖u(t)‖r2 dt 6 µ2
}
, µ > 0.
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Пусть X(t, s) = Φ(t)Φ−1(s), где Φ(t) — матрица Коши, удовлетворяющая уравнению
Φ˙(t) = A(t)Φ(t), Φ(t0) = I.
Решение (3.1) имеет вид
x(t) = xˆ(t) +
∫ t
t0
X(t, s)B(s)u(s) ds,
где xˆ(t) = X(t, t0)x
0. Симметрическую матрицу
W (t) =
∫ t
t0
X(t, s)B(s)B⊤(s)X⊤(t, s) ds
будем называть грамианом управляемости системы (3.1). Данная матрица удовлетворяет следующе-
му матричному дифференциальному уравнению
W˙ (t) = A(t)W (t) +W (t)A⊤(t) +B(t)B⊤(t), W (t0) = 0. (3.2)
Как известно (см., например, [9]), система (3.1) вполне управляема на [t0, t], t 6 t1, тогда и толь-
ко тогда, когда матрица W (t) положительно определена. В этом случае K(t) представляет собой
невырожденный эллипсоид
K(t) = {x ∈ Rn : (x− xˆ)⊤W−1(t)(x − xˆ) 6 µ2}, t > t0.
Непрерывно дифференцируемую по своим аргументам функцию v : Rn+1 → R будем искать
в виде положительно определенной квадратичной формы
v(t, x− xˆ) = (x− xˆ)⊤Q(t)(x− xˆ) > 0, Q⊤ = Q.
Рассмотрим следующее дифференциальное уравнение Риккати для матрицы Q(t)
Q˙(t) +Q(t)A(t) +A⊤(t)Q(t) = −Q(t)B(t)B⊤(t)Q(t). (3.3)
Т е о р е м а 3.1. Пусть существует положительно определенное на [t0, t1] решение уравне-
ния (3.3). Тогда для множества достижимости системы (3.1) справедлива оценка
K(t1) ⊂ {x ∈ Rn : v(t1, x) = (x− xˆ(t1))⊤Q(t1)(x− xˆ(t1)) 6 µ2}, t1 > t0.
Д о к а з а т е л ь с т в о. Продифференцируем v вдоль траекторий управляемой системы (3.1)
v˙t = (x˙− ˙ˆx)⊤Q(t)(x− xˆ) + (x− xˆ)⊤Q˙(t)(x− xˆ) + (x− xˆ)⊤Q(t)(x˙− ˙ˆx) =
=
(
(x− xˆ)⊤A⊤(t) + u⊤B⊤(t)
)
Q(t)(x− xˆ) + (x− xˆ)⊤Q˙(t)(x− xˆ)+
+(x− xˆ)⊤Q(t) (A(t)(x− xˆ) +B(t)u) =
= (x− xˆ)⊤
(
Q˙(t) +Q(t)A(t) +A⊤(t)Q(t)
)
(x− xˆ) + 2(x− xˆ)⊤Q(t)B(t)u.
(3.4)
Учитывая (3.3), равенство (3.4) можно преобразовать к виду
v˙t = −(x− xˆ)⊤Q(t)B(t)B⊤(t)Q(t)(x− xˆ) + 2(x− xˆ)⊤Q(t)B(t)u =
= −f(t)f⊤(t) + 2f(t)u,
где f(t) = (x− xˆ)⊤Q(t)B(t).
Отсюда следует неравенство для функции v
v(t, x− xˆ) = −
∫ t
t0
‖f(s)‖r2 ds+ 2
∫ t
t0
f(s)u(s) ds 6
6 −
∫ t
t0
‖f(s)‖r2 ds + 2µ
(∫ t
t0
‖f(s)‖r2 ds
)1/2
= −γ2(t) + 2µγ(t) =
= µ2 − (γ(t)− µ)2 6 µ2,
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где γ(t) =
(∫ t
t0
‖f(s)‖r2 ds
)1/2
.
Таким образом, мы имеем оценку сверху для множества достижимости вида
K(t1) ⊂ {x ∈ Rn : v(t1, x) = (x− xˆ(t1))⊤Q(t1)(x− xˆ(t1)) 6 µ2}, t1 > t0. (3.5)

З а м е ч а н и е 1. Дифференцируя равенство
W−1(t)W (t) = I,
с учетом (3.2), получаем
W˙−1(t)W (t) +W−1(t)W˙ (t) = 0,
W˙−1(t) +W−1(t)A(t) +A⊤(t)W−1(t) = −W−1(t)B(t)B⊤(t)W−1(t), t > t0.
Таким образом, W−1(t) является решением уравнения Риккати (3.3). Если в качестве Q(t) взять
W−1(t), то оценка (3.5) совпадает с множеством достижимости. Однако, заметим, что W (t0) = 0
и, следовательно, W−1(t) не определена при t = t0. Кроме того, обращение W (t) возможно, если
система вполне управляема на любом отрезке [t0, t]. Последнее условие выполняется по умолчанию
для стационарных систем в предположении полной управляемости.
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In this paper, we consider the problem of constructing external estimates of reachable sets as a level set of a certain
differentiable Lyapunov–Bellman function (depending only on the state vector) for a control system with an integral
control constraint. In particular, with its suitable choice, one can obtain ellipsoidal and rectangular estimates. The
proposed constructions are based on integral estimates, the maximum solution, and the comparison principle for
systems of differential inequalities. By using time in the arguments of the Lyapunov–Bellman function, it is possible
to obtain more accurate estimates. In the linear nonstationary case, the latter can coincide with the set of reachability.
A number of illustrative examples for nonlinear systems are given.
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