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Nomenclature

ROMAN CHARACTERS:
A the A Einstein coefficient [1/s] A U.] f B the Bolzmann fraction [-] g ′′ the statistical weights of the lower state [-] h i the specific enthalpy of the i species [J/mol] I the intensity of the laser [A. U.] I b a dimensionless factor accounting for the light sheet ab- Γ the dimensionless overlap integral [-] γ i the collision coefficient of the i species [1/m·Pa] γ 0i the collision coefficient of the i species at a reference tem-
Introduction
Since the discovery of the detonation phenomenon by Berthelod and Vielle [1] and
Mallard and Le Chatelier [2] , many investigations have been carried out on the structure of detonation waves propagating in gaseous mixtures. In the late fifties,
Voitsekhovskii [3] and Denisov and Troshin [4, 5] , demonstrated the 3-dimensional nature of detonations waves, in contrast with the early Chapman-Jouguet [6, 7] and Zel'dovich-von Neumann-Döring, ZND, [8, 9, 10] theoretical models that assumed a planar geometry of the detonation front. The soot foil technique is being used extensively for over 50 years with major contributions by Strehlow [11] , Libouton et al. [12] and Presles et al. [13] , among many others. Time resolved soot foil studies [14, 15] and the mylar mirror deformation technique [16] have also been usefull to demonstrate the relationship between the cellular structure and the configuration of the shock front. The description of the detonation front structure has been considerably improved through direct visualization investigations using a variety of techniques such as interferometry [17, 18] , compensated streak imaging [19] , direct imaging [20] , schlieren [21, 22, 23, 24] or Rayleigh scattering imaging [25] .
In the two last decades, modern laser diagnostic techniques have enabled the imaging of chemical species within detonations; complementing the classical methods of density-based visualization of high-speed combustion [17, 18, 21, 22, 23] . Kamel et al. [26] and Viguier et al. [27] employed OH radical planar laser induced fluorescence (PLIF) to visualize the reaction zone structure behind oblique detonation waves. Austin et al. [28, 29] and Pintgen et al. [30, 31, 32] performed simultaneous visualization of detonations using schlieren and PLIF techniques. These studies enabled direct observation of the OH radical spatial distribution in the reaction zone.
In weakly unstable detonations [31] , the spatial distribution is characterized by alternating keystone-shaped features of high and low OH concentration created by the cellular structure of the detonation. In highly unstable detonations [29] , other features such as shear layers, unreacted pockets, and fractal-like OH fronts are observed [33] . Similar PLIF reaction zone visualization experiments, but without schlieren imaging, have been performed by Wang et al. for methane-air mixtures [34] .
Numerical simulations [35, 36] are able to qualitatively reproduce these geometric features, but direct comparison of the OH PLIF images has been so far limited to one-dimensional profiles using the ZND model as an approximation to the spatial structure normal to the front for weakly unstable waves [37] .
Due to the dependence of the PLIF emission on many unknown factors other than just the OH concentration, it is not possible to simply and directly interpret the emission intensity quantitatively as the amount of OH present in the flow. As an alternative, we have created synthetic PLIF images based on two-dimensional (2D) numerical simulations. The simulations are post-processed to obtain the synthetic PLIF images by using a realistic but simplified model of the PLIF process. The detonation simulations are carried out using the unsteady, reactive, inviscid flow model with a detailed chemical reaction mechanism for H 2 -O 2 mixtures. The resulting predictions of fluoresence intensity are compared with experimental results [28, 29] for weakly and moderately unstable cases with high argon and nitrogen dilution.
Numerical simulation methods
Computational fluid dynamics code
In addition to ZND simulations, for which a description can be found in Ref. [38] , 2-D numerical simulations have been performed. Cellular detonations are simulated by solving the 2-D Euler equations with a high-resolution computer code based on the finite-difference method [39] . For the numerical flux approximation, the shockcapturing, weighted essentially non-oscillatory (WENO) scheme of the fifth order [40] is employed together with the Lax-Friedrichs splitting of fluxes in the characteristic form. For the time integration, the ASIRK2C second-order semi-implicit additive Runge-Kutta scheme [41] is used. The convective terms in the Euler equations are treated explicitly while the implicit treatment is applied to the source terms. The 
Laser induced fluorescence model
The hydroxyl radical laser induced fluorescence (LIF) diagnostic is widely used in combustion studies. Pintgen [30, 37] As calculated by Pintgen [37] , the LIF experimental setup used for detonation imaging was in the linear regime. In this regime, the LIF signal intensity, F, of one single pumped transition is obtained from the steady-state rate equation [43] and is given by the following expression:
In the present study, the contributions of the The Boltzmann fraction was calculated using the following expression where Q p , denoting the partition function, was taken from the HITRAN database [44] :
The dimensionless overlap integral, Γ, was obtained from the following relationship [45] :
The spectral configuration is shown in Figure 2 . The laser line-shape was assumed to be Gaussian with a center line at 35210.46 cm −1 (284.0065 nm), located exactly halfway between the two absorption lines, and a full width at half maximum of 0.1
Neglecting the natural broadening, the absorption line-shape function was obtained from the Doppler and the collision-broadened line-shape functions by using the mod-ified pseudo-Voigt method proposed by Ida et al. [46] . The reported accuracy of this method, 0.12% relative to the peak height, was found satisfactory and avoid time consuming fitting of the exact Voigt profile. The Doppler and collision-broadened line-shape functions are respectively given by the following relationships:
The Doppler and collision line widths were respectively calculated from the two following expressions:
The temperature dependence of the collisional broadening coefficient was described using the expression of Rea et al. [47] .
The 2γ and n parameters were taken from available data [44, 47, 48, 49, 50] for the OH radical (0,0) band because of the lack of data for the (1,0) band. The rotational level dependence of the collisional broadening coefficient studied by Kessler et al.
[51] was neglected.
The normalized spectral laser irradiance was calculated following the formula given by Partridge and Laurendeau [45] :
The dimensionless factor accounting for the light sheet absorption as it travels through an absorbing medium was directly obtained from the Beer-Lambert law:
The absorbing species considered in the present study were H 2 O and OH radicals (two absorption lines for OH); other species were found to contribute a negligible amount to absorption. The absorption cross section of H 2 O was taken from Schulz et al. [52] who give the dependence of σ H2O as a function of temperature in the wavelength range 190-320 nm. For the hydroxyl radicals, the temperature dependence of the absorption cross section was described using the following expression [37] where the spectral line strength at the reference temperature was taken from the HITRAN database [44] :
The collisional quenching rate of the OH radicals was calculated from the expression proposed by Paul [53] :
The temperature dependence of the collisional quenching cross section, σ Qi , was described using the formalism of Lin et al. [54, 55] rather than the Harpooned model [53, 56] :
Finally, the A and B Einstein coefficients were taken from the LIFBASE software database [57] . Figure 3 shows a schematic of the experimental setup developed by Pintgen [30, 37] to perform simultaneous schlieren and PLIF imaging. An identical system was used by Austin et al. [28, 29] with a 4.2 m long rectangular narrow channel with a height of 152 mm and a width of 18 mm. The detonation is initiated by a planar wave generated by a C 2 H 2 -O 2 detonation created by a unique multi-channel initiator [58] .
Results
Experimental results
The detonation shock front and reaction zone are visualised through two 152 mm diameter quartz windows located close to the end of the narrow channel. By using a narrow channel, the instability is essentially two-dimensional and the images, PLIF and schlieren, can be easily interpreted. and is characterised by keystone-like structures. These structures result from the differences in strength between the shock waves that form the front as discussed in Pintgen et al [31] .
Despites the insights into the detonation structure provided by Pintgen [30] and Austin et al. [28, 29] experiments, no quantitative information about the OH radical density can be obtained directly from the PLIF images. The reasons for this are discussed in detail by Pintgen [30] and include: (i) locally varying quenching effects which influence the LIF signal strength; (ii) absorption of the light sheet energy by OH radicals; (iii) the ground state population depends on the local thermodynamic state; (iv) the incident light sheet gets refracted at the detonation front which can lead to low quality imaging; and (v) radiative trapping [59] . Due to the highly transient and unique nature of each image, it is not feasible to carry out detailed measurements of species, temperature, and pressure distributions that would be required in order to directly interpret the PLIF images. Instead, we have obtained the necessary information from numerical simulation using detailed chemical reaction mechanisms. We have then used the detailed information from the simulations to create synthetic PLIF images that can be compared with the measured images. The transient nature of the detonation process is addressed by carrying out comparisons at locations within the flowfield and times where the numerical and physical realizations appear to be in phase. This comparison is necessarily imprecise because for the cases we are examining the detonations transient structure is neither completely two dimensional nor precisely periodic in space and time.
ZND simulation results
ZND solutions were post-processed and compared to normalized LIF signal intensity extracted from the PLIF experimental images. The ZND solutions were computed using the Shock and Detonation toolbox [60] is considered, the calculated LIF intensity decays only slightly faster than the CJ case. Also shown in Figure 5 and Figure 6 are the normalized mole fractions of OH radicals. Comparing the LIF and OH mole fraction profiles, we very clearly see the dramatic effect of absorption of the incident light sheet in reducing the fluorescence signal from OH radicals at large distances from the front. For example, at 2.5 cm behind the detonation front, the normalized LIF intensity ranges between 0.10 and 0.15, whereas the normalized OH mole fraction is on the order of 0.7-0.8. Figure 7 shows this effect by presenting the evolution of the spectrally resolved normalized laser intensity as a function of distance behind the shock front in a steady 1D ZND model of a detonation reaction zone for a stoichiometric H 2 -O 2 mixtures, with 80%
Ar. In the present model, a laser line width of 0.1 cm −1 and a laser center line just at the middle between the two absorption lines have been assumed. Because of this specific spectral configuration, neither a frequency shift of the maximum laser intensity nor non-uniform modification of the laser line shape with distance are induced by the absorption. Figure 8 illustrates the effect of the spectral configuration on the evolution of the laser intensity as a function of distance behind the shock front in a steady 1D ZND model of a detonation reaction zone. Lines in Figure 8 represent iso-contours of normalized incident light intensity. In Figure 8 (a), the laser line width has been increased from 0.1 to 1 cm −1 whereas in Figure 8 (b), the laser center line has been shifted by 0.16 cm −1 (0.0012 nm). These calculations demonstrate the sensitivity of the frequency of maximum intensity and of the laser line shape to the spectral configuration. The evolution of the laser intensity with distance indicates that the parameter controlling the LIF intensity is the absorption of the laser light. Figure 9 illustrates this feature by comparing the experimental LIF intensity with calculated ones obtained with the full model and with a simple model which corresponds to
Based on Equation 11 , the evolution of the laser light intensity was taken as
where
is the average extinction coefficient, α ≃1. is important, the OH concentration is sufficiently independent of distance that the absorption coefficient can be adequately represented as a constant.
2-D simulation results
An automatic procedure has been used to obtain reduced reaction schemes starting from the full model of Mével. Details about this procedure can be found in Refs. [39, 63] . The reduction process used the following error acceptance criteria: (i) 1%
for the time to peak thermicity, (ii) 5% for the maximum thermicity, (iii) 20 K for the temperature profile, and (iv) 1% for the molar mass profile. The thermicity,Σ, corresponds to the normalized energy release rate and is defined as [64] 
The reduction was performed for temperatures and pressures representative of a detonation propagating with a velocity ranging from 0.8 to 1.4 D CJ . For the Ar-diluted mixture, the reduced reaction model is composed of 17 reversible reactions and 9 species (including Ar). For the N 2 -diluted mixture, the reduced reaction model is composed of 12 reversible reactions and 8 species. The reaction models are given in Table 1 and Table 2 . [28, 29] . The progressive attenuation of the LIF signal intensity due to the laser sheet absorption is particularly apparent in the center of Figure 12 , where a dark strip can be seen in the LIF images. As observed in the experiments, the simulation of the N 2 -diluted mixture appears slightly more unstable than the Ar-diluted case. This difference is due to the significant amount of absorption of the incident laser associated with the large OH concentrations at the detonation front.
The ZND simulation results demonstrated that the propagation velocity is an important parameter in determining the LIF signal intensity. In order to investigate its effect on simulated PLIF intensity field, simulations were performed for a deto-nation propagating at a sub-Chapman-Jouguet velocity. The heat and momentum losses responsible for the velocity deficit were simulated by reducing the water vapor formation enthalpy. This method has been demonstrated previously as being convenient to account for small velocity deficits [63] . Figure 14 compares two simulated superimposed schlieren-PLIF images obtained for a detonation velocity of D CJ and 0.924 D CJ . From these results, the propagation velocity does not appear to significantly affect the qualitative appearance of the LIF intensity field. As expected, the cell size obtained with the imposed velocity deficit is much closer to the cell size measured in the experiment during which a comparable velocity deficit, about 8%
for 80% Ar, was observed [28] .
Additional improvements in the modeling can be made by accounting for the spatial distribution of the exciting laser sheet and the response characteristics of the imaging camera. The effect on the LIF intensity of these two parameters is illustrated in Figure 15 . In Figure 15 b) a uniform laser sheet is used whereas in Figure 15 c), the laser sheet spatial distribution is assumed to be gaussian and a camera cutoff threshold set at 20% is added. A realistic spatial distribution shape was calculated based on the study of Thiery et al. [65] . The cutoff value used is based on an analysis of selected experimental LIF images. The spatial distribution of the laser sheet intensity is responsible for the asymmetric LIF intensity at the detonation front. Applying a threshold cutoff to account for the camera detection limit enables reproducing the dark areas behind the detonation front that are prominent in the experimental images.
Discussion
The results described in the previous section essentially demonstrate the good qualitative agreement between the experimental and calculated laser induced fluorescence intensities both for ZND profiles and 2-D simulations of detonation waves.
As described by Daily [59] , a wide range of models with various degree of complexity can be used to model the LIF phenomenon. Despite its simplicity, a three-level model is well suited for most conditions encompassed in combustion studies [42] .
In the conditions presently investigated, the three-level LIF model approach has proved able to predict accurately the LIF intensity. Although a more complex LIF model [66, 67, 68] cycle [28, 63, 69, 70] . In order to extract reliable LIF data from the experiments, the image stripes analysed were located within the second half of the cell cycle so that the velocity is closed to the CJ detonation and the LIF field is not affected by 3-dimensional effects. However, the instantaneous front velocity is not known precisely. Moreover, velocity deficits around 8% for 2H 2 -O 2 -12Ar mixtures, were recorded during the experiments performed in the narrow channel. Consequently, the actual velocity for the LIF images used is likely to be lower than the CJ velocity which leads to a significant uncertainty. Due to all these limitations with respect to the analysis based on the ZND model, 2-D simulations constitute a much more satisfactory framework to interpret the LIF images.
Conclusion
In 
