Abstract-The genetic algorithm (GA) paradigm is a wellknown heuristic for solving many problems in science and engineering. As problem sizes increase, a natural question is how to exploit advances in distributed and parallel computing to speed up the execution of GAs. This paper proposes a new distributed architecture for GAs, based on distributed storage of the individuals in a persistent pool. Processors extract individuals from the pool in order to perform the computations and then insert the resulting individuals back into the pool. Unlike previously proposed approaches, the new approach is tailored for distributed systems in which processors are loosely coupled, failure-prone and can run at different speeds. Proofof-concept simulation results are presented indicating that the approach can deliver improved performance due to the distribution and tolerates a large fraction of crash failures.
I. INTRODUCTION
Genetic algorithms are powerful search techniques for solving optimization problems [14] , [26] . These algorithms provide approximate solutions, and are typically applied when classical optimization methods cannot be used or are too computationally expensive.
As problem sizes increase, a natural question is how to exploit advances in distributed and parallel computing to speed up the execution of genetic algorithms. This paper proposes a new distributed architecture for genetic algorithms, based on distributed storage of candidate solutions ("individuals") in a persistent pool, called Pool GA. After initializing the pool with randomly chosen individuals, processors extract individuals from the pool in order to perform the genetic algorithm computations and then insert the resulting individuals into the pool.
Unlike previously proposed approaches, the new approach is tailored for loosely coupled, heterogeneous, distributed systems and works well even in the presence of crash failures of components. Since individuals can be stored separately from GA processors, the failure of a processor does not cause good individuals to be lost. Also, the individuals can be replicated for additional fault tolerance.
We have simulated the Pool GA approach on a variety of applications using simple selection, crossover and mutation operators, in order to obtain some proof-of-concept results. Four of the application problems are continuous functions drawn from the literature [24] . The results show that there is a clear advantage using concurrent processing, in that the same level of fitness is achieved faster with more processors.
We also apply our approach to a real-world product lifecycle design problem. Product lifecycle design involves planning ahead to reuse or remanufacture certain components to recover some of their economic value. A recently developed decision model [18] indicates that component reuse and remanufacture can simultaneously decrease cost and increase customer satisfaction. However, computational issues have prevented the scaling of the analyses to larger, more realistically sized problems. New computational methods, such as distributed approaches, therefore need to be considered that can quickly and reliably determine the optimal solution, thus allowing exploration of more of the design space. We have applied our Pool GA to a simple version of this problem. The results look promising and we expect that more realistic versions of the problem will benefit even more from our distributed approach.
We also simulated processor crashes during execution of our Pool GA. The results indicate that the algorithm is tolerant to up to half the processors crashing at random times without significantly affecting the performance.
II. RELATED WORK
Whitley [26] provides a good starting resource and summarizes some theoretical foundations for GAs. Advances in computing technology have increased interest in exploring the possibility of parallelizing GAs. Prior proposals for distributed or parallel GAs can be classified into the three broad models, the Master-Slave model, the (coarse grained) Island Model, and the (fine grained) Cellular Model [26] .
In the Master-Slave model, a master processor stores the population and the slave processors evaluate the fitness. The evaluation of fitness is parallelized by assigning a fraction of the individuals to each of the processors available. The master processor waits to receive the fitness values of all individuals before proceeding to the next generation. If a slave fails in the master-slave model, then the master may become blocked. In our Pool GA approach, the algorithm is not stalled due to the failure of a participating processor.
In the Island Model, the overall population is divided into subpopulations of equal size, the subpopulations are distributed to different processors, and separate copies of a sequential GA are run on each processor using its own subpopulation. Every few generations the best individuals from each processor "migrate" to some other processors [2] . The failure of a processor in the island model can cause the loss of good individuals. In our Pool GA approach, all individuals computed are available to the other processors even after the generating processor fails.
In the Cellular GA model also known as fine-grained GA or massively parallel GA, there is one overall population, and the individuals are arranged in a grid, ideally one per processor. Communication is restricted to adjacent individuals and takes place synchronously.
Recently, there has been interest in developing parallel GAs for multi-objective optimization problems. Deb et al. [9] provide a parallel GA algorithm designed to find the ParetoOptimal solution set in multi-objective problems. Their algorithm is based on the Island model.
The idea of keeping the candidate solutions for the GA in a "pool" was inspired by the Linda programming model [3] , [4] , and has also been used by others (e.g., [25] , [6] ). Sutcliffe and Pinakis [25] embedded the Linda programming paradigm into the programming language Prolog and mentioned, as one application of the resulting system, a GA in which candidate solutions are stored as tuples in the Linda pool and multiple clients access the candidate solutions in parallel. In contrast to our paper, no results are given in [25] regarding the behavior of the parallel GA. Davis et al. [6] describe a parallel implementation of a GA for finding analog VLSI circuits. The algorithm was implemented on 20 SPARC workstations running a commercial Linda package. The algorithm is a combination of the Island Model and the MasterSlave Model. In contrast, our algorithm is fine grained, and we evaluate the behavior of the algorithm through simulation with varying numbers of processors. In [5] , a distributed GA is proposed that uses the island model and a peer-topeer service to exchange individuals in a message-passing paradigm. In contrast, we use a more fine-grained approach than the island model and use a shared object paradigm for exchanging individuals between processors, and we provide more extensive simulation results.
The candidate solutions in our approach are examples of distributed shared objects (e.g., [16] ). They can be implemented using replication (e.g., [10] ). Previous work of the authors has suggested such approaches for other aspects of the product lifecycle design problem [21] .
Hidalgo et al. [13] studied the fault tolerance of the Island Model in a specific implementation with 8 processors subject to crash failures. Their results suggest that, at least for multimodal functions, there is enough redundancy among the various processors for there to be implicit fault tolerance in the Island Model. Lombrana et al. [17] came to similar conclusions about the inherent fault-tolerance of parallel GAs based on simulations of a Master-Slave method. Our results can be considered an extension to the case of finegrained parallelism, in which individuals are exchanged all the time, and each processor is an island. Furthermore, in our approach, since individuals are stored separately from GA processing elements, the failure of a processing element does not cause good individuals to be lost. Also, the individuals can be replicated for additional fault tolerance.
Merelo et al. [19] proposed a framework to exploit spare CPU cycles in an application-level network (e.g., SETI@Home) using a web browser interface. Experiments were done with a GA application in which the server was the master and volunteer "slave" nodes could request individuals to evaluate.
The work reported in this paper was motivated by attempts to find computationally efficient solutions to large instances of the product lifecycle design problem. Product life cycle design aims to reduce the environmental impact over the entire lifecycle. For example, Kimura [15] proposed a framework for computer support of total life cycle design to help designers performing rational and effective engineering design. Pandey and Thurston [20] applied the Nondominated Sorting Genetic Algorithm (NSGA-II) to identify non-dominated solutions for component reuse in one life cycle. A service selling (leasing) approach can also be envisioned where the manufacturer retains the ownership of the product and upgrades the product when considered necessary or if desired by the customer. Mangun and Thurston [18] developed such a decision model indicating that a leasing program allows manufacturers to control the take-back time, so components can be used for multiple lifecycles more cost-effectively. Sakai et al. [23] proposed a method and a simulation system for product life cycle design based on product life control.
III. THE POOL ARCHITECTURE
In the proposed Pool Architecture, there are multiple processors, each running a copy of the GA. Unlike the Island Model, each processor is not confined to a set of individuals: There is a common pool of individuals from which each processor picks individuals for computing the next generation. The pool size is larger than the population of the individual GA working on each processor. Thus, our pool model can be viewed as an Island Model with migration frequency of one per generation and the number of individuals allowed to migrate is equal to the population size.
In more detail, there are p ≥ 1 participating processors. Each participating processor runs a sequential GA with a population of size u. There is a common pool P of individuals of size n > u. Each individual in the pool is stored in a shared data structure, which can be accessed concurrently by multiple processors. There is a rich literature on specifying and implementing shared data structures (e.g., [11] ). For the current study, P is partitioned into P 1 , . . . ,
is a collection of single-writer (written by processor k), multi-reader (read by any of the p processors) shared variables where each shared variable holds an individual of the GA. Initially the individuals in P are randomly generated.
Processors perform produce and consume operations on P. The consume operation by processor k picks u individuals uniformly at random from P and copies them into k's local data structure P k . The produce operation performed on P by processor k writes back the individuals in P k to the portion of P that is allotted to k. Here, in order to ensure convergence of the GA, an element of elitism is applied, i.e. the individual i in P k replaces an individual j in P k only if i is fitter than j. (Other schemes are possible; this one was chosen for concreteness.)
Between the consume and produce operations, each processor k performs a local procedure generate to generate a new generation of individuals from the individuals in P k .
The generate procedure consists of selection, crossover and mutation operations. The choice of these operators is up to the implementer and based on the problem. The operators in our simulation are described in the next section.
One of the design goals of the pool architecture was to enable processors with different speeds to participate together in the GA and improve tolerance to failures of some of the participating processors. The Pool GA achieves both these goals by decoupling the operation of processors from each other: i.e., the processors interact with only the pool and are unaware of each other's existence. Processors do not explicitly synchronize with each other and can be working on different generations at the same time.
The method used in our simulation for termination is to allow each processor to execute a certain number of generations. It is useful when the desired fitness level is unknown or difficult to decide. If the desired fitness level is known, then once any processor discovers an individual with that fitness, it informs the others so they can also terminate; this method takes advantage of differences in processor speeds.
The Pool Architecture could support a dynamically changing set of participating processors, as it provides persistent storage for individuals independent of the processors that created them. A possible advantage of such a loosely coupled asynchronous model is that large problems can be solved in a distributed fashion: users worldwide can volunteer the free time on their computers for processing the problem. The Berkeley Open Infrastructure for Network Computing [1] gives a list of many such projects using distributed computing over the Internet.
The Pool Architecture is called an "architecture" and not an algorithm because it is not tied to specific selection, crossover or mutation operators. It gives a paradigm for maintaining a large set of potential solutions and defines a procedure by which multiple processors can cooperatively solve the GA problem by accessing a pool of individuals.
We believe the pool architecture can provide more fault tolerance than the existing models. In the Island Model if a processor fails, the individuals it holds are lost with it. In the unfortunate case where the fittest individual was located at that failed processor, that individual could be lost and convergence would be delayed. If a slave fails in the Master-Slave model, then the master may become blocked. Moreover, the master is a single point of failure for the entire algorithm. In the Pool Architecture, failures of the processors cannot lead to loss of individuals, since individuals are stored separately from processors, and they do not cause the algorithm to block since the correct processors continue to operate. The pool is not a single point of failure (like the master is) because fault-tolerance for the individuals can be achieved using standard distributed computing techniques with replication and quorum systems (e.g., [10] ).
IV. IMPLEMENTATION
We simulated our Pool GA with a C++ program written in the POSIX multi-threaded environment. In the simulation each POSIX thread represents a processor participating in the Pool GA. The simulation can also be easily modified to use OpenMP or other parallel programming paradigms for multiprocessors when the hardware is available. The simple GA code in C provided at the KANGAL website [8] , was adapted to a parallel version. We used the operators available in the KANGAL code. A tournament based selection operator is used for selection. For discrete-valued problems ("binary GAs"), a single point crossover operator was used, and the mutation operator flipped each bit of the individual with the probability of mutation. For real-valued problems ("real GAs"), the Simulated Binary Crossover (SBX) crossover operator and the polynomial mutation operator were used. These operators are not tied in any way to the Pool Architecture and can easily be changed according to the problem.
The common pool of n individuals which are possible solutions to our distributed GA is represented in the code by a shared global array of length n. The array is partitioned into p segments, where p is the number of threads, each of size u (the per-thread population size). Each thread can read from any element of the array, but can only write to its own partition. The consume operator on the pool is implemented by having the thread randomly choose u indices into the array and read the elements. Each thread terminates after a certain number of generations. Each thread maintains the best solution it has so far generated. The overall best solution is picked from among the best solutions of all the threads.
The Pool GA was tested on the following real-valued benchmark minimization functions [24] :
We also tested our Pool GA on a product lifecycle design problem, which is a combination of a binary-valued and realvalued problem. This problem is a maximization problem. Background information on the problem and the general mathematical expression of the problem are given in the Appendix. Roughly speaking, the goal is to determine the optimal number of lifecycles for the product (up to a maximum of 8), and within each lifecycle to decide on the optimal choices (of which there are 4) regarding manufacturing each of the 12 components of the product. Each candidate solution is represented by a (3 + 8 · 2 · 12) = 195 bit string.
V. RESULTS
In this section, we present simulation results relating to the effect of pool size on the performance, the convergence as a function of the number of threads for both the benchmark problems and the product lifecycle design application, and the fault-tolerance of the framework. All plotted points are the average of 10 runs.
A. Effect of Constant Pool Size
Our first simulation experiment compares the performance of a single threaded GA to the performance of our Pool GA with multiple threads while keeping the pool size (i.e., the number of candidate solutions being manipulated) constant. The purpose is to check that the overhead of the parallelism does not cause behavior that is worse than the singlethreaded case. Using the lifecycle design problem with the technophile customer group, we compared the performance of the Pool GA for different numbers of threads with a single threaded GA (SGA). In all cases, we used the same algorithm parameters and a fixed pool size of 640. The perthread population size with t threads was 640/t. The results are in Figure 1 . All versions of the GA converge to a similar fitness value, indicating that the distribution has not introduced any fatal flaws; also, the GA converges faster as the number of threads increases.
However, keeping the pool size constant is not exploiting the increased available processing power provided by a distributed GA. Thus in the rest of our simulation results, for each problem we keep the population size per thread constant, resulting in an overall pool size that increases linearly with the number of threads.
B. Performance on Benchmark Functions
We now provide simulation results for the Pool GA applied to the benchmark functions ( [24] ). The plots show the best fitness value seen in each generation so far under varying number of threads. Figures 2, 3, 4 , and 5 show the results. On all four functions, the common behavior observed is that the more threads, the faster the convergence to a solution with better fitness. For f 1 and f 3 , both of which have optimal value 0, even the largest number of threads we studied did not get very close to the optimal value. The behavior of the Pool GA on f 2 was more promising, with all number of threads getting quite close to the optimal value of 0.
The function f 4 has optimal value −4189; while each number of threads got relatively close to the optimal, for four or more threads, the GA got there just by randomly choosing the initial individuals. For a different perspective on the computation of f 4 , in Figure 6 we plot the average of the best values seen by the threads in each generation instead of the best value seen among all the threads at a particular generation. This may be a better indicator of the progress of the GA. It appears finding a good solution for f 4 is easy, but finding an excellent one is hard.
We believe the difficulty that our Pool GA had with finding optimal solutions is due to the basic nature of the selection, mutation and crossover operators used in our simulation. We conjecture with better operators tuned to the specific functions the results will improve.
C. Performance on Product Lifecycle Design Problem
We now provide results for our Pool GA applied to the life-cycle design problem. Figures 7 and 8 show the results for two different target customer groups. Plots show the best fitness value seen by the simulation in each generation for varying number of processors. As can be seen, using fewer threads it takes more generations to converge to the optimal fitness value of 0.83 and 0.63 respectively, as compared to using 8 or 32 threads.
Currently the life-cycle design problem does not appear particularly difficult to solve. Note that simply choosing around 3000 candidate solutions at random and finding the one with the best fitness appears to work quite well, without the need to do any additional computation. However for our simulations we have used a simple version of the problem which focuses on one customer group and optimizes only a single objective instead of multiple objectives. The development of this problem is still a work in progress and we anticipate in the future that the problem will become essentially so large and complex that using a distributed GA will pay dividends.
D. Fault-Tolerance
We performed simulations to test the fault tolerance of our Pool GA. We simulated crash failures of processors by ending each thread at the beginning of each of its generations with probability 
VI. CHOOSING THE POOL SIZE
In this section we address the problem of selecting the size of the initial pool. If the pool is too small, then the GA will quickly proceed to create new generations but will probably not converge to an optimal solution. On the other hand, if the initial pool is too big, then an optimal solution is likely to be found, but the creation of new generations will be slow.
We assume that the individuals are encoded by binary strings of length m. For the initial pool, we will draw uniformly at random n individuals from the set {0, 1} m . If the initial pool contains an individual that is close in Hamming distance to an individual C opt with optimal fitness, then there is a good chance that subsequent crossover and mutation operations will actually create C opt . We will now derive probabilistic bounds on the initial pool size that guarantee the existence of individuals in the initial pool 
In other words, any pool size of n satisfying the inequality (1) guarantees that with probability 1 − ε or larger there exists an individual that is within Hamming distance t of an individual C opt of optimal fitness. If a single processor can manage a population of size u, then p processors can manage a pool of pu individuals. Therefore, one can ensure that the initial population has a better Hamming distance to the solution in our distributed Pool GA environment.
Consider the product lifecycle design problem for example. As explained in Section IV, each candidate solution is represented by a 195 bit string. If a single processor chooses a population size of 625, then our bound guarantees that with probability ≥ 99% the pool contains an individual of Hamming distance 80 or less from the optimal solution. However, if 150 processors are used, then the pool size 93750 = 150 × 625 ensures that there exists with probability ≥ 99% an individual of Hamming distance 70 or less from the optimal solution. Therefore, it is likely that our distributed pool GA will converge in fewer rounds. This analysis is consistent with the observations made in Section V that more threads cause the Pool GA to converge to the optimal fitness value in fewer generations.
In [12] , it was suggested to estimate the initial population size by calculating the probability of elements that are precisely distance t from the optimal solution. We feel that it is more appropriate to base the estimate on the probability that the initial population contains an element within distance t or less from the optimal solution since crossover and mutation operations obviously have a good chance of progressing towards the optimal solution whenever one argument is already close to the optimal solution.
VII. CONCLUSIONS AND FUTURE WORK
In this paper we proposed a new architecture for distributed GAs in which the participating processors interact in an asynchronous, loosely coupled manner through shared objects. This architecture is tailored to take advantage of the state of the art in distributed computing by allowing processors with different speeds to cooperatively solve a problem. The architecture also provides fault tolerance to processor crashes by allowing the data to be decoupled from the processors. Fault tolerance is a crucial property in today's world where the availability of large numbers of processors increases the chance that some of the processors will fail.
In the future, we would like to explore the pool model further to study optimum parameters for convergence such as relation between choices of pool size, processor population size, and the effect of the strategy for writing back to the pool. Currently the pool of individuals is a passive store of data; we would like to explore the possibility of making the pool more intelligent; for instance, can the pool automatically replicate individuals of greater fitness? We would also like to provide an implementation of the Pool GA on a parallel programming framework like OpenMP or MPI and test with the full version of the lifecycle design problem. In terms of parallel implementations it will be interesting to see whether the pool architecture fits in well with Google's Mapreduce paradigm [7] , which would make the parallel programming easier. From a distributed shared memory perspective, we would like to define the semantics of the pool as a linearizable shared memory data structure [11] .
APPENDIX: PRODUCT LIFECYCLE DESIGN APPLICATION
We consider design of a product portfolio to cover different customer market segments, over multiple lifecycles. Four market segments are defined: technophile, utilitarian, greens and neutral in terms of their relative preference for performance, cost, and environmental impact. Manufacturers need to make optimal design decisions to maximize the total product portfolio utility, which is a function of cost, environmental impact and performance. In each market segment, customers have their own preferences and willingness to make tradeoffs, which together define their utility functions.
The decision variables are the discrete design decisions for each component of the product in each lifecycle. The resulting optimization problem is large; for example for five lifecycles of a single product comprising 12 components about 10 36 solutions are possible if each component can be reused, remanufactured, recycled or replaced. Exhaustive enumeration of all solutions is not feasible. Consideration of multiple products per lifecycle (product portfolio) will undoubtedly increase the problem complexity even further. Max U p s.t. 
