Betweenness centrality is a centrality measure that is widely used, with applications across several disciplines. It is a measure which quantifies the importance of a vertex based on its occurrence in shortest paths between all possible pairs of vertices in a graph. This is a global measure, and in order to find the betweenness centrality of a node, one is supposed to have complete information about the graph. Most of the algorithms that are used to find betwenness centrality assume the constancy of the graph and are not efficient for dynamic networks. We propose a technique to update betweenness centrality of a graph when nodes are added or deleted. Our algorithm experimentally speeds up the calculation of betweenness centrality (after updation) from 7 to 412 times, for real graphs, in comparison to the currently best known technique to find betweenness centrality.
Introduction
Network Centrality measures are used to quantify the intuitive notion of nodes' importance in a network. There are several application centric definitions of network centrality measures, the popular ones being degree centrality, closeness centrality, eigenvector centrality and betweenness centrality. For background and description of centrality measures please refer to the excellent books by Newman [20] and Jackson [13] .
There are a number of centrality indices based on the shortest path lengths (closeness centrality [22] , graph centrality [10] ) and the number of shortest paths (stress centrality [24] , betweenness centrality [7, 1] ) in a graph. Each centrality measure signifies a particular characteristic that is exhibited by a node. Closeness centrality of a vertex indicates the distance of a vertex from other vertices. Graph centrality denotes the difference between closeness centrality of the vertex under consideration and the vertex with the highest closeness centrality. Stress centrality simply denotes the total number of shortest paths passing through a vertex.
The idea of betweenness centrality was proposed by Freeman [7] and Anthonisse [1] . Betweenness centrality of a node v is defined as BC(v) = s =t =v V σst (v) σst , where σ st is the total number of shortest paths from vertex s to vertex t and σ st (v) is the total number of shortest paths from vertex s to vertex t passing through vertex v.
Betweenness centrality insinuates a more global characteristic unlike the degree centrality which considers the number of links from a node -which is clearly a local characteristic. Betweenness centrality has found many important applications in diverse fields. It has been used in the identification of sensitive nodes in biological networks [18] . Similarly, it can be used in electronic communication system networks, public transit system networks, gas pipeline networks, waste-water disposal system networks, etc. In protein-protein interaction (PPI) networks, essential proteins can be identified by their high betweenness centrality [14] . This characteristic of proteins can be used in selecting suitable drug targets [28] for various ailments including cancer [27] , tuberculosis [23] , zoonotic cutaneous leishmaniasis [6] , etc. Betweenness centrality score of a person, on popular social networking sites, like 'Facebook' or 'Twitter', is being used by advertisers to choose him/her as an ambassador for their organization. Betweenness centrality is also used to identify nodes which are crucial for information flow in a brain network [12] where different regions of the brain represent nodes in the network and white matter represents the links.
Brandes [3] suggested an algorithm to calculate betweenness centrality that reduced the time complexity from O(|V | 3 ) to O(|V ||E|) for unweighted graphs. Since, real world networks tend to be large and transient, such algorithms are found to be impractical if one requires to compute the betweenness centrality of nodes in a dynamic network. Work has been done by Lee et al. [15] and Green et al. [9] to find out betweenness centrality for edge updation in a graph. Most of the literature are found only for edge updation case. They assume that deletion of a node from a graph is equivalent to deleting all edges incident on that node. It is easy to analyze that algorithm proposed here is deg(v)-times faster than the algorithms with above mentioned concept for updation after node deletion where deg(v) is the degree of the deleted vertex. The ranking of vertices on the basis of betweenness centrality is of use in various applications which are mentioned in the subsequent sections. To ascertain that the order of vertices in terms of their betweenness centralities before updation of graph is not the same as after updation, we performed experiments and got positive results. We present situations which demand a better way of updating betweenness centrality in changing networks.
Motivation
It is sometimes necessary to calculate betweenness centrality for a network at every stage of transition. With a large network and the current algorithms in use, recalculation becomes difficult. Some examples of such networks are given below.
-Complex communication networks are continuously growing and evolving. Each node in a communication network has a maximum capacity for carrying load 4 , after which the node shuts down and its load is distributed among the remaining nodes. Due to increased load, other nodes may shut down and the network may become disconnected. This phenomena is commonly known as cascading failure. It has been found through experiments conducted by S. Narayanan [18] that breakdown of nodes with higher betweenness centrality causes greater harm. In such networks we can compute a sequence of nodes as following: We start with the given network. At each step, we delete the node with the highest betweenness centrality, add that node to the sequence and then repeat this process until the network becomes disconnected. This sequence can be used to decide the order in which security should be provided to the nodes in the network and that can ensure that if a node in the present network fails, the node with the highest betweenness centrality in the resulting network have enough security and resources. This requires repetitive calculation of betweenness centrality which when done with the conventional Brandes [3] algorithm will be highly inefficient. Similarly, points which have excess load in power grid systems and computer networks can be provided with more resources; stations with excess traffic in public transit systems can be provided with more measures to redistribute traffic and sewer lines with higher betweenness centrality can be provided with more frequent maintenance to prevent blockades. This exercise can also be done after the failure of some random node in a graph and appropriate actions on the nodes in the network may be taken thereafter.
-In social networking websites like 'Twitter' and 'Facebook', betweenness centrality of a node denotes the number of heterogeneous groups of nodes, the node under consideration links [25] . Since these nodes are involved in passing of information between heterogeneous groups of nodes, they're more important than a node with just a higher degree. 5 Also, we may want to determine the next important actor in case the current social network is altered. Such networks are highly dynamic due to the continuous addition and removal of actors.
-In a network composed of nations, the betweenness centrality of a nation describes its potential to act as information broker and provides information about its overall activity level in We tested our algorithm for both real and synthetic graphs and got positive results. For synthetic graphs, we achieved speedups ranging from 1.78 to 14 times and for real graphs we got speedups ranging from 7 times to 412 times, in comparison with Brandes algorithm [3] . In section 2, we present some basic definitions and concepts used in the paper. Section 3 contains the algorithm with explanation. Implementation and results are presented in section 4. We've further discussed the previous work conducted on betweenness centrality in section 5. We conclude in section 6.
Preliminary
In this section we define some terms which have been used throughout the paper. We also explain the basic concepts which provide basis for developing algorithm in section 3. 
Terminology
We use following terms interchangeably throughout the paper; node or vertex and graph or network. is an articulation vertex such that it is adjacent to a vertex which does not belong to M U C i . On removal of the connection vertex c, the graph will become disconnected and the components that are disconnected from M U C i are together termed as disconnected subgraph G c .
Basic Concept
Throughout the paper, we have considered only the case of vertex deletion in undirected unweighted connected graphs. For the case when a vertex is added, all lemmas, observations, and results hold with a slight modification. On the basis of the method used for updation of betweenness centrality after deletion of a vertex, we can categorize the vertices of the graph into three groups as mentioned in Figure 1 .
In this paper, we explain the updation process after alteration of vertices of Type 1. Deletion of a vertex of Type 2 will leave the graph disconnected and concept of betweenness centrality will no longer be valid for the graph. So, we can not consider this case for updation. After deletion of vertices of Type 3, we can use a procedure similar to Algorithm 2 to update the centality scores. Now, we define few more terminologies, give lemmas and establish a theorem which provides basis to develop our algorithm.
P air dependency of a pair of vertices (s, t) on a vertex v is defined as:
σst where σ st is the number of shortest paths from vertex s to vertex t and σ st (v) is the number of shortest paths from vertex s to vertex t passing through vertex v. Betweenness centrality of a vertex v can be defined in terms of pair dependency as: (v) . Let BF T r denotes the breadth-first traversal (BFT) of the graph rooted on vertex r. [3] Dependency of a vertex s on a vertex v is defined as:
Brandes [3] proved that:
Let SP (v i , v j ) be the set of all shortest paths from vertex v i to v j . Let M U C U be the M U C where alteration has been made. Let G i be the subgraph made of the components that will be disconnected from M U C U after removal of connection vertex c i ∈ M U C U . Let V (G i ) denote the set of vertices in subgraph G i . Then we can establish following lemmas and theorem.
Lemma 1. If v lies on all shortest paths between s and t, where
Proof. Since c k (connection vertex) is the only vertex that links G k with M U C U . So, every path between vertices in G k and M U C U must pass through c k .
Lemma 3. Betweenness centrality of a vertex v can be changed only due to the shortest paths that had the altered vertex as one of their terminal vertices, where v
Proof. Assume s, t ∈ V and s = t = v. Betweenness centrality of vertex v, BC(v) will be influenced by following types of shortest paths:
1. Shortest paths that do not pass through the M U C U . They start and end outside M U C U , without passing through it. Naturally when an alteration is made in a graph, these paths remain unchanged. An example is shown in Fig. 2 . We can observe that the shortest paths from s to c 1 remain same after node deletion and so this factor doesn't change. should be deleted from betweenness centrality score of vertex v. This is because existing shortest paths from s to t are nonexistent now.
Thus, only one type of shortest paths (with altered vertex as one of terminal vertex) can change the betweenness centrality of the vertex v. 
Theorem 1. Let v d be the vertex to be deleted. Let BC(v) be the betweenness centrality of the vertex v and dependency of the vertex v d on the vertex v ∈ V \ M U C U is δ v d • (v). Then the updated betweenness centrality of the vertex v after deletion of the vertex v d can be calculated as:
BC (v) = BC(v) − 2δ v d • (v)
Algorithm
After deletion of a vertex which belonged to a M U C and was not an articulation vertex, we will update the betweenness centrality in different ways for the two types of vertices: vertices outside M U C U and vertices in M U C U . We use Theorem 1 to update betweenness centrality for vertices outside M U C U and the algorithm is explained in detail in section 3.2. When vertices in M U C U are considered, we observe that several shortest paths that were passing through altered vertex changed after deletion. So we recompute betweenness centrality using the idea given by Lee et al. [15] which is explained in brief in section 3.3. We assume that the betweenness centrality score of all vertices is available before proceeding with the preprocessing step of our algorithm.
Algorithm 1 Preprocesssing
Step: Calculating MUCs in the Graph 1: Use Tarjan's Algorithm to calculate a set of biconnected components, C. 2: for each Ci ∈ C do 3:
if |Ci| = 2 then 4:
Remove Ci from C. 5: end if 6: end for 7: while ∃ Ci, Cj ∈ C where Ci and Cj have at least one common vertex do 8:
Remove Ci and Cj from C.
9:
Insert Ci ∪ Cj in C. 10: end while
Find all the connection vertices and corresponding disconnected subgraphs. 14: end for
Preprocessing Step
Every time a change is made in the graph, updating the MUCset becomes necessary. We can do it in two ways, either by updation of MUCset (approach used in [15] ) or by recalculation of MUCset. Approach for updation of MUCset takes longer time than recalculation. So, instead of updating MUCset, we recalculate it using the output of Tarjan's biconnected components algorithm [26] (commonly known as Tarjan's algorithm) as explained in algorithm 1. The time complexity for recalculation is O(|V | + |E|). We use the following procedure for calculating MUCset.
Every graph can be decomposed into a set of biconnected components, C, where the elements of C are denoted by C i using Tarjan's algorithm. Let |C i | denote the number of vertices in the biconnected component C i . Each biconnected component contains at least one edge (two vertices) and may share vertices (articulation vertex) with other biconnected components. We remove components which contain only one edge because single edge can not form a M U C. Since, the elements of a MUCset are disjoint, we take repetitive union of the components that have atleast one vertex in common. We form the MUCset in this fashion. Then for each M U C, we calculate connection vertices and disconnected subgraph(s) associated with each connection vertex.
Calculating Changes in Betweenness Centrality for Vertices Outside
M U C U Effect of the altered vertex on betweenness centrality of vertices outside M U C U can be found by forming breadth-first traversal (BFT) for the vertex that was deleted. The BFT can be calculated with a time complexity of O(|E|). We then calculate the dependency of each vertex with respect to deletion vertex, starting from the vertices in the bottom level and recursively calculate the dependency for vertices in subsequent higher levels using equation 1. Then we use Theorem 1 to update the centrality values. The complete procedure is shown in Algorithm 2. In case of vertex addition, we will add the dependency to the betweenness centrality scores of each vertex outside M U C U .
Calculating Betweenness Centrality for Vertices in M U C U
This section briefly describes the idea suggested by Lee et al. [15] for recomputation of betweenness centrality for vertices in M U C U . In the disconnected subgraph G j , let V (G j ) denote the vertex set and let |V (G j )| denote the number of vertices. Let |SP (u, v)| denote the number of shortest paths between vertex u and vertex v. Here, we will explain the basic steps of the algorithm, in brief. For detailed concept and used algorithm, please refer to the QUBE algorithm [15] . Let betweenness centrality of vertex v, BC(v) for all v ∈ M U C U be initialized with 0. Let c j be a connection vertex of M U C U and G j be the corresponding disconnected subgraph. Now we calculate the betweenness centrality of vertex v by calculating and adding the effect of following three types of shortest paths on vertex v:
1. The shortest paths with both source and destination in M U C U : For counting the effect of these paths, we use the algorithm suggested by Brandes [3] for only the vertices in M U C U and compute local betweenness centrality BC
The shortest paths with either source or destination (but not both) in M U C U : Let < s, .., t > be a shortest path from s ∈ V (G j ) to t ∈ M U C U . In this case,
. So, to calculate the total effect of such paths, for each shortest path < c j , ..., t >, we add the following factor to BC(v):
otherwise 3. The shortest paths with neither source nor destination in M U C U : Let < s, .., t > be a shortest path from s ∈ V (G j ) to t ∈ V (G k ) where j = k. In this case,
. So, to calculate the total effect of such paths, for each shortest path < c j , ..., c k >, we add the following factor to BC(v):
otherwise When either of the subgraphs is disconnected, an additional factor:
0, otherwise is added to the betweenness centrality calculations (c i is a connection vertex). Where G j l is the lth component of G i and x is the number of connected components in G i . So, we have the following formula to calculate the betweenness centrality score of a vertex in M U C U :
Implementation and Results
We have implemented the algorithm for deletion of vertices, however it can be easily modified to implement node addition. The algorithm can work faster for updating betweenness centrality, since it forms a subset of vertices of the graph, M U C U , for which recalculation of betweenness centrality is to be done. For the rest of vertices, algorithm 2 updates the betweenness centrality in negligible time as compared to recalculation step. The recalculation procedure includes local Brandes algorithm so it is directly proportional to number of vertices inside M U C U . We have compared our results with Brandes algorithm [3] since that is the best known algorithm, according to our knowledge, for calculation of betweenness centrality after vertex updation. The experiments were performed on an Intel i5-2450M C.P.U. with 2.5 GHz clock speed and 4 G.B. main memory.
We use a similar measure used by authors in [15] termed as proportion to compare the algorithms. Proportion can be calculated as:
N umber of vertices in M U C U T otal number of vertices in the graph
.100
Proportion is a direct function of the number of vertices in M U C U and thus speedup achieved by our algorithm is directly affected by the proportion. So, a smaller proportion would mean betweenness centrality for lesser number of nodes will have to be recomputed and so this should achieve greater speed-up which we achieved in our experimental result. We considered the following strategy to compute the average proportion of a graph. We randomly start deleting vertices from the graph till either the graph becomes disconnected or k vertices are deleted. Then we take the average of proportion values for each deletion. The average speed-up is calculated in a similar way. We consider k = 500 for real networks. In general, average speed-up on a graph or average proportion of a graph depends on the number of M U Cs formed by biconnected components and the fraction of total number of vertices belongs to these M U Cs. If a graph consists of most of the M U Cs with small number of vertices with respect to the total number of vertices in the graph, the average proportion will be small and thus average speed-up on that graph will be large.
Results for Synthetic Graphs
We derived three groups of synthetic graphs with 1000, 2000 and 3000 nodes. In each group we generated graphs with proportion x, for each x ∈ A, where A = {10, 20, 30, 40, 50, 60, 70, 80}. These graphs were random graphs based on the Erdös Rényi graph model. To implement the algorithm, we initially calculated the betweenness centrality of each vertex using Brandes [3] algorithm. Then we ran the preprocessing step (Algorithm 1) to calculate the MUCs, connection vertices and disconnected subgraphs for our graphs. 50 vertices were removed from each x proportion graph of each group and average updation times were calculated for different proportions.
The results are plotted with average updation time (in ms) at the y-axis and the proportion of the graphs at the x-axis for each group and are shown in Fig. 3 . We get different speed-ups for different proportion graphs in each group. For synthetic graphs with 1000 nodes, we achieve a speedup of 13. 
while Q not empty do 10: Dequeue v ← Q 11: push v → S 12: for each neighbour of v do 13: if 
Results for Real Graphs
We also tested our algorithm on real world networks. We chose different types of real datasets to depict the flexibility of our algorithm. We converted directed graphs into undirected graphs. Col-laboration networks generally depict the collaborations an author has made while writing research papers. Interaction networks are networks where nodes are connected due to their features. An ownership network suggests transfer of resources between two nodes. Trust network is a network of individuals with kindred interests and connections. The yeast protein-protein interaction network was also taken as an input.
6
For such various real networks like Geom 6 , Erdos02 7 , Erdos972 8 , etc., information about networks, average proportion and average speed-ups over Brandes algorithm are summarized in Table 1 . 
Related Work
The idea of betweenness centrality was first introduced by Freeman [7] and Anthonisse [1] . Newman [19] defined another measure that considered random walks on any arbitrary length rather than just shortest paths between two vertices. Brandes [5] considered other types of betweenness centrality like edge betweenness and group betweenness and algorithms to compute them efficiently. Betweenness centrality was earlier calculated by finding the number and length of shortest paths between two vertices and then adding up pair dependencies for all pairs. Brandes [3] suggested an algorithm which introduces a recursive way to sum the dependencies in graphs. Although the algorithm proposed by Brandes [3] was faster than the one used previously, it was still too costly for large graphs. So, several approximation algorithms were proposed by Bader et al. [2] , Brandes et al. [4] , Geisberger et al. [8] and Makarychev [17] . Real world networks tend to be large and transient. Work has been done by Lee et al. [15] and Green et al. [9] to find out betweenness centrality after updation in a graph. The algorithm suggested by [15] selects a subset of vertices whose betweenness centrality is updated. However, it works only in the case of edge removal and addition. The algorithm suggested by [9] takes into consideration different instances that may arise due to edge addition in a graph and speeds up the algorithm in these cases. This algorithm works only for streaming graphs i.e. only in case of edge additions.
Conclusion
In this paper, we formulated an algorithm that efficiently calculates betweenness centrality when vertices in a graph are updated. We did not consider the traditional way for updating betweenness centrality after node alteration which considers a node alteration event as a series of edge alteration event. We achieved the speedups by calculating two sets of vertices; one for which we need to update betweenness scores and the other for which we need to recompute the betweenness score. We achieve an average speedup of 4.5 for a proportion of 40 for synthetic graphs as compared to Brandes algorithm. For real graphs, we get an average speedup of around 133 for a proportion of 29. The speedup will increase futher when proportion decreases.
