The calculation of likelihood functions of many econometric models requires the evaluation of integrals without analytical solutions. Approaches for extending Gaussian quadrature to multiple dimensions discussed in the literature are either very specific or suffer from exponentially rising computational costs in the number of dimensions. We propose an extension that is very general and easily implemented, and does not suffer from the curse of dimensionality. Monte Carlo experiments for the mixed logit model indicate the superior performance of the proposed method over simulation techniques.
Introduction
Many econometric models imply likelihood functions that involve multidimensional integrals without analytically tractable solutions. This problem arises frequently in microeconometric latent dependent variable (LDV) models in which all or some of the endogenous variables are only partially observed. Other sources include unobserved heterogeneity in nonlinear models and models with dynamically optimizing agents.
There are different approaches for numerical integration. It is well known that Gaussian quadrature can perform very well in the case of one-dimensional integrals of smooth functions as suggested by Butler and Moffit (1982) . Quadrature can be extended to multiple dimensions. The direct extension is a tensor product of one-dimensional quadrature rules.
However, computing costs rise exponentially with the number of dimensions and become prohibitive for more than four or five dimensions. This phenomenon is also known as the curse of dimensionality of deterministic numerical integration.
The main problem of this product rule is that the class of functions in which it delivers exact results is not restricted to polynomials of a given total order. Unlike in the univariate case, general efficient quadrature rules for this class are much harder to directly derive and often intractable (Cools 2003 , Judd 1998 . They are therefore usually considered impractical for applied research (Bhat 2001 , Geweke 1996 ).
These problems led to the advancement and predominant use of simulation techniques for the numerical approximation of multidimensional integrals in the econometric literature, see for example McFadden (1989) or Börsch-Supan and Hajivassiliou (1993) and Geweke, Keane and Runkle (1997) . Hajivassiliou and Ruud (1994) and Geweke (1996) provide an overview over the general approaches of simulation and Train (2003) provides a textbook treatment with a focus on discrete choice models, one of the major classes of models for which these methods were developed and frequently used. This paper proposes and investigates the performance of a different approach to this class of problems. It can be traced back to Smolyak (1963) who provides a general rule 2 A c c e p t e d m a n u s c r i p t how to extend univariate operators to multiple dimensions. In the economics literature, Krüger and Kübler (2004) have used this approach for the approximation of macroeconomic models. Winschel (2005) uses a Smolyak-based strategy for a nonlinear Kalman filter.
Integration based on Smolyak's rule has been advanced in recent research in numerical mathematics, for an overview see Bungartz and Griebel (2004) .
The class of functions for which it is exact is confined to polynomials of a given total order. This dramatically decreases computational costs in higher dimensions compared to Gaussian quadrature extended to multiple dimensions by the product rule. It is based on one-dimensional quadrature but extends it to higher dimensions in a more careful way than the tensor product rule. This implies that it is easily implemented and very general since only one-dimensional quadrature nodes and weights have to be derived.
We start by introducing notation and presenting the problem of likelihood approximation and solutions commonly used in the literature in section 2. Section 3 introduces integration on sparse grids and discusses its features and implementation. Section 4 presents the Monte Carlo design and results and section 5 concludes.
Common Approaches to Likelihood Approximation

The problem
The likelihood function of many econometric models cannot be calculated analytically but is instead expressed as an expected value over one or several random variables. Leading examples are limited dependent or other nonlinear models for panel data with unobserved heterogeneity, different error components or multinomial choice models.
Let x = [x 1 , ..., x D ] denote a vector of random variables and write a general integration problem as It will be convenient to assume that the integral is expressed in a way so that the weight functionw(x) can be decomposed asw
and where
In the interpretation with x representing a vector of random variables andw(x) their joint p.d.f., this restriction is equivalent to assuming that the random variables are independently and identically distributed. Independence is crucial for the remainder of this paper, while identical distributions are merely assumed for notational convenience to save on another subscript.
This structure of the weighting function is less restrictive than it might seem. If independence is violated in the original formulation of the problem, a change of variables often leads to such a structure. If for example z denotes a vector of jointly normally distributed random variables with mean μ and covariance matrix Σ, then
however, that the problem of the calculation of joint posterior distributions for Bayesian inference cannot in general be easily expressed in this fashion. This is the reason why for these problems, it is not possible to directly draw values from the joint distribution but one has to resort to MCMC or similar methods.
Since for nonlinear functions g(x) the integral has in general no closed-form solution, it has to be approximated numerically.
Simulation
Monte Carlo simulation is the most commonly used technique in the econometric literature for the numerical approximation of integrals of the form (1) in the multivariate case D > 1.
Given a number R of replications, a set of random numbers or "nodes" [x 1 , ..., x R ] is 4 A c c e p t e d m a n u s c r i p t generated such that each x r is a draw from the distribution characterized byw(x). The simulated integral is then equal to
Under very weak conditions, the simulated value is unbiased and √ R-consistent by a law of large numbers, independent of the dimension D of the problem. Hajivassiliou and Ruud (1994) discuss approaches and properties of simulation-based estimation.
There are different ways to generate the set of draws [x 1 , ..., x R ]. Restriction (2) is useful, since the draws can be made independently across the dimensions. The generation of pseudo-random draws is implemented in all major software packages. The resulting values are independent across draws. Quasi-Monte Carlo methods and antithetic sampling algorithms distribute the nodes more evenly and create some sort of negative correlation between draws. Therefore, they generally achieve both a better approximation quality with a given number of replications and in many cases also faster convergence rates. Sándor
and András (2004) discuss various approaches in the setting of likelihood simulation for multinomial probit models.
Univariate Quadrature
In cases where the integral is univariate, Gaussian quadrature and related approaches are potentially powerful alternatives to simulation. A leading example are random effects (RE) models like the RE probit model discussed by Butler and Moffit (1982) . In this case, the scalar random variable x represents the individual random effect and g(x) is the probability of the sequence of observed outcomes conditional on the explanatory variables, parameters and x. The integral I 1 [g] is the marginal (with respect to x) probability.
Quadrature rules depend on the distribution of x and deliver the exact value of the integral if g(x) is a polynomial of a given order. Define a sequence of quadrature rules 
Given nodes and weights, quadrature rules are straightforward to implement, since equation (4) Davis and Rabinowitz (1984) .
It will be useful below to use nested sequences of quadrature rules in the sense that the set of nodes used by some rule is a subset of those used by one with a higher accuracy, so that X i ⊆ X j if i < j. This is not the case for classical Gaussian rules -they 
Multivariate Quadrature
In multiple dimensions, the general approach to approximate an integral with a rule which is exact for polynomials of a given order works the same way as in the univariate case. The definition of the order of a multivariate polynomial deserves some qualification since it is less obvious than in the univariate case. The most commonly used definition is the total order, see Judd (1998, Ch. 6.12) . Consider a D-variate polynomial , and x 1 x 2 . It is a polynomial of total order 2, since the sums of exponents do not exceed 2.
Unlike in the univariate case, general efficient quadrature rules for complete polynomials in the multivariate case are much harder to directly derive, Judd (1998, Ch. 7 .5) provides 
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A c c e p t e d m a n u s c r i p t an introduction to this topic. One of the earlier and best known examples is the paper of Radon (1948) which provides a two-dimensional rule which is exact for polynomials of total order 5 or less on a rectangular region with uniform weight. Since then, a large literature on very specific problems for different numbers of dimensions, orders of polynomial exactness, integration region, and weight function has evolved. For a collection of these rules, see Stroud (1971) and Cools (2003) . Because of their limitation to narrowly defined problems, they are usually considered impractical for applied econometric research (Bhat 2001 , Geweke 1996 .
A much simpler approach is to view a multivariate integral as a sequence of nested univariate integrals and combine univariate quadrature rules in a tensor product fashion.
Define the tensor product of univariate quadrature rules with potentially different accuracy levels in each dimension indicated by the multi 
This rule is widely known and often taken to be the multivariate quadrature rule. For likelihood approximations, it has been used for example by Naylor and Smith (1988) . A well known fact is that the product rule suffers from a "curse of dimensionality": It evaluates the function g at the full grid of points 
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The reason for this exponential growth lies in the fact that the product rule is not exact in a class of polynomials of a bounded total order but for a tensor product of univariate polynomials. Coming back to the two-dimensional example with order two, in addition to complete polynomials of order two involving the terms
, and x 1 x 2 , it is also exact for polynomials involving the higher-order terms x 2 1 x 2 , x 1 x 2 2 , and x 2 1 x 2 2 . The total number of these terms rises exponentially which drives the "curse of dimensionality". At the same time, the intuition from Taylor series approximation suggests that the additional terms do not increase the speed of convergence of the approximated to the true function since they vanish at a higher rate.
Integration on sparse grids will be discussed in section 3. It shares advantages from specifically designed multivariate quadrature rules and the product rule. Since it combines univariate rules, it is as general and simple to use as the product rule. Since it aims to be exact in the class of complete polynomials instead of tensor products of univariate polynomials, it does not suffer from exponentially growing computational costs.
Efficient Change of Variables
If the integrand in a numerical integration problem is not well-behaved, all algorithms can perform poorly. For an example of such problems of simulation, see Lee (1997) and for a similar problem of univariate quadrature see Lee (2000) . For all these problems, a change of variables can make the integrand better suited for numerical analysis.
There are different approaches to automatically analyze the integration problem and perform such a change of variables which can improve the approximation performance considerably. If the integral is simulated, this corresponds to an importance sampling algorithm with a clever choice of the sampling distribution, see Richard and Zhang (2005) .
A similar trick can be used in deterministic numerical integration, see Naylor and Smith (1988) , Liu and Pierce (1994) , and Rabe-Hesketh, Skrondal and Pickles (2005) .
For the remainder of this paper, these improvements are not used. The main reason is to level the playing field between different algorithms by ensuring that relative performance 9 A c c e p t e d m a n u s c r i p t differences can be attributed to the algorithms and not to potentially different integration problems.
3 Quadrature on Sparse Grids
The algorithm
The integration rule discussed in this section will be exact for complete polynomials of a given order in multiple dimensions. Like the product rule, it combines univariate quadrature rules, so it is very general and easy to implement. But unlike the product rule, its computational costs do not rise exponentially but considerably slower. The basic idea goes back to Smolyak (1963) and is a general method for multivariate extensions of univariate operators.
The Smolyak approach has attracted attention in numerical mathematics. For a survey of this literature, see Bungartz and Griebel (2004) . In the economics literature, the Smolyak construction has been used for the numerical approximation of macroeconomic models by Krüger and Kübler (2004) and Winschel (2005) . For deterministic integration, the construction can be defined as follows. For an underlying sequence of univariate quadrature rules, define V 0 [g] = 0 and the difference of the approximation when increasing the level of accuracy from i − 1 to i as
With
and
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The rule starts with a crude product rule -note that
With a higher value of k, it sequentially incorporates the effect of increasing the accuracy in each dimensions in a particular way.
It is instructive to express A D,k [g] directly in terms of the univariate quadrature rules instead of their differences. Wasilkowski and Woźniakowski (1995) show that it can be written as
This rule is a weighted sum of product rules with different combinations of accuracy levels
Their sum is bounded which has the effect that the tensor product rules with a relatively fine sequence of nodes in one dimension are relatively coarse in the other dimensions. This is analogous to the bound on the sum of exponents for multivariate polynomials of a total order. 
Properties
Quadrature on sparse grids is exact for polynomials of a given total order, as discussed for example by Bungartz and Griebel (2004) and stated in Theorem 1. This is of interest for general integrands since any well-behaved functions can be approximated by polynomials arbitrarily closely.
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The set of nodes used by the sparse grids rule (10) can be written as
The number of nodes in X D,k depends on the univariate nodes X 1 , ..., X k and can in general not be easily calculated -in general, the number of nodes increases polynomially in the number of dimensions (Bungartz and Griebel 2004) . We discuss the case if Gaussian We give a proof in the appendix. At least asymptotically, the number of nodes (its logarithm) does not rise exponentially (linearly) as for the product rule, but only polynomially (logarithmically). This is of course only of limited use in practice since realistic values for D are far from infinity. We therefore give precise numbers for different dimensions below.
Before, we discuss alternatives to Gaussian quadrature as the underlying univariate rules.
Theorem 1 requires that in the sequence of quadrature rules V 1 , V 2 ... each V i is exact for all univariate polynomials of order 2i − 1 or less. As discussed above, Gaussian quadrature rules achieve this requirement on univariate exactness with a minimal number of i nodes
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In the example presented in Figure 1 , the sets of univariate nodes are nested in the sense
Because the nodes are nested, the sets X 1 ⊗ X 2 and X 2 ⊗ X 1 do not add any distinct nodes to the sparse grid and also the other sets share a substantial number of points. This makes the union of the tensor products a much smaller set than in the other extreme case in which each set contains different nodes so
Gaussian quadrature rules are close to the latter case -generally, only the midpoint is shared by rules with an odd number of nodes.
As discussed above, Kronrod-Patterson rules have nested sets of nodes. While they are less efficient in one dimension, this feature makes them more efficient for the use in quadrature on sparse grids. Petras (2003) discusses this problem for the case of unweighted integration (Gauss-Legendre equivalent) and Genz and Keister (1996) for the normal p.d.f.
weights (Gauss-Hermite equivalent). Table 1 shows the number of function evaluations required by different multivariate integration rules to achieve a given degree of polynomial exactness. The product rule suffers 
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Implementation
Sparse grids integration can be easily implemented in practice. Equation (10) can be written explicitly with the definition in (6) as 
In practice, the only difference to using the product rule is the way the nodes and weights are determined. The only additional difference to simulation is, that weighted instead of unweighted means have to be calculated.
We provide the readily calculated matrices of nodes and weights for Gaussian and nested quadrature rules both for unweighted integrals and integrals with Gaussian weights and for many combinations of the number of dimensions and accuracy levels. Furthermore, we provide code for the software packages Matlab and Stata to generate these for general problems. All downloads can be found at http://www.sparse-grids.de. This makes integration on sparse grids straightforward to implement.
Discussion and Extensions
As univariate quadrature, all multivariate quadrature rules rely on a polynomial approximation of the integrand. In all cases, ill-behaved integrands such as functions with discontinuities can be expected to hamper a satisfactory approximation. Simulation methods do not require smoothness of the integrand, although with a finite number of simulation draws, smooth integrands also help to improve the approximation performance (Stern 1992). Transformations of an ill-behaved integrand like an adaptively determined change of variables can be expected to work as well for sparse grids integration as for the product rule for which it is suggested by Naylor and Smith (1988) .
While the computational costs do only rise polynomially instead of exponentially, this increase is noticeable with a high number of dimensions. The speed of convergence of simulation approximations does not depend on the number of dimensions. This however does not imply that the level of simulation error given a number of simulation draws is independent of the number of dimensions. With a high number of dimensions, also
15
A c c e p t e d m a n u s c r i p t accurate approximation by simulation can be computationally very costly, see for example Lee (1997) .
One potential drawback of the integration on sparse grids approach is that -as equation (10) shows -some of the weights implied by the Smolyak rule can become negative. This feature is shared with many specially designed multivariate quadrature rules (Cools 2003 ).
While we did not encounter this problem in our simulations, it is theoretically possible that the approximated integral becomes negative even if the integrand is positive everywhere.
This effect can be seen as evidence that the approximation is extremely crude for the given level of accuracy and should disappear for higher accuracy levels.
Quadrature on sparse grids as it is defined above takes as an input an accuracy level for all dimensions which translates into an order of polynomial exactness. It can be easily changed to be more accurate in some dimensions than in others which might be useful if it is clear a priori that accuracy in some dimensions is especially crucial for exact likelihood approximations. The simplest approach is to use different sequences of underlying univariate quadrature rules for each dimension.
There is no general rule which accuracy level is needed for a specific problem. Instead of setting it to a fixed number, the error of approximation can be estimated by comparing the results with different accuracy levels. This is especially efficient with nested univariate rules since the set of nodes for a given accuracy level is a subset of those for a higher level. When increasing the accuracy, g(·) has to evaluated at the additional nodes only and the other values obtained during the calculations for the lower level can be reused.
Gerstner and Griebel (2003) suggest a 'dimension adaptive' algorithm based on sparse grids integration which uses a similar approach but searches for a sufficient accuracy level in each dimension separately.
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The Model
In this section we present Monte Carlo experiments to assess the relative performance of the numerical integration algorithms. Different random parameters logit or mixed multinomial logit (MML) models are implemented. This model is widely used in applied econometrics for studying choices between a finite set of alternatives, see for example Revelt and Train (1998) and Brownstone and Train (1999) . McFadden and Train (2000) provide an introduction to this model and a discussion of its estimation by simulation methods. Chiou and
Walker (2007) Random utility maximization (RUM) models of discrete choices assume that the individuals pick the alternative which results in the highest utility. The researcher obviously does not observe these utility levels. They are modeled as latent variables for which the observed choices provide an indication. Let the utility that individual i attaches to alternative j in choice situation t be represented by the random parameters specification
It is given by a linear combination of the attributes of the alternative, weighted with individual-specific taste levels β i . These individual taste levels are distributed across the 
The likelihood contribution of individual i is equal to the joint outcome probability as a function of θ. It can be written as
A solution for this K-dimensional integral does in general not exist in closed form and has to be approximated numerically.
Approximation of Outcome Probabilities
For illustration purposes, we start with a simple case of the general model. Let J = 2 so that the model simplifies to a binary choice model. Also let there only be K = 1 attribute of the alternatives for which x it2 − x it1 = 1 for all t. Consequently, the individual taste parameter β i is a scalar. Assume it is normally distributed over the population with mean 1 and variance σ 2 . Let the individual have chosen T 1 times alternative 1 and T 2 times alternative 2, so that there are in total T 1 + T 2 observations. The likelihood contribution in equation (16) can then be simplified to
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This univariate integral can either be simulated or approximated using standard Gaussian quadrature. Figure 2 shows the function P * i (z) for two different cases and depicts the numerical approaches to its integration. The simulated probability with R simulation draws can be represented as the sum of R rectangles each of which has a width of 1/R and a height that corresponds to the function value at randomly chosen points. Quadrature exactly integrates a polynomial of a given degree that represents an approximation to the integrand.
How well P * i (z) is approximated by a low-order polynomial depends on the parameters. With high T and σ 2 , the function has large areas in which it is numerically zero (or unity).
These areas create a problem for the polynomial fit. In Figure 2 , two cases are presented.
In the simple case of Model 1 with T 1 = 0, T 2 = 1, and σ 2 = 1, the function P * i (z) -and therefore its integral -is already well approximated by a third-order polynomial. A ninth-order polynomial is indistinguishable from the original function. In order to integrate this ninth-order polynomial exactly, Gaussian quadrature rules only need R = 5 function evaluations.
In the second model with T = 20, T 1 = 8, T 2 = 12, and σ 2 = 5, the problem of large tails with zero conditional probability is evident. A third-order polynomial does a poor job in approximating the function and there are noticeable differences between the original function and its ninth-order polynomial approximation. A 19 th -order polynomial for which Gaussian quadrature needs 10 function evaluations however is again indistinguishable from the true function. This can of course be arbitrarily problematic with even higher σ 2 and T .
With a sharp and narrow peak, approximation by simulation can have poor properties, too.
Intuitively, this is since only a small fraction of simulation draws are within the nonzero area. As discussed in section 2.5, a change of variables can help to make the function better suited for numerical integration regardless of the integration method.
For the two models depicted in Figure 2 and two more extreme cases, Table 2 presents performance measures of simulation and Gaussian quadrature approximations of the choice probabilities (17). The numbers presented are absolute errors for the quadrature approx-m a n u s c r i p t imations and root mean squared errors for simulations which have been performed 1,000 times for each model and number of draws. All errors are defined relative to the value obtained by a Riemann sum with 10,000 grid points. For all models, Gaussian quadrature with 10 nodes performs better than simulation with 1,000 draws.
To study more complex models, we turn to a setup where J = T = 5. The number of explanatory variables K determines the dimensionality of the integration problem. We chose K = 3, 5, 10, and 20 for the Monte Carlo studies reported in Table 3 . The individual taste levels are specified as i.i.d. normal random variables with mean 1 and variance 2/K to hold the total variance of U itj constant as K changes. Instead of using one predefined data set, we draw 1,000 samples from the joint distribution of y i and x i , where the x itj are specified as independent uniform random variables and the conditional distribution of the Bernoulli random variables y itj is given in equation (15). For each of these draws, we approximate the joint outcome probability using simulation and Smolyak integration with different numbers of nodes. For the calculation of the mean squared errors, we approximate the true value by simulation with 200,000 draws.
The rows denoted as "simulation" represent simulated probabilities using a standard random number generator. They perform worst in all cases. The "quasi Monte Carlo" results are obtained using modified latin hypercube sequences (MLHS) which are shown to work well for the estimation of MML models by Hess et al. (2006) . 2 This method works much better than the standard simulation. The product rule performs better than both simulation methods in low dimensions, especially K = 3. In five dimensions, its advantage disappears and in ten dimensions, it is clearly the worst method. For K = 20, we did not obtain results since it is not computationally feasible. In all cases, the sparse grids method clearly outperforms all other methods. Table 5 in the appendix shows results for the more difficult case σ 2 = 5/K and J = T = 5. While all errors rise, the relative performances remain unchanged.
2 We also experimented with Halton sequences which do not seem to make too much of a difference compared to MLHS. Results can be requested from the authors.
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MSL Estimation
One of the main reasons why approximations of the outcome probabilities are interesting is that they are required for most estimators of the parameters θ. We discuss maximum simulated (or approximated) likelihood estimation such that the estimators are defined aŝ
whereP i (θ) is some approximation of the individual joint outcome probability P i (θ). Alternatively, estimators could be based on simulated scores or moments. For a discussion of the various approaches, see for example Hajivassiliou and Ruud (1994) . We chose this estimator since it is easy to implement and by far the most widely used for these kinds of models, see for example Brownstone and Train (1999) , McFadden and Train (2000) , and Chiou and Walker (2007) .
It is intuitive that the quality of approximation ofP i (θ) translates into the properties of the estimators. We specify a number of different models and estimate the parameters using simulation, antithetic sampling, and deterministic integration using different degrees of accuracy. As a starting point, a reference model is specified with N = 1000, T = 5, J = 5, K = 10, μ = 1, and σ = 0.5. These numbers are chosen to represent a typical application in applied choice analysis. In order to cover a wide range of realistic values and to assess their impact on the approximation errors of the different methods, each of these numbers is varied separately. For each of these settings, estimates were obtained for 100 artificial data sets. The K-dimensional vectors of properties of the alternatives x itj were drawn from a standard uniform distribution. The model parameters μ and σ are constrained to be equal for all properties to simplify the estimation and estimated for each data set. We used the same methods as discussed in the previous section pseudo-random Monte Carlo (PMC), quasi-random Monte Carlo (QMC) and sparse grids integration (SGI). Table 4 shows results for different dimensions of integration. The simulation-based estimates are much better for μ than for σ. This can be explained by the fact that while the simulated probabilitiesP i (μ, σ) are unbiased for the true values P i (μ, σ), the log 21 m a n u s c r i p t transformation introduces downward bias. This bias depends on the simulation variance which in turn depends on σ. This tends to biasσ downwards. As predicted from the results for the approximated probabilities, standard simulation is dominated by quasirandom simulation. SGI is again clearly the best method and for example in ten dimensions requires only 21 nodes for the same accuracy for which QMC needs 201 and PMC 1201 function evaluations.
In the appendix, results for other model parameter choices are presented. Table 6 shows variations of μ and σ and Table 7 varies N, T, and J. The basic findings are unaffected by these changes. As σ increases, the approximation error rises and therefore all methods perform worse. Smolyak (1963) introduced a general rule for extending univariate operators to multivariate problems. This approach has attracted recent interest in the numerical mathematics literature for function approximation and numerical integration.
Conclusions
We discuss this approach for the prevalent problem of likelihood approximation by numerical integration in multiple dimensions. The main advantage of this sparse grids integration (SGI) rule over the well known product rule extension of univariate quadrature is that it does not impose exponentially increasing computational costs with a rising number of dimensions. As opposed to quadrature rules explicitly derived for multivariate integration problems, this approach is very general and straightforward to implement.
After introducing the method and discussing its properties, we present extensive Monte
Carlo evidence for the likelihood approximation of the mixed logit model. The results
Therefore, it suffices to establish polynomial exactness for any of the T monomials. Con- 
For the univariate case D = 1, the sparse grids rule simplifies to the univariate quadrature rule:
so the theorem follows immediately from (ii). For the multivariate case, a proof is presented via induction over D. Suppose that polynomial exactness has been established for D − 1 dimensions:
It remains to be shown that this implies polynomial exactness for D dimensions.
First note that because of the multiplicative structure of the monomial integrand,
Rewrite the general Smolyak rule (9) by separating the sum over the D th dimension:
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Combining these two expressions, we get
By (ii), we know that whenever 2
and the summands are zero unless j D ≥ 2(i D − 1). This in turn implies together with (i) that for nonzero summands
and the theorem follows.
Proof of Theorem 2
Let R D,k denote the number of distinct nodes in X D,k . For D ≥ k, it can be bounded as Tables   Table 1: Number of function The reported numbers are root mean squared errors relative to the "true" value
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