We introduce a generalization of representations of quivers [1] that contains also representations of posets [2] , vectorspace problems and other matrix problems. Many examples, some of which are given below, show that the language of marked quivers is rather convenient and that the notion of their representations can probably be considered as basic for a general theory of matrix problems. Some historical comments from my personal point of view are added in the Appendix. I am very grateful to the Referee for the numerous remarks and advices.
1. Let Q be a quiver, Q v the set of vertices (points) of Q, Q a the set of arrows. We recall that a representation U of Q in a category K attaches to any a ∈ Q v the object U(a) ∈ K and to any x α −→ y the morphism U(α) ∈ K(U(x), U(y)). Representations of Q in K form the category Rep Q = Rep (Q, K), and a morphism f : U −→ W between the representations U and W consists of morphisms f (x) : U(x) −→ W (x), x ∈ Q v such that f (x)W (α) = U(α)f (y) for each arrow x α −→ y. Usually K is the category of modules over a field (or a commutative ring) k [1, 3] .
We will denote by ∆ or ∆ α the quiver x α −→ y, (x = y), ∆ v = {x, y}, ∆ a = {α}. The category Rep (∆, K) is called in [4] the category of morphisms of a category K.
We will say that a quiver Q is marked if to each x ∈ Q v is attached a category K x , and to each arrow x α −→ y is attached a functor Φ α : K • x × K y −→ Sets, (i.e., a bifunctor contravariant in K x and covariant in K y and taking values in the category of sets). Then M = {K x , Φ α } is a marking of the quiver Q.
A representation U of a marked quiver Q M attaches to each a ∈ Q v the object U(a) ∈ K a and to each x α −→ y the element U(α) ∈ Φ α (U(x), U(y)). A morphism f : U −→ W consists of morphisms f (x) ∈ K x (U(x), W (x)), x ∈ Q v such that W (α)Φ α (f (x), 1 y ) = U(α)Φ (1 x , f (y)) for each arrow x α −→ y.
Multiplication of morphisms (in both Rep Q and Rep Q M ) is defined in the natural way.
Remark 1. For any functor Φ : K
• ×L −→ Sets, t ∈ Φ(A, B), α ∈ K(A ′ , A) and β ∈ L(B, B ′ ), where A, A ′ ∈ Ob K and B, B ′ ∈ Ob L, we can agree to define the compositions αt ∈ Φ(A ′ , B) and tβ ∈ Φ(A, B ′ ) by putting αt = tΦ(α, 1 B ) and tβ = tΦ(1 A , β). In fact by such agreement we attach (in the additive case) to the functor Φ a bimodule K Φ L over the categories K and L (compare [3] , 2.2). With this agreement the formulas in the definitions of categories of representations of unmarked and marked quivers coincide, and the second of these definitions repeats the first one word-for-word.
In order to obtain representations of the "usual" (unmarked) quiver Q in a category K we should of course put K x = K for all x ∈ Q v , and Φ α = Hom K for all α ∈ Q a .
We will say that a marking M is a point-marking (in a category K) if there exist a category K and functors Φ x : K x −→ K(x ∈ Q v ) such that Φ α (A, B) = K(Φ x (A), Φ y (B)) and tΦ α (p, q) = Φ x (p) t Φ y (q) ∈ Φ α (A ′ , B ′ ) for any x α −→ y (may be x = y) and t ∈ Φ α (A, B). Here A, A ′ ∈ Ob K x , B, B ′ ∈ Ob K y , p ∈ K x (A, A ′ ) and q ∈ K y (B, B ′ ).
2.
Let Q M be a marked quiver and Q i a subquiver of Q. The marked quiver Q i M is defined naturally by restriction of the marking M to Q i . For x ∈ Q v , we define a functor Y x : Rep Q M → K x , U → U(x), and for x ∈ Q Let M be a marking of Q. We define the marking M of Ω, by putting
For z ∈ Q v , let δ(z) denote the number of arrows incident on it. Now consider the following example. Suppose that there is a vertex z ∈ Q v with δ(z) = 1 and that β is the unique arrow incident on it. Let w = z be the second vertex of β (either z
For any x i ∈ Q v we define the subquiver Q i ⊂ Q as follows. If
We identify the quiver Ω with Q ′ . Let M be the marking induced on Q ′ , so that K x = K x if x = w, K w = Rep (∆ β ) M and the functors are defined naturally.
If M is a point-marking then M in the corollary (but not in the proposition!) is also a point-marking.
3. Let k be a fixed algebraically closed field. By mod k is denoted the category of finite dimensional vector spaces over k. Unless otherwise stated all categories will be assumed to be k-categories (i.e. the sets Hom(A, B) are endowed with a k-module structure such that the composition of maps is k-bilinear), all subcategories to be k-subcategories, and all functors to be k-functors [3] . In particular, the functors Φ α of the definition of a marked quiver are k-functors K • x × K y −→ mod k (which, of course, may be also viewed as functors to Sets).
An additive k-category in which every idempotent has a kernel is an aggregate [3] . A category S is a spectroid if its objects are indecomposable (i.e., for any A ∈ Ob S, S(A, A) contains exactly two idempotents 1 A = O A ) and pairwise non-isomorphic [3] . A subspectroid of mod k (i.e. a ksubcategory of mod k, which is a spectroid) is a vectroid [5] . Spectroids are not additive, but any spectroid S generates in a natural way its "additive closure", the aggregate ⊕S [3] (whose objects are the sequences (X 1 , . . . , X m ), X i ∈ Ob S). On the other hand, any aggregate A is defined by its spectroid S(A), (such that A ≃ ⊕S(A)).
If V is a vectroid, the aggregate ⊕V is naturally embedded in mod k.
For a functor Φ : A −→ B, Ker Φ is the set (an ideal of A) of morphisms γ of A such that Φ(γ) = 0; if A ∈ Ob A then A ∈ Ker Φ, means that 1 A ∈ Ker Φ. The functor Φ is faithful if Ker Φ = {0}, then A ≃ Im Φ.
We will say that Q is k-marked if it is point-marked in mod k, all K x are aggregates, and the functors Φ x (x ∈ Q v ) are faithful. So in this case we may consider K x (x ∈ Q v ) as subaggregates of mod k.
Choosing a representative in each indecomposable isoclass of K x (x ∈ Q v ), we obtain a vectroid V x . So a k-marked quiver is defined by the collection of
Unless otherwise stated we will consider only finite k-markings, i.e., we will assume, for a k-marked quiver
We will also consider only connected quivers.
For a category C, we denote by ind C the set of isoclasses of indecomposables in Ob C; we abbreviate ind Rep Q M to ind Q M . We say that
If M is a point-marking of Q in mod k such that the K x are aggregates but the functors Φ x are not faithful, we may define a k-markingM (of Q) by puttingK x ≃ K x Ker Φ x and takingΦ x to be the embedding ofK x = Im Φ x into mod K. The next statement is obvious 
Example 1. Let P be a poset considered as a category (Ob P = P , |Hom(u, w)| = 1, if u ≤ w, Hom(u, w) = ∅ otherwise). Let kP be its klinearization [3] , which may be viewed as a vectroid (to each p ∈ P is associated a one-dimensional vector space kp ∈ mod k, dim Hom kP (a, b) = 1 if a ≤ b, Hom kP (a, b) = {0} otherwise).
We define two vectroids, k n and k n , as follows. The vectroid k n , which we call linear, is the linearization of a linearly ordered set P with |P | = n. On the other hand, the vectroid k n has one object A and morphism space Hom(A, A) = k r with r n = 0. We take A to be an n-dimensional k-space with basis {a 1 , . . . , a n } and define an action of r by a i r = a i+1 , a n r = 0. Observe that k 1 = k 1 = k. We say that the vertex x is an unmarked point if
If ∆ = x α −→ y, V x = k, V y = kP , then the category Rep ∆ M coincides with the category of representations of the poset P in the sense of [2] ( V y ⊂ mod K, Φ α = Hom k , elements of Hom(X, Y ), where X ∈ mod k, Y ∈ V y , may be considered as matrices divided into vertical strips indexed by elements of P ).
Example 2. If Q = ∆, V x = k and V y is an arbitrary vectroid V , then Rep ∆ M V coincides with the category Rep V for the vectroid V in the sense of [5] (= categorical matrix problem [6] = vectorspace problem [7] ), and we identify these two categories. So ind Section 5) and so on. If M is an arbitrary k-marking of ∆ then ∆ M coincides with the category of representations of the pair (V x , V y ) [8] .
• , where V • is the vectroid opposite to V (i.e. there are bijections * between Ob V and Ob V * , between A and A * for A ∈ V , between Hom V (A, B) and
Example 3. We recall [3] that a right (finite dimensional) module M over a k-category A consists of a finite dimensional vector space M(X) (over k) for each object X ∈ A, and of maps
The notions of submodule, factormodule, and so on, are defined in the natural way. A functor Φ M : A −→ mod k arises from the module M. Then the category M k defined in [3] coincides with Rep ∆ M where M is a point- [8] . In this case M is not a point-marking.
A representation of the (non-marked) Q may be viewed as a matrix over k divided into two vertical strips.
c b d
Two representations are equivalent if one can be obtained from the other by means of any row transformation and any column transformations inside of each strip.
Let M be the k-marking of Q :
A representation of Q M may be considered as a matrix over k divided in the following way:
Here c 1 > c 2 correspond to the two objects of the partially ordered set underlying k 2 , so Hom(c 1 , c 2 ) = 0, and x and x * , with xr = x * , correspond to the basis {x, x * } of the single object X of k 2 with Hom(X, X) = k[r]/r 2 . The strips x and x * have the same numbers of columns, and when we perform a column transformation inside of x, we should perform the same column transformation in x * . Moreover, we can perform any row transformation, any column transformation inside c 1 , c 2 , y, and add columns of c 1 to columns of c 2 , and columns of x to columns of x * . So we see that representations of k-marked quivers are obtained from representations of non-marked quivers by division of matrices, corresponding to the arrows, into vertical and (in the general case) horizontal strips and the restriction of admissible transformations. In the case of non-k-marking, these matrices may have fixed zero blocks.
Let us apply Corollary 2 to the arrow d
Using Lemma 3 we conclude that there exists a bijection between ind (Q M ) and ind (Q
5.
A bimodule A M B over categories A and B consists of M(A, B) ∈ mod k, A ∈ Ob A, B ∈ Ob B with natural multiplication and axioms. By El M we denote a category whose objects are the elements of the spaces M (A, B) ,
R α (X, Y ) may be naturally considered as a bimodule over
It easy to see that the category El D R D in fact coincides with the category So we may consider points (elements) of R(X, X), X ∈ Ob D as representations of Q M and talk about their indecomposibility and equivalence (≃).
A k-marked Q M is wild if for some X, R(X, X) contains an affine plane W X,X consisting of indecomposable and pairwise non-isomorphic representations. A k-marked Q M is tame if |ind Q M | = ∞ and for any X there exists a finite set T X,X whose elements are affine subspaces of dimension 0 and 1 in R(X, X) such that each indecomposable representation U ∈ R(X, X) is equivalent to w ∈ A ∈ T X,X [9] .
By aff k we denote the following k-category:
From our definitions directly follows 
if conditions 3) and 4) hold:
3) for any X ∈ Ob D, there exists only a finite number of pairwise noni-
see Proposition 2 and Lemma 3).
It is easy to see that Q M can not be both wild and tame. In [9] it is proved that any vectroid is either wild or tame or has finite type. In [10, 11] the same is proved for a wider class of matrix problems, but in a formally different sense.
The marked quiver Q M of Example 5 is wild. Let 6. Since a vectroid is a subcategory of mod k, its objects are vector spaces, and its morphisms are linear operators. In [5] , for any vectroid V , dim V = sup A∈Ob V dim A is defined. It is well known [3, 5] that if V has finite type then dim V ≤ 3. The rank of V , denoted rank V , is by definition a supremum of the ranks of noninvertible additively indecomposable morphisms of V . Here a morphism ϕ is called additively indecomposable if ϕ = ϕ 1 + ϕ 2 where rank ϕ 1 < rank ϕ, rank ϕ 2 < rank ϕ. It is known [5] that if |ind V | < ∞, then rank V ≤ 2. It is easy to prove that if a vectroid V is tame, then dim V ≤ 4, rank V ≤ 3. We define the dimension, dim Q M , of a k-marked quiver Q M to be max
It
It is easy to see that if dim V = 1, then V is a linearization of some poset.
To an arbitrary vectroid V , we also associate a poset S(V ) [5] in the following way. At first, consider the set S(V ) consisting of all nonzero elements of all objects of V . Then we define on S(V ) the relation < ∼ : x< ∼ y if there exists ϕ ∈ V (X, Y ) such that xϕ = y (x ∈ X, y ∈ Y ; X, Y ∈ Ob V ). This relation is not an ordering, because it can be that x < ∼ y and y < ∼ x, but after factorization by the induced equivalence we obtain a poset S(V ).
We will also consider on S(V ) the equivalence relation ≃: x ≃ y if x ∈ X, y ∈ Y and X = Y , where x, y are the elements of S(V ) corresponding to x, y; X, Y ∈ Ob V . We say that x ∈ S(V ) is big, if there exists y ≃ x, y = x.
We will say that the vectroid V is halflinear if it is not linear and 1) dim V ≤ 2 2) rank V = 1 3) if a is big then a is comparable with each point of S(V ) 4) if a is small then a can be incomparable with only one point of S(V ).
It is easy to see that a halflinear (or linear) vectroid V is determined uniquely by (S(V ), ≤, ≃).
A vertex x ∈ Q v is said to be linearly marked if V x is linear and to be halflinearly marked if V x is halflinear. The marked quiver Q M is said to be linear if each x ∈ Q v is linearly marked, and to be half linear if each x is either halflinearly or linearly marked.
By G(Q) we denote the non-oriented graph that corresponds to a quiver Q; we will view a k-marking of Q also as a marking of G(Q) -associating to each x ∈ G(Q) a vectroid V x . If all V x are linear or halflinear, we will write over each vertex x of G(Q) the number n if V x = k n , the symbol ∞ if V x is halflinear, and nothing if V x = k.
A k-marked quiver Q M is Gelfand if and only if either Q = ∆, and both
Representations of the Gelfand k-marked quivers were treated in [12] , where in fact their tameness was proved.
For a halflinear vectroid V , we denote by V − the vectroid obtained from V by excluding those one-dimensional objects which correspond to points of S(V ) comparable to all other points of S(V ). We say that two halflinear vectroids V 1 and
Lemma 6. Q M is wild if it is a k-marked quiver for which G(Q) M is one of the the following types:
•, where V x is not linear and not halflinear.
, where both V x , V y are not linear, and V x is not halflinear.
4) a cycleÃ n containing a vertex a with
The proof is straightforward.
Remark 6. Let Q M be a k-marked quiver with an arrow x α −→ y, V x = V y and let L N be the k-marked quiver obtained from Q M by excluding the arrow α and uniting the vertices x and y in one vertex. Then Rep Q M contains a full subcategory R ′ ≃ Rep L N . Indeed, consider the full subcategory
7. Let β be the arrow of the k-marked Q M considered in Section 2, that is, Q contains a vertex z with δ(z) = 1 and either z β −→ w or w β −→ z, with w = z and |Q a | > 1. We will say that β is reducible in one of the following cases:
Lemma 7. If β is reducible, then there exists a natural bijection between
ind Q M \ Ob V z and ind Q ′ M ′ . If Q ′ M ′ is tame,
then so is Q M ; if it is wild then Q M is wild.
Here Q ′ is as defined in Section 2. Thus
w is halflinear and V ′ w is almost equivalent to V w in case 2); V w is halflinear and S(V w ) = kP , where P is the poset {p 1 , p 2 , p 3 , p 4 |p 1 < p 2 < p 4 , p 1 < p 3 < p 4 } in case 3).
The proof follows from Corollary 2, Lemma 3, Lemma 5, Remark 5 and the calculation of Rep (∆ β ) M in cases 1.2.3.
Example 6. Let Q be a quiver containing subquiver Q 0 = ∆ = w −→ z, such that δ(z) = 1, and M be such marking of Q that we have the situation of the Lemma, case 2). Namely
After application of Corollary 2 and Lemma 3 we get
(the dimensions of the others are equal to 1). Furthermore the poset
w is clearly almost equivalent to V w . It is easy to see that the conditions of Lemma 5 (in this and the general cases) hold.
Then the first and the second statements follow from the application of the Lemma to the arrow x −→ z.
In order to prove that tameness of V implies tameness of Q M we use a matrix construction, although it probably should follow from some general consideration. In the picture below we will for simplicity assume m = 3. The representation U of V y ⊔ k 2 has the form
where U ′ is a representation of V y and the empty columns are for a representation of k 2 which we reduce to a standard form in the next diagram.
We say that a representation U has preliminary form if
where U 11 and U 22 are matrices with linearly independent rows. Let r t (U) be the number of rows of U t (t = 1, 2, 3). Of course any representation may be reduced to preliminary form.
Let P (V ) be a full subcategory of Rep V consisting of representations in preliminary form.
Consider a map F : Ob P (V ) −→ Ob Rep Q M :
. It is easy to see (using Corrolary 2 or directly) that F can be considerred as a functor.
Let A be an affine subspace of R(Z, Z), Z ∈ Ob D(V ), dim A = 1. We will write A ⊂P (V ) if A ⊃ A, |A\A| < ∞, A ⊂ P (V ) and r t (a i ) = r t (a j ) for a i , a j ∈ A (t = 1, 2, 3). It is clear that if A ⊂P (V ) then there exists an affine subspace
It is easy to show that row-transformations may be used to reduce any A to (an affine subspace) A ′ ⊂P (V ) (i.e. an ivertable matrix M exists such that MA = A ′ ). Now we may consider that if V is tame, then for each Z ∈ Ob D(V ) there exist A 1 , . . . , A n ⊂P (V ) (dim A i = 1) which generate almost all indecomposable points of R(Z, Z). Consequently F (A 1 ) , . . . , F (A n ) generate almost indecomposable points of all those R(Z ′ , Z ′ ) for which
Remark 7.
A similar method may be used to prove that, in the situation of the Lemma, case 1, the tameness of Q M implies the tameness of Q ′ M ′ . For a halflinear k-marked Q M we construct a (non-oriented) graph G(Q M ) in the following way. For each vertex x such that V x = k n , we add to the graph G(Q) (n − 1) vertices a
n , for each vertex y such that V y is halflinear we add to G(Q) two vertices b
It is easy to see that under the conditions of the Lemma in cases 1 and 3,
Theorem 7. If Q M is halflinear, then it is tame, or has finite type, if and only if G(Q M ) is an extended Dynkin diagram, or a Dynkin diagram, respectively.
Suppose there is a vertex a ∈ Q M with V a neither a halflinear nor a linear vectroid. Then Q M is tame, or has finite type, if and only if G(Q) = A n with a = a 1 , V a i = k for 1 < i < n and V n = k m for some m ≥ 1, and the vectroid V ⊔ k m+n−3 is tame, or has finite type, respectively; here V = V a or V Proof. We will assume that for unmarked quivers the statement is known. Although usually tameness is defined in a different way, it is easy to see that the proofs are valid for tameness in our sense.
So we may consider that G(Q) is a Dynkin diagram or an extended Dynkin diagram.
We will also assume that G(Q) (and so G(Q M )) is acyclic because an unmarked cycle is tame and a marked cycle Q M is wild by Lemma 6 (case 4) (and G(Q M ) is neither a Dynkin nor an extended Dynkin diagram). a) Let Q M be tame, or of finite type a ∈ Q v , V a be neither linear nor halflinear. Then δ(a) = 1 by Lemma 6 (2). a 1 ) Q v ∋ x = a, V x is not linear. Using Remark 6 we have a contradiction to Lemma 6 (3).
We show that Q M is wild (that contradicts which our assumption).
Without loosing of the generality we can (using Remark 6) assume that Lemma 6 (3) and so also is Q M (the Lemma).
This case is reduced to a 2 ) by several applications of the Lemma (case 1) and Remark 6.
By n − 2 applications of the Lemma (case 1) and (at the end) of the proposition reduce
Then it is easy to see that G(Q M ) is not an extended Dynkin (and not Dynkin) diagram. If Q v ∋ x, V x = k then Q M is wild by Lemma 6 (1) and Remark 6. If all vertices except for b are unmarked but |Q v | > 3, we reduce this case to the case above using the Lemma (case 1).
b 2 ) δ(b) = 1. In this case we will prove the theorem by induction on |Q v |. If |Q v | = 2, Q M is Gelfand and tame (see [12] ) or of finite type, then G(Q M ) isD 5 or D n respectively. So let |Q v | > 2 and suppose that
If V x = k we apply the Lemma (case 2). Now G(Q Let V x = k m , m > 1(x can not be halflinear by b 1 ). If m ≥ 3 then G(Q M ) is neither an extended Dynkin nor a Dynkin diagram and we show that Q M is not tame. We may assume c) Q M is linear. We consider an unmarked quiver Q such that G(Q) = G(Q M ) and by the several applications of the Lemma case 1 to Q we reduce it to Q M . The remark implies than if Q is tame or of finite type, then Q M is of the same type. The converse statement follows from the Lemma.
The theorem gives a criterion for wildeness and finiteness of type for halflinear (in particular linear) Q M , and for a k-marked quiver of dimension 1 (together with [13, 14] ), as well as a criterion for the finiteness of type if dim Q M = 2 (together with [15, 8] , see also [3, [16] [17] [18] [19] [20] ).
If dim Q M ≥ 3 and |ind Q M | < ∞, then dim Q M = 3 (see Section 6), and it is easy to see that in this case Q = ∆, and if Q v = {x, y} and dim V y = 3, then V x = k, so we have representations of a vectroid V , dim V = 3. For this case a criterion for the finiteness of type is formulated in [21] , but only the necessity of it has been proven.
From our considerations in fact it follows that the tameness in our sense coincides with the tameness in sense of [10, 11] . In fact Lemma 5, Lemma 7 and Proposition 7 hold for tameness and wildness in the sense of [10, 11] (the last statement in the Proposition 7 follows from the second by Drozd's theorem).
Concerning the classical results mentioned above, it seemed that in spite of their importance for applications they were far from abstract algebra, and in particular from representation theory. I remember that 40 years ago all Soviet algebraists were surprised and even in some sense disappointed when V.A. Bashev (a student of I.R. Shafarevich) had solved [23] the problem of classification of representations of the Klein 4-group over a field of characteristic 2 (which was considered then as very difficult) by a trivial reduction of this problem to the problem of Kronecker.
Between 1960 and 1970 several different problems were solved by their reduction to some classification problems of linear algebra [24] [25] [26] .
The concept of matrix problems (or combinatorial problems of linear algebra) as a special branch of mathematics arose about 1970 from at least three sources.
In [27, 28] (see also [29] ) it was conjectured in particular that the category of Harish-Chandra modules for any semisimple group is equivalent to a certain category of diagrams in the category of finite dimensional vector spaces, and a boom in linear algebra was predicted on the basis of the new categorical and homological methods.
In [30, 31, 2] representations of posets were introduced, and it was claimed that many other matrix problems can and should be reduced to them.
At last, but of course not least, it was clear that the subject of [1] was very wide and deep. I hope that this article of mine underlines once more the importance of representations of quivers.
In the coming years the theories of representations of quivers and posets were developed successfully. It was clear from the beginning that these two theories were very close. Representations of a majority of quivers can be reduced to representations of posets (see for example [32] ). Note that "on the way" from representations of quivers to representations of posets, in fact, representations of marked quivers arose. Many important generalizations of representations of posets also were introduced. In particular, representations of vectroids played a big role in many questions. P. Gabriel showed that representations of arbitrary finite dimensional algebra can be reduced to them [9] .
However the general theory of matrix problems was not developed so well. It may be partially explained by the absence of a natural basic definition. The widest class of matrix problems are the representations of DGC or bocses, which were introduced by M. Kleiner and me [33] . But this class is not only wide enough, but may be in some sense too wide. It includes the representations of posets, vectroids, and "Gelfand problems", but these most important problems are not picked out naturally in the very wide area of bocses. The general definition of bocses is more or less clear (though is not so natural as quivers and posets), but additional conditions which are necessary to get a majority of really important classes of matrix problems are rather complicated. So the theory of bocses became convenient to prove general theorems [10, 11] , but not to develop a systematic theory of different classes of matrix problems.
Conversely, in the terms of this article the most important classes of matrix problems are picked out very naturally, and it seems that the general definition can stimulate investigations of many other natural and useful classes of matrix problems. So it seems that the notion of representations of marked quivers should be a better basic notion for classification problems of linear algebra.
I want to underline that in spite of the close relation between matrix problems and representations of algebras, it does not seems correct to consider the first theory only as part of the second. Many matrix problems arose from applications to other branches of mathematics, and we hope that the number of such applications will increase in the future.
The first aim in the theory of matrix problems is to finish a description of vectroids of finite type and their representations. As follows from this article, this will imply that such a theory also exists for representations of k-marked quivers. For the point-marked and non point-marked (see Example 4) quivers such theories should be more varied but also solid.
In the theory of representations of tame vectroids (and tame k-marked quivers) the first important class is locally semisimple vectroids (i.e. Hom(A, A) is a semisimple algebra for any A) 1 . A criterion of tameness for such vectroids was announced by L.A. Nasarova in 1985 (see [35] ).
At the end I want to note that although a majority of matrix problems are wild, their investigations may make sense. For any matrix problem (representations of quiver, poset, marked quiver, bocs) all representations of fixed dimension form a vector-space. Any affine subspace of this space generates some sets of representations of this and bigger dimensions. Conjecture. For any matrix problem there exists an n such that all indecomposable representations of fixed dimension are generated by a finite number of affine subspaces of dimensions at most n, whose elements are indecomposable and pairwise inequivalent.
For n = 0 it would imply the first Brauer-Thrall conjecture [36] , and for n = 1, -Drozd's theorem [10, 11, 9] .
Of course this formulation may be too strong, but it seems that some its modifications will be typical for the investigations in the new millenium.
