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INTRODUCTION
Due to the development and extension of the traditional economic scheduling theory, the optimal power flow (OPF) problem considering the economy and security of the power system has drawn a lot of attention, which is a multiconstrained, non-linear and non-convex optimization problem containing continuous and discrete control variables. Since the OPF formulation by Carpentier in 1962, its usefulness is progressively being recognized, and nowadays it becomes the most important tool used in operation and planning of power system [1] . The OPF problem is aimed to give the optimal settings of determined control variables for optimizing a specific objective function, such as the generation cost function, transmission real power losses and voltage deviation, while satisfying some equality and inequality constraints. It can respect the system static security constraints and schedule active and reactive power [2] .
Nowadays, many optimization methods are employed successfully to solve the OPF problem and can be divided into two categories: the traditional mathematical methods and the intelligent optimization methods. The traditional mathematical methods include linear programming method [3] , nonlinear programming method [4] , and simplified gradient method [5] and so on. Usually, these methods have fast calculation speed and good convergence characteristics, but some restrictions on the variables and the objective functions. Compared with the traditional mathematical methods, the intelligent optimization methods based on the combination of computer technology and biological simulation can be a better way when solving the large-scale, multi-constrained, non-linear and non-convex OPF problem which contains the discrete and continuous variables. Some of the proposed intelligent methods, such as Particle Swarm Optimization with an Aging Leader and Challengers (ALC-PSO) algorithm [6] , Artificial Bee Colony (ABC) [7] , Lévy Mutation Teaching-Learning-Based Optimization (LTLBO) algorithm [8] , Krill Herd (KH) algorithm [9] , Adaptive Real Coded Biogeography-based Optimization (ARCBBO) [10] , Moth Swarm algorithm (MSA) [11] and Differential Search algorithm (DSA) [12] , have been proved to be successful in solving the OPF problem. Therefore,there is an increasing number of studies about the improvement and combination of algorithms or mechanisms.
As a relatively new member of evolutionary algorithms (EAs), DE is also a stochastic model which simulates the biological evolution and has been widely applied to the optimization problems in the power system. The DE consists of four operators: initialization, mutation, crossover and selection, and its performance mainly affected by the strategy of the mutation and control parameters, such as the mutant scale factor F and the crossover factor CR. In the evolutionary process, the difference among individuals will gradually decreases due to the influence of the greedy selection, which affects the diversity caused by the mutation and leads the algorithm to fall into the local optimum. So far, many modified DE algorithms have been proposed to overcome the shortcomings. The authors in [13] proposed Gaussian random variable instead of scaling factor and the proposed approach was able to provide better solution compared with other evolutionary method for economic dispatch. In [14] , the proposed MBDE method which used memory mechanism to modify mutation and crossover operators provided better results. Obviously, parameter modification, the strategies of mutation and crossover affect the performance of the algorithm to a certain extent. Considering all of the above factors to aptly modify DE algorithm will be a new direction in the further.
Numerous studies indicate that a variety of intelligent algorithms show different strength and weakness in solving some problems and the combination of two or more algorithms can solve the problem more efficiently [15 -17] . Hence, a combination of advantages of some algorithms is considered in this paper. Particle swarm optimization (PSO) with inherent parallel search mechanism is especially suitable for complex optimization fields where traditional methods are difficult to work [15] . And it can be used to improve the search ability of DE. Thus, the novel hybrid differential evolution (IHDE) algorithm based on DE and PSO is proposed in this paper. Furthermore, what is greatly significant is not only to improve the current methods but also to handle constraints on state variables well simultaneously [18] . Briefly, the contributions of this paper can be summarized as follows:
(1) An improved hybrid differential evolution algorithm considering the mutation and crossover strategies and parameter values is proposed, namely IHDE. The mutation and crossover strategies of DE are modified by the memory mechanism of PSO and learning mechanism, respectively. Moreover, the values of the mutant scale factor F, the inertia weight ω and crossover factor CR i are varied according to evolutionary process. Finally, the replacement mechanism is designed for reducing the probability of falling into the local optimum.
(2) A novel constraint handing method including greedy selection strategy and penalty function is proposed to keep the variable within its limits, especially in larger systems.
(3) The OPF problem is implemented on standard IEEE30-bus and IEEE57-bus systems successfully using IHDE algorithm
In the proposed algorithm, the DE is employed as the main optimizer and the three factors of PSO which are inertia, cognition, and society are used to improve the mutation for speeding up the convergence rate. Then the learning mechanism and the adaptive control of the parameters are added to the crossover to increase the diversity of population in some direction. To ensure the optimal solution satisfies the security constraints, the greedy selection mechanism considering the value of penalty function is proposed. Furthermore, the replacement mechanism is added to the IHDE for reducing the probability of falling into the local optimum. Finally, the IHDE, DE and PSO are tested on the IEEE30-bus and IEEE57-bus systems, and the generator quadratic cost and the transmission real power losses are considered as objective functions. The simulation results demonstrate that IHDE algorithm can solve the OPF problem successfully and obtain better solutions compared with DE, PSO and other methods reported in the recent literatures.
The rest of the paper is organized as follows: Section 2 describes the mathematical formulation of the OPF problem. Section 3 introduces the DE and PSO briefly. Section 4 proposes an improved hybrid differential evolution (IHDE) algorithm. Section 5 presents the simulation results and analysis. Finally, the conclusion is drawn in section 6.
PROBLEM FORMULATION
As previously mentioned, the objective of the OPF problem is to optimize a specific objective function by finding the optimal settings of determined control variables while satisfying a range of equality and inequality constraints. The model of OPF problem contains five parts: control variable, state variable, objective function, equality constraint, and inequality constraint.
The OPF problem can be mathematically formulated as follows:
Where x and u are the vector of state variables and the vector of control variables, respectively. F(x, u) is the objective function to be minimized. g(x, u) is the set of equality constraints. h(x, u) is the set of inequality constraints.
Control Variable
The control variables of this model are active power generation P G at PV buses except the slack bus, voltage magnitude V G at PV buses, transformer taps settings T and shunt VAR compensation Q C . The control variables can be expressed as:
Where NG, NT and NC represent the number of generator buses, the number of regulating transformers and the number of shunt compensators, respectively.
State Variable
The state variables of this model are active power generation P G1 at the slack bus, voltage magnitude V L at PQ buses, reactive power output Q G at PV buses and transmission line loadings (or line flow) S l . The state variables can be described as follows:
Where NL is the number of load buses and NTL is the number of transmission lines; P G1 as the state variable is the active power generation at the slack bus.
Equality Constraint
The power balance constraints are considered as basic equality constraints and reflect the physics of the power system which can be represented as follows:
T ll
Where δ ij =δ i -δ j .δ i and δ j are voltage angles at bus i and j, respectively. N i is the number of buses which are adjacent to bus i, including bus i. N PQ is the number of PQ buses and N S is the number of system buses excluding slack bus. Q Gi and P Gi represent the reactive power output and the active power generation at bus i which belongs PV buses, respectively. Q Li and P Li represent the reactive load demand and active load demand at bus i, respectively. G ij and B ij are the conductance and susceptance between bus i and bus j, respectively. V i is the voltage magnitude at bus i.
Inequality Constraint
The operating limits of power system are considered as inequality constraints which guarantee the system security. 
Objective Function
In this paper, two objective functions are considered to evaluate the effectiveness of the proposed algorithm.
Quadratic Cost Function
The objective of the total fuel cost is widely used and it can be formulated by a quadratic curve as follows:
Where a i , b i and c i are the cost coefficients of the ith generator.
Transmission Real Power Losses
The function determined by the bus voltage magnitude and angle is the total active power loss of all transmission lines and can be calculated as:
Where G k is the conductance between bus i and bus j.
Difference Evolution (DE) Algorithm
In DE, the forward direction is based on the differences among all the individuals in the population and the diversity is increased by crossover. Then the greedy selection is used to realize the population evolution. The process of DE includes four steps: initialization, mutation, crossover and selection.
Initialization
The initial population of NP is randomly selected by uniform probability in the search space of the optimization problem. Random values are assigned to each D-dimensional individual according to:
Where x j,min and x j,max represent the lower and upper bounds of the jth decision variable; g and NP represent the number of the iteration and population size, respectively.
Mutation
The operator is utilized to generate the mutant vector x′ i,g+1 by changing the value of the individual through the difference of other individuals. Recently, there are many mutation schemes of DE in the literature [19] and the strategy commonly used is expressed as follows:
Where x r1,g , x r2,g and x r3,g (r1≠r2≠r3≠i) are randomly chosen from the current population; F [0, 2] is the mutant scale factor.
Crossover
The operator is utilized to generate a new trial vector x ′′ i,g+1 and there are two crossover strategies which include the binomial crossover and the exponential crossover [20] . In this paper, the binomial crossover is selected for the research and defined as follows:
Where CR [0,1] is the crossover factor; m [1,D] is a random integer which ensures x ′′ i,g+1 can get at least one parameter from x′ i,g+1 .
Selection
The operator is utilized to choose a better vector between the trial vector x ′′ i,g+1 and the target vector x i based on fitness values. f (x) is the fitness function value of x. Therefore the selection criterion is expressed as follows:
Particle Swarm Optimization (PSO)
In PSO, each particle represents a potential solution for the specific issue and varies with its position and velocity in the feasible space. At iteration g, the D-dimensional position vector and velocity vector of the particle i can be represented as x i,g =(x i1,g ,…,x iD,g ) and v i,g =(v i1,g ,…,v iD,g ), respectively. The individual best position of the particle i achieved and the global best position of the whole swarm based on fitness values up to the current iteration can be represented as p besti =(p besti1 ,…,p bestiD ) and g best =(g best1 ,…,g bestD ), respectively. There exist three components that have an impact on the velocity of a particle, namely inertia, cognition, and society [18] . The particle tries to modify its position according to the current velocity and it can be formulated as:
Where ω is the inertia weight; c 1 and c 2 are positive constants and considered as acceleration coefficients to make the particle accelerate toward the best position; r 1 and r 2 are uniformly distributed random variables between 0 and 1.
PROPOSED EFFICIENT APPROACH
In this section, an efficient approach is proposed to enhance the search ability of the DE and PSO, which named improved hybrid differential evolution algorithm (IHDE).
Mutation
The mutation strategy of IHDE algorithm contains the effect of other individual difference and the impact on the velocity of a particle, namely, inertial, cognitive, and social, which can be described as follows:
Where x pbest is randomly selected from the excellent individuals rather than the individual best position of the particle i and the excellent individuals are the best (p×NP) individuals in the population based on the fitness value; x Gbest represents the global best solution. The larger the values of F and ω are, the stronger the exploration capability will be, which may lead to slower convergence. On the contrary, the exploitation capability will be stronger, which may lead to premature convergence. Therefore, the improvement of the parameters should be implemented, which directly affect the search precision and convergence speed. In IHDE algorithm, both the mutant scale factor F and the inertia weight ω are varied in its range aimed to perform a global search firstly and then perform a local search, which can be expressed as:
Crossover
The learning mechanism is added to the crossover which can be formulated as follows:
Where x learnij is generated by the target vector x i,g and the mutant vector x′ i,g+1 through the learning mechanism and expressed as:
Where r 3 and r 4 are uniformly distributed random variables between 0 and 1.The crossover factor CR i is generated according to a normal distribution of mean μ i and standard deviation 0.1 which can be defined as follows:
Where cr is a positive constant between 0 and 1; mean C () is the arithmetic mean of C R ; μ i is initialized to be 0.5 and C R represents the set of all crossover factors which successfully obtained a better solution at generation g.
Selection
In order to find the solution in the feasible space, the algorithm proposes a greedy selection strategy considering the constraint condition. If only one of the two solutions' penalty functions is zero, the section is performed as follows:
Otherwise, the selection criterion is defined as DE as follows:
The penalty function will be explained in detail in section 4.5.
Replacement Mechanism
The mechanism replaces the individual which is not improved by a predetermined number of trials with a new one, and its steps are summarized as follows:
Step 1: Set the un-updated number, u=0.
Step 2: Check whether the individual has been updated.
Step 3: If the individual is not updated, the un-updated number adds one, u=u+1. On the contrary, the number is changed to zero.
Step 4: Check whether the individual has not updated for predefined limit trails. If exists, replace it with a new one by Eq.(16) and change the un-updated number to zero.
Constraint Handing Method
In this method, the inequality constraints of state variables which contain real power generation at slack bus, reactive power generation at PV buses, load bus voltage magnitude and line loading are incorporated into the objective function using a penalizing strategy to keep the variables within its limits. The strategy introduces a penalty function which can be formulated as:
(32)
Where K V ‚K Q ‚K P and K S are the penalty factors of the state variable, respectively. X lim depended by the corresponding state variable can be expressed as follows:
Where X imin and X imax are the lower and upper bounds of the state variable, respectively. Furthermore, the values of the penalty factors are dynamic in the optimization process and can be calculated as:
Penalty( ) 0,Penalty( ) 0 Penalty( ) 0,Penalty( ) 0
Where K Fg represents the penalty factor at the generation g; K Fmin and K Fmax are the lower and upper bounds of the penalty factor, respectively. At the beginning of the optimization, the penalty is smaller aimed to pick out the solution with better function value and then it increases gradually as the iteration to obtain the solution which satisfies security constraints. The penalty function and the original objective function form a new fitness function to avoid the state variable violating the limits, which can be formulated as:
On the other hand, the control variable is self-constrained. When the independent variable violates limits, the position of the individual will be adjusted as follows:
Where x j.best is the corresponding variable of the best individual, r 1 and r 2 are uniformly distributed random variables between 0 and 1.
Implementation of IHDE Algorithm
The proposed IHDE algorithm for solving OPF problem is summarized as follows:
Step 1: Establish the OPF problem model and enter power system date and algorithm parameters.
Step 2: Initialize the population by Eq. (16) and set the iteration number, g=1.
Step 3: Evaluate the penalty function value and the fitness value of the population and select the excellent individuals and the global best solution.
Step 4: Update the mutant scale factor F, the inertia weight ω and the crossover factor CR i .
Step 5: Apply the mutation and the crossover of IHDE algorithm to generate a new trial vector x ′′ i,g+1
Step 6: Evaluate the penalty function value and the fitness value of x ′′ i,g+1 .
Step 7: Apply the selection of IHDE algorithm between x ′′ i,g+1 and x i,g .
Step 8: Update the population, the excellent individuals and the global best solution.
Step 9: Apply replacement mechanism.
Step 10: Stop and memorise the global best solution if the iteration number g reaches the maximum, else set g=g+1 and go back to Step 4.
SIMULATION RESULTS and DISCUSSION
In this section, model systems and simulation analysis are represented. The IHDE algorithm has been applied to the IEEE 30-bus and IEEE 57-bus for solving the OPF problem and compared with DE, PSO and the simulation results of other methods presented in the recent literatures. In addition, 3 different cases are studied which summarized in Table 1 . The simulations were performed in matlab2014 on a personal computer with 3.30GHz processor and 8.00GB for RAM. As mentioned before, there are many control parameters of DE, PSO and IHDE need to be set. Here, the population sizes (N p ), maximum iteration number (g max ) and so on are given in the Table 2 . For each case 30 runs are conducted to get the solution quality. The lower limit of the penalty parameters are all chosen as 10, and the upper limit of the penalty parameters are chosen as 100 in IEEE 30-bus system while 1000 in IEEE 57-bus. 
IEEE 30-Bus System
The system has 6 generators, 41branches, 9 shunt VAR compensations and 4 transformers, which also has 2.834p.u. for the active power demand and 1.262p.u. for the reactive power demand on base of 100MVA. In addition, the detailed line date, the bus date and the cost coefficients are given in [21] and [2] . The minimum and maximum limits of transformer taps are 0.9p.u. and 1.1p.u., respectively. The lower and upper limits of bus shunt capacitors are 0.0p.u. and 0.05p.u., respectively. Furthermore, the voltage magnitudes of generator buses are assumed to vary in the range [0.95, 1.1] p.u. and the lower and upper limits of load buses are considered to be 0.95p.u. and 1.05p.u., respectively.
Case 1: Minimization of Quadratic Cost Function
The objective function of minimization of quadratic cost is defined as Eq. (13) and Eq. (14) . The optimal control variables of IHDE, DE, and PSO for case 1 are shown in Table 3 . In order to verify the efficiency of the proposed algorithm, the results are compared with other methods reported in the literatures and their details are shown in Table 4 . As shown in the tables, the minimization of quadratic cost obtained by IHDE, DE, and PSO are 800.4152 $/h, 800.5409 $/h and 800.6488 $/h, respectively. And the result of IHDE is better than DE, PSO, ARCBBO [10] , MGBICA [22] , MSA [11] and ABC [7] . Although the results obtained from GSA [23] and BBO [24] get less cost but the optimal solutions violate system security constraints mentioned before. Moreover, Fig. (1) shows the optimal convergence curves and Fig. (2) shows the results in 30 independent simulations of IHDE, DE, and PSO for case 1. It can be seen in Fig. (2) that IHDE has a stronger robustness. 
Case 2: Minimization of Transmission Real Power Losses
The objective function of minimization of transmission real power losses is defined as Eq. (15). The optimal control variables of IHDE, DE, and PSO for case 2 also are shown in Table 3 and the comparison of the results obtained from other methods reported in the literatures are shown in Table 5 . As shown in the tables, the minimization of transmission real power losses obtained by IHDE, DE, and PSO are 3.085644 MW, 3.128384 MW and 800.3.132461 MW, respectively. And the result of IHDE is better than DE, PSO, ABC [7] , DSA [12] , MSA [11] and MGBICA [22] . On the other hand, the result of HS [25] is less than IHDE's and defined as infeasible solution because it doesn't satisfy the security constraints. Furthermore, Fig. (3) shows the optimal convergence curves and Fig. (4) shows the results in 30 independent simulations of IHDE, DE, and PSO for case 2. Fig. (3) demonstrates that IHDE has better convergence. Fig. (1) . The optimal convergence curves for Case 1 of IEEE 30-bus system. 
IEEE 57-Bus System
The system has 7 generators, 3 shunt VAR compensations and 15 transformers, which also has 12.508 p.u. for the active power demand and 3.364 p.u. for the reactive power demand on base of 100MVA. All detailed line date, the bus date and the cost coefficients are given in [26] . The minimum and maximum limits of transformer taps are 0.9p.u. and 1.1p.u., respectively. The lower and upper limits of bus shunt capacitors are 0.0p.u. and 0.3p.u., respectively. Furthermore, the voltage magnitudes of generator buses are assumed to vary in the range [0.9, 1.1] p.u. and the lower and upper limits of load buses are considered to be 0.94p.u. and 1.06p.u., respectively. In this system, the maximum iteration number g max is set as 1000. Fig. (4) . The results' distribution for Case2 of IEEE 30-bus system.
Case 3: Minimization of Quadratic Cost Function
The objective function is defined as case 1. The optimal control variables of IHDE, DE, and PSO for case 3 are shown in Table 6 and the comparison of the results obtained from other methods reported in the literatures are shown in Table 7 . As shown in the tables, the minimization of quadratic cost obtained by IHDE, DE, and PSO for case 3 are 41667.99 $/h, 41699.16 $/h and 41702.78 $/h, respectively, and the result of IHDE is better than DE, PSO, ABC [7] , ICBO [1] , DSA [12] and MSA [11] . The Table 6 demonstrates IHDE algorithm can get less cost than other intelligent algorithms in the feasible space. Moreover, Fig. (5) shows the optimal convergence curves and Fig. (6) shows the results in 30 independent simulations of IHDE, DE, and PSO for case 3. Fig. (5) . The optimal convergence curves for Case 3 of IEEE 57-bus system. ABC [7] 41693.9589
ICBO [1] 41697.3324
DSA [12] 41686.8200
MSA [11] 41673.7231 Fig. (6) . The results' distribution for Case3 of IEEE 57-bus system.
CONCLUSION
An improved hybrid differential evolution algorithm (IHDE) based on DE and PSO has been proposed in this paper to solve the optimal power flow problem which is a large-scale, multi-constrained and nonlinear optimization problem. In order to show the practicability of the proposed algorithm, the generator quadratic cost and the transmission real power losses objective functions are considered for the OPF problem. Then the IHDE, DE and PSO are tested on the two systems: IEEE30-bus system and IEEE57-bus system. Furthermore, the results obtained from the IHDE algorithm are compared with DE, PSO and other methods reported in the recent literatures. As the simulation results indicated, the IHDE algorithm can solve the OPF problem successfully and has better robustness and convergence characteristics while getting the solutions with high quality.
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