We consider an optimal control problem subject to the thin-film equation. The PDE constraint lacks well-posedness for general right-hand sides due to possible degeneracies; state constraints are used to circumvent this problematic issue and to ensure well-posedness. Necessary optimality conditions for the optimal control problem are then derived. A convergent multi-parameter regularization is considered which addresses both, the possibly degenerate term in the equation and the state constraint. Some computational studies are then reported which evidence the relevant role of the state constraint, and motivate proper scalings of involved regularization and numerical parameters.
Introduction
Let Ω = (a, b) ⊂ ℝ, < T < ∞, let λ, C > , u ∈ L (H ), and H (Ω) ∋ y ≥ C be given. The one-dimensional thin film equation with external control u : Ω T → ℝ reads as follows: Find y : Ω T → ℝ such that (β > ) y t = −(λ|y| β y xxx ) x + u x , (1.1)
The aim of this problem is to control the height y of a fluid film via an external map u x : Ω T → ℝ, while respecting a state constraint to prevent its rupture (i.e., y(t, x) = ). The governing equation (1.1) is in divergence form to avoid evaporation or wetting effects. A possible application of the above optimal control Problem 1.1 is in the fabrication of electronic chips, where thin layers of different material are deposited on a Si wafer [5] . For an efficient electronic circuit, each layer has to constitute a specific profileỹ where the material should be deposited. The problem is to find external forces such that the solution of (1.1) is near this desired profileỹ . Equation (1.1) is, e.g., derived in [4, 7, 20] , see also [14] : we consider the fluid layer to be thin, i.e., τ := height/length ≪ . A non-dimensional transformation from the classical Navier-Stokes equation which is based on the small ratio τ and a Taylor expansion of the terms, together with the assumption of a socalled no slip boundary condition (cf. [20, p. 936 ]) leads to an asymptotic expansion in τ. Neglecting higher order terms of τ, and the proper use of boundary conditions then leads to (1.1) . We note that through the transformation process, a conservative force on the right-hand side of the Navier-Stokes equation transforms into an additional term −(g (y)y x ) x on the right-hand side in (1.1), where g denotes a potential function (see [4] for details). Hence, a control problem for the Navier-Stokes equation with distributed conservative force (cf. [1] ) transforms 'naturally' into an optimal control problem for the thin film equation where a potential function g is to be found, instead of searching for an L (H ) control function u as in Problem 1.1 for (1.1). However, it is not clear how to deal with such a problem in general, and there are only a few works in this direction which deal with inverse problems, see, e.g., [19] . The authors are not aware if and how the methods which are used there can be transformed to more complicated scenarios such as (1.1) . Also, we are not aware how to practically construct such a potential function unless the potential function is specified to belong to a specific class of functions (e.g., polynomials, or a sum of other given potentials). Therefore, we will neglect such an g -term in this work.
The fundamental analytical work for the PDE (1.1) with u ≡ is [6] , where uniform bounds in terms of the energy E[y] = ∫ Ω |y x | dx for a solution of a regularized version of (1.1) are used to construct a weak solution of (1.1); cf. [6, Theorem 3.1] . Positivity of solutions of (1.1) with u = for β ≥ is then shown by a contradiction argument which uses the entropy functional see [6, Theorem 4.1] . We briefly recapitulate this argument to show Lemma 2.7, which later then settles solvability of Problem 1.1; see Theorem 3.1. Our main goal is then to derive necessary optimality conditions for Problem 1.1. For this purpose, we need to modify some of the proofs in [6] to properly address equation (1.1) with general right-hand side u x . In particular, it is the possibly degenerate character of the PDE (1.1) which affects some energy arguments, while the entropy argument mentioned above is not known to be valid any more for u ̸ = ; see also Figure 2 , where an approximate solution taking values in ℝ to a given non-trivial external force u x is displayed.
This problematic issue of PDE (1.1) is also apparent in Problem 1.1 (in the absence of the state constraint). To avoid it, one strategy could be to only take into account those exterior forces u x for which a corresponding solution y exists. Unfortunately, we cannot give a good characterization of such a set of controls, and we do not know topological properties of it. There are a few recent articles dealing with different degenerate optimal control problems which share this problematic issue; see, e.g., [11] [12] [13] . A second strategy to overcome this problem is to ensure the strict positivity of solutions to (1.1) by a state constraints as stated in Problem 1.1. General controls u are admitted in this case, but to derive necessary optimality conditions becomes more involved.
We refer the reader to [12] where both strategies are compared for a different equation, and the second scenario is given preference to cope with possible degeneracies arising in the governing equation. It is argued that the set of external forces in the first scenario may not be rich enough, and therefore possible target profiles y may not be reached. It is also in this work that we prefer the second strategy to study Problem 1.1.
Our first result is solvability of the optimal control Problem 1.1. Then, we use an abstract result for state constrained optimization problems from [2] to derive necessary optimality conditions for Problem 1.1. In order to overcome technical difficulties in the proofs in Section 4, we need controls u ∈ L (H ) in (1.1), which is already stated in Problem 1.1. This implies y ∈ L (H ) ∩ H (L ) for states, which is then sufficient to construct Lagrange multipliers in proper spaces.
The optimality conditions (3.8) involve non-regular Lagrange multipliers in the dual space of L (H ) ∩ H (L ), which hinders an immediate numerical treatment: a typical strategy to overcome this problem is to relax the state constraint y ≥ C by penalty approximation [9] , Moreau-Yosida approximation [17] , or mixed control-state constraints (Lavrentiev regularization) [21] . We recall that the state constraint is not an additional requirement on admissible states, but is essential for the well-posedness of the PDE (1.1).
We propose the following strategy to ensure well-posedness of (1.1) in the context of relaxation methods: • We establish regularity results for the regularized PDE (2.1) (Section 2), then show solvability of Problem 1.1 and derive necessary optimality conditions (Section 3). • In Section 4, we study the optimal control Problem 4.1 which uses the regularized state equation (2.1) for ε > . In particular, related optimality conditions (4.1) are derived, and convergence to the necessary optimality conditions (3.8) of the original Problem 1.1 is shown. For this purpose, it is relevant to bound the norm of u x as it is given in the functional, which helps to properly bound all corresponding Lagrange multipliers. • In Section 5, we show convergence of the penalty approach (Problem 5.1) towards Problem 4.1 for γ → .
Since the equality constraint in Problem 5.1 is well-posed for every ε > , we may use a standard numerical approach to solve the corresponding optimality conditions (5.2) . Corresponding computational studies are reported in Section 6 which study proper balancing of finite parameters ε, γ > to numerically solve the necessary optimality conditions for Problem 5.1. The flowchart in Figure 1 gives a course overview of the outline and the most important theorems.
We emphasize the relevancy to study the intermediate optimization Problem 4.1 since it is not clear how to simultaneously tend both regularization parameters to zero. In particular, the parameter γ > to regularize the state constraint is the first which tends to zero; it is here that we benefit from the well-posedness of the involved equality constraint for every ε > to construct a solution of the intermediate optimization Problem 4.1.
To our knowledge, this is the first work which deals with optimal control subject to the thin film equation. A regularization of Problem 4.1 (ε = ) is studied in [22] , which coincides with the intermediate optimal control problem but without state constraints. However, existence for the limiting problem related to Problem 1.1, and a convergence analysis for ε → are left open in [22] .
Throughout this article, we use the following notation: We write ‖⋅‖ for the L (Ω) or L (Ω T )-norm when it is clear from the context that we only integrate in space or both in space and time. Let W k,p and H k := W k, denote standard Sobolev spaces. By
we refer the reader to standard Bochner spaces. The space C ensembles continuous functions, while C ,α denotes corresponding Hölder spaces.
The dual pairing of X and its dual space X * is denoted as ⟨⋅, ⋅⟩ X,X * . For the scalar products in L and L (L ), we write (⋅, ⋅) at places where no ambiguities arise; otherwise, we add the corresponding spaces as index to the scalar product.
We use C as a generic non-negative constant; to indicate dependencies, we write C(⋅).
The Regularized State Equation
We show properties of solutions of a regularization of equation (1.1). The arguments in this section adapt corresponding ones in [6] . In particular, y is Hölder continuous in space, i.e., there exists a constant H space > such that
Regularity and Properties of Solutions
Proof. We multiply (2.1) with −y xx , integrate over Ω, and arrive for almost all t ∈ [ , T] at
For σ > , the term I can be estimated by
Using that λ|y| β + ε ≥ λC β + ε, choosing σ sufficiently small, and finally using Gronwall's inequality validates the lemma. The Hölder continuity follows by one-dimensional Sobolev embeddings.
Proof. The proof uses arguments similar (for u = ) to those given in [6, Lemma 2.1].
Step 1: Assume the statement is not correct. Then for every M > there exist
Without restriction let us assume that t < t and y(t ) > y(t ). Then (2.5) reads as
In the proof, we will show that M can be uniformly bounded with respect to x , t and t , which contradicts (2.6).
We construct an appropriate test function for the equation (2.1). Let
where M is from (2.6), and H space from Lemma 2.3. The function ξ ∈ C ∞ has the properties ξ (x) = ξ (−x), ξ (x) := for ≤ x < L for some L > (L will be chosen later and will only depend on H space > from Lemma 2.3 and on Ω), ξ (x) := for x ≥ and ξ ὔ (x) ≤ for x ≥ . In particular, we have
We define the function θ δ by
We consider the function ϕ(t, x) := ξ(x)θ δ (t), multiply (2.1) with ϕ, integrate over Ω T and get
Step 2: We derive a lower bound for the left-hand side of (2.7). By the construction of θ δ , its time derivative approximates like a Dirac function evaluated at t and t , respectively. More precisely, for δ → we have
We consider points x such that
since the corresponding integral in (2.7) outside this ball vanishes. For such x, by (2.6) and Lemma 2.3, we have
where we also used (2.9). For L = L(Ω, H space ) > appropriate, we have {ξ = } ⊂ Ω. We may estimate the term in (2.8) from below as follows:
Step 3: We derive an upper bound for the first term on the right-hand side of (2.7):
T
where we used that the first two norms are uniformly bounded via Lemma 2.
is the Lebesgue measure of the support of θ δ , where we use that θ δ is uniformly bounded by . (We highlight the affiliation of each term in the last estimate.) Note that the constant C depends on H space from Lemma 2.3 (i.e., on T, C , E[y ], and ‖u‖ L (L ) ), but it does not depend on ε, M or δ.
Step 4: We estimate the second term in (2.7):
Step 5: For δ → , we get at the end
where the constant C is independent of x , t , t and M. This leads to M ≤ C, which contradicts (2.6), and the lemma follows.
Proof. We rewrite the main part of equation ( 
We calculate for σ > , using H (Ω) ⊂ L ∞ (Ω),
We now absorb the terms on the right-hand side of (2.12) which are led by σ > into the lower bound of I . Those led by C(σ) are integrable in time by (2.3), and we deduce (2.10) with the help of Gronwall's lemma.
Existence
For every ε > , the regularized equation (2.1) has a unique weak solution. Proof. This follows from standard parabolic theory since the leading part of the equation is uniformly parabolic.
In contrast, it is not clear if there is a solution of (1.1) for general u and, even more, whether it is non-negative. The following lemma asserts non-negativity of solutions of (1.1) for u = ; the proof of it was first given in [6, Theorems 3.1 and 4.1], and uses the entropy functional
This result for the PDE (1.1) is relevant to later infer solvability for Problem 1.1, hence we here recapitulate its proof from [6] . 
But since β ≥ , the leading integral is infinite by assumption, which is a contradiction.
There are two ways to construct a solution of (1.1) by a sequence {y ε } solving (2.1) for a sequence ε → : one strategy is to restrict to more regular right-hand sides u ∈ L (H ) which allow uniform estimates as in Lemma 2.5 with respect to ε > . Another strategy which we will use here is the following: if all iterates y ε have a pointwise lower bound which is uniformly bounded away from zero with respect to ε > , then it is also possible to pass to the limit, even without the use of more regular right-hand sides u. The following two lemmas reflect both situations independently. Proof. We use integration by parts for the term −(u x , y xx ) = (u xx , y x ) ≤ ‖u xx ‖ + ‖y x ‖ in (2.4). As a consequence, we obtain uniform bounds for y ε ∈ C(C , ) with respect to ε > as stated in Lemma 2.3 without the requirement on lower bounds. Because of Lemma 2.4, the sequence {y ε } is uniformly bounded in C , (C , ), such that there exist a subsequence and y ∈ C(C , ) satisfying y ε → y uniformly in Ω T , and y solves (1.1). By [6, Theorems 3.1 and 4.1], solutions of (1.1) are unique, such that the limit of every convergent subsequence of {y ε } must be a solution of (1.1). Hence the whole sequence {y ε } converges to the solution y. In order to show that y solves (1.1), we perform limits term by term in (2.1); it is due to the uniform lower bound for each of the {y ε } that this is easier than in the proof of Lemma 2.8. It is clear for the linear terms; for the non-linear term, we calculate for φ ∈ C ∞ (Ω T ) along the given subsequence
Because of the uniqueness of solutions of (1.1), we may again infer convergence of the whole sequence {y ε }.
The assumption y ε ≥ C > for all {y ε } in Lemma 2.9 is rather strong. However, such a sequence exists for an optimal control problem which involves (2.1) together with y ε ≥ C ; cf. Problem 4.1 below.
Analysis of the Optimization Problem Without Regularization
We show solvability for the original optimization Problem 1.1 and derive necessary optimality conditions. The constant C > has to be chosen in such a way that Lemma 2.7 holds. 1) . Moreover, we have y ≥ C .
Step 3: By the weak lower semi-continuity of the functional J, (y, u) is a minimizer of Problem 1.1.
In the rest of this section, we derive necessary optimality conditions for a minimum obtained by Theorem 3.1.
The key step to derive this is the following abstract result about optimal control problems with state constraints, which is obtained in [2] . 
Let the following assumptions be true:
is a convex subset with non-empty interior (measured in the topology of W).
(iv) G ὔ x (x ,ū ) : X → V is surjective. Then there exists (p, μ, ζ) ∈ V * × W * × ℝ such that ζ ⟨J ὔ x (x ,ū ), x⟩ X,X * + ⟨p, G ὔ x (x ,ū )x⟩ V,V * + ⟨μ, H ὔ (x )x⟩ W,W * = for all x ∈ X, (3.1a) ζ ⟨J ὔ u (x ,ū ), u⟩ U,U * + ⟨p, G ὔ u (x ,ū )u⟩ V,V * = for all u ∈ U, (3.1b) ζ ≥ , (3.1c) ⟨μ, w − H(x )⟩ W,W * ≤ for all w ∈ C,(3.
1d)
and if ζ = then ⟨μ, w⟩ W,W * ̸ = for some w ∈ C. If we additionally assume that there exists (x, u) ∈ X × U such that
2b)
then we can take ζ = .
We now apply this general result to our setup in Problem 1. Proof. Assertion (i) follows from Lemma 2.5, and (ii) is clear by definition. Let us show (iii). Clearly, the set C is convex, since it is the intersection of two convex sets. We note that the setC := {v ∈ C(Ω T ) : v ≥ C in Ω T } has non-empty interior (e.g.,v = C is an interior point), i.e., there exist a pointv ∈ C and r > such that B r (v ) ⊂C. Without loss of generality, we can assume thatv ∈ W due to the density of W ⊂ C(Ω T ). Since the embedding id : W → C(Ω T ) is continuous by Sobolev embeddings, the preimage id − (B r (v )) ⊂ C is open, hence there exists an open neighborhood of id − (v ), and this C has non-empty interior in the topology of W.
We now check that the remaining assumptions in Lemma 3.2 are valid. In order to write down (3.1), we have to show that G ὔ
x (x ,ū ) : X → V is surjective, which is done in the following.
Lemma 3.4. The function G as defined above has the following Fréchet derivatives:
Proof. The function G is smooth and the derivation of it is a straightforward calculation. For a test function φ ∈ X, we write
Since βλ(ȳ ) β− ≥ βλC β− > , we can estimate the last term in (3.5) as follows:
with σ > . The remaining term in (3.5) is either uniformly H -coercive (sinceȳ ≥ C ) or is of lower order. Therefore, there exists a solution v ∈ L (H ) ∩ H (H − ) of (3.4). As in the proof of Lemma 2.5, we can write the operator in non-divergence form:
i.e., the leading part of equation (3.4) is uniformly elliptic sinceȳ ≥ C . We proceed similarly to the proof of Lemma 2.5 and multiply the equation with v xxxx to absorb the lower order terms into the leading term in (3.6) . We may then infer that the solution v is as regular as claimed.
We now show that the regular point conditions (3.2) from Lemma 3.2 are fulfilled. For this goal, it is important to make use of the surjectivity of the derivative of G. due to Lemma 3.4. By Lemma 3.5, the left-hand side of (3.7) is surjective, i.e., there exists aũ x ∈ L (L ) such that (3.7) holds. Sinceū x is known and we do not have additional constraints on u, there exists a u x ∈ L (L ) such that (3.7) holds. To summarize, we have constructed (y, u) ∈ X × U such that both conditions (3.2a) and (3.2b) hold. Proof. We use Lemma 3.2 whose hypotheses are fulfilled by Lemmas 3.3, 3.4, 3.5, and 3.6.
Optimization with Regularization in the Equation
We consider a modification of Problem Proof. Let y ε : Ω T → ℝ be the weak solution of (2.1) with u = . By Lemma 2.8 there exists ε > such that sup <ε≤ ε ‖y − y ε ‖ C(Ω T ) ≤ C , where y ≥ C in Ω T solves (1.1) with u = ; see Lemma 2.7. The remaining two steps in the proof of Theorem 3.1 are now applicable.
We may use Lemma 3.2 to derive necessary optimality conditions since all requirements are fulfilled as in the proof of Theorem 3.7. We are now able to state and prove the first main theorem of the paper. (up to a subsequence, respectively) . The limiting functions (y * , u * , z * , μ * ) are a solution of (3.8).
Proof. Step 1:
We first show that {u ε } is uniformly bounded in L (H ). To do so, we give a functionū and a corresponding solutionȳ ε , which is feasible for every ε > small enough, i.e., which solves (2.1) together withȳ ε ≥ C . For u = and ε = , by Lemma 2.7 there exists a weak solutionȳ of ( 
Since {ȳ ε } is uniformly bounded (with respect to ε > ) in L (H ) ∩ H (L ) by a constant depending on the fixed norm ofū = , we may deduce that the solution (y ε , u ε ) of Problem 4.1 satisfies J(y ε , u ε ) ≤ J(y ( ) ε , ) < ∞, i.e., by construction of the functional J, the sequence {u ε } is bounded uniformly in L (H ). Hence there exists a u * ∈ L (H ) such that u ε ⇀ u * weakly in L (H ).
Step 2: By Lemma 2.5, the solution y ε of (2.1) is uniformly bounded in L (H ) ∩ H (L ) (with respect to ε > ), i.e., there exists y * ∈ L (H ) ∩ H (L ) such that y ε ⇀ y * weakly in L (H ) ∩ H (L ). Since all y ε ≥ C , we have y * ≥ C and y * solves (1.1) by Lemma 2.9.
Step 3: We show that the Lagrange multipliers {(z ε , μ ε )} are uniformly bounded (with respect to ε) in their corresponding spaces: Since {u ε } is bounded in L (H ), we have that {z ε,x } is bounded uniformly in L (H − ).
We will now consider (4.1d) and may show that μ ε is uniformly bounded in (L (H ) ∩ H (L )) * , i.e., we have to show that ‖μ ε ‖ (L (H )∩H (L )) * = sup ψ∈L (H )∩H (L ) ‖ψ‖ L (H )∩H (L ) ≤ |⟨μ ε , ψ⟩| is bounded independently from ε > . Since μ ε is on the right-hand side of (4.1d), we can represent μ ε by means of y ε and z ε , i.e., we have We estimate those terms as follows and use the bounds from the first steps (and Sobolev embeddings):
where we used that ‖ψ‖ L (H )∩H (L ) ≤ .
Adding up, we arrive at sup ε> ‖μ ε ‖ (L (H )∩H (L )) * ≤ C, i.e., {μ ε } is uniformly bounded with respect to ε > .
Step 4: By the bounds from the previous step, there exist z * x ∈ L (H − ) and μ * ∈ (L (H ) ∩ H (L )) * such that z ε,x ⇀ z * x weakly in L (H − ), and μ ε ⇀ μ * weakly in (L (H ) ∩ H (L )) * .
Step 5: Being equipped with the bounds and the convergence result in the last step, we may now show that (z * , μ * ) solves (3.8c), (3.8d), and (3.8e) by taking the limit in (4.1c), (4.1d), and (4.1e). This concludes the proof.
Penalty Approximation
spaces by the second part of the proof, and J is weakly lower semi-continuous, we have
where we used Step 1 which relies on (y γ , u γ ) being a solution of Problem 5.1.
Since (ȳ ,ū ) is a minimum of J, all quantities in (5.1) must be equal, i.e., (y * , u * ) is a solution of Problem 4.1.
As in the last sections, we can now derive an analogon to (3.8) and (4.1), respectively, which can be proven even by the standard Lagrange multiplier theorem due to the absence of state constraints. 
Computational Studies
We discretize the optimization Problem 5.1 in space and time and follow the strategy 'first discretize, then optimize' (see, e.g., [18] ) to arrive at the finite-dimensional Problem 6.2. The studies which are reported below are meant to do both, illustrate and complement the theoretical results in the previous sections.
Discretization of the Equation
We use the following space-time discretization scheme for (2.1), which was originally suggested for (1.1) in [3] . Let hN space = b − a and x i := a + ih for i = , . . . , N space denote the set of spatial nodes. Define the standard finite element space V h containing piecewise linear functions, via
cf. [8] . The function P h : L → V h denotes the projection onto V h with respect to the L scalar product.
Let kN time = T, and let t n := nk for n = , . . . , N time denote the nodal points of a time grid which covers [ , T]. In below, let {V n } ⊆ X h denote a family of finite element functions evaluated at subsequent times t n , while V : Ω T → ℝ stands for the piecewise affine, globally continuous time interpolant of {V n }. Sometimes, we also write V(t = t n ) instead of V n .
The discrete version of (2.1) reads as follows.
Then for n = , . . . ,
1b)
The coupled system (6.1) is solved by Newton's method with exact derivatives; all terms (which are polynomials of higher order) are assembled exactly by using an accurate quadrature rule. Lemma 2.6 motivates solvability of (6.1) for ε > . However, for small ε > , the system matrix has a high condition number in the presence of related large values of the approximation of U x (t n ) and small values of {Y n } due to the algebraic form of f ε . We encountered this problem in the form of a singular system matrix on the level of numerical linear algebra. Smaller values of k, larger values of ε and -in the context of optimal control -state constraints help to overcome this issue.
For all experiments in this section, we choose λ = . and β = . The iteration in Newton's method stops if the difference of two consecutive iterations is less than − , or if the maximum number of iterations exceeds . However, except for those experiments with singular system matrices, the observed number of iterates was well below these values (average 2-5/max. 30 iterations; highly depending on the specific experiment).
Simulations of the Equation
We want to find a right-hand side U such that the corresponding solution is non-positive in order to show the need of state constraints for the optimization.
For the first experiment, we take [a, b] = [ , ], T = . , N space = , N time = . We solve (6.1) for U = and U(x) = . sin( πx b−a ) and ε = . . For comparison, we also include the solution Y for U = and ε = ; see Figure 2 . We see that the solution Y becomes significantly negative for U ̸ = , while the solution Y stays positive at all times no matter how ε ≥ is chosen for U = (hence the negativity effect does not depend on ε).
Discretization of the Optimal Control Problem
We use the following discrete version of Problem 5.1 for the simulations. 
where the last term is ignored if we set γ = , and ‖⋅‖ here stands for the Euclidean norm. ForỸ n ∉ V h , we use the interpolation of it. Find (Y, U) which minimizes J γ,disc subject to (6.1).
The corresponding optimality conditions for
] are, for all ≤ n ≤ N time − and Φ ∈ V h , as follows:
together with initial conditions Y = Y , Z N time = . Conditions (6.2), (6.4), and (6.5) are also valid for n = .
Weak solutions of (2.1) are unique, which is also valid for the discrete version (6.1) of it for k > small enough; hence the operator U → Y(U) is well-defined. Therefore, we can use a steepest descent algorithm with Armijo step size rule to numerically solve Problem 6.2; see [16, 18] . The corresponding algorithm we use reads as follows. Algorithm 6.3. Set U = and fix σ * > , < β < , δ tol > . Compute (Y , P ) from solving (6.1), then compute (Z , S ) from solving (6.3) and (6.4). Repeat for r ≥ : (i) Evaluate ∇J (U r ) = αU r + (Z r ) x and evaluateJ (U r ). Here, ∇J (⋅) corresponds to the finite-dimensional version of the gradient ofJ , which is the left-hand side of (6.5). In all the studies below, we set σ * := − and β := . . The stopping condition is set to be δ tol := ⋅ − , which is obtained after up to iterations. The number of iterations highly depends on the given data (i.e., on Y ,Ỹ, and on α, ε, γ > ).
Comparison of the Parameter ε
Let [a, b] = [ , ], T = . , N space = , N time = , and α = − . We solve (6.1) for U = to study the dependencies on ε > ; see Figure 3 . The bigger the value of ε, the more dissipative is the evolution, and the solution becomes almost flat after a short time. In contrast to this, the solution needs a longer period of time to approach a flat profile for small values of ε.
For a large value of ε, the solution is slightly negative in some regions. This is due to the fact that there is no maximum principle for the biharmonic problem, which would enforce the solution to stay positive. This effect vanishes for decreasing values of ε, which is in agreement with Lemma 2.7.
We repeat the above experiment with the same parameters for Problem 6.2 where γ = ; see Figure 4 . In contrast to the previous experiment from Figure 3 , there is no significant difference between the computed evolution of the optimal states for varying values of ε. This is due to the fact that the optimal state Y = Y(ε) belongs to different optimal controls U = U(ε) which drive the solution to approximately attain the given target profileỸ. Figure 4 shows that relevant controls are active, as opposed to Figure 3 where U = .
Comparison of the Parameter γ and Dewetting Application
In this experiment, we take C = . , α = − , ε = . , N space = , N time = , and simulate for different values of γ > ; see Figure 5 . Here,Ỹ is constant in time and the profile is given in the figure. The practical importance of a thin film with locally vanishing height is discussed in [5] , and is known as dewetting effect. 
