The k-regret query aims to return a size-k subset of the entire database such that, for any query user that selects a data object in this size-k subset rather than in the entire database, her regret ratio is minimized. Here, the regret ratio is modeled by the level of difference in the optimality between the optimal object in the size-k subset returned and the optimal object in the entire database. The optimality of a data object in turn is usually modeled by a utility function of the query user. Compared with traditional top-k queries, k-regret queries have the advantage of not requiring users to specify their utility functions. They can discover a size-k subset that minimizes the regret ratio for a whole family of utility functions without knowing any particular of them. Previous studies have answered k-regret queries with additive utility functions such as the linear summation function. However, no existing result has been reported to answer k-regret queries with multiplicative utility functions, which are an important family of utility functions.
INTRODUCTION
Top-k queries [7, 8, 19] and skyline queries [1, 15, 20] have been used traditionally to return a representative subset S of a database D to a query user when the entire database is too large to be explored fully by the query user. These two * Co-first author ordered by surname. 2.8 50 p 4 2.1 55 p 5 2.1 50 p 6 3.0 55
types of queries suffer in either requiring a predefined utility function to model the query user's preference over the data objects, or returning an unbounded number of data objects. Recent studies [10, 14, 26] aim to overcome these limitations by a new type of queries, the k-regret query, which returns a size-k subset S ⊆ D that minimizes the maximum regret ratio of any query user. The concept of regret comes from microeconomics [11] . Intuitively, if a query user had selected the local optimal object in S, and were later shown the overall optimal object in the entire database D, the query user may regret. The k-regret query uses the regret ratio to model how regretful the query user may be, which is the level of difference in the optimality between the local optimal object in S and the overall optimal object in D.
Here, the optimality is computed by a utility function. The k-regret query does not require any specific utility function to be given. Instead, it can return a set to minimize the maximum regret ratio for a family of utility functions such as the linear summation functions.
To illustrate the k-regret query, consider an online computer shop with a database D of computers as shown in Table 1 . There are six computers, i.e., D = {p1, p2, ..., p6}. Every computer pi has two attributes: CPU clock speed and brand recognition, denoted as pi.c1 and pi.c2, respectively. Here, brand recognition represents how well a brand is recognized by the customers. A larger value means that the brand is better recognized. Since the entire database may be too large to be all shown, the shop considers showing only a size-k subset S ⊆ D in the front page as a recommendation. Such a subset may be S = {p1, p3, p5} (i.e., k = 3). When a customer visits the shop, assume that her preference can be expressed as a utility function f1(pi) = 0.5 · pi.c1 + 0.5 · pi.c2. Then the customer may purchase p1 from the recommended subset S since p1 has the largest utility value f1(p1) = 0.5·p1.c1+0.5·p1.c2 = 0.5×2.3+0.5×80 = 41.15 > f1(p3) = 26.40 > f1(p5) = 26.05. Note that another computer p2 ∈ D exists with an even larger utility value f1(p2) = 0.5 × 1.7 + 0.5 × 90 = 45.85. If the customer later sees p2, she may regret. Her regret ratio is computed as f1(p2) − f1(p1) f1(p2) ≈ 10.25%. For another customer with a different utility function f2(pi) = 0.99 · pi.c1 + 0.01 · pi.c2, the computer in S that best suits her preference is p3, i.e., f2(p3) = 0.99 × 2.8 + 0.01 × 50 ≈ 3.27 > f2(p1) ≈ 3.08 > f2(p5) ≈ 2.58. Meanwhile, the overall best computer in D is p6, i.e., f2(p6) = 0.99×3.0+0.01×55 = 3.52. If the customer purchases p3, her regret ratio will be f2(p6) − f2(p3) f2(p6) ≈ 7.05%. Since every customer may have a different preference and hence a different utility function, it is unpractical to satisfy multiple customers with a single set S. Instead of trying to satisfy some customer with a certain utility function, the k-regret query aims to generate a subset S that minimizes the maximum regret ratio for a family of (infinite) utility functions. Existing studies on the k-regret query have focused on additive utility functions where the overall utility of an object is computed as the sum of the utility in each attribute of the object. The linear summation functions f1 and f2 are examples. They can be written in a more general form: f (pi) = d j=1 αj · pi.cj , where d denotes the number of attributes, and αj is the weight of attribute j. Studies [10, 14] have shown that the maximum regret ratio of the k-regret query with additive utility functions can be bounded. However, to the best of our knowledge, so far, no existing bound has been obtained for the k-regret query with multiplicative utility functions (MUFs).
In this paper, we break the barrier of bounding the maximum regret ratio for the k-regret query with MUFs. An MUF computes the overall utility of an object as the product of the utility in each attribute, i.e., f (pi) = It is more expressive especially in modeling the diminishing marginal rate of substitution (DMRS) [22] . The DMRS is a common phenomenon. It refers to the fact that, as the utility in an attribute j gets larger, the extent to which this utility can make up (substitute) for the utility in any other attribute j ′ decreases (diminishes). For example, a higher CPU clock speed may make up for a less known brand. However, as the CPU clock speed gets higher, the extent to which it can make up for the brand recognition decreases, since most customers only need a moderate CPU rather than an extremely fast one. This phenomenon cannot be modeled by an additive utility function such as f1 or f2, where a given amount of increase in attribute 1 always makes up for a fixed amount of utility in attribute 2, and vice versa. As a result, f1 and f2 favor objects with maximum values in certain attributes (e.g., p2 in c2 and p6 in c1). An MUF such as f3(pi) = pi.c
2 , on the other hand, models the DMRS much better. It favors objects with a good (but not necessarily the best) utility in more attributes, e.g., p1 suits f3 the best, which is reasonably good in both attributes.
The higher expressive power of MUFs also brings significant challenges in bounding the maximum regret ratio for them. It is much more difficult to tightly bound the product of a series of exponential expressions. In this study, we overcome these challenges with an algorithm named MinVar. We show that this algorithm can obtain a maximum regret ratio bounded between Ω( 1 k 2 ) and O(ln(1 + 1
for the k-regret query with MUFs. To showcase the applicability of the MinVar algorithm in real world scenarios, we apply it on k-regret queries with a special family of MUFs, the Cobb-Douglas functions, which are used extensively in economics studies [4, 6, 24] . As a by-product, we obtain a new upper bound O( 1
) of the maximum regret ratio for the k-regret query with the Constant Elasticity of Substitution (CES) functions [24] . This type of function is closely related to the Cobb-Douglas functions. Our upper bound is tighter than a previously obtained upper bound [10] .
To summarize, this paper makes the follows contributions:
• We are the first to study the k-regret query with multiplicative utility functions.
• We propose an algorithm named MinVar to process the query. Based on this algorithm, we obtain bounds of the maximum regret ratio for the k-regret query with multiplicative utility functions. We introduce an extra heuristic based on redundancy elimination to further lower the maximum regret ratio, which results in an improved algorithm named RF-MinVar.
• We showcase the applicability of the proposed algorithms on a special type of multiplicative utility functions, the Cobb-Douglas functions, and a closely related type of functions, the CES functions.
• We perform extensive experiments using both real and synthetic data to verify the effectiveness and efficiency of the proposed algorithms. The results show that the regret ratios obtained by the proposed algorithms are constantly small. Meanwhile, the proposed algorithms are more efficient than the baseline algorithms.
The rest of the paper is organized as follows. Section 2 reviews related studies. Section 3 presents the basic concepts. Section 4 describes the proposed algorithms to process kregret queries with MUFs, and derives the bounds of the maximum regret ratio. Section 5 applies the proposed algorithms on two special types of utility functions, the CobbDouglas function and the CES function, and shows their bounds of the maximum regret ratio. Section 6 presents experimental results and Section 7 concludes the paper.
RELATED WORK
We review two groups of related studies: the skyline queries and the k-regret queries.
Skyline queries. The skyline query [1] is an earlier attempt to generate a representative subset S of the entire database D without the need of specifying any utility functions. This query assumes a database D of d-dimensional points (d ∈ N+). Let pi and pj be two points in D where i = j. Point pi is said to dominate point pj if and only if ∀l ∈ [1..d], pi.c l ≥ pj.c l , where pi.c l (pj.c l ) denotes the coordinate of pi (pj) in dimension l. Here, the "≥" operator represents the user preference relationship. A point with a larger coordinate in dimension l is deemed more preferable in that dimension. The skyline query returns the subset S ⊆ D where each point is not dominated by any other point in D.
The skyline query can be answered by a two-layer nested loop over the points in D and filtering those dominated by other points. The points remaining after the filtering are the skyline points which are the query answer. More efficient algorithms have been proposed in literature [15, 20] .
While the skyline query does not require a utility function, it suffers in having no control over the size of the set S returned. In the worst case, the entire database D may be returned. Studies have tried to overcome this limitation by combining the skyline query with the top-k query. For example, Xia et al. [25] introduce the ε-skyline query which adds a weight to each dimension of the data points to reflect users' preference towards the dimension. The weights create a built-in rank for the points which can be used to answer the top-k skyline query. Chan et al. [3] rank the points by the skyline frequency, i.e., how frequently a point appears as a skyline point when different numbers of dimensions are considered. A few other studies extract a representative subset of the skyline points. Lin et al. [12] propose to return the k points that together dominate the largest number of nonskyline points as the k most representative skyline subset. Tao et al. [21] select k representative skyline points based on the distance between the skyline points instead. While the studies above return a size-k subset of the entire database, the maximum regret ratio of such a subset is unbounded.
K-regret queries. Nanongkai et al. [14] introduce the concept of regret minimization to top-k query processing and propose the k-regret query. The advantage of this query type is that it does not require query users to specify their utility functions. Instead, it can find the subset S that minimizes the maximum regret ratio for a whole family of utility functions. Nanongkai et al. propose the CUBE algorithm to process the k-regret query for a family of linear summation utility functions, i.e., each utility function f is in the form of f (pi) = d j=1 αj · pi.cj where αj denotes the weight of dimension j. The CUBE algorithm is efficient, but the maximum regret ratio it obtains is quite large in practice. To obtain a smaller maximum regret ratio, in a different paper [13] , Nanongkai et al. propose an interactive algorithm where query users are involved to guide the search for answers with smaller regret ratios. Peng and Wong [17] advance the k-regret query studies by utilizing geometric properties to improve the query efficiency. Chester et al. [5] also consider linear summation utility functions, and propose to compute the k-regret minimizing sets, which is NP-hard.
Kessler Faulkner et al. [10] build on top of the CUBE algorithm and propose three algorithms, MinWidth, AreaGreedy, and Angle. These three algorithms can process kregret queries with the "concave", "convex", and CES utility functions. Nevertheless, the "concave" and "convex" utility functions considered are restricted to additive forms (See Braziunas and Boutilier [2] and Keeney and Raiffa [9] for more details on additive utilities and additive independence). They are in fact summations over a set of concave and convex functions. The CES utility functions also sum over a set of terms. In this paper, we move the study on k-regret queries from additive utility functions to multiplicative utility functions. We present an algorithm that can produce answers with bounded maximum regret ratios for k-regret queries with multiplicative utility functions. As a by-product, we also obtain a new upper bound on the maximum regret ratio for the CES utility functions which is tighter than a previously obtained upper bound [10] .
Zeighami and Wong [26] propose to compute the average regret ratio. They do not assume any particular type of utility functions, but use sampling to obtain a few utility functions for the computation. This study is less relevant to our work and is not discussed further. 
The number of intervals that the data domain is partitioned into in each dimension
PRELIMINARIES
We present basic concepts and a problem definition in this section. The symbols frequently used in the discussion are summarized in Table 2 .
We consider a database D of n data objects. Every data object pi ∈ D is a d-dimensional point in R d + , where d is a positive integer and the coordinates of the points are all positive numbers. We use pi.cj to denote the coordinate of pi in dimension j. This coordinate represents the utility of the data object in dimension j. A larger value of pi.cj denotes a larger utility and hence pi is more preferable in dimension j. A query parameter k is given. It specifies the size of the answer set S (S ⊆ D) to be returned by a k-regret query. We assume d ≤ k ≤ n.
Let f : D → R+ be a function that models the utility of a data object, i.e., how preferable the data object is by a query user. The gain of a query user over a set S models the utility of the set to the query user.
Definition 1 (Gain). Given a utility function f of a query user and a subset of data objects S ⊆ D, the gain of the query user over S, gain(S, f ), is defined as the maximum utility of any object in S, i.e., gain(S, f ) = max
Continue with the example shown in Table 1 . If S = {p1, p3, p5} and f3(pi) = pi.c
0.5 × 80 0.5 ≈ 13.56. By definition, when S = D, the gain of the query user is maximized. However, the entire database D is usually too large to be returned to or fully explored by the query user. When S ⊂ D, the query user may potentially suffer from "losing" some gain comparing with the case where S = D. This loss of gain models how much the query user may regret if she selects the local optimal object from S and is later shown the overall optimal object in D.
Definition 2 (Regret).
Given the utility function f of a query user and a subset of data objects S ⊆ D, the regret of the query user if she selects the optimal object from S, regretD(S, f ), is defined as the difference between the gain of the user over D and her gain over S, i.e.,
The regret ratio is a relative measure of the regret.
Definition 3 (Regret Ratio).
Given the utility function f of a query user and a subset of data objects S ⊆ D, the regret ratio of the query user if she selects the optimal object from S, r ratioD(S, f ), is defined as regretD(S, f ) over gain(D, f ), i.e.,
When S = {p1, p3, p5} and f3(pi) = pi.c ≈ 6.80%. Given a family of utility functions F, the maximum regret ratio formulates how regretful a query user can possibly be if she uses any utility function in F and is given the set S.
Definition 4 (Maximum Regret Ratio). Given a family of utility functions F and a subset of data objects S ⊆ D, the maximum regret ratio if a query user with any utility function in F selects the optimal object in S, mr ratioD(S, F), is defined as the supremum of the regret ratio of any utility function, i.e.,
Here, the supremum is used instead of the maximum because the family of utility functions F may be infinite. Continue with the example above. If F = {f3, f4} then mr ratioD(S, F) = max{0%, 6.80%} = 6.80%.
The k-regret query aims to return the size-k subset S ⊆ D that minimizes the maximum regret ratio.
Definition 5 (K-Regret Query). Given a family of utility functions F, the k-regret query returns a size-k subset S ⊆ D, such that the maximum regret ratio over S is smaller than or equal to that over any other size-k subset S ′ ⊆ D. Formally,
Specific utility functions are not always available because the query users are not usually pre-known and their utility functions may not be specified precisely. The k-regret query does not require any specific utility functions to be given. Instead, the query considers a family of functions of a certain form such as the linear functions [14] , i.e., f (pi) = d j=1 αj · pi.cj where αj is the weight of dimension j. The k-regret query minimizes the maximum regret ratio of any utility function of such form (without knowing the value of αj ).
Our contribution to the study of k-regret queries is the consideration of a family of multiplicative utility functions (MUFs).
Definition 6 (Multiplicative Utility Function).
We define a multiplicative utility function (MUF) f to be a utility function of the following form: We assume that pi.cj has been normalized into the range of (1, 2] to simplify the derivation of the maximum regret ratio bounds. This can be done by a normalization function N (pi.cj ) = 1 + pi.cj maxp i ∈D {pi.cj } . In fact, it is common to normalize the data domain in different dimensions into the same range, so that utility values of different dimensions become more comparable. Note that our derivation of the bounds still holds without this assumption, although the bounds may become less concise. Scale invariance. It has been shown [10, 14] that kregret queries with additive utility functions are scale invariant, i.e., scaling the data domain in any dimension does not change the maximum regret ratio of a set S. This property is preserved in k-regret queries with MUFs. For an
. Such scaling does not affect the regret ratio (and hence the maximum regret ratio), i.e., r ratioD(S, f ′ ) = r ratioD(S, f ):
In what follows, for conciseness, we refer to the regret, the regret ratio, and the maximum regret ratio of a query user simply as the regret, the regret ratio, and the maximum regret ratio, respectively.
THE K-REGRET QUERY WITH MULTI-PLICATIVE UTILITY FUNCTIONS
We propose an algorithm named MinVar to process kregret queries with MUFs in Section 4.1. We derive the bounds of the maximum regret ratios of the query answers returned by MinVar in Sections 4.2 and 4.3. We further improve the maximum regret ratios of the query answers through a heuristic based algorithm in Section 4.4.
The MinVar Algorithm
MinVar shares a similar overall algorithmic approach with that of CUBE [14] and MinWidth [10] which were proposed to process k-regret queries with additive utility functions.
As summarized in Algorithm 1, MinVar first finds the optimal point p Here, the value of t is chosen so that we can obtain sufficient points to be added to S to create a size-k subset. The t intervals in each of the first d − 1 dimensions together partition the d dimensional data space into t d−1 buckets. The algorithm selects one point s * in each bucket that has the largest utility s * .c d in dimension d, and adds s * to S (Lines 9 to 12). There are t d−1 = k − d + 1 points added in this step. Together with the d−1 points previously added, S now has k points, which are then returned as the query answer (Line 13). Figure 1 gives an example. Suppose d = 3 and k = 6, then t = ⌊(6 − 3 + 1) 
Algorithm 1: MinVar
the size of the answer set.
S ← S ∪ {s * };
The FindBreakpoints algorithm. Our contribution of MinVar lies in the sub-algorithm FindBreakpoints to find the breakpoints to partition each dimension i of the data domain into t intervals (Line 8). The intuition of the algorithm is as follows. The optimal point p * for any utility function f must lie in one of the buckets created by MinVar. Let this bucket be B. The algorithm selects a point s * from B to represent this bucket and adds it to S. If p * is selected to be s * , then the regret ratio is 0. To maximize the worst-case probability of p * being selected, we should partition dimen-
Creating the intervals in a dimension sion i such that each interval contains the same number of points. Otherwise, if the intervals are skewed and p * lies in a large interval, its probability of being selected is small.
In CUBE [14] , the data domain is simply broken evenly,
i.e., each interval has the same size of c τ i t , where c τ i denotes the largest utility in dimension i (assuming that the data domain starts at 0). When the data points are not uniformly distributed, the probability of p * being selected to represent its bucket is small. Figure 2 gives an example where d = 2. The two intervals created by CUBE in dimension 1 are highly unbalanced in the number of points in each interval. The point p * has a large utility in both dimensions and may be optimal for many MUFs. However, it will not be selected by CUBE to represent its bucket, since it falls in a dense bucket and there is another point s * with a larger utility in dimension 2. In MinWidth [10] , the data domain is broken with a greedy heuristic. This heuristic leaves out some empty intervals with no data points, and uses a binary search to determine the minimal interval width such that t intervals of such width can cover the rest of the data domain. This algorithm handles sparse data better, but the equiwidth intervals still do not handle skewed data well. Figure 2 shows two intervals created by MinWidth which are still unbalanced (one has 5 points and the other has 3). The two points p * and s * are still in the same bucket.
Algorithm 2: FindBreakpoints
Input: D = {p 1 , p 2 , ..., pn}: a d-dimensional database; t: number of intervals; n : size of D; i: dimension number for which the breakpoints are to be computed; c τ i : the largest utility in dimension i. Output: bps[i]: an array of t pairs of breakpoints. 1 Sort D ascendingly on dimension i; let the sorted point sequence be
To overcome these limitations, our FindBreakpoints algorithm adaptively uses t variable-width intervals such that the number of points in each interval is as close to ⌈ n t ⌉ as possible (cf. Figure 2 , where the two gray intervals created by MinVar contain ⌈ 8 2 ⌉ = 4 points each; p * will be selected to represent its bucket). To help derive the maximum regret ratio bounds in the following subsections, we also require that the width of each interval does not exceed c τ i t .
1 Under this constraint it is not always possible to create t intervals with exactly ⌈ n t ⌉ points in each interval. We allow ⌈ n t ⌉ + δ data points in each interval, where δ is a parameter that will be adaptively chosen by the algorithm. At start δ = 0.
Algorithm
is an array to store the intervals in dimension i. We update lo to be hi + 1, and repeat the process above to create the next interval (Lines 5 to 10). When t intervals are created, if they cover all the n points, we have successfully created the intervals for dimension i. Otherwise, we need to allow a larger number of points in one interval. We increase δ by inc which is a system parameter (Line 11), and repeat the above procedure to create t intervals until n points are covered. Then we return the interval array bps[i] (Line 12). Note that the algorithm always terminates, because when δ increases to n, the algorithm will simply create intervals with width c τ i t . The t intervals must cover the entire data domain and hence cover all n points.
Complexity. FindBreakpoints uses a database D of n points and an array bps[i] to store t intervals. The space complexity is O(n + t) where t = ⌊(k − d + 1) needed. This takes O(nd log t) time. Overall, MinVar takes O(nd + tdn log n inc + nd log t) time. Here, n inc is a controllable parameter of the system. In the experiments, we set inc = 0.01%n. The time complexity then simplifies to O(nd log t).
Upper Bound
We derive an upper bound for the maximum regret ratio of a set S returned by MinVar. The maximum regret ratio mr ratioD(S, F) of an answer set S returned by MinVar satisfies mr ratioD(S, F) ≤ ln(1 + 1 t )
Proof. We prove the theorem by showing that for each function f ∈ F, the regret ratio r ratioD(S, f ) ≤ ln(1 + 1 t ), which means that the maximum regret ratio of F must be less than or equal to ln(1 + 1 t ). Let p * be the point in D with the largest utility computed by f , i.e., p * = argmax
Let s * be the point in S that is selected by MinVar in the same bucket where p * lies in. We have:
Since g(x) = e x is convex, based on Lagrange's Mean Value Theorem, we have e x − e y ≤ (x − y) · e x where x ≥ y. Thus,
Since MinVar selects the point in a bucket with the largest value in dimension d, we know that p 
For the regret ratio r ratioD(S, f ) we have
In the theorem, t = ⌊(k − d + 1)
This means that as k increases, the maximum regret ratio is expected to decrease; when d increases, the maximum regret ratio is expected to increase. Intuitively, if we return more points (a larger k), then the probability of returning the points that better satisfy the utility functions is higher, and hence the regret ratios would be smaller. If there are more dimensions (a larger d), then more regret may be accumulated over the dimensions, and hence the regret ratios would be larger. This shows that the upper bound obtained has a good explanatory power. For simplicity, we say that the upper bound grows in a scale of O(ln(1
To give an example, consider F = {f3, f4} where f3(pi) = pi.c ≈ 40.54%. As k increases (e.g., to 20), this upper bound will decrease (e.g., to ln 20 19 ≈ 5.13%).
Lower Bound
We derive a lower bound of the maximum regret ratio by showing that, given a family of MUFs F, it is impossible to bound the regret ratio to below Ω( 1 k 2 ) for a database D of 2-dimensional points (i.e., d = 2). Proof. We assume a data space of (1, e] × (1, e] in this proof. Consider an infinite set D of 2-dimensional points, where each point p satisfies
Given a size-k subset S ⊆ D, each point si ∈ S corresponds to a θi ∈ (0, π 2 ] where si.c1 = e cos θ i and si.c2 = e sin θ i .
Assume that the points s1, s2, ..., s k in S are sorted in ascending order of their corresponding θi values, i.e., 0 < θ1
Further, let θ0 = 0 and θ k+1 = π 2 . Consider a polar coordinate system as illustrated in Figure 3 . Then θi (i ∈ [0..k + 1]) can be represented as a point on a unit circle. Based on the pigeonhole principle, there must be some j (j ∈ [0..k]) such that
Let θ * be in the middle of θj and θj+1, i.e.,
We construct an MUF f where the optimal point p * corresponds to θ * , i.e., p * .c1 = e cos θ * and p * .c2 = e sin θ * , and prove the theorem based on the regret ratio of f . Consider an MUF f (p) = p.c
Let g(θ) = cos θ * ·cos θ +sin θ * ·sin θ. By letting g ′ (θ) = 0 we obtain θ = θ * , which means that ln f (p) is maximum when θ = θ * , and f (p) is maximum when p = p * .
Meanwhile, let si be the optimal point for f in S. Since there is no other points in S that is between θj and θj+1,
We consider the case where θi − θ * = ∆. The other case where θ * − θi = ∆ is symmetric. We omit it for conciseness. ln f (si) = ln (si.c
Thus, f (si) = e cos ∆ , and r ratioD(S, f ) satisfies
Based on the Maclaurin series, we have
We already know that
This means that r ratioD(S, f ) is at least Ω( 1 k 2 ).
Heuristic to Lower the Regret Ratio
The upper bound derived in Section 4.2 suggests that the maximum regret ratio decreases with the increase of t. This parameter decides the number of buckets from which the points in the answer set S are selected. The parameter itself is determined by d and k together, which are fixed once a database D and a k-regret query is given. In this subsection, we propose a heuristic to increase the value of t without changing d or k, aiming to obtain lower regret ratios.
This heuristic is based on the dominate relationship [1] . Let pi and pj be two points in a set S where i = j. Point pi is said to dominate point pj if and only if ∀l ∈ [1..d], pi.c l ≥ pj.c l . If pi dominates pj, then f (pi) ≥ f (pj ) holds for any MUF f . Thus, once pi has been added to S, pj can be discarded. We call pj a redundant point. Based on this observation, we modify the MinVar algorithm to remove the redundant points in S, aiming to obtain a redundant free set S. We call this modified algorithm RF-MinVar.
As summarized in Algorithm 3, RF-MinVar uses the same procedure as that of MinVar to compute an answer set S based on a given t (Lines 1 to 5 and 8 to 14). After that, RF-MinVar removes the redundant points from S (Line 15). This is done by a simple scan to check for any points being dominated. When the redundant points are removed, there may be a few vacancies open in S. To fill up the vacancies, we wrap the procedure of computing S with a loop (Line 7). In each iteration we increase the value of t by 1 (Line 8), which creates more buckets and leads to more points being added to S. If |S| ≥ k after removing the redundant points, or a predefined number of iterations itrmax is reached, the loop terminates. Then, if |S| < k, we randomly select points in D to fill up S (Line 17); if |S| > k, only the first k points are kept. We then return the set S (Line 18).
Algorithm 3: RF-MinVar
the size of the answer set. Output: S: a size-k subset of D. 1 S ← ∅;
Find p * i which has the largest utility p * i .c i in dimension i;
S ← S ∪ {p * i }; 6 itr ← 0; 7 while |S| < k and itr < itrmax do
14
15
Eliminate redundant points from S;
16
itr + +;
17 S ← S ∪ {k − |S| random points in D that are not in S}; 18 return First k points in S;
Discussion. RF-MinVar keeps the non-dominated points in S computed when t = ⌊(k − d + 1)
Thus, it retains the upper bound of the maximum regret ratio derived in Section 4.2. RF-MinVar can reduce the actual regret ratios obtained, as it may also return the points computed with larger t values. The extra cost to scan and remove the redundant points is minimal, as k is usually a very small number (e.g., less than 100). The main cost of RF-MinVar is in the loop to iterate through multiple values of t and compute S. In the experiments, we use itrmax to control the maximum number of iterations. We observe that itrmax = 11 is sufficient in the data sets tested.
CASE STUDIES
In this section showcase the applicability of the MinVar algorithm by deriving the maximum regret ratio bounds when applying MinVar on k-regret queries with two special types of utility functions, the Cobb-Douglas function and the Constant Elasticity of Substitution (CES) function.
The K-Regret Query with Cobb-Douglas Functions
The Cobb-Douglas function was first proposed as a production function to model the relationship between multiple inputs and the amount of output generated [4] . It was later generalized [24] and used as a utility function [6] .
Definition 8 (Cobb-Douglas function).
A generalized Cobb-Douglas function with d inputs x1, x2, ..., x d is a mapping X :
Here, A > 0 and αj ≥ 0 are the function parameters.
The generalized Cobb-Douglas function is very similar to the MUF introduced in Section 3. The d inputs here can be seen as a data point of d dimensions and input xj is the utility in dimension j. MinVar can process the k-regret query with Cobb-Douglas functions straightforwardly.
To derive an upper bound of the maximum regret ratio for a set of Cobb-Douglas functions F = {X1, X2, ..., Xn}, we transform each function Xi to an MUF by scaling the parameter A to 1. It can be shown straightforwardly that this scaling does not affect the regret ratio or the maximum regret ratio. Assuming that xj has been normalized into the range of (1, 2] . Then the regret ratio upper bound derived in Section 4.2 applies to the function Xi, i.e., r ratioD(S, Xi) ≤ ln(1 + 1
Here, each function Xi has a different set of parameters {α1, α2, ..., α d }. If d j=1 αj ≤ 1 holds for every Xi ∈ F, then the maximum regret ratio is bounded by
Otherwise, the maximum regret ratio is bounded by
Xi.αj |Xi ∈ F, Xi.αj is a parameter of Xi}. Similarly, the lower bound Ω( 1 k 2 ) of the maximum regret ratio derived in Section 4.3 also applies.
The K-Regret Query with CES Functions
The CES function is closely related to the Cobb-Douglas function. It is also used as a production function as well as a utility function [22, 23] .
Definition 9 (CES function).
A generalized CES function with d inputs x1, x2, ..., x d is a mapping X :
Here, A > 0, αj ≥ 0, ρ < 1 (ρ = 0), and γ > 0 are the function parameters.
When ρ approaches 0 in the limit, the CES function will become a Cobb-Douglas function.
The MinVar algorithm can also process k-regret queries with CES utility functions. To derive bounds for the maximum regret ratio, we simplify and rewrite the CES function X as a function f in the following form (assuming that A = γ = 1):
Here, 0 < b < 1 and αj ≥ 0.
It has been shown in an earlier paper [10] that the maximum regret ratio for k-regret queries with CES utility functions is bounded between Ω( 1 bk 2 ) and O(
). The lower bound also applies to our MinVar algorithm. In what follows, we derive a new upper bond which is tighter.
We first derive a new upper bound for the regret ratio for a single CES utility function.
b be a CES utility function, where 0 < b < 1 and αj ≥ 0. The regret ratio r regretD(S, f ) of a set S returned by MinVar satisfies
Proof. Let p * be the point in D with the largest utility computed by f , and s * be the point in S that is selected in the same bucket where p * lies in. We have:
regretD(S, f ) = max
Consider another function g(x) = x b , which is concave when 0 < b < 1, and g ′ (x) is monotonically decreasing. According to Lagrange's Mean Value Theorem, there must exist some ξ between two values x and y, such that 
The regret ratio r regretD(S, f ) is hence bounded by
Therefore, given a set F of CES functions, the maximum regret ratio mr regretD(S, F) satisfies:
We can see from this bound that, when k decreases or d increases, the maximum regret ratio is expected to increase. For simplicity, we say that this bound grows in a scale of O(
). This bound is tighter than the bound O( = 5%).
EXPERIMENTS
In this section we evaluate the empirical performance of the two proposed algorithms MinVar and RF-MinVar.
Settings
All the algorithms are implemented in C++, and the experiments are conducted on a computer running the OS X 10.11 operating system with a 64-bit 2.7 GHz Intel R Core (TM) i5 CPU and 8 GB RAM. Both real and synthetic data sets are used in the experiments. The real data sets used are the NBA 2 and the Stocks 3 data sets, which have been used in previous studies on kregret queries [17, 18] . After filtering out data points with null fields, we obtain 20,640 data points of 7 dimensions in the NBA data set. The Stocks data set contains 122,574 data points of 5 dimensions. The synthetic data sets are generated by the anti-correlated data set generator [1] , which is a popular data generator used in skyline query studies [15, 16, 21] . We generate synthetic data sets with cardinality ranging from 100 to 1,000,000 and dimensionality ranging from 2 to 10. We vary the query parameter k from 10 to 34 in the experiments. Table 3 . We run the algorithms on the data sets, and report the maximum regret ratio on the generated utility functions, denoted as RR in the result figures.
Five algorithms are tested in the experiments:
• MinVar is the algorithm proposed in Section 4.1. We use inc = 0.01%n to control the number of iterations that the sub-algorithm FindBreakpoints runs for.
• RF-MinVar is the improved MinVar algorithm powered by the heuristic proposed in Section 4.4. We find that itrmax = 11 is sufficient to handle the data sets tested. The results obtained are based on this setting.
• MinWidth is an algorithm proposed by Kessler Faulkner et al. [10] with bounded maximum regret ratios for kregret queries with CES functions. • Area-Greedy is a greedy algorithm proposed by Kessler Faulkner et al. [10] with good practical maximum regret ratios (but no bounds) for CES functions. Note that we do not compare with Angle [10] which is another greedy algorithm because it has been shown to produce larger regret ratios than those of Area-Greedy.
• MaxDom is a greedy algorithm proposed by Lin et al. [12] that returns the k representative skyline points which dominate the largest number of other points.
Results
Effect of k. We first test the effect of k on the maximum regret ratio. Figures 4 and 5 show the result where k is varied from 10 to 34 on the two real data sets. Note that Figure 4 shows up to k = 22 because the maximum regret ratios of the algorithms have become stable beyond this point. We also omit MinWidth as it is known to produce larger maximum regret ratios than those of Area-Greedy [10] .
We can see from these two figures that, as k increases, the maximum regret ratios of the algorithms either decrease or stay stable. This confirms the upper bound derived. It is expected as a larger k means more points are returned and a higher probability of satisfying more utility functions. On the NBA data set, the proposed algorithm MinVar outperforms the baseline algorithms by more than an order of magnitude on the Cobb-Douglas functions, and more than 5 times on the CES functions (note the logarithmic scale). This is because the algorithm selects the k points from a much more evenly divided data space, and the points selected are much closer to the optimal points for the various utility functions. Powered by the redundant point removing heuristic, RF-MinVar achieves even smaller maximum regret ratios, as it avoids selecting the dominated points which do not contribute to the regret ratios. On the Stocks data set, similar patterns are observed. MinVar outperforms the baseline algorithms in most cases, and RF-MinVar outperforms the baseline algorithms in all cases tested. These confirm the superiority of the proposed algorithms.
In Figure 6 we show the result of varying k on a synthetic data set. On this data set, MaxDom obtains the smallest maximum regret ratios. This is because the data points in this synthetic data set follow an anti-correlated distribution. The data points tend not to be dominated by each other and tend to be optimal for different utility functions. It is intrinsically difficult to find a small number of data points that are optimal for a large number of utility functions under such data distribution. MaxDom is designed to handle this type of data while our algorithms are not. Note that, even under such an extreme case, the maximum regret ratios obtained by the proposed algorithms are still very close to those obtained by MaxDom, i.e., the difference is less than 0.04 (cf. Figure 6 (b) ). Also, MaxDom does not have a bound on the maximum regret ratio obtained while our algorithms do. In the meantime, the proposed algorithms both again outperform the other baseline algorithm Area-Greedy.
Effect of d. Next we test the algorithm performance by varying the number of dimensions d from 2 to 10 with synthetic data. Figure 7 shows the result. Similar to Figure 6 , on the synthetic data, MaxDom obtains the smallest maximum regret ratios, while those of the proposed algorithms are very close. Another observation is that, as d increases, the maximum regret ratios increase overall for all the algorithms. This again confirms the bounds obtained, and is expected as the difference between the optimal points in D and S accumulates as there are more dimensions. Fluctu-ations are observed in the maximum regret ratios. This is because the maximum regret ratios are quite small already (i.e., less than 0.20). A change in the data set may have a random impact on the maximum regret ratios, even though the overall trend is increasing.
Effect of n. We further test the scalability of the proposed algorithms by varying the data set cardinality from 100 to 1,000,000. The comparative performance of the algorithms is shown in Figure 8 , which again is similar to that shown in Figure 7 . Note that, while the bounds of the maximum regret ratio do not change when n changes, the actual regret ratios obtained by the algorithms may change as n changes. This is natural as the optimal points have a smaller probability to be returned when there are more points in the data set. However, this change in the actual regret ratios is still bounded. We observe that, for the synthetic data sets with up to 1,000,000 data points, the maximum regret ratios of the proposed algorithms are below 0.10. This confirms the scalability of the proposed algorithms.
Running time results. We also show the running time of the algorithms on the synthetic data sets in Figure 9 . Note that the utility functions are irrelevant in this set of experiments as the algorithms do not rely on any particular utility function. We see that the proposed algorithms are the fastest in almost all the cases tested. MinWidth is the only baseline algorithm with a relatively close performance, but it has much larger maximum regret ratios. The proposed algorithms outperform the other two baseline algorithms by more than an order of magnitude. MaxDom is the slowest. It takes almost 500 seconds to process 1,000,000 data points (cf. Figure 9 (b) ), while the proposed algorithms can finish in just over a second. This again confirms the scalability of the proposed algorithms.
CONCLUSIONS
We overcame the barrier of multiplicative utility functions and presented an algorithm named MinVar to process kregret queries with such functions. We showed that MinVar can produce query answers with a bounded maximum regret ratio. In particular, when applied on k-regret queries ). We further proposed a heuristic to lower the maximum regret ratio obtained by MinVar, resulting in an improved algorithm named RF-MinVar. We performed extensive experiments using both real and synthetic data to evaluate the performance of both algorithms. The results showed that the regret ratios of the answers produced by MinVar and RFMinVar are constantly small. Meanwhile, both algorithms are more efficient than the baseline algorithms.
This study opens up opportunities to explore k-regret queries with various other types of multiplicative utility functions. It would also be interesting to see how k-regret queries with a mix of both additive and multiplicative utility functions can be answered with a bounded regret ratio.
