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Abstract We discuss the importance of non-reversible
evolutionary models when analyzing context-dependence.
Given the inherent non-reversible nature of the well-known
CpG-methylation-deamination process in mammalian evo-
lution, non-reversible context-dependent evolutionary
models may be well able to accurately model such a pro-
cess. In particular, the lack of constraints on non-reversible
substitution models might allow for more accurate estima-
tion of context-dependent substitution parameters. To
demonstrate this, we have developed different time-homo-
geneous context-dependent evolutionary models to analyze
a large genomic dataset of primate ancestral repeats based
on existing independent evolutionary models. We have
calculated the difference in model fit for each of these
models using Bayes Factors obtained via thermodynamic
integration. We find that non-reversible context-dependent
models can drastically increase model fit when compared to
independent models and this on two primate non-coding
datasets. Further, we show that further improvements are
possible by clustering similar parameters across contexts.
Keywords Context-dependent evolution 
Nearest-neighbor influences  Context effect 
Bayes Factor  Thermodynamic integration
Abbreviations
GTR General time-reversible
BF Bayes Factor
QE Quasistatic estimate
Introduction
In many studies on molecular evolution, the independent
general time-reversible model (GTR; Lanave´ et al. 1984) is
used as the model of choice due to its ability to incorporate
a range of different substitution behaviors (e.g., Yang
1994). However, context-dependent evolutionary models
and the accompanying methodologies to handle the
increased model complexity have been the subject of an
increasing number of studies (e.g., Baele et al. 2008, 2010,
for a review). These studies demonstrate that the assump-
tion of site-independent evolution is overly restrictive and
that evidence for context-dependent substitution patterns is
abundant in large mammalian datasets. Context-dependent
models are often parameter-rich which enables many dif-
ferent model compositions.
In this article, we develop and test nine different non-
reversible context-dependent models as extensions of
popular independent models and compare them to the
performance of two previously introduced context-depen-
dent models (Baele et al. 2008, 2010) and the context-
dependent model of Hwang and Green (2004). Specifically,
we extend the following non-reversible models: the general
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non-reversible (GNR) model (e.g., Huelsenbeck et al.
2002), the evolutionary model of Schadt et al. (1998)
assuming two alternate prior distributions which may
influence estimation of the model’s parameters (e.g.,
Zwickl and Holder 2004), the model of Takahata and
Kimura (1981), the two models described in Gojobori et al.
(1982), the model of Tajima and Nei (1984) and the model
of Blaisdell (1985). Finally, we also present a symmetrical
non-reversible context-dependent model of evolution.
These models are assumed to be time-homogeneous, i.e.,
we assume that the rate matrices do not change over time.
Our previous study has focused on developing an effi-
cient methodology to analyze datasets using context-
dependent models and on performing model selection
using thermodynamic integration. Specifically, we have
introduced a framework to study context-dependent evo-
lutionary patterns and assess the difference in model fit,
through thermodynamic integration, brought about by a
given context-dependent model, which assumed indepen-
dence at the ancestral root sequence (Baele et al. 2008).
Given the increase in the number of parameters indexing
such context-dependent models, we have proposed two
clustering strategies for parameter reduction, along with an
approach to split the calculation of Bayes Factors using
thermodynamic integration over multiple processors so as
to reduce computation time (Baele et al. 2009). Recently,
we have studied the importance of various ancestral root
distributions accompanying context-dependent models and
their influence on accurately estimating context-dependent
substitution patterns (Baele et al. 2010).
In this article, we first analyze a large dataset of
Ancestral Repeat sequences which we have extensively
described in a previous study (Baele et al. 2008) and go on
to analyze a pseudogenes dataset that has been analyzed
previously by among others Miyamoto et al. (1987) and
Yang (1994), albeit only using independent evolutionary
models. Pseudogenes are commonly encountered in the
genomes of many organisms and are characterized by close
similarities to one or more paralogous genes, yet they are
non-functional (Mighell et al. 2000). Pseudogenes are
thought to arise by tandem duplication of genes, with
ensuing loss of function as a result of gradual accumulation
of disabling mutations (for a review, see Balakirev and
Ayala 2003). Even though pseudogenes are often described
by the derogatory term ‘‘junk DNA,’’ they can provide a
wealth of information concerning evolutionary ancestry
(e.g., Yang 1994), as we will describe in this article. The
independent HKY (Hasegawa et al. 1985) and GTR
(Lanave´ et al. 1984) models were used in Yang’s work
(1994) to analyze these pseudogene sequences, with both
being concluded to be good candidates for describing the
evolution of those pseudogene sequences. The authors also
found that assuming gamma-distributed rates across sites
did not lead to an extremely significant improvement over a
model assuming a single rate.
The analyses of Yang (1994) have greatly contributed to
the current knowledge of evolutionary models and model
testing. In this article, we perform thorough analyses of two
primate datasets and generate results that do not concur
with the conclusion reported in the work of Yang (1994),
i.e., that the use of the GTR model is recommended
especially for large datasets or for sequences with extreme
substitution patterns and that the use of an unrestricted
model is not worthwhile. Specifically, we demonstrate that
small datasets (datasets that may not have sufficient sites to
accurately estimate model parameters, especially in the
case of context-dependent models where sufficient sites
with specific neighbours are needed to estimate each con-
text-dependent set of model parameters) do not necessarily
call for simple (independent) evolutionary models but that
such datasets may carry strong evidence for complex
context-dependent substitution patterns.
We conclude that the two non-coding primate datasets
analyzed in this article exhibit strong context-dependent
effects, with a clear presence of the CpG-methylation-
deamination process (e.g., Fryxell and Zuckerkandl 2000)
established in both. Even though we demonstrate that
context-dependent models drastically increase model fit for
these two datasets, we also present a clustering strategy to
show that these parameter-rich models can be further
optimized (thereby increasing model fit even more). This
strategy focuses on clustering parameters that are similar
across multiple contexts.
Materials and Methods
Data
We have used a first dataset consisting of 10 vertebrate
species (Human, Homo Sapiens; Chimpanzee, Pan Trog-
lodytes; Gorilla, Gorilla Gorilla; Orang-utan, Pongo Pyg-
maeus; Baboon, Papio Anubis; Macaque, Macaca Mulatta;
Vervet, Cercopithecus Aethiops; Marmoset, Callithrix
jacchus; Dusky Titi, Callicebus Moloch; and Squirrel
Monkey, Saimiri Sciureus). This dataset is a subset of the
alignment analyzed in the work of Margulies et al. (2006),
containing sequences all orthologous to a *1.9-Mb region
on human chromosome 7q31.3 which contains the cystic
fibrosis transmembrane conductance regulator gene
(CFTR). The original dataset was aligned using TBA
(Blanchette et al. 2004), of which we have taken a subset
using maf_order (Human as reference sequence, this
avoids rerunning TBA with this subset of 10 sequences; see
http://bio.cse.psu.edu/). Ancestral repeats in the human
sequence were detected using RepeatMasker (Smit et al.
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1996–2004) with the RepBase Update libraries (September
2007; Jurka 2000). Simple repeats, low complexity regions,
members of the Alu family, RNA elements that diverged
less than 25% and L1 elements that diverged less than 20%
from the reconstructed ancestral sequence were removed
using an adaptation of the script by Elliot Margulies
(Margulies et al. 2003). The resulting coordinates were
mapped onto our alignment, after which the ancestral
repeat sequences were extracted, resulting in a dataset
consisting of 114,726 sites for each of the 10 sequences.
We use the same fixed consensus tree as in previous work
(Baele et al. 2008) and refer to this dataset as the
‘‘Ancestral Repeats’’ dataset.
A second dataset consists of the wg-globin pseudogene
sequences of six primates (Human, Homo Sapiens;
Chimpanzee, Pan Troglodytes; Gorilla, Gorilla Gorilla;
Orang-utan, Pongo Pygmaeus; Rhesus Monkey, Macaca
Mulatta; and Spider Monkey, Ateles Geoffroyi), contain-
ing 6,166 nucleotides in each sequence. We have used
the fixed consensus tree shown in the work of Yang
(1994) and we refer to this dataset as the ‘‘Pseudogenes’’
dataset.
Evolutionary Models
We have tested a number of context-dependent evolution-
ary models that are derived from frequently used inde-
pendent models. As there are 16 neighboring base
combinations (also known as contexts), we used 16 iden-
tical model structures for our context-dependent analyses.
Given that this article is aimed at gaining a thorough
understanding of the evolutionary patterns in mammalian,
and more specifically primate, sequences we have focused
our attention on non-reversible evolutionary models due to
the presence of the CpG-methylation-deamination process
in such sequences. Row and column character states for
each of the model are in the following order: A, G, C, and
T. For the description of each model, we have used com-
monly used notations found in the literature. In discussing
the inferred parameter values (i.e., the instantaneous rates
of change), we will use the rXY notation, with X the
starting base and Y the ending base over a branch. We will
also use the following notation to clarify the influence of
the neighboring bases in the case of context-dependent
models: AXG represents a site X under consideration,
flanking with a base A as the 50 neighbor and a base G as
the 30 neighbor. We also use the terms ‘‘independent,’’
‘‘site-independent,’’ and ‘‘context-independent’’ as syn-
onyms throughout the text.
The GNR model is the most parameter-rich model we
have used, consisting of 12 instantaneous rates of change in
each model:
Q ¼ qij
  ¼
 a b c
g  d e
h i  f
j k l 
0
BB@
1
CCA:
The diagonals of this rate matrix are specified by the
requirement that the rows sum to 0 (e.g., Huelsenbeck et al.
2002). As mentioned before, we do not allow this instan-
taneous rate matrix to change over time, i.e., the evolu-
tionary process is time-homogeneous. As the Q matrix is
non-reversible, the set(s) of (context-dependent) base fre-
quencies p must be calculated by solving the equations
pQ = 0. Using this GNR model in a context-dependent
framework results in 192 instantaneous rates of change (12
for each of the 16 neighboring base combinations) for the
evolutionary model alone (i.e., not including the parame-
ters describing the ancestral root distribution) and 64 base
(or model) frequencies (16 sets of 4 context-dependent
frequencies).
In the interest of balancing a parameter-performance
trade-off, we have developed a non-reversible evolutionary
model which is aimed at capturing complementary substi-
tutions within a given context. This model uses half the
number of parameters when compared to the GNR model,
both in its independent and in context-dependent version
and has the following structure:
Q ¼ qij
  ¼
 a b c
f  d e
e d  f
c b a 
0
BB@
1
CCA:
Schadt et al. (1998) introduced a non-reversible model
which allows for easy analytical calculation of the base
frequencies and contains eight different instantaneous rates
of change:
Q ¼ qij
  ¼
 a c k
e  c k
d j  b
d j r 
0
BB@
1
CCA:
Using Schadt et al.’s non-reversible model in a context-
dependent framework results in 128 different instantaneous
rates of change for the evolutionary model. Compared to
the GNR model, this model assumes that rAC equals rGC,
rAT equals rGT, rCA equals rTA, and rCG equals rTG.
This assumption is also made for each neighboring base
combination in our context-dependent analyses.
Takahata and Kimura (1981) use only five different
instantaneous rates of change to describe evolutionary
patterns. This model drastically decreases the total number
of parameters in our context-dependent analyses to 80, and
is additionally convenient for its analytical properties for
fast calculation:
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Q ¼ qij
  ¼
 a d c
b  c e
e c  b
c d a 
0
BB@
1
CCA:
Vis-a`-vis the GNR model, this model assumes that
rAT = rGC = rCG = rTA, rAG = rTC, rGA = rCT, rAC
= rTG, and rCA = rGT. While such properties may be rea-
sonable when analyzing sequences in an independent manner,
they are possibly restrictive in context-dependent analyses.
Gojobori et al. (1982) introduced a 4-parameter and a
6-parameter model of nucleotide evolution, which leads to
context-dependent models with respectively 64 and 96
different instantaneous rates of change. The 4-parameter
model has the following structure:
Q ¼ qij
  ¼
 a ha c
b  c hb
hb c  b
c ha a 
0
BB@
1
CCA
and the 6-parameter model looks as follows:
Q ¼ qij
  ¼
 a a c
b  g b
b d  b
e a a 
0
BB@
1
CCA:
Tajima and Nei (1984) designed their model to resolve the
biased estimates in methods for estimating the number of
nucleotide substitutions developed by among other Takahata
and Kimura (1981). Their model contains 4 different
instantaneous rates of change to describe evolution:
Q ¼ qij
  ¼
 b c d
a  c d
a b  d
a b c 
0
BB@
1
CCA:
Compared to the GNR model, this model assumes that rGA =
rCA = rTA, rAG = rCG = rTG, rAC = rGC = rTC and
rAT = rGT = rCT. This results in 64 parameter for our con-
text-dependent version of the model ofTamura and Nei (1984).
Blaisdell (1985) designed his evolutionary model fol-
lowing the approaches of Jukes and Cantor (1969), Holm-
quist (1976; not discussed here), Kimura (1980, 1981; not
discussed here), Takahata and Kimura (1981), Gojobori et al.
(1982), Lanave´ et al. (1984; not discussed here), and Tamura
and Nei (1984). The model has four different instantaneous
rates of change (hence 64 in its context-dependent version):
Q ¼ qij
  ¼
 a d d
c  d d
b b  c
b b a 
0
BB@
1
CCA:
In previous work (Baele et al. 2008), we have introduced
a context-dependent model based on the GTR model
(Lanave´ et al. 1984), which we denote as GTR16C. The
independent evolutionary model contains six rate
exchangeability parameters and four base frequencies,
leading to 96 rate exchangeability parameters for its
context-dependent counterpart. This amounts to 192
different instantaneous rates of change in the context-
dependent version of the model. The GTR model has the
following structure:
 pGa pCb pTc
pAa  pCd pTe
pAb pGd  pTg
pAc pGe pCg 
0
BB@
1
CCA:
At the time, we only used a single set of base frequencies to
describe the sequence composition. In other words, the
same base frequencies were used in each of the 16 models
corresponding to the 16 neighboring base combinations
(i.e., only four base frequencies for the complete context-
dependent model). As the parameter values differed
according to the context, this led to different substitution
patterns depending on the context. In a follow-up study
(Baele et al. 2010), we relaxed this restrictive assumption
to introduce the concept of context-dependent base (or
equilibrium) frequencies, leading to 16 sets of four base
frequencies, one for each neighboring base combination.
Even though this model is reversible, its context-dependent
analog is not due to the fact that the base frequencies are
context-dependent as well.
The context-dependent models mentioned above essen-
tially partition the data such that different models of evo-
lution are assigned to different sites, based on the two
immediate neighbours of those sites. As opposed to such a
data partitioning approach, different models can also be
applied with varying probabilities to the same site in an
alignment. Each of these models may then be weighted by
its probability of occurrence, which can be estimated from
the data (Pagel and Meade 2004). Such an approach is site-
independent and fits two or more qualitatively different
models of sequence evolution to each site in an alignment,
without specifying in advance the nature of the models,
their relative probabilities, and without having knowledge
of which sites are best fit by which model. The model of
Pagel and Meade (PM04; 2004) uses multiple instances of
the GTR model with a common set of base frequency
parameters across all rate matrices.
As argued by Steel (2005), evolutionary models should
reflect biological realism and hence be designed with the
sequence data in mind. Hwang and Green (2004) devel-
oped a context-dependent model, which in its most
parameter-rich form closely resembles that of 16 GNR
models. However, the authors proposed to cut the number
of parameters in half due to complementary substitutions
present in the greater cystic fibrosis transmembrane
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regulator region (CFTR) they were studying. This allowed
the model to consist of 96 instead of 192 different instanta-
neous rates of change to describe mammalian evolution. The
authors also allowed for lineage-dependent substitution
patterns, which is out of the scope of this research article.
Bayesian MCMC Methodology
In previous studies (Baele et al. 2008, 2009, 2010), we
have established a Bayesian Markov chain Monte Carlo
(MCMC) methodology that allows for estimating context-
dependent substitution patterns on a fixed tree topology, as
well as estimating the ancestral root distribution parameters
for various orders of Markov chains. This methodology
comprises calculation of the full data likelihood through
the use of a data augmentation scheme, as the observed
data likelihood is virtually impossible to calculate when
assuming context-dependent evolution. While a data aug-
mentation approach is not necessary when comparing site-
independent models of evolution, we have opted to do so
anyway so as to obtain comparable error estimates when
calculating (log) Bayes Factors using thermodynamic
integration (Lartillot and Philippe 2006). Except when
assessing the performance of the model of Pagel and Me-
ade (2004), we use the same MCMC approach as in our
previous study. Given the specific structure of the likeli-
hood under the model of Pagel and Meade (2004), we have
calculated observed data likelihoods to assess the number
of models necessary to maximize model fit as well as to
perform model comparisons. Here, we discuss the different
prior distributions we have chosen for the independent and
context-dependent evolutionary models tested. The prior
distributions q() we have assumed in our analyses are
listed in Table 1. In this article, we test two versions of the
model introduced by Schadt et al. (1998), with the differ-
ence being the prior distribution chosen for its eight model
parameters. The SLL98 model has eight different instan-
taneous rates of change, so a first version of the model,
denoted SSL98 (8), puts a prior Dirichlet distribution on
these eight parameters, requiring them to sum to 1 (before
scaling). A second version of the model, denoted SSL98
(12), is inspired by the prior Dirichlet distribution used for
the GNR model, where the 12 instantaneous rates of
change are required to sum to 1. As the SLL98 (12) model
assumes that certain parameters from the GNR model are
equal to one another, we hence use a Dirichlet distribution
which satisfies the constraint a ? 2c ? 2k ? 2d ? e ?
r ? b ? 2j = 1. We denote the Gamma function with
C(n), with n the number of parameters in the Dirichlet
distribution. For example, the Gojobori et al. (1982;
GIN82) 6-parameter model in Table 1 has the following
distribution properties: hDirichlet 1; 1; 1; 1; 1; 1ð Þ, q(h) =
C(6) on 0 hi 
P
i hi ¼ 1: The model of Pagel and
Meade (2004) requires estimation of a number of weights
wi that sum to 1. Specifically, under the model of Pagel and
Meade (2004), the probability of the data is calculated by
summing the likelihood at each site over different matrices
Q1; Q2; . . .; Qj and with T the underlying phylogenetic tree,
the probability of the data under the mixture model is
written as:
Table 1 List of the models tested in this article
Model P Prior distribution Dirichlet parameters
GNR 12 hDirichlet 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1ð Þ a, b, c, d, e, f, g, h, i, j, k, l
GNR-SYM 6 hDirichlet 1; 1; 1; 1; 1; 1ð Þ a, b, c, d, e, f
SSL98 (8) 8 hDirichlet 1; 1; 1; 1; 1; 1; 1; 1ð Þ a, c, k, d, e, r, b, j
SSL98 (12) 8 hDirichlet 1; 1; 1; 1; 1; 1; 1; 1ð Þ a, 2c, 2k, 2d, e, r, b, 2j
TK81 5 hDirichlet 1; 1; 1; 1; 1ð Þ a, b, c, d, e
GIN82 4 h1 Dirichlet 1; 1; 1ð Þ ; h2 U 0; 100ð Þ a, b, c
GIN82 6 hDirichlet 1; 1; 1; 1; 1; 1ð Þ a, b, c, d, e, g
TN84 4 hDirichlet 1; 1; 1; 1ð Þ a, b, c, d
B85 4 hDirichlet 1; 1; 1; 1ð Þ a, b, c, d
GTR 6 hDirichlet 1; 1; 1; 1; 1; 1ð Þ 2pApGa; 2pApCb; 2pApTc;
2pGpCd; 2pGpT e; 2pCpTg
PM04 6 hDirichlet 1; 1; 1; 1; 1; 1ð Þ 2pApGa; 2pApCb; 2pApTc;
2pGpCd; 2pGpT e; 2pCpTg
HG04 12 hDirichlet 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1; 1ð Þ a, b, c, d, e, f, g, h, i, j, k, l
First column model abbreviation, second column number of parameters for each model instance, third column prior distribution for each model
instance, fourth column the parametrization of the Dirichlet distribution used to estimate the model parameters. h represents the instantaneous
rates of change, h1 and h2 are used for the GIN82 4-parameter model as this model contains two sets of parameters which have a different prior
distribution and U represents a Uniform distribution
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P D Q1; Q2; . . .; Qj; T
  ¼
Y
i
X
j
wjP Di Qj; T
 ;
where the summation over j specifies that the likelihood of
the data at each site is summed over j separate rate or
matrices, the summation being weighted by the weights wi.
In addition to the Dirichlet distribution for the instanta-
neous rates of change in each of the different matrices, we
assume a Dirichlet distribution on the collection of weights
as well.
Bayes Factors
To compare the different independent and context-depen-
dent evolutionary models, we have calculated (log) Bayes
Factors (Kass and Raftery 1995). Log Bayes Factors are
typically divided into four categories depending on their
value: from 0 to 1, indicating nothing worth reporting; from
1 to 3, indicating positive evidence of one model over the
other; from 3 to 5, indicating strong evidence of one model
over the other; and larger than 5, indicating significant (or
very strong) evidence of one model over the other. We have
chosen to calculate Bayes Factors using thermodynamic
integration (Lartillot and Philippe 2006), since the tradi-
tional harmonic mean estimator of the marginal likelihood
systematically favors parameter-rich models and is hence
unfit to compare these complex context-dependent models.
We have used the model-switch integration method and
have performed bidirectional checks, i.e., we have calcu-
lated both annealing and melting integrations under various
settings to obtain very similar runs, as suggested in the work
of Rodrigue et al. (2006). When comparing different mod-
els, we report (log) Bayes Factor estimates for both
annealing and melting integrations, as well as their mean.
Depending on the dataset analyzed and the model compar-
isons of interest, we have used different settings for the (log)
Bayes Factor calculations to ensure highly accurate results
which permit reliable conclusions to be drawn. We will
provide more details concerning the number of iterations for
each calculation in the appropriate section of this article.
Results
Ancestral Repeats
(Context)-Independent Models
We have tested the independent evolutionary models dis-
cussed in the evolutionary models section against the
independent GTR model using thermodynamic integration
(Lartillot and Philippe 2006). The results for all the inde-
pendent model comparisons are shown in Table 2, from
which the drastic underperformance of the TN84 and
GIN82 6-parameter models is immediately apparent. Even
though most of the models listed in Table 2 have six or
fewer model parameters, the underperformance of the
TN84 and GIN 82 6-parameter models is quite surprising.
It can be explained by their specific model structure, of
which the substitution rates are shown in Fig. 1. The main
substitution patterns that these two models cannot incor-
porate is the increased substitution from C to T (denoted as
rCT) and its compensatory substitution from G to A
(denoted as rGA). Indeed, as can be seen from the esti-
mates of the GTR and GNR evolutionary models, these two
rates are drastically increased compared to the other rates.
While the GIN82 6-parameter model does require the rCT
and rGA parameters to be equal, it also requires these two
parameters to be equal to both the rGT and the rCA
parameters, which causes an artificial decrease in the
estimated values of the rCT and rGA parameters. The
TN84 model does not require rCT and rGA to be equal but
requires that rCT equals both rAT and rGT, while rGA is
forced to be equal to rCA and rTA. For both the models, a
similar reasoning holds for the rAC and rTG parameters,
which cannot be estimated accurately.
The GNR model significantly outperforms the GTR
model in model fit to the Ancestral Repeats dataset. The log
Bayes Factor versus the GTR model shows a difference in
model fit that is nowhere near the difference between the
GTR model and the TN84 or GIN82 6-parameter model. The
fact that the GNR model significantly outperforms the GTR
model can be attributed to flexibility issues within the GTR
model, where each model (or matrix) entry is a product of a
base frequency and a model parameter. In all, the GTR model
has six exchangeability parameters to be estimated, but also
Table 2 Ancestral Repeats dataset—context-independent evolution-
ary models are compared against the independent general time-
reversible (GTR) model and ranked according to their performance
Model Annealing Melting logBF
TN84 [-7638.3; -7618.9] [-7631.6; -7616.5] -7626.3
GIN82 (6) [-4377.3; -4349.6] [-4356.4; -4338.9] -4355.5
B85 [-110.4; -92.9] [-100.5; -84.8] -97.1
SSL98 (12) [-78.2; -66.5] [-78.5; -66.7] -72.4
SSL98 (8) [-79.5; -67.7] [-77.8; -65.9] -72.7
GIN82 (4) [-73.8; -58.9] [-65.3; -46.3] -61.1
TK81 [-69.0; -51.1] [-51.7; -35.9] -51.9
GTR – – 0
GNR-SYM [14.5; 36.5] [35.1; 51.1] 34.3
GNR [45.0; 60.6] [56.3; 70.3] 58.1
PM04 (4Q) [373.9; 379.0] [388.3; 395.8] 384.2
The general non-reversible model (GNR) offers a significant
improvement in model fit over the GTR model while most models
show a drastic underperformance relative to the GTR model
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has four equilibrium frequency parameters. This gives it less
flexibility than the GNR model, its 12 parameters being
justified by the model comparison outcome.
The two SSL98 models result in a very similar decrease
in model fit when compared to the independent GTR
model, based on their corresponding confidence intervals
for the log Bayes Factors. This suggests that the choice of
prior distribution for the SSL98 model had no influence on
the decrease in model fit when compared to the indepen-
dent GTR model. We have tested this by calculating
Bayesian P values (e.g., Schafer 1997) from 80,000 pos-
terior estimates (having discarded the first 20,000 as burn-
in). None of the 8 model parameters could be shown to
differ significantly at the 5% level
Before being able to calculate a difference in model fit
between the independent PM04 and GTR models, we must
first assess how many rate matrices are needed in the PM04
model. Indeed, as mentioned in the work of Pagel and
Meade (2004), the number of rate matrices is not usually
known in advance and once the main patterns are modelled
using a certain number of rate matrices, further adding rate
matrices will not improve the likelihood (which is analo-
gous to determining how many rate categories to estimate
under a gamma model for among-site rate variation).
Figure 2 shows the average log-likelihoods (from 80,000
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the underperformance of the
TN84 and GIN82 6-parameter
models and the outperformance
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Fig. 2 Plot of the average log-likelihoods of the model of Pagel and
Meade (2004) using a range of rate matrices for the Ancestral Repeats
dataset. Average log-likelihoods were calculated from 100,000
iterations, discarding the first 20,000 as burn-in. The positive trend
of the curve connecting average log-likelihoods diminishes after four
rate matrices, giving rise to our decision of using four rate matrices to
perform a model comparison with the independent GTR model
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log-likelihood estimates, having discarded the first 20,000
as burn-in) for the Ancestral Repeats dataset with an
increasing number of rate matrices. Given that (log) Bayes
Factor calculation using thermodynamic integration is
computationally demanding, one has to be pragmatic in the
number of rate matrices to be used in a model comparison.
As the major increases in average log-likelihood occur up
to four rate matrices, we only perform a model comparison
for this scenario and we denote this model as PM04 (4Q) in
Table 2. The bidirectional mean log Bayes Factor versus
the independent GTR model equals 384.2 log units, dras-
tically outperforming all the other context-independent
models tested. Note that we have previously shown that the
varying rates across sites assumption using n = 4 discrete
rate classes (Yang 1996) results in a mean log Bayes Factor
of 355.6 (annealing: [334.8; 348.4]; melting: [362.5;
376.7]) when compared to the independent GTR model,
and that further increases in the number of rate categories
did not result in additional increases in model fit (Baele
et al. 2009). This means that the model of Pagel and Meade
(2004) results in a higher increase in model fit than the
assumption of varying rates across sites, in accordance with
the results presented by Pagel and Meade (2004) in, e.g.,
their dataset of 12S ribosomal RNA.
Context-Dependent Models
For each independence model listed in Table 1, we develop
a context-dependent version for which we use the same
notation as their independent counterparts. We have pre-
viously developed two context-dependent models based on
the GTR model: a first model with a set of independent
base frequencies (GTR16C; Baele et al. 2008) and a second
model with context-dependent equilibrium frequencies
(GTR-CDEF; Baele et al. 2010). We also include the
model developed by Hwang and Green (2004) in our
analysis. For all these models, we calculate the log Bayes
Factor against the independent GTR model.
As we have previously shown (Baele et al. 2010), a sec-
ond-order Markov chain is required at the ancestral root
sequence to accurately infer the context-dependent model
parameters and to optimize the parameter-performance
trade-off. Such a second-order Markov chain requires 64
parameters to be estimated, which we include in each mod-
el’s parameter count. Given our previous finding that a third-
order Markov chain at the ancestral root sequence does not
further improve the model fit to the data and that model
comparisons for the Ancestral Repeats dataset is computa-
tionally demanding, we have refrained from calculating such
third-order Markov chains here (Baele et al. 2010).
Table 3 shows that the context-dependent model of
Hwang and Green (2004) outperforms all other context-
dependent models discussed in this article, in terms of
increase in model fit when compared to the independent
GTR model, including the most parameter-rich model
based on the GNR model. Both these context-dependent
models outperform our previously introduced context-
dependent model with context-dependent equilibrium fre-
quencies (Baele et al. 2010). We have tested, by calculating
Bayesian P values (e.g., Schafer, 1997) based on 100,000
iterations—discarding the first 20,000 as burn-in—of our
MCMC approach, whether the increase in model fit of the
model of Hwang and Green (2004) solely results from the
decrease in number of parameters when compared to the
context-dependent GNR model, or if it is the result of
different (and hence better suited) context-dependent
parameter estimates. Only 2 out of the 192 parameter
estimates (1 set of 192 unique parameters for the context-
dependent GNR model and 2 sets of 96 identical parame-
ters for the HG04 model) were significantly different at the
Table 3 Ancestral Repeats
dataset—context-dependent
evolutionary models are
compared against the
independent general time-
reversible (GTR) model and
ranked according to their
performance
While the TN84 model (like its
independent version) performs
significantly worse than the
GTR model, all the other
context-dependent models
significantly outperform the
GTR model. The largest
increase in model fit is obtained
for the model of Hwang and
Green (2004; HG04)
Model Param. Annealing Melting logBF
TN84 128 [-2202.4; -2166.6] [-2175.1; -2123.5] -2166.9
GTR 6 – – 0
GIN82 (6) 160 [854.7; 896.8] [891.6; 933.8] 894.2
GIN82 (4) 128 [5133.2; 5170.2] [5190.8; 5228.7] 5180.7
B85 128 [5156.7; 5193.0] [5156.7; 5193.0] 5190.0
TK81 144 [5201.7; 5238.3] [5239.7; 5303.1] 5245.7
GNR-SYM 160 [5298.6; 5340.5] [5334.0; 5377.1] 5337.5
GTR16C 160 [5573.4; 5608.4] [5593.5; 5630.3] 5601.4
SSL98 (8) 192 [7076.5; 7108.5] [7085.7; 7118.1] 7097.2
SSL98 (12) 192 [7105.5; 7137.2] [7109.6; 7141.1] 7123.3
GTR-CDEF 160 [7181.4; 7228.1] [7225.9; 7277.1] 7228.1
GNR 256 [7309.7; 7351.8] [7338.9; 7384.6] 7346.3
HG04 160 [7481.3; 7525.3] [7511.5; 7556.2] 7518.6
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5% level, before applying a multiple testing correction: the
rTC parameter in the AXG context (Bayesian P value:
0.03) and the rTA parameter in the CXT context (Bayesian
P value: 0.04). Applying a simple Bonferroni correction for
multiple testing will hence result in no significantly dif-
ferent parameter estimates between both the models.
Figure 3 shows the parameters estimates for the HG04
model. The main difference between these estimates and
those from the context-dependent GNR model lies in the
decreased widths for the 95% credibility intervals for the
parameters (data not shown), due to the fact that each
parameter is used to describe a substitution type at
opposing sides of a stem region, resulting in a more drastic
change in likelihood when proposing new parameter val-
ues. Figure 3 clearly illustrates the presence of the CpG-
methylation-deamination process in mammals. The mean
substitution rates from C to T (rCT) in the AXG, CXG,
GXG, and TXG contexts (and hence also the mean sub-
stitution rates from G to A (rAG) in the CXT, CXG, and
CXA contexts) are 12.69, 11.79, 8.07, and 10.34, respec-
tively. Such compensatory mutations make sense in this
dataset as three of the nine genes of the dataset we have
analyzed are located on the opposite strand from the other
six as discussed by Green et al. (2003) and Siepel and
Haussler (2004).
Four of the twelve context-dependent models listed in
Table 3 result in a log Bayes Factor between 5,000 and 5,500
log units when compared to the independent GTR model:
GIN82 (4-parameter version), B85, TK81, and GNR-SYM.
The reason for this increase in performance is solely due to
the fact that these four models assume that in each context
the rCT and rGA parameter values are equal. This prohibits
these context-dependent models to correctly estimate the
CpG-effects in all but one context: the CXG context.
rAG rAC rAT rGC rGT rCT rGA rCA rCG rTA rTG rTC
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Fig. 3 Context-dependent
evolutionary model parameter
estimates for the model of
Hwang and Green (2004) for the
Ancestral Repeats dataset.
Shown are means with
corresponding 95% credibility
intervals
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The two context-dependent SSL98 models result in a
(relatively small) difference in model fit when compared to
the independent GTR model. As discussed earlier, we have
invested additional computational efforts to ensure that
both annealing and melting confidence intervals overlap
sufficiently. The choice of prior distribution for the SSL98
model thus seems to have an influence on the performance
of the SSL98 model. Both versions yield highly similar
parameter estimates, which we have tested by calculating
Bayesian P values (e.g., Schafer, 1997). None of the 128
model parameters could be shown to differ significantly at
the 5% level. The difference in increase in model fit
between both the models stems from a difference in per-
formance when no data is available for the context-
dependent models (i.e., when the thermodynamic integra-
tion scheme finds itself in the prior of the context-depen-
dent model; data not shown). In other words, the prior of
the SSL98 (12) model describes the context-dependent
evolutionary parameters better than the prior of the SSL98
(8) model.
Parameter Reduction
We have tested whether the context-dependent GNR model
would benefit from clustering similar evolutionary param-
eters across contexts, i.e., clustering those parameters that
have a similar distribution in all 16 contexts, as this model
has clearly the largest number of evolutionary parameters.
To determine which evolutionary parameters would be best
suited for parameter reduction, we have applied a 16-
dimensional principal component clustering for the 12
substitution types in the context-dependent GNR model
(see Fig. 4). The different evolutionary parameters are of
different degrees of magnitude, with those parameters
related to the CpG-effects (i.e., rCT and rGA) clearly the
largest ones, which is why Fig. 4 shows four clusters (a)–
(d), progressively omitting the largest parameters. The
most promising candidates for clustering parameters across
contexts are hence: rAC, rAT, rTA, and rTG. The different
clustering steps and their impact on the model’s perfor-
mance are shown in Table 4. As can be seen from Table 4,
two models compete for the best parameter-performance
trade-off: (1) the model that only clusters rAC with rAT,
with 240 parameters and (2) the model that clusters rAC
with rAT and rTA with rTG, with 224 parameters. Further
clustering only decreases the model fit, hence it can be
concluded that a simple across-contexts parameter clus-
tering approach does not drastically increase model fit for
the Ancestral Repeats dataset. Given that the HG04 model
gives rise to a similar clustering (but with clusters even
further apart from one another; data not shown), we did not
attempt to perform this clustering approach for the HG04
model as we do not expect large increases in model fit
relative to the magnitude of the log Bayes Factor for the
HG04 model.
Pseudogenes
(Context)-Independent Models
We have performed the same set of model comparisons for
the Ancestral Repeats dataset on our pseudogenes dataset.
The results for all the independent model comparisons for
the pseudogenes dataset are shown in Table 5. Compared
to the Ancestral Repeats dataset, we can conclude that the
GNR-SYM model again significantly improves the model
fit, whereas the GNR model is not able to yield a significant
difference in model fit when compared to the independent
GTR model. Again, the TN84 and the GIN82 6-parameter
models show a drastic underperformance when compared
to the GTR model. The two SSL98 models result in a very
similar decrease in model fit when compared to the inde-
pendent GTR model, based on the confidence intervals for
the corresponding log Bayes Factors. In other words, the
choice of prior distribution for the SSL98 model had no
influence on the decrease in model fit when compared to
the independent GTR model, as was the case for the
Ancestral Repeats dataset.
As for the Ancestral Repeats dataset, we must first
assess how many rate matrices are needed in the PM04
model before being able to calculate a difference in model
fit between the independent PM04 and GTR models. Fig-
ure 5 shows the average log-likelihoods (from 80,000 log-
likelihood estimates, having discarded the first 20,000 as
burn-in) for the Pseudogenes dataset with an increasing
number of rate matrices. Only a minor increase in average
log-likelihood occurs for the case of two rate matrices, for
which we perform a model comparison and denote this
model as PM04 (2Q) in Table 5. Based on the bidirectional
mean log Bayes Factor, we conclude that for the Pseudo-
genes dataset, the model of Pagel and Meade (2004) is
unable to provide a significant increase in model fit,
compared to the independent GTR model. Indeed, a further
increase in the number of rate matrices does not further
increase the average log-likelihood with an increasing
number of parameters. For a larger number of rate matri-
ces, the log Bayes Factors will only decrease.
The assumption of varying rates across sites using n = 4
discrete rate classes results in a slightly larger increase in
model fit with a bidirectional mean log Bayes Factor of 5.4
units (annealing: [5.5; 5.7]; melting: [5.0; 5.2]), corre-
sponding to the findings of Yang (1994). For the Pseudo-
genes dataset, it can hence be concluded that the model of
Pagel and Meade (2004) offers approximately the same
increase in model fit as the assumption of varying rates
across sites.
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Context-Dependent Models
Given the smaller size (and hence the lower computational
demands for performing model comparisons) of the pseu-
dogenes dataset when compared to the Ancestral Repeats
dataset, we have calculated log Bayes Factors for zero-, first-,
second- and third-order Markov chains at the ancestral root
sequence. All context-dependent models compared showed
the largest increase in model fit when assuming a first-order
Markov chain at the ancestral root, followed by a second-
order Markov chain (with a difference of about 20 log units in
terms of model fit; data not shown). Such a first-order Mar-
kov chain requires 16 parameters to be estimated, which we
include in each model’s parameter count. The results for all
the context-dependent model comparisons for the pseudo-
genes dataset are shown in Table 6.
Table 6 shows that, for the pseudogenes dataset as well,
the context-dependent model of Hwang and Green (2004)
outperforms all other context-dependent models discussed
in this article. To find such dependency patterns in such a
(relatively) small dataset, with such strong support, pro-
vides evidence that even small datasets may benefit from
parameter-rich context-dependent models, which are often
evaluated on large genomic datasets.
Figure 6 shows the parameter estimates for the HG04
model for the pseudogenes dataset. As is the case for the
Ancestral Repeats dataset, the presence of the CpG-
methylation-deamination process can easily be established
for the pseudogenes dataset. The mean substitution rates
from C to T (rCT) in the AXG, CXG, GXG, and TXG
contexts (and hence also the mean substitution rates from G
to A (rAG) in the CXT, CXG, CXC, and CXA contexts) are
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Fig. 4 Sixteen-dimensional principal components clustering of the
12 different substitution rates from the GNR12P16C model (i.e., those
substitution rates clustered closely together have similar estimates
across all 16 neighboring base combinations). From this clustering,
the following clustering attempts to reduce dimensionality can be
proposed (in descending order): (a) rAC with rAT; (b) rTA with rTG;
(c) rAC with rAT and rTA with rTG; (d) rAC with rAT, rTA, rTG
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5.85, 7.24, 3.86, and 4.67, respectively. Compared to the
Anstral Repeats dataset, these substitution rates are less
elevated, but the presence of the CpG-effect in this dataset
is unmistakable. The uncertainty of these estimates (shown
in Fig. 6 by the 95% credibility intervals) is much higher
due to less data being available to estimate the parameters.
Parameter Reduction
Given the drastic increase in uncertainty for the context-
dependent model parameter estimates, the pseudogenes
dataset may greatly benefit from the suggested clustering
approach. Further, the small(er) size of this dataset enables
calculation of more MCMC iterations, allowing for more
model comparisons to be made. For the pseudogenes
dataset, we have thus tested whether the context-dependent
GNR model and the HG04 model benefit from parameter
clustering. Figure 7 shows the 16-dimensional principal
component clustering for the 12 substitution types in the
HG04 model (similar for the context-dependent GNR
model; data not shown).
Table 4 Ancestral Repeats dataset—across-contexts parameter
clustering (reducing parameter space with 16 evolutionary parameters
at a time), starting from the context-dependent GNR model, only
results in a marginal increase in terms of model fit for the Ancestral
Repeats dataset
Clustering
step
Param. Annealing Melting logBF
GNR 256 [7309.7; 7351.8] [7338.9; 7384.6] 7346.3
1 240 [7330.8; 7373.2] [7375.2; 7421.1] 7375.1
2 240 [7319.4; 7361.9] [7345.8; 7391.8] 7354.7
3 224 [7341.1; 7385.8] [7364.3; 7411.8] 7375.8
4 208 [7311.2; 7353.5] [7338.0; 7380.6] 7345.8
The clustering steps, as proposed from Fig. 4 are: 1. rAC with rAT; 2.
rTA with rTG; 3. rAC with rAT and rTA with rTG, and 4. rAC with
rAT, rTA, rTG
Table 5 Pseudogenes dataset—context-independent evolutionary
models are compared against the independent general time-reversible
(GTR) model and ranked according to their performance
Model Annealing Melting logBF
TN84 [-307.6; -295.1] [-303.3; -294.5] -300.1
GIN82 (6) [-169.2; -162.9] [-169.2; -159.9] -165.3
SSL98 (8) [-9.4; -5.7] [-8.7; -5.2] -7.3
SSL98 (12) [-7.3; -3.6] [-7.4; -3.6] -5.5
GNR [-2.5; -0.0] [-4.1; 0.4] -1.6
B85 [-26.8; 15.2] [-1.7; 8.7] -1.1
GTR – – 0
TK81 [-6.3; 3.5] [-0.0; 11.1] 2.1
PM04 (2Q) [0.5; 4.0] [2.1; 8.7] 3.8
GIN82 (4) [1.9; 8.0] [3.6; 12.8] 6.6
GNR-SYM [9.5; 18.6] [9.1; 18.2] 13.9
The general non-reversible symmetrical model (GNR-SYM) offers a
significant improvement in terms of model fit over the GTR model
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Fig. 5 Plot of the average log-likelihoods of the model of Pagel and
Meade (2004) using a range of rate matrices for the Pseudogenes
dataset. Average log-likelihoods were calculated from 100,000
iterations, discarding the first 20,000 as burn-in. The curve connecting
the average log-likelihoods does not show any drastic increase,
leading to the assumption that using 2 or more rate matrices will not
lead to significant (log) Bayes Factor in the model comparison with
the general time-reversible model
Table 6 Pseudogenes dataset—context-dependent evolutionary
models are compared against the independent general time-reversible
(GTR) model and ranked according to their performance
Model Param. Annealing Melting logBF
TN84 80 [-148.5; -135.3] [-142.1; -126.8] -138.2
GIN82 (6) 112 [-19.8; -7.6] [-22.5; -8.0] -14.5
GTR 6 – – 0
GNR 208 [118.0; 124.0] [119.4; 125.5] 121.7
SSL98 (8) 144 [124.4; 130.3] [125.8; 132.2] 128.2
GTR16C 112 [127.0; 137.1] [125.6; 138.0] 131.9
B85 80 [126.3; 142.3] [140.3; 154.9] 140.9
GNR-SYM 112 [131.8; 145.7] [137.8; 153.1] 142.1
TK81 96 [131.6; 144.5] [138.0; 155.0] 142.3
GIN82 (4) 80 [139.5; 152.2] [134.1; 152.7] 144.6
SSL98 (12) 144 [149.1; 155.0] [148.2; 153.9] 151.5
GTR-CDEF 112 [152.5; 160.0] [152.4; 159.7] 156.2
HG04 112 [168.9; 174.9] [171.4; 177.3] 173.1
While the TN84 model (like its independent version) performs sig-
nificantly worse than the GTR model, all but one of the other context-
dependent models significantly outperform the GTR model. The
largest increase in model fit is again obtained for the model of Hwang
and Green (2004; HG04)
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The different clustering steps as well as the resulting
increase in model fit compared to the independent GTR
model can be seen in Tables 7 (for the context-dependent
GNR model) and 8 (for the HG04 model). Table 7 shows
that the proposed clustering approach is able to reduce the
model’s parameter count by 80 parameters by successively
clustering highly similar parameters across contexts. Based
on the bidirectional log Bayes Factor means, this decrease
in number of parameters yields an increase in model fit of
approximately 40 log units when compared to the inde-
pendent GTR model.
Even after performing these clustering steps, the opti-
mized context-dependent GNR model is unable to outper-
form the HG04 model. Further, Table 8 shows that the
HG04 model can be further optimized by clustering
parameters. Even though the HG04 was already the best
performing context-dependent model, an additional
increase in model fit of approximately 30 log units was
obtained by the cluster approach, reducing the model’s
parameter count by 40 parameters. The clustering of the
different parameters (see Fig. 6) yields similar clustering
scenarios for both the context-dependent GNR model and
the HG04 model. The optimal model in both the cases also
clusters the same parameters together, i.e., the final model
in both Tables 7 and 8 has the same parameters clustered
together.
Discussion
In this article, we have presented a series of context-
dependent evolutionary models, with different structures
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Fig. 6 Context-dependent evolutionary model parameter estimates for the model of Hwang and Green (2004) for the pseudogenes dataset.
Shown are means with corresponding 95% credibility intervals
J Mol Evol
123
aimed at incorporating complex substitution patterns and
consisting of different numbers of parameters. We have
compared the different context-dependent models by cal-
culating log Bayes Factors using thermodynamic integra-
tion (Lartillot and Philippe 2006) and found that for both
the datasets, the context-dependent model of Hwang and
Green (2004) yielded the largest increase in model fit when
compared to the independent GTR model. Unlike Hwang
and Green (2004), we have assumed a lineage-independent
context-dependent evolutionary model for both the data-
sets. For the two datasets, which consist of closely related
sequences, this assumption is in accordance with the
analysis of Hwang and Green (2004), who also used a
single model for the clade of primates.
Mixture models of evolution, such as the model of Pagel
and Meade (2004), may yield large increases in model fit
when compared to the GTR model, while enabling
phylogenetic tree reconstruction through their assumption
of site-independent evolution. However, as demonstrated in
this article, site-independent models are not able to capture
context-dependent patterns of evolution, such as the so-
called CpG-effect. This requires conditioning the evolution
of a given site on the identities of its neighboring bases.
Mixture models nonetheless provide food for thought as
they raise the question whether a mixture context-depen-
dent model would make sense and whether such a com-
bination would further improve model fit. For example, for
(ancestral) sites where a C has a G as its 30 neighbor, a
mixture context-dependent model with several rate classes
would be able to entertain the possibility that a model
containing a high rCT substitution rate is applied to these
sites with a large probability, while the remaining models,
possibly with much lower rCT rates, are applied to these
sites with a low probability.
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Fig. 7 Sixteen-dimensional principal components clustering of the
12 different substitution rates from the HG04 model (i.e., those
substitution rates clustered closely together have similar estimates
across all 16 neighboring base combinations). The clustering scenario
for the context-dependent GNR model is slightly different (data not
shown)
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We have shown that modeling context-dependent sub-
stitution patterns may result in increases in model fit, both
in a large Ancestral Repeats dataset and in a small Pseu-
dogenes dataset, that are several times as large than the
increase brought about by assuming varying rates across
sites. Given that the assumption of varying rates across
sites has been most beneficial in the field of phylogenetics
(e.g., Yang 1996), we anticipate that modeling site-specific
dependencies may have an important impact on several
aspects of phylogenetic inference. For example, clade
posterior probabilities and even the tree topology may be
estimated more accurately using these context-dependent
models. However, using context-dependent models in
inferring phylogenetic trees is still an issue (e.g., Ronquist
and Deans 2010).
The fact that modeling context-dependence yields large
increases in model fit in primate non-coding sequences,
especially when compared to the assumption of varying
rates across sites, could mean that many datasets of various
types of organisms could benefit from the model presented
here. Primate and mammalian datasets are the first choice
to test such models because of the CpG-methylation-dea-
mination process known to exist in mammalian evolution.
However, the inspiration for our study came from findings
of Morton et al. (1997) who reported an influence of
neighboring bases on substitution bias in non-coding
regions of the plant chloroplast genome. In other words,
non-coding plant datasets may exhibit context-dependent
substitution patterns which may in turn influence phylo-
genetic tree reconstruction in the sense that previously
unresolved branching patterns may be solved when the
context-dependent models offer significant increases in
model fit.
Performing model comparisons using the thermody-
namic integration approach to calculate Bayes Factors
(Lartillot and Philippe 2006) is computationally demand-
ing, so to make this approach feasible, we have split each
log Bayes Factor calculation over multiple processor cores
(Baele et al. 2009). For both the datasets, the calculation
settings (number of cores, MCMC iterations and days of
computation should the calculations occur on a single
processor core) are shown in Table 9. Note that for both the
context-independent and the context-dependent versions of
the SSL98 model, more accurate settings were used as we
were interested in accurately assessing the influence of the
prior distribution on the outcome of the model comparison
with the GTR model.
Table 7 Pseudogenes dataset—across-contexts parameter clustering
(reducing parameter space with 16 evolutionary parameters at a time),
starting from the context-dependent GNR model, results in a signif-
icant increase in terms of model fit for the pseudogenes dataset
Clustering step Param. Annealing Melting logBF
GNR 256 [118.0; 124.0] [119.4; 125.5] 121.7
1 240 [127.4; 133.5] [129.3; 135.3] 131.3
2 240 [124.7; 130.7] [125.7; 131.9] 128.2
3 208 [150.1; 156.0] [150.5; 156.3] 153.2
4 192 [148.9; 154.5] [147.1; 153.0] 150.9
5 192 [155.5; 161.5] [155.4; 161.2] 158.4
6 192 [156.2; 161.9] [157.7; 163.6] 159.8
7 176 [160.7; 166.5] [161.9; 167.6] 164.2
The clustering steps, as proposed from Fig. 6 are: 1. rAC with rAT; 2.
rTA with rTG; 3. rAC with rAT and rTA with rTG; 4. step 3 and rAG
with rTC; 5. step 3 and rCA with rCG; 6. step 3 and rGC with rGT;
and 7. step 3 and rCA with rCG and rGC with rGT. Further clustering
steps did not result in additional gains in model fit
Table 8 Pseudogenes dataset—across-contexts parameter clustering
(reducing parameter space with 16 evolutionary parameters at a time),
starting from the HG04 model, results in a significant increase in
terms of model fit for the pseudogenes dataset
Clustering step Param. Annealing Melting logBF
HG04 160 [168.9; 174.9] [171.4; 177.3] 173.1
1 152 [175.0; 180.9] [174.4; 180.3] 177.6
2 152 [177.1; 183.0] [176.1; 181.9] 179.5
3 136 [193.0; 198.7] [194.5; 200.4] 196.6
4 120 [198.5; 204.0] [202.2; 208.5] 203.3
The clustering steps for the HG04 model are: 1. rAT with rTA; 2. rAC
with rTG; 3. rAT with rTA and rAC with rTG; and 4. step 3 and rCA
with rCG and rGC with rGT. Further clustering steps did not result in
additional gains in model fit
Table 9 Settings for the thermodynamic integration approach to
calculate Bayes Factors for both the Ancestral Repeats and Pseudo-
genes datasets
Model(s) Cores MCMC
iterations
Days of
computation
Ancestral Repeats dataset
SSL98 (CI) 40 3,680,000 644
Other models (CI) 40 2,240,000 392
SSL98 (CD) 40 5,440,000 1.088
Other models (CD) 40 800,000 186
Pseudogenes dataset
SSL98 (CI) 1 22,400,000 64
Other models (CI) 1 2,000,000 8
TN84, GIN82 (6),
GTR, B85, TK81 (CD)
1 2,000,000 15
Other models (CD) 1 14,400,000 111
The first column shows the evolutionary model (CI context-inde-
pendent, CD context-dependent); the second column reports the
number of processor cores used in the computation; the third column
shows the number of MCMC iterations, not including the burn-in,
performed; and the fourth column reports the computation time
should the calculations be done on a single processor core
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As can be seen from the clustering efforts for the
pseudogenes dataset, an optimized version of the context-
dependent GNR model is unable to outperform the model
of Hwang and Green (2004). This is due to the specific
clustering approach and illustrates a crucial aspect of
model building, i.e., that ‘‘better, more realistic models
should not mean more parameter-rich models’’ (Steel
2005). In other words, the model of Hwang and Green
(2004) takes full advantage of biologically realistic
assumptions by providing a single set of parameters for
compensatory mutations, thereby incorporating structural
information in the design of their model.
While the context-dependent model of Hwang and Green
(2004) leads to the largest increase in model fit for both the
datasets, we have shown that the model could be further
refined to increase model fit for the pseudogenes dataset.
Even though the model of Hwang and Green (2004) already
assumes that compensatory mutations occur on opposing
regions, it is impossible to predict if such a model can be
further reduced by clustering similar parameters. The pro-
cess of repeatedly assessing model performance and clus-
tering parameters is computationally intensive. An
automated approach to this problem, e.g., using Reversible
Jump MCMC (e.g., Green, 1995), therefore seems prefer-
able. However, such an approach leads to additional pro-
gramming, may require longer run times (i.e., more MCMC
iterations) and may exhibit poor convergence.
Each of the two primate datasets requires a different
Markov chain at the ancestral root sequence, for which the
main reason seems to be the amount of data available in the
dataset. For the large Ancestral Repeats dataset, we had
already established strong support for the use of a second-
order Markov chain at the ancestral root (Baele et al. 2010).
We have shown that the smaller pseudogenes dataset only
requires a first-order Markov chain at the ancestral root.
While the clustering approach we performed in this article is
solely aimed at reducing the number of parameters in the
context-dependent evolutionary model itself, the number of
parameters of the Markov chain describing the ancestral root
sequence can most likely also be reduced. In other words, the
Ancestral Repeats dataset may benefit from using a third-
order Markov chain at the root, with most of the parameters
clustered together, which would lead to a fully parameterized
second-order Markov chain at the root with a few specific
third-order dependencies. Similarly, the ancestral root dis-
tribution of the pseudogenes dataset could consist of a
heavily reduced second-order Markov chain, leading to a
fully parameterized first-order Markov chain at the root with
a few specific second-order dependencies. Modeling such
reduced Markov chains could be accommodated using a
Reversible Jump MCMC approach (Green 1995).
In this article, we have discussed the importance of
allowing substitution patterns at a given site to depend
upon the identities of that site’s two immediate flanking
neighbors. It is however unlikely that only these two
neighbors are responsible for specific context-dependent
patterns of evolution. Allowing for longer-range depen-
dencies will address interesting topics such as whether
CpG-effects are in fact only dependent upon guanine as the
30 neighbor or whether other dependencies influence the
accompanying substitution rates. The extension of the
presented approach to model the influence of more than
two neighboring sites is the subject of ongoing research.
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