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Resumen
Tanto los sistemas avanzados de ayuda a la conduccio´n (ADAS) aplicados a la mejora de la seguridad vial, como los sistemas
de navegacio´n auto´noma de vehı´culos, demandan sensores y algoritmos cada vez ma´s complejos, capaces de obtener e interpretar
informacio´n del entorno vial. En concreto, las mayores diﬁcultades surgen a la hora de analizar la informacio´n proveniente de los
entornos urbanos, debido a la diversidad de elementos con distintas caracterı´sticas que existen en a´reas urbanas. Estos sistemas
requieren, cada vez ma´s, que la interpretacio´n de la informacio´n se realice en tiempo real para mejorar la toma de decisiones.
Por otra parte, la visio´n este´reo es ampliamente utilizada en sistemas de modelado, dada la gran cantidad de informacio´n que
proporciona, pero al mismo tiempo, los algoritmos basados en esta te´cnica requieren de un elevado tiempo de co´mputo que diﬁculta
su implementacio´n en aplicaciones de tiempo real. En este trabajo se presenta un algoritmo basado en visio´n este´reo para la
deteccio´n tanto de obsta´culos como de espacios transitables en entornos urbanos y que ha sido implementado principalmente
en GPU (Unidad de Procesamiento Gra´ﬁco) para reducir el tiempo de co´mputo y conseguir un funcionamiento en tiempo real.
Copyright c© 2012 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
La actual demanda social de mejora de la seguridad vial es
una de las grandes responsables del profundo desarrollo que
han experimentado los sistemas de ayuda a la conduccio´n. Es-
tos sistemas normalmente realizan tareas de supervisio´n de la
conduccio´n hasta que se producen situaciones de peligro, gene-
rando avisos al conductor que advierten de dichas situaciones.
Tradicionalmente, estos sistemas no actuaban activamente so-
bre elementos del vehı´culo tales como los frenos o la direccio´n,
pero en los u´ltimos tiempos esta tendencia esta´ cambiando, lle-
gando a ser cada vez ma´s comu´n encontrar soluciones ba´sicas
de este tipo implementadas comercialmente. Esto exige, si ca-
be au´n ma´s, un alto grado de eﬁcacia de los algoritmos, tanto
desde un punto de vista de ﬁabilidad, como de tiempo de res-
puesta, siendo un caso extremo cuando son aplicados a la nave-
gacio´n auto´noma de vehı´culos (Pe´rez et al., 2010). El a´mbito de
los vehı´culos auto´nomos ha experimentado un auge a partir de
∗Autor en correspondencia.
Correos electro´nicos: bmusleh@ing.uc3m.es (B. Musleh),
escalera@ing.uc3m.es (A. de la Escalera), armingol@ing.uc3m.es
(J.M. Armingol)
la celebracio´n de competiciones auspicidas por la Agencia de
Investigaciones Avanzadas del Eje´rcito Norteamericano (DAR-
PA). Las primeras ediciones se realizaban a campo abierto y so-
lo durante la u´ltima competicio´n se simulo´ un entorno urbano,
debido a la complejidad inherente a estas zonas.
Los entornos urbanos requieren del uso de sensores capaces
de obtener una gran cantidad de informacio´n, para poder reali-
zar un ana´lisis correcto de los mismos. Por ejemplo, los laser
lidar son sensores de uso extendido en los ADAS por la gran
precisio´n y resolucio´n de sus medidas, pero esta´n limitados des-
de un punto de vista de la cantidad de informacio´n que sumi-
nistran, cin˜e´ndose a un plano 2D en la mayorı´a de los casos. En
contraposicio´n, los sistemas de visio´n este´reo proporcionan una
gran cantidad de informacio´n en 3D, aunque con una resolucio´n
desde un punto de vista de la profundidad ma´s limitada que los
laser lidar. En el presente trabajo se ha empleado un sistema
de percepcio´n basado en visio´n este´reo que aprovecha la gran
cantidad de informacio´n que ofrece.
Los entornos urbanos presentan numerosos y variados ele-
mentos en funcio´n de su taman˜o, forma, color, textura, etc., lo
que diﬁculta en gran medida el procesamiento de las ima´genes
del sistema este´reo. Un primer ejemplo lo encontramos en la
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aparicio´n de obsta´culos de gran taman˜o, tales como ediﬁcios
u otros vehı´culos, que pueden llegar a ocupar una gran parte
de la imagen, ocluyendo el resto de la vı´a. Otra situacio´n recu-
rrente en entornos urbanos es la falta de textura y la aparicio´n
de patrones repetitivos en muchos de los elementos de la vı´a,
que son captados por las ca´maras y que diﬁcultan el ana´lisis de
las ima´genes por parte de los algoritmos este´reo. El cielo o la
calzada carecen habitualmente de textura, siendo un caso extre-
mo la pintura de los vehı´culos. Los patrones repetitivos apare-
cen habitualmente en los entornos urbanos, como por ejemplo
en ediﬁcios de ladrillo y en las aceras. Otra fuente tı´pica de
complicaciones esta relacionada con las condiciones de ilumi-
nacio´n, como ocurren con los brillos, la iluminacio´n a contraluz
o las sombras en la conduccio´n diurna, ası´ como cuando la ilu-
minacio´n es insuﬁciente, como sucede bajo condiciones meteo-
rolo´gicas adversas, en tu´neles o aparcamientos y, por supuesto,
durante la conduccio´n nocturna.
Los algoritmos han sido implementados y probados en cir-
culacio´n urbana mediante el vehı´culo experimental IVVI, cuyo
nombre responde al acro´nimo de (Intelligent Vehicle Based on
Visual Information) (Armingol et al., 2007). Adema´s del siste-
ma presentado en este artı´culo, la plataforma posee otros sis-
temas de ayuda a la conduccio´n, tales como la deteccio´n de
somnolencia del conductor (Flores et al., 2011), reconocimien-
to de sen˜ales de tra´ﬁco, deteccio´n de peatones por infrarrojos
para conduccio´n nocturna (Olmeda et al., 2011) y un sistema
de aviso de salida de carril.
En el presente trabajo se describe una nueva metodologı´a
para la deteccio´n de obsta´culos y espacios transitables basa-
da en la construccio´n del mapa de disparidad (Scharstein and
Szeliski, 2002) y el u-v disparity (Hu and Uchimura, 2005).
Adema´s, se presenta un estudio de aquellas situaciones en en-
tornos urbanos que diﬁcultan la interpretacio´n de los mismos.
El perﬁl de la calzada (Labayrade et al., 2002) sera´ utilizado
para realizar una novedosa clasiﬁcacio´n de obsta´culos que per-
mite distinguir entre aquellos que esta´n elevados y los situados
sobre el suelo (no elevados). Asimismo, se presenta una nueva
formulacio´n para la localizacio´n de obsta´culos sobre la calza-
da que aumenta considerablemente la resolucio´n de la misma.
Respecto a la implementacio´n del algoritmo, una gran parte del
mismo ha sido realizada en CUDA (Compute Uniﬁed Device
Architecture) para poder procesar en GPU y de esta manera re-
ducir sensiblemente el tiempo de co´mputo hasta alcanzar una
respuesta en tiempo real. En aplicaciones de tipo ADAS se en-
tiende por tiempo real el tiempo de procesado de la informacio´n
que permita emitir avisos al conductor con tiempo suﬁciente pa-
ra que e´ste detenga el vehı´culo ante una situacio´n de peligro.
1.1. Estructura del Documento
La seccio´n segunda presenta el estado del arte de la detec-
cio´n de obsta´culos y de la determinacio´n del espacio libre en
su aplicacio´n a los sistemas de ayuda a la conduccio´n. A conti-
nuacio´n, en la tercera se describe el algoritmo, donde se expli-
cara´ co´mo se detectan los obsta´culos y las zonas transitables, la
obtencio´n y usos del perﬁl de la calzada y el estudio de casos
complejos en entornos urbanos. El apartado cuarto se dedica a
detallar la implementacio´n del algoritmo, prestando una mayor
antencio´n a la parte correspondiente a la GPU. Se presentan los
resultados experimentales obtenidos en las pruebas realizadas
en la seccio´n quinta y, ﬁnalmente, en el punto sexto se exponen
las conclusiones.
2. Estado del Arte
Actualmente se utilizan distintas tecnologı´as para la detec-
cio´n de obsta´culos y la determinacio´n del espacio libre aplica-
das a los sistemas de ayuda a la conduccio´n. En este apartado
se mostrara´n los principales trabajos realizados en este campo
y a lo largo del artı´culo se referenciara´n aquellos que esta´n ma´s
relacionados con las te´cnicas utilizadas. Dentro de estas tec-
nologı´as cabe diferenciar entre dos grandes grupos: en primer
lugar esta´n los sistemas basados en tecnologı´as la´ser o radar,
que se caracterizan por proveer una cantidad bastante reducida
de informacio´n, adema´s de ser sensores invasivos. Por otro lado
encontramos los basados en visio´n por computador, que princi-
palmente esta´n implementados mediante sistemas monoculares
o sistemas este´reo y en los que, al contrario que los anteriores,
la cantidad de informacio´n adquirida es muy superior y son no
invasivos. Por su parte, los sistemas monoculares presentan la
desventaja frente a los este´reo de no disponer informacio´n 3D.
Se han conseguido buenos resultados en sistemas de detec-
cio´n de obsta´culos basados en laser lidar (Broggi et al., 2008)
(Urmson et al., 2008), principalmente debido a la alta preci-
sio´n de sus medidas, aunque presentan diﬁcultades a la hora de
realizar clasiﬁcaciones de los obsta´culos detectados debido a la
escasa informacio´n que adquieren (Premebida et al., 2009)(Pe-
trovskaya and Thrun, 2009). Los laser lidar tambie´n se pueden
utilizar para determinar las zonas libres de obsta´culos mediante
algoritmos de celdas de ocupacio´n (Thrun, 2003).
Los sistemas monoculares se utilizan habitualmente en la
deteccio´n y clasiﬁcacio´n de diferentes tipos de obsta´culos, prin-
cipalmente peatones (Enzweiler and Gavrila, 2009) y vehı´culos
(Sun et al., 2006). Existe una gran variedad de algoritmos apli-
cados a estas taraes y que tambie´n dependen de las condicio-
nes de iluminacio´n. Por ejemplo, para la deteccio´n de peatones
en conduccio´n noctura en los u´ltimos an˜os se ha extendido el
uso de ca´maras infrarrojas de espectro lejano (Bertozzi et al.,
2003), aunque tambie´n se pueden utilizar me´todos de ilumina-
cio´n, preferiblemente en el infrarrojo cercano (Ling et al., 2007)
a ﬁn de evitar ocasionar deslumbramientos al resto de usuarios
de la vı´a. Por u´ltimo, existen algoritmos aplicados a la detec-
cio´n del espacio libre empleando este tipo de sensores (Taylor
et al., 2004). Los sistemas este´reo aportan, respecto de los mo-
noculares, informacio´n 3D, pero los algoritmos deben procesar
una mayor cantidad de informacio´n. Son muchos los trabajos
que utilizan visio´n estereosco´pica en el a´mbito de la deteccio´n
de obsta´culos (Xu et al., 2009) (Cabani et al., 2006) (Lemon-
de and Devy, 2004), siendo tambie´n numerosos los que hacen
un uso especı´ﬁco del u-v disparity (Hu et al., 2005) (Labayrade
and Aubert, 2003a) (Hautie´re et al., 2006). La deteccio´n de las
zonas libres (Guo et al., 2009) (Soquet et al., 2007) supone un
campo de investigacio´n muy intenso utilizando esta tecnologı´a,
que usa normalmente como herramienta el perﬁl de la calzada
(Zhao et al., 2009) (Labayrade and Aubert, 2003b).
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Figura 1: Ejemplo de ana´lisis de un entorno urbano para la deteccio´n de
obsta´culos y espacio libre. (a) Visible izquierda. (b) Mapa denso de dispari-
dad. (Derecha) v-disparity. (Debajo) u-disparity. (c) Mapa de obsta´culos. (d)
Mapa libre.
3. Descripcio´n del Algoritmo
Para calcular la profundidad (Z) a la que se encuentra un
punto P = (X,Y,Z) en coordenadas del mundo es necesario
utilizar dos ca´maras que posean ciertas caracterı´sticas que con-
formen lo que se denomina un par este´reo. Disponiendo de un
par de ca´maras iguales y paralelas se puede utilizar la ecuacio´n
este´reo (1) para calcular la profundidad (Z) del punto P, donde
la proyeccio´n del punto P sobre el plano de la imagen izquierda
es (uL, vL) y sobre el plano de la imagen derecha es (uR, vR), f
es la distancia focal medida en pı´xeles, B es la baseline entre
ca´maras y d es la disparidad.
Z =
f · B




Construir un sistema este´reo que cumpla las condiciones
cano´nicas es muy difı´cil en la pra´ctica y por tanto se debe apli-
car una etapa de rectiﬁcacio´n (Fusiello et al., 2000) sobre las
ima´genes para que se cumpla (1).
El mapa de disparidad (Fig. 1(b)) es construido a partir de
las ima´genes obtenidas de las ca´maras (Fig. 1(a)), donde la dis-
paridad (d) aparece representada por niveles de gris para cada
punto de la imagen, donde los ma´s cercanos poseen un nivel de
gris mayor que los ma´s alejados. Una vez que se ha construido
el mapa denso de disparidad se puede obtener el u-v disparity
(Fig. 1(b) debajo y derecha). El v-disparity corresponde al his-
tograma de la disparidad para cada una de las ﬁlas del mapa de
disparidad, mientras que el u-disparity corresponde tambie´n al
histograma, pero en este caso de cada columna. El u-v disparity
es una fuente de informacio´n muy completa puesto que, en pri-
mer lugar los obsta´culos que hay delante del vehı´culo aparecen
como lı´neas proporcionales a las dimensiones de los mismos y
en su valor correspondiente de disparidad (Broggi et al., 2005).























Figura 2: Esquema del diagrama de ﬂujo del algoritmo.
posible obtener informacio´n de la calzada, la cual aparece en
el v-disparity como una lı´nea oblicua (Labayrade et al., 2002).
Esta lı´nea se puede expresar con la ecuacio´n de una recta (2)
si se realiza la asuncio´n de suelo plano delante del vehı´culo,
donde m es la pendiente y b es la ordenada en el origen, que
corresponde al valor teo´rico del horizonte en la imagen. Una
vez determinados los valores de la expresio´n se puede calcular
el a´ngulo de cabeceo (α) entre el sistema este´reo y la calzada,
cuyo valor viene dado por (3), siendo CV la coordenada vertical
del centro o´ptico.





El mapa de disparidad y el u-v disparity se empleara´n para
determinar los obsta´culos y el espacio libre delante del vehı´cu-
lo; una aplicacio´n extendida consiste en la utilizacio´n de la
transformada de Hough para detectar los obsta´culos como lı´neas
(Hu and Uchimura, 2005), pero resulta costoso desde un punto
de vista de tiempo de co´mputo. El objetivo de nuestra deteccio´n
de obsta´culos es la determinacio´n de las regiones de intere´s que
rodean a los mismos y podra´n ser clasiﬁcados como elevados
o no elevados por medio de la utilizacio´n del perﬁl de la calza-
da. Esta clasiﬁcacio´n tiene, entre otras posibles aplicaciones, la
de llegar a determinar si el vehı´culo puede transitar por debajo
de los obsta´culos elevados, como son las entradas a los tu´ne-
les, po´rticos o sema´foros. Adema´s, se presenta un me´todo que
combina la ecuacio´n este´reo (1) con el perﬁl de la calzada (2), lo
que permite calcular la profundidad (Z) a la que se encuentran
los obsta´culos con una resolucio´n muy superior a la obtenida
usando u´nicamente los valores de disparidad en (1).
Como se detallo´ anteriormente, en los entornos urbanos exis-
te un elevado nu´mero de elementos que presentan grandes di-
ferencias en funcio´n de su taman˜o, forma, localizacio´n, color,
textura, etc, lo cual afecta al mapa de disparidad y por tanto, al
u-v disparity (Lee et al., 2008). En este artı´culo se presentan los
resultados de la interpretacio´n del mapa de disparidad y del u-v
dispartiy para situaciones comunes en entornos urbanos, donde
existen diﬁcultades para interpretar la informacio´n de manera
correcta. Adema´s se expone una metodologı´a que permite re-
ducir el nu´mero de ocasiones en que el perﬁl de la calzada es
detectado de manera incorrecta, que es el problema ma´s comu´n
en estas situaciones complejas.
La Fig. 2 presenta un diagrama de ﬂujo del algoritmo donde
se pueden apreciar las distintas etapas del mismo y las secuen-
cias de ejecucio´n.
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3.1. Deteccio´n de Obsta´culos y de Zonas Transitables
La informacio´n contenida en el mapa denso de disparidad
puede divididirse en dos grupos: obsta´culos y espacio libre, ob-
tenie´ndose como resultado otros dos nuevos mapas densos de
disparidad. El primero de ellos, el mapa de obsta´culos, contie-
ne u´nicamente los pı´xeles del mapa de disparidad correspon-
dientes a obsta´culos (Fig. 1(c)). Mientras que el segundo, el
mapa libre, es el opuesto al anterior donde solamente aparece
el espacio libre existente delante del vehı´culo (Fig. 1(d)). Como
se explicara´ ma´s adelante, el mapa de obsta´culos constituye la
base para la determinacio´n de las regiones de intere´s que en-
globan a los distintos obsta´culos, mientras que el mapa libre se
empleara´ para la obtencio´n del perﬁl de la calzada.
3.1.1. Construccio´n del Mapa de Obsta´culos y del Mapa Li-
bre
Para la construccio´n tanto del mapa de obsta´culos como del
mapa libre, se parte del mapa denso de disparidad y del u-v dis-
parity. Como se indico´ anteriormente, los obsta´culos aparecen
en el u-disparity como lı´neas, siendo esta informacio´n la base
para generar tanto el mapa de obsta´culos como el mapa libre.
Ası´ pues, la construcio´n del mapa de obsta´culos se realiza
en dos fases: en primer lugar, se umbraliza el u-disparity a ﬁn
de detectar todos aquellos obsta´culos cuya altura sea mayor a
un umbral medido en pı´xeles y cuyo valor debe elegirse con
cuidado, pues tendra´ que ser lo suﬁcientemente pequen˜o para
detectar cualquier obsta´culo que pudiera impedir el movimien-
to del vehı´culo, pero suﬁcientemente grande para evitar detectar
como obsta´culos aquellas variaciones pronunciadas de la calza-
da que no impidan el avance del vehı´culo, como por ejemplo los
badenes. Una vez realizada esta primera fase, el siguiente paso
consiste en eliminar del mapa denso de disparidad todos aque-
llos pı´xeles que no pertenezcan a los obsta´culos detectados en el
u-disparity umbralizado, obtenie´ndose como resultado el mapa
de obsta´culos (Fig. 1(c)) . La construccio´n del mapa libre (Fig.
1(d)) reutiliza el resultado de la primera etapa de la generacio´n
del mapa de obsta´culos y en la segunda etapa, al contrario que
para el mapa de obsta´culos, se conservan los pı´xeles que no per-
tencen a aque´llos, obteniendo ası´ el mapa libre, cuyo resultado
correspondera´ normalmente a la calzada delante del vehı´culo,
aunque teo´ricamente es todo espacio libre delante del mismo.
3.1.2. Determinacio´n de las Regiones de Intere´s
Como se ha explicado anteriormente, para la determinacio´n
de las regiones de intere´s sobre la imagen visible se utiliza el
mapa de obsta´culos como punto de partida, sobre el que se apli-
cara´ un ana´lisis de blobs. En la primera fase se ﬁjara´ la regio´n
de estudio delante del vehı´culo sobre la que se van a buscar los
obsta´culos y que viene ﬁjada por un valor de disparidad (d), de
manera que aquellos obsta´culos cuyo valor sea menor al de dis-
paridad, no sera´n englobados en ninguna regio´n de intere´s. La
manera pra´ctica de lograr esto es mediante la umbralizacio´n del
mapa de obsta´culos, utilizando como umbral el valor de dispari-
dad que determina la regio´n de estudio, resultando ası´ un mapa
de obsta´culos umbralizado en el que solo aparecera´n aquellos
que este´n dentro de la regio´n de estudio.
Figura 3: Comparacio´n en la obtencio´n del perﬁl de la calzada a partir del mapa
de disparidad y su obtencio´n a partir del mapa libre. (a) Imagen visible iz-
quierda. (b) Mapa de disparidad. (c) Mapa de obsta´culos. (d) Mapa libre. (e) v
disparity a partir del mapa de disparidad. (f) v disparity a partir del mapa libre.
Al umbralizar, el nivel de gris de todos los pı´xeles pasa a
ser uno para los obsta´culos y cero para el resto, razo´n por la
cual dos o ma´s obsta´culos que este´n pro´ximos o que se ocluyan
parcialmente entre sı´ no podra´n ser diferenciados por su nivel
de gris o, lo que es lo mismo, por su nivel de disparidad. Los
grupos de obsta´culos en los que se de´ esta circustancia sera´n
englobados en una u´nica regio´n de intere´s por el ana´lisis de
blobs, lo que diﬁcultarı´a una posterior etapa de clasiﬁcacio´n. A
efectos de englobar cada obsta´culo en una u´nica regio´n de in-
tere´s, se lleva a cabo una deteccio´n de bordes sobre el mapa de
obsta´culos antes de la umbralizacio´n y se sustrae el resultado
del mapa de obsta´culos umbralizado, de forma que desapare-
ce la posible agrupacio´n de obsta´culos. Es importante mencio-
nar que este procedimiento puede ocasionar la division´ de los
obsta´culos que este´n muy cerca del vehı´culo, debido a que en
esta zona un obsta´culo puede tener varios valores de disparidad.
3.2. Obtencio´n y usos del Perﬁl de la Calzada
Tal como se ha visto anteriormente, el perﬁl de la calzada
aparece como una lı´nea oblicua en el v-disparity. Un me´todo
para obtener el perﬁl de la calzada es la aplicacio´n de la trans-
formada de Hough para rectas. Este me´todo obtiene como resul-
tado la recta ma´s votada o, lo que es lo mismo la recta, que con-
tiene una mayor cantidad de puntos existentes en el v-disparity.
Ası´ pues, surgen problemas cuando el perﬁl de la calzada no es
la recta con ma´s puntos (Fig. 3(e)), tal como sucede por ejemplo
cuando uno o varios obsta´culos de gran taman˜o aparecen delan-
te del vehı´culo, lo cual es muy frecuente en entornos urbanos.
Es por ello que el me´todo presentado para la obtencio´n del perﬁl
de la calzada emplea un v-disparity diferente (Fig. 3(f)), carac-
terizado por el hecho de que los obsta´culos se han eliminado del
mismo. Se puede utilizar el mapa libre (Fig. 3(d)) para obtener
este nuevo v-disparity, que como se ha explicado, es un mapa
denso de disparidad donde todos los pı´xeles pertenecientes a los
obsta´culos se han eliminado. De esta forma, se reduce en gran
medida el nu´mero de ocasiones en las que el perﬁl de la calzada
no es la ma´s votada en el v-disparity.
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Figura 4: Comparacio´n de la resolucio´n usando los valores de disparidad (lı´nea roja discontinua) frente a emplear el perﬁl de la calzada (lı´nea azul)
3.2.1. Clasiﬁcacio´n de las Regiones de Intere´s
Todas las regiones que son detectadas siguiendo el algorit-
mo anteriormente explicado, van a ser clasiﬁcadas en dos gru-
pos: obsta´culos elevados y no elevados, clasiﬁcacio´n que puede
ser de gran ayuda ya que permite descartar regiones de intere´s a
efectos de posteriores clasiﬁcaciones ma´s concretas como, por
ejemplo, una posterior clasiﬁcacio´n de peatones como la pre-
sentada en (Dalal and Triggs, 2005), donde aquellos que apare-
cen delante del vehı´culo solo pertenecen al grupo de obsta´culos
no elevados, de forma que u´nicamente las regiones de intere´s
preclasiﬁcadas como no elevadas pasara´n a la siguiente etapa
de clasiﬁcacio´n (este mismo procedimiento es aplicable a los
algoritmos de clasiﬁcacio´n de vehı´culos). Por otro lado, las re-
giones preclasiﬁcadas como elevadas pueden ser utilizadas por
algoritmos de clasiﬁcacio´n de sen˜ales de tra´ﬁco. Este me´todo
de eleccio´n de las regiones de intere´s para cada uno de los sis-
temas de clasiﬁcacio´n puede reducir considerablemente el coste
computacional, pues disminuye en gran medida la cantidad de
informacio´n a procesar por las mismas. Otra posible aplicacio´n
de este me´todo de clasiﬁcacio´n es llegar a determinar cua´ndo
un vehı´culo podrı´a llegar a circular por debajo de obsta´culos
elevados, tal y como sucede habitualmente al aproximarse a la
entrada de un tu´nel o de po´rticos.
Para poder realizar la clasiﬁcacio´n entre obsta´culos eleva-
dos o no elevados, es necesario estimar un valor teo´rico de la
disparidad para cada uno de ellos en el caso hipote´tico de que
todos se encontraran sobre el suelo o calzada. Para estimar este
valor se va a hacer uso de (2), utilizando el valor de la coordena-
da vertical v inferior de la regio´n de intere´s que engloba a cada
uno de los obsta´culos. Para aquellos cuyo valor de disparidad
teo´rica coincida con la real, se podra´ concluir que no esta´n ele-
vados, mientras que si el valor de disparidad teo´rico es inferior
al real, los obsta´culos sera´n elevados. Para aquellos obsta´culos
elevados que se encuentran en la direccio´n de circulacio´n del
vehı´culo, se debera´ determinar si e´ste puede pasar por debajo.
La estimacio´n del espacio entre los obsta´culos y el suelo (h)
se puede realizar mediante (4), que expresa este espacio como
un valor proporcional a la distancia al obsta´culo y la diferencia
entre la coordenada vertical de e´ste vobs y la coordenada verti-
cal vsuelo del punto de interseccio´n entre la proyeccio´n perpen-
dicular del mismo sobre el suelo. Para obtener vsuelo se puede
utilizar el perﬁl de la calzada (2) con el valor de disparidad (d)




(vsuelo − vobs) = Bd ((m · d + b) − vobs) (4)
3.2.2. Localizacio´n de Obsta´culos
Utilizando el perﬁl de la calzada es posible localizar con una
mayor resolucio´n todos aquellos obsta´culos que han sido clasi-
ﬁcados como no elevados. Es decir, para los obsta´culos eleva-
dos u´nicamente se puede calcular la profundidad (Z) a la que se
encuentran como una funcio´n de la disparidad d mediante (5).
Sin embargo, para los no elevados se cumple la relacio´n dada
por el perﬁl de la calzada (2) entre la coordenada vertical de la
imagen v y la disparidad d. La localizacio´n en coordenadas del
mundo (X,Z) de los obsta´culos no elevados que se encuentran
delante del vehı´culo puede obtenerse como una funcio´n de las
coordenadas de la imagen izquierda (u, v), para lo cual es nece-
sario combinar las ecuaciones (5) y el perﬁl de la calzada (2),
resultando (6), donde Cu corresponde a la coordenada horizon-
tal del centro o´ptico. Como se puede observar en ambas expre-
siones ((5) y (6)) se multiplica por cosα, esto es ası´ debido a
que se desea calcular la localizacio´n de los obsta´culos respecto
del vehı´culo y no respecto del sistema este´reo. Si recordamos,
α corresponde al a´ngulo de cabeceo, que es el a´ngulo que for-









m · f · B
v − b · cosα X =
m · B · (u −Cu)
v − b · cosα (6)
La Fig. 4 muestra una comparacio´n de la resolucio´n de la
profundidad (Z) entre los dos me´todos de localizacio´n. La lı´nea
roja discontinua reﬂeja el resultado de utilizar solo los valores
de disparidad (5), mientras que la lı´nea continua azul es pro-
ducto de emplear el perﬁl de la calzada (6). Tal y como muestra
el gra´ﬁco, la resolucio´n resultante de emplear el perﬁl de la cal-
zada mejora considerablemente con respecto a utilizar exclusi-
vamente los valores de disparidad. Es importante resaltar que la
resolucio´n de los obsta´culos no es lineal, esto es, la resolucio´n
empeora cuando los obsta´culos se alejan del vehı´culo.
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Figura 5: Ejemplos del u-v disparity en diferentes casos de estudio en entornos urbanos: (a) Un vehı´culo y un ediﬁcio. (b) Atasco. (c ) Circulacio´n entre muros. (d)
Ejemplo de obsta´culo elevado: entrada a un tu´nel.
3.3. Casos de Estudio en Entornos Urbanos
En esta seccio´n se tratan diferentes situaciones comunes en
entornos urbanos, cuyo intere´s radica en el hecho de que pre-
sentan caracterı´sticas que diﬁcultan el ana´lisis de la informa-
cio´n obtenida por el sistema de percepcio´n.
3.3.1. Obsta´culos de Gran Taman˜o Delante del Vehı´culo
La primera situacio´n y una de las ma´s frecuentes se da cuan-
do un obsta´culo de gran taman˜o aparece delante del vehı´culo,
como en el caso de otro vehı´culo o un ediﬁcio. La Fig. 5 mues-
tra dos casos diferentes donde aparece un vehı´culo delante. La
(Fig. 5(b)) es una imagen tı´pica de atasco en la vı´a, mientras
que en la (Fig.5(a)) aparece un vehı´culo aproxima´ndose y una
pared detra´s. El problema surge en principio porque la lı´nea
del obsta´culo es la ma´s importante en el v-disparity, debido a
que el obsta´culo abarca una regio´n importante de la imagen. En
ambos casos, el u-disparity se presenta debajo de las ima´genes
visibles, donde es posible distinguir con claridad los obsta´culos
como lı´neas. Asimismo, se muestran dos v-disparity diferen-
tes para cada caso: el primero (izquierda) se genera usando el
mapa de disparidad, siendo erro´neo el perﬁl de la calzada ob-
tenido (lı´nea roja). Sin embargo, en el segundo caso (derecha)
el v-disparity se ha generado a partir del mapa libre, en el que
no hay obsta´culos, por lo que el perﬁl de la calzada es ahora
correcto. En estos casos la construccio´n del mapa de dispari-
dad tambie´n puede verse afectada, debido a que los vehı´culos
presentan casi una ausencia total de textura.
El siguiente ejemplo reﬂeja un caso especial: dos grandes
muros situados a ambos lados del vehı´culo, como muestra la
Fig. 5(c). Ambos muros aparecen claramente en el u-disparity
como dos largas lı´neas oblicuas y, por tanto, son detectadas
fa´cilmente como obsta´culos. El problema radica en que los dos
muros aparecen tambie´n en el v-disparity, por lo que el perﬁl de
la calzada obtenido en el v-disparity generado a partir del mapa
de disparidad es erro´neo. El mapa libre y el nuevo v-disparity
se construyen con objeto de solventar este problema y ası´ poder
hallar el perﬁl de la calzada correctamente. El hecho de pasar
por debajo de obsta´culos elevados tales como sema´foros o la
entrada a un tu´nel (Fig. 5(d)) es una accio´n tı´pica en la circula-
cio´n de vehı´culos, pero no es posible distinguir si el obsta´culo
interrumpe el movimiento del vehı´culo a partir u´nicamente del
estudio del u-disparity. Para ello es necesario utilizar la infor-
macio´n del perﬁl de la calzada, como se explico´ en el apartado
de clasiﬁcacio´n.
3.3.2. Tu´neles
En los tu´neles surgen diversos problemas. La construccio´n
del mapa de disparidad es compleja debido a la de´bil ilumina-
cio´n existente, ası´ como por el hecho de que hay muchas a´reas
sin textura tales como muros, calzada y techo (Fig. 6(a)). Gene-
rar el mapa de disparidad (Fig.6(b)) en estas condiciones pue-
de mejorarse mediante el incremento del taman˜o de la ventana
de agregacio´n en la etapa de agregacio´n de coste (Wang et al.,
2006). Una vez que el mapa de disparidad es suﬁcientemente
bueno, el siguiente problema surge en el u-v disparity debido a
que el techo del tu´nel tambie´n aparece en el v-disparity (izquier-
da) como una lı´nea larga oblicua y podrı´a detectarse como si
fuera el perﬁl de la calzada. Serı´a posible obtener correctamen-
468 B. Musleh et al. / Revista Iberoamericana de Automática e Informática industrial 9 (2012) 462–473 
(a)
(b)
Figura 6: (a) Ana´lisis del u-v disparity en el interior de un tu´nel. (b) Ejemplo
del mapa de disparidad en el interior de un tu´nel.
te el perﬁl de la calzada si el techo se elimina del v-disparity.
No es sencillo detectar el techo como obsta´culo en el caso de los
tu´neles porque la probabilidad de detectar entonces la calzada
como obsta´culo tambie´n aumenta. Por tanto, una solucio´n po-
sible consiste en intentar disminuir su contribucio´n tanto como
sea posible en el nuevo v-disparity (Fig. 6(a) derecha).
4. Implementacio´n del Algoritmo
Los algoritmos de visio´n este´reo normalmete son compu-
tacionalmente muy exigentes, un ejemplo lo encontramos en
la construccio´n del mapa de disparidad. Por esta razo´n se ha
implementado buena parte del algoritmo utilizando NVIDIA
CUDA (Nvidia, 2008) para procesar el algoritmo en la tarjeta
gra´ﬁca o GPU, lo que reduce el tiempo de co´mputo de mane-
ra muy signiﬁcativa. Para que la implementacio´n en CUDA sea
eﬁcaz, es necesario que los algoritmos sean susceptibles de un
alto grado de paralelizacio´n. Ası´ pues, las partes del algoritmo
con un bajo grado de paralelizacio´n se han implementado en
la CPU permitie´ndose ası´ una concurrencia entre la GPU y la
CPU. Cada uno de los hilos de un algoritmo indicado para que
su implementacio´n en GPU sea eﬁcaz, ha de tener las siguientes
caracterı´sticas (Kim et al., 2009):
1. Poseer un acceso exclusivo a la memoria de almacena-
miento.
2. No usar resultados de otros hilos.
3. No existan condiciones de ﬂujo en funcio´n de los datos.
Estas caracterı´sticas son muy restrictivas, pero el sistema
NVIDIA CUDA reduce dichas restricciones (NVIDIA, 2009),
facilitando ası´ el trabajo.
De esta manera, la GPU es la encargada de construir el ma-
pa de obsta´culos y el mapa libre, generando el correspondiente
mapa denso de disparidad y el u-v disparity, ya que todas estas
partes del algoritnmo tienen un alto grado de paralelizacio´n. Por
su parte, la CPU se encarga de obtener el perﬁl de la calzada y
realiza el ana´lisis de blobs, que son operaciones con un menor
grado de paralelizacio´n.
4.1. Implementacio´n en la GPU mediante CUDA
Como se ha visto anteriormente, el mapa denso de dispari-
dad representa la disparidad (d) de cada punto de la imagen, y
como muestra (1) para determinar la disparidad (d = uL−uR) es
necesario determinar la correspondencia entre puntos de la ima-
gen izquierda y derecha respectivamente, lo que se denomina
problema de correspondencia este´reo. En el caso de que ambas
ima´genes este´n correctamente rectiﬁcadas, estaremos ante un
problema 1D. El algoritmo sigue la taxonomı´a presentada por
(Scharstein and Szeliski, 2002) para resolver el problema de co-
rrespondencia este´reo, donde se propone la realizacio´n de cua-
tro etapas: la primera es el ca´lculo de la funcio´n de coste (Brown
et al., 2003), donde se ha utilizado el me´todo Diferencias Cua-
dradas (SD) por ser ma´s ra´pido de implementar en CUDA. El
me´todo SD asume una ganancia igual en ambas ca´maras, razo´n
por la cual se realiza un preprocesado de las ima´genes del par
este´reo mediante la Laplaciana de la Gausiana (LoG), existien-
do otros preprocesamientos ma´s complejos (Hirschmuller and
Scharstein, 2007), pero que implican condiciones de ﬂujo en el
co´digo no recomendables para su implementacio´n en CUDA.
En la segunda etapa se calcula el coste de agregacio´n me-
diante ventanas cuadradas. Aunque existen implementaciones
ma´s precisas (Gong et al., 2007), el tiempo de co´mputo aumen-
ta, siendo el resultado que aquı´ se presenta suﬁciente para con-
seguir un mapa denso de disparidad para zonas de la imagen
con poca textura (calzada) o con patrones repetitivos utilizando
ventanas cuadradas. En la tercera etapa se procede al ca´lculo
de la disparidad mediante la utilizacio´n del me´todo local WTA
(Winner-Take-All) donde, para la posterior etapa de reﬁnamien-
to, se ha construido el mapa de disparidad para la imagen iz-
quierda (mapa izquierdo Fig. 7(c)) y para la imagen derecha
(mapa derecho Fig. 7(d)) evitando ca´lculos redundantes al utili-
zar los del mapa izquierdo para obtener los del derecho. La u´lti-
ma etapa es el reﬁnamiento de la disparidad, implementa´ndose
un cross-checking con objeto de reducir los posibles errores en
el mapa de disparidad (Fig. 7(b)) que suelen producirse en zo-
nas donde no existe textura suﬁciente, siendo un ejemplo muy
claro de ello el cielo (Fig. 7(a)). Otra fuente importante de erro-
res son las zonas donde se producen profundas discontinuidades
en la disparidad (Hirschmu¨ller et al., 2002) y las a´reas donde
existen patrones repetidos, como pueden ser los ediﬁcios que se
encuentran habitualmente en los entornos urbanos. No es muy
relevante que no todos los errores sean eliminados en el cross-
checking, debido a que el u-v disparity se calcula mediante un
proceso acumulativo, lo que le hace robusto ante la aparicio´n
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(a) Visible izquierda (b) Cross-checking
(c) Mapa disparidad izquierdo (d) Mapa disparidad derecho
Figura 7: Ejemplo de la construccio´n del mapa denso de disparidad en entornos
urbanos.
de una cierta cantidad de errores en la construccio´n del mapa
de disparidad.
La implementacio´n que aquı´ se presenta se basa en el tra-
bajo presentado por (Stam, 2008), al cual se ha an˜adido: el pre-
procesamiento usando la LoG (Laplaciana de la Gausiana), la
obtencio´n de ambos mapas de disparidad (izquierdo y derecho)
evitando realizar ca´lculos redundantes, el cross-checking y la
generacio´n del u-v disparity. En la implementacio´n se han utili-
zado ima´genes de taman˜o 640x480 en niveles de gris. El algo-
ritmo ha sido probado en dos GPUs diferentes. La primera de
ellas es una NVIDIA Geforce 9300 GS, tı´pica de ordenadores
porta´tiles y una segunda ma´s potente, la NVIDIA Quadro FX
380 LP.
4.1.1. Procesamiento mediante LoG
La primera tarea es la construccio´n de la LoG sobre ambas
ima´genes. Las dos ima´genes de entrada son almacenadas en la
memoria de texturas de la tarjeta gra´ﬁca, siendo esta memo-
ria de solo lectura y, en consecuencia, ma´s rapida que el resto.
Adema´s puede ser direccionada usando coordenadas matricia-
les como las de la imagen. La implementacio´n ma´s sencilla pa-
ra la obtencio´n de la LoG emplea un hilo para cada pı´xel de la
imagen, que lee los datos necesarios de la memoria de texturas
y computa la convolucio´n con el ﬁltro, accediendo ası´ varios
hilos a las mismas zonas de memoria. Para reducir estos con-
ﬂictos de acceso, la convolucio´n se obtiene siguiendo los tres
pasos siguientes:
1. Se emplea un hilo para cada pı´xel, aunque ahora este hilo
calcula primero la convolucio´n de la ﬁla correspondiente
a su pı´xel con cada una de las ﬁlas del ﬁltro y entonces al-
macena los resultados en la memoria compartida. En este
caso el ﬁltro es sime´trico y, por tanto, se pueden evitar
ca´lculos redundantes.
2. Para que todos los resultados parciales del paso anterior
se hayan almacenado, antes de continuar se impone una
sincronizacio´n.
3. Cuando todos los hilos se han sincronizado, cada uno cal-
cula el valor ﬁnal de la convolucio´n para su pı´xel corres-
pondiente, sumando los resultados parciales de la convo-
lucio´n de las ﬁlas vecinas anteriormente almacenadas en
la memoria compartida.
4.1.2. Ca´lculo de la Funcio´n de Coste
Una vez han sido obtenidas y almacenadas ambas LoG en
la memoria de texturas, se puede pasar a calcular la funcio´n de
coste SD, almacenando el resultado en una matriz. Esta opera-
cio´n y las restantes hasta la etapa de reﬁnamiento, deben repetir-
se para cada posible valor de disparidad, desplazando las LoG
a lo largo del eje u. Como muestra la Fig. 8(a), se utiliza un
hilo para cada columna de pı´xeles, obteniendo la SD resultan-
te de ambas ima´genes para un valor determinado de disparidad
(desplazamiento).
4.1.3. Ca´lculo del Coste de Agregacio´n
El coste de agregacio´n se calcula ﬁla a ﬁla y en dos etapas:
en primer lugar, se usa un hilo para sumar el SD para cada co-
lumna de la ventana de agregacio´n y se almacena el resultado
en la memoria compartida, lo que permite que este´n accesibles
para el resto de hilos. En segundo lugar, se utiliza un u´nico hi-
lo para obtener el valor ﬁnal del coste de agregacio´n para cada
pı´xel, sumando el coste de agregacio´n acumulado de cada una
de las columnas vecinas dentro de la ventana de agregacio´n co-
rrespondiente al pı´xel. La ventaja de proceder de esta manera
es que el coste acumulado de las columnas puede ser reutiliza-
do para obtener el coste de agregacio´n para varios pı´xeles. Se
presenta un esquema en la Fig. 8(b).
Una vez que todos los pı´xeles de una ﬁla han sido procesa-
dos, la siguiente ﬁla se calcula utilizando el concepto presenta-
do en (Faugeras et al., 1993), que consiste en sustraer del coste
de agregacio´n de la ﬁla anterior, el coste de agregacio´n corres-
pondiente a la primera ﬁla de la ventana de agregacio´n anterior
y an˜adir el coste de agregacio´n de la u´ltima ﬁla de la nueva
ventana de agregacio´n. De esta manera se ahorra una ingente
cantidad de ca´lculos redundantes.
4.1.4. Ca´lculo de la Disparidad
Cuando el coste de agregacio´n ha sido calculado para ca-
da pı´xel con un valor concreto de disparidad (desplazamiento),
el hilo veriﬁca si este nuevo valor de coste de agregacio´n es
el mı´nimo y, en ese caso, almacena este valor como el nuevo
valor mı´nimo de coste de agregacio´n, ası´ como el valor de dis-
paridad asociado a e´ste en dos matrices situadas en la memoria
global para posteriores comparaciones. A ﬁn de evitar ca´lculos
innecesarios, el coste de agregacio´n con coordenadas (u,v) en
el mapa izquierdo es el mismo coste de agregacio´n con coor-
denadas (u − d, v) para el mapa derecho. El tiempo de co´mputo
se ha reducido en aproximadamente un 35% frente a la imple-
mentacio´n original de Stam al utilizar esta optimizacio´n.
4.1.5. Reﬁnamiento de la Disparidad
Los pasos previos deben repetirse para cada posible valor
de disparidad y, cuando se han obtenido los mejores valores de
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Figura 8: Esquemas de la implementacio´n del mapa de disparidad con CUDA.
(a) Esquema ca´lculo func. de coste. (b)Esquema del ca´lculo coste de agrega-
cio´n.
disparidad para cada mapa (izquierdo y derecho), ya se puede
realizar el cross-checking entre ambos mapas. La implementa-
cio´n consiste en usar un hilo por cada pı´xel que compare los
valores de cada mapa, si estos coinciden se conserva su valor y,
en caso contrario, se ﬁja a 0 el valor de ese pı´xel.
4.1.6. u-v disparity
Como se ha comentado anteriormente, para obtener el u-
disparity hay que realizar el histograma a cada columna del ma-
pa de disparidad y, en el caso del v-disparity, a cada ﬁla. A tal
efecto se va a utilizar un hilo para cada columna o ﬁla. Este hilo
calcula el respectivo histograma y cuando ha ﬁnalizado, com-
prueba la aparicio´n de posibles desbordamientos, almacenando
el resultado en la memoria global. En el caso del u-disparity
se desea umbralizarlo para detectar los obsta´culos, de tal mo-
do que en lugar de comprobar los posibles desbordamientos se
comprueban que´ pı´xeles del mismo superan el umbral de altura
de los obsta´culos.
4.1.7. Mapa de Obsta´culos y Mapa Libre
Cuando el u-disparity ha sido umbralizado, se utiliza un hilo
para cada pı´xel umbralizado cuyas coordenadas son (u, d). Cada
hilo recorre la columna (u) correspondiente del mapa del dispa-
ridad, conservando aquellos pı´xeles que cumplen que su nivel
de gris es igual a (d) en caso de construir el mapa de obsta´cu-
los y conservando aquellos que cumplen que su nivel de gris es
diferente a (d) en el caso del mapa libre.
4.1.8. Ana´lisis de Resultados
Se han realizado diversos ensayos variando el valor ma´ximo
de disparidad y el taman˜o de la ventana de agregacio´n, pues es-
tas dos variables de conﬁguracio´n tienen una gran inﬂuencia en
el tiempo de co´mputo. Se presenta un resumen de los resultados
usando la tarjeta gra´ﬁca GeForce 9300 GS, en la Tabla 1.
Tanto la disparidad ma´xima como el taman˜o de la ventana
de agregacio´n incrementan el tiempo de co´mputo, pero resul-
ta interesante que el aumento del valor de disparidad ma´xima
afecta en mayor medida que el incremento del taman˜o de la
ventana de agregacio´n. Esto es debido a que la implementacio´n
para el ca´lculo del coste de agregacio´n anteriormente descrita
reduce los ca´lculos redundantes. Por ejemplo, para un incre-
mento desde un taman˜o de ventana de 11x11 a 21x21 implica
aproximadamente 2.5 veces ma´s pı´xeles a ser procesados y pro-
duce u´nicamente un incremento de 0.1 veces aproximadamente
en el tiempo de co´mputo.
Tabla 1: Tiempos de co´mputo para la construccio´n del mapa de disparidad y
del u-v disparity para diferentes taman˜os de la ventana de agregacio´n y de la
disparidad ma´xima usando la NVIDIA Geforce 9300 GS.
Taman˜o ventana 11x11 15x15 21x21
Disparidad Max
30 0.114 s 0.118 s 0.125 s
40 0.144 s 0.150 s 0.159 s
60 0.203 s 0.212 s 0.225 s
La tabla 2 presenta los tiempos de co´mputo para cada una
de las etapas de la construccio´n, tanto del mapa de disparidad
como del u-v disparity utilizando las dos tarjetas gra´ﬁcas de las
que se dispone. La conﬁguracio´n ﬁnal se ha ﬁjado en un valor
de 30 para la disparidad ma´xima y un taman˜o de ventana de
agregacio´n de 17x17. Usando la tarjeta gra´ﬁca ma´s potente de
las dos, es posible computar en tiempo real con un frame rate
de 20 ima´genes por segundo.
(a)
(b)
Figura 9: Ejemplos del resultado del algoritmo en entornos urbanos. Las zonas
transitables aparecen en verde, los obsta´culos no elevados recuadrados en rojo
y en verde los elevados.
5. Resultados Experimentales
En esta seccio´n se presentan los resutados de varias pruebas
realizadas en entornos reales de circulacio´n, y que evidencian
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Tabla 2: Tiempos de co´mputo para cada etapa del mapa de disparidad y del u-v disparity para dos tarjetas gra´ﬁcas diferentes.
Tiempo Proc.(ms) LoG Mapa Disp. Cross Cheking u disp v disp TOTAL
GeForce 9300GS 6,37 107,5 1,72 0,94 1,85 119,7 (ms)
Quadro FX 380 LP 2,85 43,3 0,38 0,89 1,88 49,9 (ms)
la potencia del algoritmo (Fig. 9). En primer lugar, se detalla
un experimento para evaluar el ca´lculo del a´ngulo de cabeceo
(α) cuando el vehı´culo circula por un bade´n (en trabajos futu-
ros se estudiara´ la variacio´n del a´ngulo de cabeceo para llegar
a determinar cua´ndo el vehı´culo se aproxima a subidas o baja-
das pronunciadas o se produce una frenada de emergencia). A
continuacio´n, se presentan las localizaciones de peatones que
describen dos trayectorias: un zig-zag delante del vehı´culo y un
cruce entre ellos.
5.1. Badenes
Tal como se indico´ anteriormente, una vez que se ha obteni-
do el perﬁl de la calzada, es posible calcular el a´ngulo de cabe-
ceo (α) entre el sistema este´reo y la calzada. Se ha realizado un
experimento para evaluar el ca´lculo de este a´ngulo (α) por me-
dio del perﬁl de la calzada y consiste en calcular dicho a´ngulo
para cada frame de una secuencia donde aparece un bade´n (Fig.
10(b)). Las dimensiones del bade´n son aproximadamente de 0.2
m. de alto por 3 m. de largo.
La Fig. 10(a) muestra un esquema de la calzada y en la par-
te inferior, un gra´ﬁco del a´ngulo de cabeceo (α) a lo largo de
la misma, donde la lı´nea azul continua representa los valores
del a´ngulo obtenidos usando el mapa libre y la lı´nea roja dis-
continua, los valores usando el mapa de disparidad. No hay di-
ferencias resen˜ables entre ambas lı´neas salvo al comienzo del
bade´n, donde el a´ngulo calculado usando el mapa de disparidad
(lı´nea roja) es erro´neo en diversos frames. Es importante desta-
car que las oscilaciones del a´ngulo de cabeceo al principio y al
ﬁnal del bade´n se deben a la suspensio´n del vehı´culo. El estudio
del a´ngulo de cabeceo puede ser extensible a otros casos, tales
como baches o frenazos repentinos.
5.2. Deteccio´n y Localizacio´n de Obsta´culos
Se han realizado diversos experimentos en entornos urba-
nos a ﬁn de evaluar lo robustas y ﬁables que son la deteccio´n
y la localizacio´n propuesta. Con objeto de localizar u´nicamente
a los peatones que aparecen en la secuencia, se ha utilizado un
clasiﬁcador de peatones aplicado sobre las regiones de intere´s
obtenidas en la etapa de deteccio´n de obsta´culos. Se presenta
un experimento especı´ﬁco que puede dividirse en dos estadios:
en primer lugar, un peato´n que sigue una trayectoria en zig-
zag y despue´s dos peatones cruzandose delante del vehı´culo.
La Fig. 11(a) y la Fig. 11(c) muestran los resultados de la cla-
siﬁcacio´n de obsta´culos para cuatro ima´genes en cada estadio;
los peatones aparecen en azul, los obsta´culos elevados en verde
y ﬁnalmente, los que esta´n sobre el suelo que no son peato-
nes aparecen en rojo. La Fig. 11(b) y la Fig. 11(d) presentan
los resultados de la localizacio´n de los peatones en ambos es-
tadios, los cı´rculos azules representan la localizacio´n obtenida
por medio de la ecuaciones (6) y las cruces rojas representan las
(a)
(b)
Figura 10: (a) Esquema de la calzada donde aparece un bade´n y en la parte
inferior el gra´ﬁco del a´ngulo de cabeceo a lo largo de la calzada. (b) Un frame
de la secuencia donde aparece el bade´n.
localizaciones obtenidas por medio de la ecuaciones (5). Como
se puede apreciar, el uso del perﬁl de la calzada (2) produce una
mejora de un orden de magnitud en la resolucio´n de la locali-
zacio´n de obsta´culos, siendo ma´s signiﬁcativa en a´reas alejadas
del vehı´culo. Con respecto a la clasiﬁcacio´n de peatones, el sis-
tema ha clasiﬁcado correctamente a estos en un 78% de los
casos, con un 4% de falsos positivos. Es importante destacar
que los peatones han sido detectados como un obsta´culo en el
97% de los casos.
El frame rate del sistema es superior a 10 ima´genes por se-
gundo debido a que buena parte del algoritmo se procesa en la
GPU a trave´s de NVIDIA CUDA, lo cual permite reducir signi-
ﬁcativamente el tiempo de co´mputo con respecto al procesado
en CPU. Por ejemplo, la construccio´n del mapa de disparidad
es una tarea costosa: la misma implementacio´n para generar el
mapa de disparidad es 15 veces ma´s ra´pida usando la GPU que
la CPU. Para realizar esta comparacio´n se ha empleado un Co-
re2Duo 2Ghz y 1GB de RAM como CPU y una NVIDIA Quadro
FX 380 LP como GPU.
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Figura 11: Experimento de clasiﬁcacio´n de peatones y localizacio´n en un entorno urbano. (a) y (c ) Cuatro ima´genes de cada estadio (zig-zag y cruce) donde las
regiones de intere´s aparecen sobre los obsta´culos. (b) y (d) Localizaciones de peatones como resultado de las trayectorias que siguen.
6. Conclusiones
Se ha presentado un sistema para la deteccio´n de obsta´culos
y zonas transitables basado en visio´n este´reo enfocado a los sis-
temas avanzados de ayuda a la conduccio´n, pero cuyo uso tam-
bie´n es posible en vehı´cuos auto´nomos. Los entornos urbanos
son zonas muy complejas para este tipo de sistemas, ası´ pues,
se detalla el resultado de un estudio de los casos ma´s relevantes
en los que se suelen producir funcionamientos erro´reos y sus
posibles soluciones. Se ha expuesto una nueva clasiﬁcacio´n de
obsta´culos que permite distinguir entre aquellos que esta´n ele-
vados y los que se encuentran sobre la calzada desarrolla´ndose,
para este u´ltimo grupo, una nueva formulacio´n para su locali-
zacio´n por medio del perﬁl de la calzada, que mejora en gran
medida la resolucio´n de esta localizacio´n. Para evaluar el algo-
ritmo implementado se han realizado diferentes pruebas en en-
tornos urbanos, presenta´ndose los resultados de una seleccio´n
de los mismos, que valida la eﬁcacia de las distintas partes del
algoritmo.
English Summary
Obstacle detection and free spaces in urban environments
for advanced driver assistance systems based on stereo vi-
sion algorithms implemented in GPU.
Abstract
Both advanced driver assistance systems (ADAS) applied
to the improvement of road safety, and autonomous navigation
vehicle systems require more and more complex sensors and al-
gorithms capable of obtaining and interpreting the information
of the road environment. The greatest diﬃculties arise in analy-
sing the information of the urban environments, because of the
large number of elements which have diﬀerent characteristics
in urban areas. These systems require to interpret the informa-
tion in real time to improve the decision-making. On the other
hand, the stereo vision is usable in modeling systems because
of the great amount of information that it provides, but at the
same time, the algorithms based on this technique have a high
computation time which makes diﬃcult its implementation in
real time applications. This paper presents an algorithm based
on stereo vision for detecting obstacles and free spaces in urban
environments and it has been implemented principally in GPU
(Graphic Processing Unit) to reduce the computation time and
achieving that it works in real time.
Keywords:
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Computer Vision, Autonomous Vehicles, Detection Algo-
rithms, Real time systems.
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