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Abstract
A collision avoidance system is an automobile safety system designed to reduce the severity of an accident. It uses a combination 
of radar, laser and camera to detect the obstacles and avoid an imminent crash. Being relatively cheap, and capable of giving
depth information stereo camera pair alone can be used for obstacle detection. Prime step in obstacle detection by stereo camera 
system is the generation of disparity map which gives the relative distance for all the obstacles in the scenario. But the accuracy 
and reliability of the disparity map is decided by quality of stereo images which might vary with external lighting conditions. 
Images captured under low light or night time conditions will have very poor quality and thereby affecting the reliability of the 
disparity map. In this paper, pre-processing the stereo images using histogram based enhancement techniques along with filtering 
is proposed to improve the reliability of the disparity map. The enhancement techniques like histogram equalization with the 
combination of low pass and median filter is used to process the stereo images before disparity map creation. Simulation results 
indicate the improvement in the disparity map accuracy and scene visibility with the proposed enhancement technique for the 
stereo image captured in low light.
© 2014 The Authors. Published by Elsevier Ltd.
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1. Introduction
Obstacle detection and ranging involves detection of obstacles using sensor setup and providing its position with 
respect to the sensor. Obstacle detection forms critical component in various computer vision applications like 
automotive driver assistance, autonomous navigation system for unmanned vehicles, surveillance systems. Various 
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sensor systems like radar, laser, camera, ultrasonic and infrared systems are used for obstacle detection and ranging 
[1]. Camera based systems are known to provide high detailed depth map at relatively lower cost and is widely used 
for obstacle detection and ranging. Under camera based system, mono camera and stereo camera systems are used 
[1]. One of the limitations of mono camera system is the unavailability of the depth map directly [1-4]. Hence stereo 
camera based system is preferred for obstacle detection and ranging.
Disparity map generation is one of the important steps in the obstacle detection and ranging using stereo camera 
setup. Disparity map gives the difference in the projection of all the points in the scenario obtained by correlating 
the left and right images captured [5-6, 10-11]. Stereo camera based system is dependent on the external lighting 
conditions and is passive in nature [1]. In low light and night time conditions the quality of the image captured will 
be poor and will directly affect the reliability and accuracy of the depth information. In order to achieve good 
reliability, the dynamic range of operation of the stereo camera system needs to be improved using enhancement 
techniques.
The rest of the paper is organized as follows. Section 2 provides detailed survey of existing techniques of 
disparity map calculation and night time detection approaches. Section 3 of the paper provides detailed explanation 
of the system implementation. Section 4 provides the results and analysis of the implementation. Section 5 provides 
conclusions and future work.
2. Literature Survey
The disparity map for stereo camera obstacle detection is derived using two approaches [11]. First approach 
involves deriving dense disparity map by correlating every pixel in the left image with right image [5, 7] and the 
second approach involves deriving sparse disparity map by correlating only selected features like edges and corners 
of the left image with the right image [4, 12-13]. 
The sparse disparity map can be calculated using u-v disparity method or by extracting disparity [4, 13] of the 
high pass filtered stereo images. Sparse disparity map has disparity data only with respect to the features in the 
stereo image but involves more steps in computation [11-12]. 
The dense disparity map can be calculated using window based methods like cross correlation, Sum of Squared 
Differences (SSD) and Sum of Absolute Differences (SAD) [5]. Dense disparity map calculation is direct and 
provides good and detailed depth map with lot of information [6, 11].
The window size required for calculating dense disparity map is selected based on the object size, detection 
range and accuracy of the depth map. For smaller window size, the smaller objects (objects at far distances appears 
smaller) and larger objects can be separated in disparity map but the disparity map obtained will be noisy. For larger 
window size, the smaller objects are masked and only larger objects can be separated but the disparity map obtained 
will be smooth and less noisy [11]. A suitable window size usually smaller window with proper combination of 
smoothing filters can be used for obstacle detection.
All the mentioned obstacle detection approaches using cameras [4-5, 7-9, 12-13] considers the implementations 
in day light scenarios. Few approaches for night time obstacle detections using cameras discussed in [14-16] 
involves detection and tracking of vehicles using head lights and tail lights as references but if the obstacles like 
pedestrians, animals and barricades which does not have any lighting systems the detection is difficult due to poor 
visibility and other sensor systems like infrared camera setup is used [1].
In this paper, the images captured are subjected to pre-processing for enhancing the low visibility images. The 
enhanced images are used to calculate dense disparity map using SSD method. As indicated in [19], the histogram 
equalization is one of the simplest techniques for improving the contrast of low visibility images.
3. System Description
The implementation flow of the disparity map generation is shown in Fig. 1. The proposed system consists of 
stereo image capturing mechanism. The captured stereo images are pre-processed with histogram equalization 
technique along with low pass filter combination to improve the visibility. The pre-processed images are then used 
to calculate disparity map. The disparity map is further processed using filtering techniques to obtain a final 
disparity map.
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Fig.1. Disparity Map Generation Flow-graph
3.1. Image Capture 
For current implementation standard stereo images from the Middlebury stereo database [17] are used. The 
images used are of size (463 x 370) RGB images available in .png format. In order to simulate night time scenario, 
each pixel of the standard image is divided by a value of 10 and saved as another pair of stereo image. The images 
thus obtained have very poor visibility.  
3.2. Pre Processing
The stereo images are enhanced using histogram equalization technique. Histogram equalization is a technique 
which involves mapping of the pixel intensity values of an input image to a proper full scale intensity values 
creating output image of high contrast [18]. 
In the Fig. 2, the input image with very low visibility Fig. 2(a) when subjected to histogram equalization has 
resulted in the output image with high contrast and good visibility Fig. 2(b). As observed form the corresponding 
histogram, the histogram of the dark image Fig. 2(c) is stretched to full scale intensity after histogram equalization
Fig. 2(d). The Fig. 2 shows that histogram equalization can be used for enhancement of low light images.
(a) Dark Image (b) Equalized Image
(c) Histogram of Dark Image (d) Histogram of Equalized Image
Fig.2. Demonstration of Histogram Equalization
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However histogram equalization of images results in noisy images which need to be filtered properly before 
calculating disparity. Fig. 3 shows the expanded view of the original image, low light image and histogram 
equalized image. It can be observed that the wrong colour dots and patches are present in the equalized image
(highlighted by red circle). Two filtering methods Gaussian and median are considered to reduce the noise content in 
the image and to preserve the required features. 
(a) Original Image (b) Low Light Image (c) Histogram Equalized Image
Fig.3. Noise due to Histogram Equalization
Gaussian smoothing filter is a window based filtering technique [18]. For an input image I with size M x N and 
with filter mask w of size p x q, the resultant pixel at any location x, y of the output image o is given as (1).
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where a = (p-1)/2 and b = (q-1)/2, with p and q being odd numbers. This equation is applied for all values of x 
(0, 1, 2…M-1) and y (0, 1, 2…N-1).
The masks required for the Gaussian filter is calculated as per (2) [18].
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window size as per (3) for efficient filtering [18].
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In case of the non linear filter statistical operations are performed in the neighbourhood of a given pixel defined 
by the window of selected size for obtaining resultant pixel instead of linear operations. For the median filter, the 
median value of all the pixels in the neighbourhood is selected as the resultant pixel for output image [18].
3.3. Disparity Map
The disparity map is a two dimensional image with the size same or slightly less than the original image with the 
amplitude value of each pixel location representing a number inversely proportional to the depth of the pixel.
In the current implementation, sum of squared differences method is employed to calculate disparity as per (4). 
If L(p, q, r) denotes the left image and R(p, q, r) denotes the right image with p and q representing the rows and 
columns of the image and r representing the colour component (RGB) and window size of (a x b) is selected for 
calculating disparity values d, then disparity map is given as
))),,(),,((((min),( 2
3
1
kjiRkdjiLyxm
ax
xi
by
yj k
d  ¦¦¦

 

  
(4)
where the minimum value is calculated for all the values of the disparity (d).
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3.4. Post  Processing
The obtained disparity map is filtered using the combination of Gaussian low pass filter defined by equations (1), 
(2), (3) and median filter with proper window sizes. 
4. Results And Discussion
The implementation was carried out in Matlab using the stereo images available from the Middlebury stereo 
database [17]. The corresponding ground truth disparity maps were also present in the database along with stereo 
images. The ground truth disparity map had size and formats same as the stereo images. The entire implementation 
is carried out on a computer with i5 processor clocked at 2.8 GHz and 2GB RAM. The calculated disparity map, 
dc(x, y) is scaled by a suitable factor as per the database and then compared with the reference ground truth disparity 
map. Root mean squared error is computed between the calculated disparity map dc(x,y) and the ground truth 
disparity map dt(x, y) by the equation (5)
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where N is the total number of pixels in the depth map
Percentage of bad matching pixels is given by the equation (6)
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where dG is the difference in the disparity values considered for evaluation.
The evaluation is done for normal and low light scenarios and the results are noted and explained in the sections 
below.
4.1. Normal Light
The disparity is calculated with different window sizes along with and without post filter and compared. The 
disparity is calculated for four different cases with evaluation being done for ( dG = 1):
x Case1: With disparity window 3x3 and no post filtering
x Case2: With disparity window 11x11 and no post filtering
x Case3: With disparity window 15x15 and no post filtering
x Case4: With disparity window 3x3 and with post median filter (9x9)
Table 1. Disparity comparison for normal light scenarios
Case/Sample Parameter Art Dolls Laundry Moebius Reindeer
Case1
3x3
Bad Pixel 49.65% 31.44% 59.02% 40.18% 46.79%
RMS Error 15.8113 13.199 18.4403 19.1048 18.7344
Case2
11x11
Bad Pixel 54.15% 36.95% 49.69% 39.22% 43.87%
RMS Error 17.048 14.0658 17.1032 16.2451 23.0213
Case3
15x15
Bad Pixel 58.66% 42.14% 49.82% 42.13% 49.63%
RMS Error 17.7522 14.6361 16.7496 15.6871 23.5143
Case4
3x3 with median filter
Bad Pixel 18.99% 16.07% 20.39% 16.68% 20.02%
RMS Error 5.1006 2.195 5.9038 5.1357 4.3474
Table 1 provides the bad pixel matching percentage and RMS error values for all the four cases. It can be 
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observed that for a smaller window size (3x3) the both the RMS error and bad pixel percentage is less. Also use of 
median filter (9x9) in post processing for a smaller window size (3x3) will result in decrease in error by around 
more than 50% compared to other cases. 
Fig. 4 shows the visual comparison of disparity maps of all the four cases along with the stereo images and 
ground truth disparity. As observed from the Fig. 4(g) the disparity map with (3x3) window and median filtering 
looks better with fewer errors. The improved performance can be attributed to the fact that the smaller window is 
able to capture minor variations in the image and median filtering is able to filter the noise similar to salt and pepper 
noise resulted due to the use of smaller disparity window. Thus the disparity window of size (3x3) along with the 
median filter (9x9) is used for further evaluation of low light scenarios in section 4.2.
(a) Left image (b) Right image (c) Ground truth 
Disparity
(d) Case1 
Disparity
(e) Case2 
Disparity
(f) Case3 
Disparity
(g) Case4 
Disparity
Fig.4. Disparity calculation and comparison to ground truth
4.2. Low Light
Stereo images to be used for evaluation of low light scenario are derived as explained in section 3.1. Two cases 
were considered for low light images. 
x Case1: In the first case, histogram equalization without any pre-processing filter is used. 
x Case2: In the second case, pre-processing is done with a (9x9) window Gaussian filter and (3x3) median 
filter after histogram equalization. 
RMS error and bad pixel matching with ( 1 dG ) is calculated for both the cases. 
Table 2. Disparity comparison for all low light cases
Case/Sample Parameter Art Dolls Laundry Moebius Reindeer
Case1
Histogram 
Equalization
Bad Pixel 24.17% 31.44% 29.12% 29.59% 32.61%
RMS Error 5.0279 2.2668 5.8137 4.4795 4.9225
Case2
Histogram 
Equalization 
with filtering
Bad Pixel 29.00% 40.46% 27.56% 36.80% 33.50%
RMS Error 5.8837 3.269 6.6514 5.4126 7.539
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Table 2 shows the RMS error and bad pixel matching percentage for both the cases. It can be observed that use 
of filtering after histogram equalization will not have much impact on RMS error but the bad pixel match is
increased slightly when compared to the case with histogram equalization only. Also by comparing error parameters
of case1 of low light (Table 2) with case 3 of normal light (Table 1) it can be found that the RMS error is almost 
same but there is slight increase in bad pixel percentage. But the error parameter is still very small when compared 
with the case1, 2 and 3 of normal light. 
Fig. 5 shows the disparity map for both the cases of low light along with the equalization results. The 
improvement in the visibility of stereo images is clearly visible and the disparity maps obtained looks good is 
comparable to the disparity maps obtained for normal light scenario in Fig. 4(g). Also the timing of the algorithm is 
analysed in Matlab. The computation time taken by histogram equalization is 0.07 seconds. The total time required 
for the entire algorithm to run for one stereo image set is 21 seconds. Thus the computational overhead added by the 
addition of histogram equalization is negligible.
(a) Low light 
Left image
(b) Low light 
Right image
(c) Equalized 
left image
(d) Equalized 
right image
(e) Ground truth 
Disparity
(f) Case1 low 
light disparity
(g) Case2 low 
light disparity
Fig. 5. Disparity Maps of Low Light Images
5. Conclusion
This paper presents an enhancement technique for stereo setup based obstacle detection under night time 
conditions. Simple enhancement technique like histogram equalization with combination of Gaussian low pass filter
and median filter is applied to low light stereo images before the computation of the disparity map. The application 
of enhancement technique improved the visibility of low light images which is then used for disparity map 
computation. Histogram equalization enhancement technique does not add any significant computational overheads 
as it takes 0.07 seconds as opposed to 21 seconds of total execution time of the algorithm but results in good 
disparity maps for low light images comparable to disparity map calculated for normal light images with RMS error 
remaining virtually same and approximately 8-15% increase in bad pixel percent. Use of filtering on stereo images 
after enhancement has resulted in additional small error in disparity calculations which will not have considerable 
impact in depth calculations. However histogram equalization being applied for the entire image may not be able to 
address images with non-uniform illumination as seen in actual night time images with glare from vehicle headlights
and street lights and might require further investigation.
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