Call Centre data is typically collected by organizations and corporations in order to ensure the quality of service, supporting for example mining capabilities for monitoring customer satisfaction. In this work, we analyze the significance of various acoustic features extracted from customer-agents' spoken interaction in predicting self-reported satisfaction by the customer. We also investigate whether speech prosodic features can deliver complementary information to speech transcriptions provided by an ASR. We explore the possibility of using a deep neural architecture to perform early feature fusion on both prosodic and linguistic information. Convolutional Neural Networks are trained on a combination of word embedding and acoustic features for the binary classification task of "low" and "high" satisfaction prediction. We conducted our experiments analysing real callcentre interactions of a large corporation in a Spanish spoken country. Our experiments show that linguistic features can predict self-reported satisfaction more accurately than those based on prosodic and conversational descriptors. We also find that dialog turn-level conversational features generally outperforms frame-level signal descriptors. Finally, the fusion of linguistic and prosodic features reports the best performance in our experiments, suggesting the complementarity of the information conveyed by each set of behavioral representation.
Introduction
Improving customer satisfaction is the cornerstone of strategy for contact centres and for any business development. Understanding customer needs, opinions, and expectations is becoming crucial for customer-centric enterprises. Usually, call centres (CC) serve as the primary customer-facing channel in many different industries. Agent Customer Service Representatives (CSR) interact with customers on behalf of an organization, becoming the key role and channel in maintaining brand reputation and customer experience and ensuring customer retention.
Substantially, customers now perceive a company through their interaction with CSRs in their centres. Dissatisfied customers are both more likely to share bad experience with others and prone to leave the company's service, yielding a need on understanding what drives satisfaction. Identifying and improving those key areas becomes critical and companies routinely have adopted numerous processes to enhance centre services and to detect organizational flaws. For example, it is very common to record calls for quality monitoring or acquire customer feedback after the call, aiming at increasing overall Customer Satisfaction Index (CSI).
Nowadays, current speech mining technologies open a window for information mining for business in call centre, by automatically performing the analysis on phone calls and transforming it into relevant information for both contact centres and their clients. Previous works have already performed automatic analysis and modeling of call-center conversations but using not speech related information or focusing on more traditional problems and tasks. In [1] , we found a significant correlation between self-reported customer satisfaction and gender homophily, which may be considered for intelligent customer routing. The work in [2] performs automated topic detection for call taxonomy using transcripts provided by an Automatic Speech Recognition (ASR). In [3] , a system is proposed for quality monitoring that combines speech recognition, pattern matching, and maximum entropy classification to rank calls according to the measured quality. Automatic understanding and retrieval of customer's intents is addressed in [4] using automatic transcriptions and Natural Language Processing (NLP) approaches. In [5, 6] , authors took it as a emotion or sentiment classification task. The latter, proposing an opinion mining system aiming not only to detect if the customer is satisfied with the offered service but also to find out the intention of the caller. Finally, in [7] , we proposed a feature learning approach from raw audio signal based on Deep Convolutional Neural Networks (DCNN) for continuous prediction of satisfaction and conflict detection.
In this work, we focus on the role of both language and discourse information in conjunction with acoustic correlates of emotion for the same customer satisfaction prediction task. We report our results on the individual contribution of both ASR transcripts and dialog turn-level descriptors together with prosodic cues on a corpus of real customer-agent calls interactions. Furthermore, we propose a Deep CNN based NLP approach that fuses linguistic and prosodic information at feature level. Results suggest that both sources of information are in fact complementary and that the CNN approach is able to successfully perform information retrieval of customer's sentiment.
Linguistic features
Linguistic features are obtained by an ASR system. It is trained in Spanish language using both manually annotated target Contact Centre data and external R&D data.
Automatic speech recognition
Target domain data is collected by CC partners within the EU BISON project [8] . Call contacts with user consent are recorded and both speech and call meta-data is anonymized by CC. Spanish call centre data were collected by Telefónica Móviles (TME) in 2016. The sampling of calls was performed taking into account call volumes from TME contact centres and the Spanish regions they serve in order to ensure a broad coverage of speaker and dialect variability. It accounts for a total of 22 "20h OUT" set corresponds to an internal telephonic nonconversational database [11] and "20h CC-OUT" corresponds to CC data from a different Spanish dialect.
hours of speech. For assessment of the ASR performance, a total of 1.4 hours is kept for the test data set. In addition, licensed data from international organizations is employed for improving CC acoustic models and lexicon with a collection of different Spanish accents, dialects and pronunciations. SALA Chilean database [9] , is used for lexicon augmentation. For improving acoustic modeling, the Spanish Fisher Speech Corpus [10] is employed. The ASR is trained using the Kaldi toolkit [12] . It uses a single pass DNN system, with GMM pre-training, on top of filter-bank features. The speech is represented by 13-dim MFCC coefficients, plus their first and second derivatives and pitch features. The feed-forward DNN has 4 hidden layers (with 1024 neurons in each), not counting the output Softmax layer, and it is trained by mini-batch stochastic gradient descent. The GMM system makes use of discriminative feature transformations for GMM alignment. LDA and model-space adaptation using maximum likelihood linear transform (MLLT) are performed on top of triphone acoustic models [13] , aiming to improve the separability of acoustic classes in the feature space. In addition, Feature fMLLR are also used for speaker adaptive training (SAT) of such acoustic models. The language model is trained using uniquely 22h of the transcribed speech from CC data, annotated and provided by TME. A business lexicon, also is provided by TME, which has been employed for augmenting the CC, Sala and Fisher lexicons together with products, brands, devices and more business-related words yielding to a dictionary around 50K words. Trigram language model is estimated using MIT Language Model Toolkit with Kneser-Ney Smoothing [14] . Figure 1 depicts the effect of adding the Fisher transcripts to the language model without interpolation weights. As a result, Fisher corpus is only used for acoustic training in this work. As linguistic knowledge is broadly available for Spanish as free-resource, the lexicon is obtained through the open source software SAGA [15] , a phonetic transcriptor developed using linguistic rules for Spanish pronunciation at the Center for Language and Speech Technologies and Applications (TALP).
Speaker segmentation on the CC data is done by analysing independently each conversation channel, which is supposed to correspond to a single speaker. The results obtained by the DNN based system trained using both CC and R&D datasets, achieves 39.4% WER, see Fig. 1 . The previous results suggest the benefits of incorporating more CC data compared to external data sources for both acoustic and language modeling. Also it is worth to mention, that techniques like speaker adaptation (SAT) and discriminative LDA-MLLR training have been incorporated to Bison TIDs systems, main difference between a) and b) 22h CC-TEF systems, black line in Fig. 1 .
Contact centre data comprises spontaneous speech conversations with low recording quality, which makes automatic speech recognition (ASR) a highly difficult task. For typical call-centre data, even state-of-the-art large vocabulary continuous speech recognition systems produce a transcript with word error rate of 30% or higher [16] . Note that WER metric reported are directly computed using KALDI toolkit tools.
Natural language processing
We develop a Natural Language Processing (NLP) approach based on Bag-of-Words (BoW) modeling, broadly used in NLP and information retrieval tasks. Figure 2 depicts the main stages of such approach. Despite their simplicity, these models usually demonstrate good performance on text categorization and classification tasks so we decide to use this approach as a baseline system.
Text normalization
The phone call conversation is analyzed as a document hence no sentence splitting is needed. The system pools together the automatic transcriptions produced by the ASR from both conversation sides and performs a text normalization by removing low confidence words, pre-defined stop words and unusual terms. Therefore, those words recognized with a confidence lower than 0.4 by the ASR are discarded for further processing. Remaining words are tokenized and a corpus vocabulary is created. Note than no stemming nor lemmatization is performed.
Vectorization and document term matrix normalization
In order to represent documents in vector space, we create mappings from words to id vectors. We represent a set of documents as a sparse matrix, where each row corresponds to a call/document and each column corresponds to a word/term by using the vocabulary for constructing a document-term matrix (DTM) which accounts for word-co-occurence from call conversations, see Fig. 2 . We transform DTM by normalizing term ocurrence as lengths of the conversations can significantly vary. This is done by Tf-idf, for word association to find a word's most relevant sub-category and create a reweighted DTM. We further reduce DTM dimensionality and also significantly improve accuracy by pruning the vocabulary and by projecting the DTM matrix into PCA components. We keep 10% of data variability by projecting the DTM into the first 100 PCA components. Note that the new DTM-PCA matrix has many fewer columns than the original DTM, usually yielding both accuracy improvement and lower training time.
DTM modeling
Once we have the Tf-idf matrix, or normalized DTM matrix, we use the glmnet package from R for fitting a generalized linear model (GLM), a logistic regression with elastic-net penalty. The regularization parameter λ that controls the overall strength of the penalty is estimated on training data using 10 fold crossvalidation and a grid of values. The elastic-net penalty, α parameter, that controls the lasso (L1) and ridge (L2) penalty is also estimated by grid search.
Prosodic and conversational cues
The prosody and conversational cues relate to low-level descriptors (LLD) extracted from each audio recording on a frame basis. Speakers' turns are estimated based on a simple energy-based Speech Activity Detection on the corresponding conversation-side. From each speaker turn, acoustic LLD features are computed and post-processed. Such descriptors correlate with respect to speaker emotions, specially F0 [17] . Handcrafted conversational cues which capture information at the customer-agent conversation level are also generated.
Acoustic cues and postprocessing
The fundamental frequency and speech loudness are extracted on a frame basis (using a 500ms window length and at 100ms rate). Articulation rate, defined as the number of syllable nuclei per phonation time, is also estimated using PRAAT [18] , without requiring a transcription of the utterance. A sequence of articulation rate values is obtained by analyzing each turn. Using the speaker turn segmentation, several values are computed for the previous acoustic features. First, the mean loudness and F0 value of each speaker turn is computed, using all loudness frames and F0 frames between 62 and 600 Hz in order to avoid including error estimation values. From the sequence of mean values, its mean and standard deviation (sd) are computed. Besides, the sequence of F0 mean values is normalized by the whole conversation mode so to compute the mean and sd of the log2 normalized values. Finally, F0 frames are normalized by their mode and their log2 value is computed so to estimate their sd (total normalized sd). In addition, we used the OpenSmile toolkit [19] for extracting a bigger set of LLD descriptors using the paralinguistic 2013 configuration [20] .
Conversational cues
While acoustic features focus only on a single speaker, conversational cues generally use data from both speakers in order to capture information at the dialogue level. Some examples of such features are the number of turns per second or the correlation value between the time series of acoustic and prosodic features obtained from each party side. 
Feature modeling
The prosodic and conversational cues together with the selfreported satisfaction scores have been used to train a gradient boosted regression tree model [21] using the scalable implementation in the Xgboost package [22] for R language. During training, the most relevant features are selected based on the information gain on the customer satisfaction index prediction. The 85 most relevant features are selected according to their contribution to the model. In Fig. 3 we present some of them and their relative contribution or gain to the model performance.
Neural Network approach
In this work we use a Convolutional Neural Network (CNN) over word embeddings [23] for classification in "low" and "high" satisfaction classes. We consider a one-layer CNN architecture similar to [24] due to its relative simplicity and good performance across many text classification tasks, making this model a modern standard baseline [25] , [26] , [27] .
Convolutional Neural Network Architecture
The automatic transcriptions are first filtered by setting low confidence words to out-of-vocabulary (OOV) symbol, tokenized and then converted to a conversation matrix, where each row stands for the word representation as shown in Fig.4 . The word vector representations can be obtained from pretrained word2vec models [23] , or they can be learned from scratch along with the network parameters. Since each row of the conversation matrix corresponds with a word, it is reasonable to perform the convolution only in this direction. This is accomplished by using 2D filters of height h and the same width as the word vector length. The height h controls the number of adjacent words that are jointly considered by the filter. The intuition behind CNN filters is that they capture features similar to n-grams, but they represent them more efficiently and in a N-grams where ConvFilters peaked Low "nada no te escucho nada" "estoy diciendo que pagu treinta" "al al al" "internet funciona sper mal" "quiero poner un reclamo" High "gracias muy amable" "necesito pedir una prrroga" "igualmente muchas gracias" "correcto ya perfecto" "muchsimas gracias" compact way. For instance, a single filter can match multiple n-grams at the same time, when the words composing those ngrams are very close in the embedding space.
The output feature map of each filter is downsampled using 1-max pooling, as in [28] , which extracts just a single scalar from each feature map. In this case, the filters loose global locality information while keeping local information, a bit similar to the functioning of a bag of n-grams. Using this approach, one can find where each filter peaked in the conversation and do retrieval of n-gram that triggered the filter activation and its contribution to the final prediction, see Table 1 .
Finally, 1-max pooled outputs from the filters are concatenated into the feature vector and then fed to final softmax layer for classification. Dropout [29] is applied to rows of the conversation matrix and to the feature vector with a keep probability of 0.85 and 0.5 respectively. The CNN was trained using categorical cross-entropy and Adam [30] optimization method, together with early stopping employing a 10% of the training data as evaluation. We performed a grid-search over the the network hyperparameters and selected a word embedding size of 32 together with 3 sets of 20 filters of heights {2, 3, 4} for the vanilla network and heights {3, 4, 5} for the fusion of linguistic and prosodic features. The CNN was trained using only Latam data and tested on both datasets described in Section 5.
Fusion of linguistic and prosodic cues
We propose a novel method for early fusion of linguistic and prosodic information, which consists of extending the embedding vector of each word with its corresponding prosodic features extracted from the audio. In this work we have run experiments concatenating the mean of F0 and loudness for each word. A weight and a bias parameter is also added that are jointly learned with the word vectors and the CNN parameters. We merged the customer satisfaction annotations into a binary decision: judgments 1 and 2 were taken as unsatisfied and 4 to 5 as satisfied. The classification task is designed based on those labels, namely to classify into low or high CSI. Similarly, the Spain database consists of 710 calls. In this case, the selfreported satisfaction ranges from 0 to 10. The low and high classes correspond to 0-1 and 9-10 scores, respectively. Table 2 depicts performances in terms of AUC and F-score for both Spain and Latam datasets. Figure 5 depicts the ROC curves. The scores from the linguistic features (BoW-PCA) are combined with the prosodic and conversational features at score level using Matcher Weighting (MW) fusion [31] . In MW fusion, scores are weighted by a factor inversely proportional to the Equal Error Rate, favouring the decisions taken by the most accurate classifier. Looking at the AUC values, the proposed approaches rank similarly for both databases. The combination of linguistic and prosodic features outperforms individual systems both in the MW fusion case and in the CNN approach. When predicting CSI without fusion, the linguistic features perform better. There is a mismatch in the results obtained by the CNN using only linguistic features in the different databases, probably due to the fact that the CNN was trained only on the Latam data. Noteworthy, the CNN+prosody approach is able to generalize even for a different dialect and variation of Spanish.
Experimental Evaluation

Experimental Results
Conclusions
In this work we analyzed the role of linguistic, prosodic, and conversational information for customer's satisfaction prediction. For this purpose, we compared models trained on the individual contribution of ASR transcripts and dialog turn-level together with acoustic cues. Experimental results were reported on a corpus of real customer-agent calls interactions. Furthermore, we propose a Deep CNN based NLP approach that fuses linguistic and prosodic information at feature level. Results suggest that verbal communication convey more information than non-verbal with respect to customer's satisfaction and that both sources of information are complementary. Finally, we reported on a CNN-based system able to successfully perform information retrieval of customer's sentiment. We are currently extending the system for other CC related speech mining tasks and exploring in detail the fusion of acoustic features at word level.
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