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In recent years, radars utilizing multiple antennas at both the transmitter and receiver side have 
been proposed, where they have been referred to as multiple-input multiple-output (MIMO) radars. 
By utilizing transmit signals that are orthogonal to each other, MIMO radar yields increased degree of 
freedom that allows better target detection capability and higher localization accuracy compared to 
conventional radars using the same number of antennas. However, the complex composition of the 
MIMO radar system leads to various engineering challenges. This dissertation highlighted the issues 
of non-linear factors reducing the target detection performance of the MIMO radar, and unstable 
target localization due to fluctuating target radar cross sections. The thesis is composed into 6 
chapters.    
Chapter 1 explains the background of MIMO radar developments, and discusses recent research 
activities in the area. The definition and main category of MIMO radars are described, and their 
characteristics and advantages were discussed. Furthermore, we discussed the recent developments in 
MIMO radar research, and identified the remaining problems and challenges in the area.      
Chapter 2 describes the fundamentals of the radar equation and detection. Firstly, the basic 
radar equation was presented, followed by the explanation of false alarm rate and probability of 
detection for monostatic coherent radars using threshold detection. Secondly, we described the 
fundamentals of array antenna signal processing principles, and direction estimations using high 
resolution sub-space approach, namely the multiple signal classification (MUSIC) algorithm will be 
presented. Extension to two-dimensional MUSIC and application for estimating the DOD and DOA in 
MIMO radar case was also be explained.  
Chapter 3 presents the study on performance of target detection in MIMO radars considering 
jitter influence. We constructed a time domain simulation model to evaluate the detection 
performance of M-sequence-based MIMO radars using three different types of joint signal processing 
scheme, namely the non-coherent MIMO, the coherent rephrased netted radar (RPNR), and the 
distributed radar network (DRN) processing. The detection performance was evaluated while 
considering two types of jitter, which are the time and phase jitters. From numerical simulations, we 
observed that the presence of time jitter reduced the MIMO radar detection performance only in the 
case of a coherent processing (i.e. RPNR scheme), and was less significant for other processing 
schemes. On the other hand, phase jitters were found to give a direct impact on the Pd, regardless of 
the type of processing scheme. We also described a developed MIMO radar testbed for experimental 





Chapter 4 describes a new joint DOD and DOA estimation scheme in a UWB MIMO radar.  
The proposed scheme was based on a two-dimensional MUSIC algorithm extended for MIMO radar 
using a UWB signal. The idea was to treat the UWB signal as a summation of sinusoidal waves swept 
throughout the UWB frequency. The DOD and DOA were estimated at each of the frequency 
component of the UWB signal, and combined through majority decision. We carried out a series of 
numerical simulations and experimental evaluation to evaluate the performance of the proposed 
scheme in detecting targets with constant and fluctuating RCS. From our investigations, it was found 
that the proposed scheme was able to localize a fluctuating target with good accuracy compared to 
narrowband methods, since our proposed scheme exploited frequency diversity of the wideband 
signal. In addition, the proposed scheme outperformed conventional wideband estimation method 
such as the spectrum averaging method, when using wider signal bandwidth. This was ascribed to the 
effectiveness of the majority decision method.  
In Chapter 5, we extended the joint DOD and DOA estimation scheme in MIMO radar to 
incorporate adaptive techniques for improved localization accuracy.  Firstly we explains a method that 
implements target localization in a bistatic MIMO radar, using both DOD/DOA based, and 
TOA/DOA based direction estimation method. We derived the proposed scheme which applies the 
two-way MUSIC to detect the DOD, DOA and the TOA simultaneously. The radar system localizes a 
target location based on the estimated DOD, DOA and TOA, using two types of algorithm, namely 
the DOD/DOA-based, and the TOA/DOA based. We found from numerical simulations that the 
performance of the DOD/DOA-based was degraded when the vertical range perpendicular to the radar 
baseline increased, while that of the TOA/DOA-based method was almost independent of range. We 
then proposed implementation of an adaptive selection of localization method based on the estimated 
target range to improve the localization accuracy.  Analyses of computational complexity also showed 
that the adaptive scheme yields reduced computational burden, especially when using larger MIMO 
configurations.  
Chapter 6 concludes the works presented in the thesis. We have evaluated the influence of 
jitters on the detection performance of MIMO radars using three types of joint signal processing 
schemes. We also presented a new localization method in UWB MIMO radars that was effective in 
detecting target with fluctuating RCS. A direction finding scheme that adaptively selects localization 
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Chapter 1  
INTRODUCTION 
    
1.1.  BACKGROUND 
 
RAdio Detection and Ranging (Radar) technology has been present more than 100 years, 
starting from the early experiments of the existence of electromagnetic waves by Heinrich Hertz, and 
are still evolving nowadays, into advance technology either in military, or civilian applications such 
as remote sensing, air traffic control, ship and automobile safety system [1, 2]. Radars deal with many 
different and diverse problems, however, most radar systems are generally designed for the purpose of 
detecting the presence or absence of targets. A basic form of radar consists of a single transmitter, 
which emits electromagnetic wave, and a receiver that collects the reflected wave coming off a 
reflecting object (the radar target). The receiver then processes the return signal to detect the presence 
of the target. Depending on the radar geometry and the type of signal used, it is possible for the radar 
system to extract other useful information such as range, location and velocity. Furthermore, target 
tracking ability may also allow the radar to predict the movement and trajectory of the target.   
Conventional radar systems can be categorized by the radar geometry, which involves the 
number of antennas and how they are distributed in the system. These categories are referred to as 
monostatic, bistatic and multistatic radar systems [2]. Monostatic radar systems use transmitting and 
receiving antennas which are co-located to each other, and basically only a single antenna is used at 
both sides. When the transmitting antenna and receiving antenna are sufficiently separated in space, as 
such until their separation is in equal order with the target range, the system becomes a bistatic radar 
system. Radar system with the combination of multiple pairs of transmitting and receiving antennas 
are called multistatic radars systems, however, there is no strict definition to define the system. The 
multistatic radar can be constructed by multiple monostatic or bistatic radars, and the combinations of 
the two are also possible. Figure 1.1 depicts the illustration of the geometry of each radar system.  
In target localization regime, it is important to estimate the angle of the targets, or the incoming 
reflected electromagnetic wave. Early radar systems utilized mechanically rotating directional 
antennas in order to scan over 360 of the observation angle for estimating the target location. Later 
on, array radars have been developed with the capability to synthesize beams to scan the whole space. 
In these systems, array of transmitting antennas is used at the transmitter side. In conventional 
approach, these antennas are closely distributed in space, and transmit the same signal from each 



















          (c) 
Fig. 1.1.  Illustrations of basic radar geometry: (a) monostatic, (b) bistatic, and (c) multistatic. 
 
 
basically a technique that controls the phases of each of these signals. This type of system is also 
called phased array radars. Other application of antenna arrays in radars includes the utilization of 
multiple antennas at the radar receivers for angle estimation, and imaging purposes.   
In recent years, radars utilizing multiple antennas at both the transmitter and receiver side have 
been proposed, where they have been referred to as multiple-input multiple-output (MIMO) radars [3-
5]. A MIMO radar system may transmit multiple signals that are orthogonal, correlated, or partially 
correlated with each other, where careful selection would increase the degree of freedom compared to 
the conventional phased array radar that uses the same number of antennas. Early works on MIMO 




















               
          (a)       (b) 
Fig. 1.1. Illustration of different radar systems: (a) Conventional phase array radar and (b) MIMO radar 
assuming independent transmitting signal. 
 
such as improvement of number of detectable targets, resolution, and robustness against radar cross 
section (RCS) fluctuation. Nevertheless, the idea of MIMO radar have yet to be fully studied, and a 
lot more room for investigation is required to accelerate its development.    
In the following section, we describe a brief overview of MIMO radar technology, discussing 
its definition, mechanism and its advantages and disadvantages compared to conventional systems.  
 
 
1.2.  OVERVIEW OF MULTIPLE INPUT MULTIPLE OUTPUT RADAR TECHNOLOGY 
 
MIMO radar is loosely defined as a radar system that comprises of multiple antennas at the 
transmitter and receiver side. The system transmits signals that is orthogonal to each other, and 
combines the receive signal at a single processing unit. This is in-contrast with conventional phase 
array radars that generally transmit the same signal and utilize the electrical phase of each signal to 
control the antenna beam pattern. This different concept of both systems is briefly illustrated in 
Fig.  1.1. Based on the definitions above, MIMO radars can also be considered as a generalization of 
multi-static radar concepts. Some researchers defined MIMO radars as a sub-set or a special case of a 
multi-static radar geometry since their description usually fits the parameters of existing multi-static 
radar systems [6, 7]. For example the synthetic impulse and aperture radars (SIAR) [7] are existing 
systems that closely resemble MIMO radar. 
Receiver arrayTransmitter array






Since MIMO radar deals with multiple antennas, there are several ways to configure the 
system, i.e. in terms of the array configuration, type of signal used, and type of processing used at the 
receiver. There are various concepts that have been proposed to define the term MIMO radar; 
however, this thesis holds to the most commonly addressed groups in literature, namely: (1) MIMO 
radar with widely separated antennas, and (2) MIMO radar with co-located antennas. The next sub-
sections describe both types of radar systems. 
 
A) MIMO radars with widely separated antennas 
The first regime consists of multiple transmit and receive pairs which are widely separated in 
space, providing independent scattering responses for each pair. This type of MIMO radar is 
sometimes denoted as statistical MIMO radar, or spatial MIMO radar.  The key point in this type of 
architecture is to sufficiently distribute the transmitting and receiving antennas of the radar system 
such that they experience an angular spread, where each transmit-receive antenna pairs illuminate 
obtained independent information of the target in terms of RCS variability as a function of aspect 
ratio. To be able to utilize these independent channels for stimulating increase processing gain, the 
receiver must be able to separate each receiving signal impinging the receiving antennas. This is why 
it is important to transmit orthogonal signals, which can be done using conventional techniques such 
as frequency, time or code division schemes. For the sake of clarifying the contribution of this thesis, 
detail discussions regarding the characteristics of orthogonal signal and their impact on the radar 
performance are not elaborated, since they are well documented in literatures [8]. The utilization of 
this angular spread is shown to yield spatial diversity that improves the detection performance of a 
MIMO radar detecting targets with fluctuating RCS, compared to conventional phased array radar. 
In order to achieve the spatial diversity, certain conditions regarding the radar geometry must 
be met. Consider a model of MIMO radar geometry depicted in Fig. 1.3. Assume the MIMO radar is 
detecting a distributed target located in the far field. In this geometry, a 22 MIMO radar is 
considered for the sake of simplification and clarity. The distributed target considered in this model 
corresponds to a target with dimensions along the x and y axes be Dx and Dy, respectively. The target 











Fig. 1.3.  MIMO radar geometry. 
 
Let the two transmit antennas have coordinates (xtk, ytk) and (xti, yti), respectively, and the 
receiving antennas at (xrl, yrl) and (xrj, yrj). Here, the distance between transmitting or receiving 
antenna and the target at X0 is given by the notation d(, X0). The conditions so that each transmitting 
and receiving antenna pair yields uncorrelated channel information between each other is given in [3] 
as   
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,                (1.1) 
where  is the wavelength of the radar signal. These indicates that if the target is viewed as an antenna 
with aperture length D, the information observed from a receiving antenna is considered uncorrelated 











target of dimension 10 is positioned at distance d = 104, the separation required between the 
antennas of MIMO radar is in the order of 10
3.     
 
B) MIMO radars with co-located antennas 
The second regime of MIMO radar refers to systems that comprise closely spaced transmitting 
and receiving antennas, where the term „closely‟ here denotes that the spacing is much smaller than 
the target range. This also means that none of the conditions in Eq. (1.1) is met. Such MIMO radar 
configuration assumes that the target scattering response is the same for each receiving antenna.  The 
estimation performance of the antenna, thus do not exploit spatial diversity as the MIMO radars with 
widely separated antennas. However, MIMO radars with co-located antennas take advantage of the 
enhanced aperture resolution of its antenna array compared to conventional antenna array, for 
example such used in phased array radars. The enhanced array resolution is achieved through the 
concept of virtual array, which can be constructed by the convolution of the locations of the 
respective transmitting and receiving antennas, with the condition that the system transmits 
orthogonal waveforms [9]. The utilization of  an efficient virtual array leads to improvement in 
parameter estimation performance and increased maximum number of detectable targets compared to 
conventional phased array radar using the same number of antennas [10]. 
To illustrate the concept of virtual array, consider a MIMO radar in Fig. 1.3. Here, Consider an 
arbitrary array with M transmitting antennas and N receiving antennas. The m
th
 transmitting antenna is 
located at xT,m and the n
th
 receiving antenna is located at xR,n. Figures 1.3 (a) and (b) show an example 
with M = 3, and N = 3. The m
th
 transmitting antenna emits the waveform (). Assuming that the 
transmitted waveforms are orthogonal to each other, the equation below can be derived. 
          mmmm d .
* )()(  .                    (1.2) 
To separate each of the transmitting waveform, a bank of matched filters (total of M) is used at the 
MIMO radar receiver. Hence, the total number of receiving outputs at all N receivers is MN. 
Considering a far-field target, the target response at the m
th
 match filter output of the n
th
 receiving 
antenna can be expressed by 


















 ,                    (1.3) 
where ut is a unit vector pointing towards the target from the radar and t is the amplitude coefficient 





       
     (a)             (b) 
 
(c) 
Fig. 1.3.  Illustration of virtual array concept in MIMO radar: (a) Transmitting array with M = 3, (b) receiving 
array with N = 3, and (c) the corresponding virtual array.  
 
The phase differences are created by both the transmitting and receiving antennas locations, located at 
          
}1,.....,1,0,1,....,1,0{ ,,  NnMmnRmT xx . 
As shown in Fig. 1.3 (c), by using only N + M elements, a virtual array of NM elements can be 
constructed using MIMO radar. This is far more elements than using a conventional phased array 
radars with the same number of physical antennas, because they are treated as a single-input multiple-


































Fig. 1.4.  Examples of MIMO radar antenna configurations, and the resulting virtual arrays: (a) with 
redundant elements and (b) without redundant elements. 
 
Nevertheless, in order to obtain a full MN number of virtual antenna elements as depicted in 
Fig. 1.3 (c), either the transmitting or receiving antennas must be sparsely positioned in spacing such 
that yields convolution results that are unique from each other [9]. This is to avoid overlapping 
elements as a result of the convolutional operation. Figure 1.3 illustrates this concept further. Let the 
physical transmitting and receiving antennas position using the notation {1 1 1 1}, where each entry 
corresponds to the number of antennas at the particular location on the λ/2 grid, where λ is the 
wavelength. Using this array at both the transmitting and receiving side, the constructed virtual array 
by calculating the convolution of the physical antenna positions resulted in {1 2 3 4 3 2 1}. Here, we 
obtained a virtual array with a length (M+N) -1, since the convolution operation marked several 
redundant antenna positions, as depicted in Fig. 1.4(a). By sufficiently separating either one of the 
transmitting or receiving array, we could obtain a convolution result without any redundant element, 
hence, the length of the virtual array may reach M×N (Fig. 1.4 (b)). 
 
{ 1  1  1  1}   { 1  1  1  1} =  { 1   2   3   4   3   2   1}






M elements N elements 
{ 1  0 0 0 1 0 0 0 1 0 0 01}  { 1  1  1  1}
Transmitting
antennas
=   { 1  1  1  1  1  1  1  1  1  1  1  1  1  1  1  1}
16 virtual elements (MN)
Receiving
antennas MIMO virtual array





1.3.  RECENT ADVANCEMENTS IN MIMO RADAR RESEARCH 
 
It was shown in the previous sub-section that the spatial MIMO radar excels in exploiting the 
benefit of spatial diversity to increase the probability of detection. Early ideas on the spatial MIMO 
radar was proposed in [11]. Recent works investigated further in the regime, for example, through 
introduction of statistical hypothesis test to define the detection performance of the system [3, 12]. 
Other works involves the study concerning high resolution [13] and accuracy of location estimation 
[14] using the spatial MIMO radar. In addition, the impacts of different target and environment 
models on MIMO radar detection were discussed in [15, 16]. Several designs of transmit waveform 
including adaptive waveform designs can be found in [17, 18]. Nevertheless, since the spatial MIMO 
radar comprises of large systems of widely separated antennas, the system tends to have complex 
hardware and heavy signal processing, that leads to engineering and implementation problems, for 
example, centralized coordination of sensor transmissions, synchronized communication with a joint 
processing unit, and precise phase synchronization among sensor for high resolution in the order of 
meters [4, 6]. 
In the MIMO radars with co-located antennas, researches are focused on the target localization 
and parameter identifiability. Utilization of the virtual array and orthogonal signals was reported to 
yield enhanced parameter identifiability [5], and sensitivity to detect slow moving targets [6]. 
Furthermore, in target localization regime, a lot of investigation on estimation of direction-of-
departure (DOD) and direction-of-arrival (DOA) were reported. Many algorithms were studied, such 
as LS, Capon and APES, and CAPES [19, 20]. In addition, sub-space methods such as estimation of 
signal parameters via rotational invariance techniques (ESPRIT) and multiple signal classification 
(MUSIC) for DOA estimation in MIMO radars can be found, for example in [21-23]. These reports 
were mainly focused on the usage of narrowband signals in MIMO radars, which however resulted in 
unstable localization due to RCS fluctuations of the target. Inspired by recent advancement in 
communications, the usage of wideband signals including the Ultra Wideband (UWB) in MIMO radar 
are also interesting and is receiving a lot of attention [24-26].  
 
1.4.  PROBLEM STATEMENT 
 
We have presented the overview of MIMO radar technology in the previous sections, and 
discussed some of the problems and research gaps in the literature. Here, we summarized the current 





i)  MIMO radars consist of large numbers of transmitters and receivers distributed in the system, thus 
increased the system complexity compared to conventional SISO systems. This will increase the 
effects of hardware imperfections such as coordination of transmitting sensors, communication with 
the joint processing unit, and synchronization errors on the system performance, particularly in 
MIMO radars utilizing widely distributed antennas. One of the factors inducing these problems is the 
presence of jitters in the MIMO radar receivers. 
ii) In the regime of target localization in MIMO radars, currently available solutions were mainly 
based on narrowband signal assumption. Target localization using the narrowband signal, however, 
was unstable due to fluctuation of target‟s RCS. Utilization of wideband signals might be useful in 
localizing target with significantly small or severely fluctuating RCS, however, conventional 
algorithms proposed for MIMO radars generally only consider narrowband signal.  
 
 
1.5.  OUTLINE OF THESIS 
 
This thesis presents numerical and experimental studies regarding several of the problems in 
MIMO radar. Firstly, we carried out investigation on the effects of jitter on the detection performance 
of MIMO radar system, with regards to the type of signal processing scheme used.  The second part of 
the dissertation focused on the problem of angle estimation in MIMO radar.  The rest of this 
dissertation is organized as follows. 
Chapter 2 describes the fundamentals of the radar equation and detection. Firstly, the basic 
radar equation were presented. Then, we derived the false alarm rate and probability of detection for 
monostatic coherent radars using threshold detection. Secondly, we described the fundamentals of 
array antenna concept that was use in parameter estimation schemes. The angle and time of arrival 
estimations using high resolution sub-space approach will be presented. Techniques using MUSIC 
algorithm will be described since we will be utilizing the method in later chapters of the dissertation. 
Extension to two-dimensional MUSIC and application for estimating the DOD and DOA in MIMO 
radar case was also be explained.  
Chapter 3 presents the study on performance of target detection in MIMO radars considering 
jitter influence. We constructed a time domain simulation model to evaluate the detection 
performance of m-sequence-based MIMO radars using three different types of joint signal processing 
scheme, namely the non-coherent MIMO, the coherent rephrased netted radar (RPNR), and the 





be explained in Chapter 3. The detection performance was evaluated while considering two types of 
jitter, which are the time and phase jitters. The effects of each type of jitter were evaluated separately 
in order to obtain further insight of their impacts on the performance of the MIMO radar. A MIMO 
radar testbed was developed for experimental evaluation of detection performance in a radio anechoic 
chamber.   
Chapter 4 describes a joint DOD and DOA estimation scheme in a UWB MIMO radar.  We 
first explain the proposed scheme, which were based on a two-dimensional MUSIC algorithm 
extended for MIMO radar using a UWB signal. The idea was to treat the UWB signal as a summation 
of sinusoidal waves swept throughout the UWB frequency. The DOD and DOA were estimated at 
each of the frequency component of the UWB signal, and combined through majority decision. The 
majority decision was a non-parametric approach that takes the histograms of the estimated DODs 
and DOAs. Searching the peak of the respective angle histograms gives us the final DOD and DOA 
estimation. We carried out a series of numerical simulations to evaluate the performance of the 
proposed scheme in detecting targets with constant and fluctuating RCS. The fluctuating target was 
modeled according to measurement results of vehicular RCS using a UWB signal, which resembles 
Weibull distribution along the UWB frequency. We will show that the proposed scheme outperforms 
conventional wideband estimation method such as the spectrum averaging method, especially when 
using significantly wide bandwidth. We then present some experimental results using the proposed 
scheme to detect complex target with fluctuating RCS in the radio anechoic chamber.  
Chapter 5 presents extended joint DOD and DOA estimation scheme in MIMO radar 
incorporating adaptive techniques for improved localization accuracy.  Firstly we explains a method 
that implements target localization in a bistatic MIMO radar, using both DOD/DOA based, and 
TOA/DOA based direction estimation method.  We will derive the proposed scheme which applies 
the two-way MUSIC to detect the DOD, DOA and the TOA simultaneously. The performance of both 
method will be evaluated in two significant cases, which corresponds to whether the target is in close 
proximity or is far from the baseline.  It will be shown that by selecting either of the DOD/DOA and 
TOA/DOA method may improve the localization accuracy. 
Chapter 6 summarizes the concluding remarks of previous chapters and discusses future works 
and potential research topics. 
 




Chapter 2  
TARGET DETECTION AND ARRAY SIGNAL PROCESSING 
 
2.1.  TARGET DETECTION 
 
2.1.1. RADAR EQUATION 
 
The fundamental radar equation relates the target range from the radar to the characteristics of 
transmitter, receiver, antenna, the target and environment. It is a tool for understanding radar 
operation and as a basis for designing a radar system. This sub-section will describe the basic 
derivation of the radar equation in the case of a monostatic radar operating in a single-input single-
output (SISO) mode. 
Consider a monostatic radar detecting a target located at the far field, with range R from the 
radar station. Radars use directive antennas to radiate electromagnetic signal with power Pt, into a 
particular direction. The gain G of the antenna is a measure of the increase power radiated in the 
particular direction, as compared with the power of an isotropic antenna. Based on the conventional 
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The target intercepts a portion of the incident power, inducing surface current on its surface and re-
radiates the electromagnetic energy in various directions. The amount of the re-radiated energy in the 
direction of the radar receiver is proportional to the target size, orientation and target shape, which are 
denoted as the radar cross sections (RCS) . Therefore, the total power directed to the radar receiver 
is  
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 Considering the antenna receiving gain and effective aperture, the total receive power at the receiving 
antenna is 
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And substituting the value of Ae from Eq. (2.4) yields 
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.                (2.6) 
Application of this radar equation enables easy visualization of how the performance of the radar 
equipements in the system influences the detectable range. This is useful in designing the link budget 
of any operating radar system. Practical systems must also consider non-ideal conditions such as the 
influence of the earth surface on propagation characteristics, reflections from ground, and other 
factors contributing to noise components of the system [2].   
 
2.1.2. FALSE ALARM RATE AND PROBABILITY OF DETECTION 
A simplified block diagram of a radar receiver conducting a threshold detection is depicted in 
Fig. 2.1. The receiver considered a coherent detection, consists of local oscillator and IF amplifier, 
envelope detection circuit and a threshold detection. The envelope detector consists of a square law 
detector (rectifier), and a low pass filter to eliminate the high frequency components of the carrier 
signal. Let the input signal to the receiver be the reflected signal s(t), and the thermal noise at the 
receiver as white Gaussian noise n(t) with zero mean and variance 0. The output of the IF amplifier 
is a complex sinusoidal signal v(t), given by 
     
))(cos(sincos)( 000 ttRtvtvtv QI   ,             (2.7) 
where 0 is the radial frequency equals to 2f0, r(t) is the envelope of the IF output signal, (t) is the 
phase equals to atan(vI/vQ), and  vI and vQ, respectively, is the magnitude of the in-phase and 
quadrature phase components. A threshold detection works based on the principle that a target is 
detected according to the below hypothesis: 
 





Fig. 2.1.  Example of a simplified block diagram of a coherent radar receiver applying threshold detection. 
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The probability density function (PDF) of the thermal noise is 




















vp ,              (2.8) 
The probability density function of the noise voltage passed through a narrowband IF filter is shown 
by [2] to be 
















Rp ,                (2.9) 
where R is the amplitude of the envelope of the filter output. Notice that Eq. (2.8) represents the 
Rayleigh probability density function. Therefore, the probability that the envelope of the noise voltage 
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.         (2.11)
 
A target detection is considered to have occurred when the voltage of the noise envelope exceeds the 
threshold VT, even if there was no target present in the system, and only noise is present. The 
probability of the noise envelope exceeds the threshold is referred to as the probability of false alarm, 

























Next, consider that a target is present, and the reflected signal enters the radar receiver. In this 
case, the probability of the voltage of the envelopes of the signal plus noise exceed the threshold is 
called the probability of detection, denotes as Pd.  Assuming the signal is a sine wave of amplitude A, 
the Pd is then given by [2, 27] 

































,             (2.12) 
where where I0 is the modified Bessel function of zero order. Several approximations for solving 
Eq. (2.11) is available in literature [27], however, we omit them for the sake of simplicity. It is 
important to understand that Eq. (2.11) showed that the problem of deriving Pd is related to the PDF 
of signal and noise in the system, where the threshold value set from the PDF of the noise will be also 
used as the lower threshold for the signal plus noise. The illustration of the process of threshold 













B.  Probability of False Alarm and Probability of Detection in MIMO Case. 
The extension of the probability of false alarm and probability of detection in MIMO case 
depends on the configuration of the MIMO radar system itself. This is because the MIMO radar 
system may adopt different method to exploit the receiving signals entering the receiver, hence, the 
equation to define the Pfa and Pd differs for each method. Examples of the derivation of Pfa and Pd for 
various MIMO case can be found in [3, 6]. In this thesis, we will define a model of MIMO radar 
configuration using three different types of signal processing in Chapter 3, and the corresponding 
detection performance will be discussed in part of the chapter.  
 
2.2. PARAMETER ESTIMATION SCHEMES 
 
2.2.1. ARRAY SIGNAL PROCESSING FUNDAMENTALS 
 
This sub-section discusses the basic principle of array signal processing for direction finding. 
The most important concept of the array antenna processing is the array manifold vector (referred to 
as steering vector throughout this thesis), which expresses the spatial characteristics of signal 
impinging the array elements. The steering vector is formed as a function of the signal frequency, the 
geometry of antenna array and the respective direction-of-arrival (DOA) of the sources. The basic 
model of the plane wave propagation from a far-field source towards an antenna array in a three-
dimensional space is shown in Fig. 2.3. Consider an array of antennas located in the three-
dimensional space with a common reference point. Assuming that there are L sources located at the 
far-field, the propagating wave can be treated as a travelling plane wave.      
For a better understanding, we derive the model while addressing a two-dimensional uniform 
linear array (ULA). Consider a ULA shown in Fig. 2.4, where N antenna elements are located along 
the x-axis with d interval. Taking the input signal at the reference array element as F0(t), and the 
receive signal power at the rest of the array elements are the same, the signal at the n
th
 element can be 
expressed by 
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where c is the speed of light, dn is the position of the n
th
 element with respect to the reference element. 
Here, assuming that the receiving signal is narrowband with frequency f, we can derived the below 
equation. 
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Hence, based on the geometry depicted in Fig. 2.4, the receive complex signal at the n
th
 element is 
then expressed by 
 





,              (2.18)
 
where Fl(t) is the complex signal of the l
th
 wave, zn is the thermal noise and  
       





 .              (2.19) 
Now, deriving the overall signal while considering L wave (in radar systems, the L corresponds 
to the number of reflected wave from L targets) impinging a ULA with N number of antenna 
elements, the input signal vector is given by 
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where A is a N×L matrix of the steering vector, f is the array manifold vector consisting of spatial 
information of the array, and z is a N×1 thermal noise vector. Here, 
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 is the transpose operation, n is the phase difference at the n
th 
receive element with respect 
to the reference element (usually the 1
st
 element). l is the unknown angle of the l
th
 arriving signal.  
     
 
2.2.2. HIGH RESOLUTION SUB-SPACE APPROACH IN PARAMETER ESTIMATION 
 
Various schemes in estimating the angle of arrival were developed based on utilization of the 
characteristics of the co-variance matrix, for example the CAPON [28] method. The method works by 
steering the main lobe to the direction of arrival, while minimizing the radiated power in other 
directions by steering the null points. Later, high resolution methods exploiting the receiving co-
variance matrix, eigenvectors and eigenvalues to separate the signal and noise into orthogonal sub-
spaces were developed, for example MUSIC [29] and ESPRIT [30]. This study utilizes the MUSIC 
algorithm due to its high resolution and multi-target estimation capabilities. The next sub-sections 
describe the MUSIC algorithm.   
  
A. MUSIC algorithm 
 
MUSIC algorithm is one of the angle estimation method that exploits the eigenvalues and 
eigenvectors of the co-variance matrix.  The MUSIC algorithm works based on sub-space approach, 
where signal and noise sub-space were constructed from the received signal. The orthogonal 
properties of the sub-spaces are exploited to achieve high resolution angle estimation.  
In order to derive the MUSIC algorithm, we first revisit Eqs. (2.20) to (2.24), where we have 
defined the signal model, and the co-variance matrix for a K-element uniform linear array. Singular 
value decomposition of the co-variance matrix gives 
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2 H ,               (2.24) 
Here, E[] denotes the ensemble averaging operation,  is the thermal noise variance, and I is the 
identity matrix that consists of only diagonal elements equal to 1. The co-variance matrix is a 
Hermitian matrix with N dimension. 




Consider the case where no thermal noise is present. If the arriving waves are in-coherent with 
each other, the matrix S will yield a diagonal matrix, with L rank. Assuming all the L waves are un-
correlated and independent from each other, the directional matrix A will also resembles a full L rank 
matrix. Consequently, Rxx becomes an L rank non-negative definite Hermitian matrix. The 
eigenvalues of this matrix are i (i = 1, 2, …, N), and the corresponding eigenvectors are ei (i = 1, 2, 




   
(i = 1, 2, …, N).             (2.25) 
 The eigenvalues are 
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The eigenvectors are  
inN
H
i ee  
(i, n = 1, 2, …, N),            (2.27) 
where  denotes the kronecker delta. 
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We can see in Eq. (2.29) that the eigenvectors with the presence of noise is identical to the 
eigenvectors with the absence of noise, having an additional term that contributed by the power of the 
thermal noise only. Here, let  
           
2  ii          
(i = 1, 2, , N)            (2.29) 
and the eigenvalues of co-variance matrix  Rxx be  
           
2
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Therefore, one can estimate the number of waves L by calculating the number of eigenvalues larger 
than the power of the thermal noise. Methods to estimate the number of L have been reported in 
literatures such as the minimum description length (MDL) [31], however, we omit the description of 
those methods in this thesis for the sake of simplicity. It is assumed that the number of L is known for 
the remainder of this thesis.     
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Furthermore, matrix A and S are full rank matrix, gives 
0i




ea  .      (i = L+1, 2, , N, l = 1, 2, , L)            (2.34) 
We understand from Eq. (2.35), that the eigenvectors corresponding to the eigenvalues that are equal 
to that of the thermal noise are orthogonal to the steering vector of the arriving waves. The 
eigenvectors can be regarded as the antenna weight vectors.  
The eigenvectors {e1, e2, , eK } are orthogonal to each other, hence can be regarded as a Hermitian 
space with K dimension. We can separate the signal and noise into two separate spaces given by 
},,,{span 21 LS eee                 
(2.35) 
       },,,{span 21 NLLZ eee                 
(2.36) 
On the other hand, from Eq. (2.36) we understand that, 
        )}(,),(),({span' 21 LS  aaa  ,                      (2.37) 
Also corresponds to an L dimension sub-space which is orthogonal to sub-space Z. Hence, S and S’ 
create a space which is orthogonal to Z. In other words, the eigenvalues {e1, e2, , eK} and steering 
vector {a(1), a(2), …, a(L)} are in the same space. The S and Z are called the signal and noise sub-
spaces, respectively.  
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PMU will be maxed when  satisfies Eq. 2.40. Searching the spectrum for L peaks gives the solution 
for {1, , L}.  
 
B. Extended MUSIC for two-dimensional estimation and its application to joint DOD and DOA 
estimation in MIMO radar. 
 
We have presented the principle of a one dimensional MUSIC algorithm in the previous sub-
section. The algorithm was derived based on antenna system using a uniform linear array which was 
assumed to be placed along either the x or y-axis. In order to describe the application of a two-
dimensional in MIMO radar, we will first show the extended version of MUSIC to a rectangular array 
antenna. For example, extending the array to a rectangular array consisting M elements along the x-
axis and N elements along the y-axis allows the estimation of angle of arrival observed from a two 
dimensional plane for more accurate localization purposes [32, 33]. Similar principle was also applied 
to linear array aligned along the x and z-axes, or a circular array for azimuth and elevation angle of 
arrival estimation in [34, 35].  
For the derivation of a basic two-dimensional MUSIC algorithm using the rectangular array, let 
the spacing along the x and y-axes be dx and dy, respectively. The DOA of the l
th
 source is given as x 
and y. Here, the phase difference at the n
th
 antenna along both of the x and y-axes are given by 
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Hence, from the principles derived in [32], the array manifold vector in the two dimension case is 
given by 
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(l = 1, , L, n = 1, , N).            (2.45)
 
a(x,y) is hereby resembles an N
2
1 vector. Therefore, the two-dimensional MUSIC pseudo spectrum 
can be constructed as 
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where eZ is given by Eq. (2.32). By searching the P2DMUSIC for the L peaks gives us the two-
dimensional estimation results.  
 The derived two-dimensional MUSIC can also be applied in the case of MIMO radar to 
jointly detect the DOD and DOA. Consider the case of MIMO radar detecting L targets as shown in 
Fig. 2.4, where M and N are the number of transmitting and receiving antennas, and  and  are the 
DOD and DOA, respectively. The transmitting and receiving steering vectors are given by at and ar, 
which depends on the antenna array geometry and spacing used by the MIMO radar. Adopting the 
virtual array concept of the MIMO radar, the array manifold vectors are expressed by the convolution 
of the transmitting and receiving steering vectors. Following steps given in [36, 37], the resulting 
array manifold vector becomes 
       )]()([),(  rt aaa  ,                         (2.47) 
where  denotes the kronecker product operator. Using the same principle as Eq. (2.46), the two-
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Similar as in Eq. (2.46), searching the peak of P2WMUSIC gives us the location of the target in terms of 
the DOD and DOA. 







Fig. 2.3.  Rectangular array antenna in angle of arrival estimation. 
 
 
C. Application of two-dimensional MUSIC in joint estimation of DOD and DOA for wideband signal 
MIMO radar. 
In general, the precision of direction of arrival estimation degrades with increasing bandwidth 
of the signal, since the array manifold vectors as given by Eq. (2.23), is a function with respect to the 
wavelength. Nevertheless, MUSIC algorithm plays an importance role in the direction estimation of 
wideband signals due to its high resolution and multi-target estimation capabilities. Various MUSIC 
algorithm of wideband signals have been developed for applications such as radar, sonar, seismology 
and communication. One of the basic approach is that the direction of arrival at different frequency 
components or sub-bands to formulate the final DOA estimation [38, 39]. However, these non-
coherent processing techniques does not obtain sufficient. Improved technique based on coherent 
combination of data from multiple narrowband signals can be found in [40], for example by using a 
spatial resampling and an interpolated virtual array. If a large number of snapshots are given, these 
wideband direction estimation methods obtain sufficient performances. We proposed a MUSIC-based 
direction estimation method using a non-parametric approach for MIMO radars using wideband 















Fig. 2.4.  Example of a MIMO radar array configuration in joint DOD and DOA estimation. 
 
D.  MUSIC Algorithm for Estimation of Time of Arrival. 
The classical MUSIC algorithm can also be modified to estimate the time of arrival of multiple 
waves [41, 42]. As described in [42], the technique for estimating time of arrival using MUSIC 
requires signal of multiple frequencies impinging the receiving reference antenna. Each frequency 
component of the signal impinging the reference antenna yields slightly different phase information 
due to the different wavelength  factor, hence a time delay vector can be constructed using these 
information. This time delay vector can be exploited in a similar way as the steering vector for time of 
arrival detection. To derive the MUSIC spectrum of time of arrival, consider a scenario where L 
waves are impinging a reference antenna as shown in Fig. 2.5, where the receiving signal consists of 
multiple frequency components swept over the signal bandwidth in invertal f.  The complex voltage 
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where Fl is the complex amplitude of the l
th
 wave, l is the propagation time, and D(f) is the function 
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Considering thermal noise, Eq. (2.50) becomes 








 .              (2.51) 
Furthermore, sweeping the frequency with frequency interval f along an array with N samples gives 
the below equations: 
 TMXXX ,,, 21 x                                     (2.52) 
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Eq. (2.54) represents the steering vector of the array, which is also referred to as the time delay vector. 
We notice here that the time delay vector yields similar form as the steering vector in Eq. (2.22) and 
hence, can be utilized by MUSIC algorithm to estimate the time of arrival of impinging waves. The 
correlation matrix and SVD gives us 
IASAxx
2])()([  HHxx ffER ,             (2.57) 
Similar to the conventional MUSIC algorithm, by exploiting the orthogonality between the 
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where the peaks of the spectrum corresponds to the time of arrival  of the impinging waves. Note 











Fig. 2.5.  Transmission of signal with multiple frequency components between the transmitting and 
receiving reference antennas. 
lth target
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Chapter 3  
DETECTION PERFORMANCE OF M-SEQUENCE-BASED 
MULTIPLE-INPUT MULTIPLE-OUTPUT RADAR SYSTEMS 
 
 
3.1.  INTRODUCTION 
 
This chapter discusses the detection performance of MIMO radars considering jitter effects. 
The study concerns the spatial MIMO radars, which is a radar system that uses multiple antennas that 
are widely separated in space. The spatial MIMO radar may consists of large numbers of transmitters 
and receivers distributed in the system, thus enhancing the system complexity compared to 
conventional SISO systems. This worsen the effects of hardware imperfections such as coordination 
of transmitting sensors, communication with the joint processing unit, and synchronization errors on 
the system performance, particularly in MIMO radars utilizing widely distributed antennas.  
Several works evaluating the performance of MIMO radar while considering some of system 
imperfections were reported. For example, Chen et al. pointed out that calibration accuracy of antenna 
position in a MIMO array is essential to achieve good target location estimation [43]. Furthermore, 
Akcakaya et al. studied the performance of a coherent MIMO radar system under phase 
synchronization error effects due to modeling errors [44]. It was shown that synchronization 
mismatch degraded the detection performance severely, and an adaptive energy distribution technique 
to compensate the losses in signal to noise ratio (SNR) was proposed. 
In this chapter, we discuss the detection performances of MIMO radar systems with widely 
separated antennas under ideal conditions, and investigate the influence of jitters on the radar system. 
The motivation of this work was to evaluate the system performance under the influence of hardware 
imperfections (presence of jitter), even in the absence of modeling errors. Despite the fact that radar 
systems suffer performance degradation in various aspects due to jitter, to the authors knowledge, the 
evaluation of jitter effects on the detection performance of MIMO radar systems have not been 
quantitatively evaluated. Furthermore, most other reports took the approach of using Monte Carlo 
simulations, where random data were used as the MIMO radar signal, while assuming that the 
orthogonality condition was achieved in some way. The present study adopted a deterministic 
simulation in the time domain to model an m-sequences-based MIMO radar signal. Implementation of 
m-sequence codes in the simulation allows actual separation of transmitting signal entering each of 
the receiving antennas. This enabled us to directly evaluate the effects of jitter on the system 






Fig. 3.1.  Block diagram of the equivalent baseband model of MIMO radar system. 
 
performance, since the statistical characteristics of the m-sequences (and their cross-correlation 
products) are different from randomly generated data. In addition, we developed a MIMO radar 
testbed from commerically available microwave components for experimental evaluations. We will 
describe the simulation model, conditions and results in the next section. We will also explain our 
developed MIMO radar testbed, and some results of experimental evaluation in a radio anechoic 
chamber.   
 
3.2.   M-SEQUENCE-BASED MULTIPLE-INPUT MULTIPLE-OUTPUT RADAR SIGNAL 
MODEL 
 
In this section, we derive the MIMO radar signal model for our numerical simulations. The 
block diagram of the simulation model is depicted in Fig. 3.1. A MIMO radar system with M 
transmitters and N receivers was constructed in the equivalent baseband region. The system employs 
m-sequences as the transmit signals, generated from 7-stage shift registers. Although various types of 
orthogonal codes are available in literature, such as Gold, Hadamard and Walsh codes [8], we opted 
for m-sequences due to their simple generation procedure, and good cross-correlation characteristics, 
subject to proper code selection. Mathematically, the baseband representation of the signal arriving at 
the n
th
 receiver can be expressed by 
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                           (3.1) 
where H0/1 is 0 or 1 depending on the absence or presence of target, respectively; sm is the m
th
 
transmitted signal, m,n is the delay occurring during the path between the m
th
 transmitter, target and 
the n
th
 receiver, zn is the thermal noise, and m,n() is the transmission coefficient that accounts for the 
RCS distribution of the target.  
Taking into account all receiving signals entering the receiver, the output of the h
th
 matched 
filter can be derived by 
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 ,               (3.2)
 
where  denotes a convolutional operation, sh is the reference signal at the h
th
 matched filter, Rh is the 
autocorrelation function of sm, Rm,h is the cross-correlation function of sm with sh, and nh,n is the 
resulting noise after the h
th
 matched filter at the n
th
 receiver. Consequently, considering a MIMO radar 
system with M transmitters and N receivers, a total of M matched filters are adopted at each receiver, 
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and can be re-arranged into a vector as 
        
 TMNNMM xxxxxx ,...,...,,,,, 1,221111 x ,               (3.4) 
where []
T
 is the transpose operation. The resulting signal matrix is then jointly processed at a 
centralized processing unit, returning a detection decision based on an appropriate threshold. The 
detection performance of the MIMO radar systems depend on the type of processing scheme applied 
to the receiving signal matrix, which will be explained in the subsequent sub-section. 
 




3.3.  MIMO RADAR SIGNAL PROCESSING SCHEMES 
 
This thesis considers three types of joint signal processing schemes which have been proposed 
in MIMO radar through previous literatures [6], namely the non-coherent MIMO, the re-phased netted 
radar (RPNR), and the decentralized radar network (DRN) processing. The non-coherent MIMO 
processing (afterward termed “MIMO”) has been proposed in many initial literatures on MIMO radar 
as a general scheme to process the receiving signals in a non-coherent way, where a generalized 
likelihood ratio test is utilized. The RPNR and DRN were discussed here due to the fact that these 
types of processing can be applied to the same radar network while keeping its geometry fixed. 
The non-coherent MIMO processing scheme is derived from the optimal Neyman-Pearson 
detector, where a likelihood ratio test is formulated between two hypotheses H1 and H0, corresponds 
to the presence and absence of the target, respectively. The likelihood ratio test is therefore given by 
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where p(r(t)|H1) and p(r(t)|H0) are the probability density functions of the observation vector 
(r = [ r1, …, rN ]
T
) under the respective hypotheses. Following similar steps described by Fishler et al. 
[3], when the detector has full knowledge of the energy contained in x and the noise variance, it was 
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where |||| denotes the vector norm, and λ is an appropriate threshold to keep a desired probability of 
false alarm (Pfa). This processing scheme is non-coherent since the detection is based on the received 
signal power alone. 
 
On the other hand, the RPNR performs a coherent summation of the signals after they are 
processed through the bank of matched filters. The signals phases were re-aligned in such a way so 
that the summation maximizes the SNR. The detection in this type of processing is determined by 
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where the n  is the phase of the desired signal arriving at the n
th
 receiver, when target is present. This 
type of processing is challenging to be implemented, since it requires the prior knowledge of the 




signal path lengths. This may be obtained for example through utilization of target localization 
algorithm in pre-detection stage. The RPRN provides the upper bound of detection performance, and 
is used as a benchmark with the other processing schemes. 
The DRN scheme works in a decentralized way where it implements a two-stage approach of 
detection. All the transmitter-receiver pairs works separately to produce its own detection decision in 
the initial stage using non-coherent processing, and these results are subsequently fused at the central 
processing unit. The output of the first stage of threshold processing at the n
th
 receiver is given by 
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The second stage applies another threshold processing on the output of all receivers, hence giving the 
detection by 








,                 (3.9) 
where L is an appropriate threshold to achieve the chosen Pfa.  An illustration of the three types of 
processing scheme is depicted in Fig. 3.2. 
 
It can be observed that all processing schemes utilize MN number of receiving signals for 
detection. This implies that the MIMO radar system‟s performance is a function of MN. The value of 
MN has a direct impact on the total receiving signal power, hence the SNR. Therefore, when M is not 
equal to N, the Pd will yield similar trend to the case of M equals to N, however, with a shift in SNR, 
depending on the value of MN. For example, a 2 × 4 configuration would yield a poorer Pd compared 
to a 4 × 4 system, due to loss in SNR. For the sake of simplicity, simulations in this study were 
conducted in cases of M equals to N. The number of antenna will also have a direct impact on the Pd 
















Fig. 3.2.  Illustration of the three joint processing schemes us for the MIMO radar model used in this 










































































































3.4.  SIMULATION OF DETECTION PERFORMANCE 
 
3.4.1. DETECTION PERFORMANCE IN IDEAL CONDITIONS  
 
A simulation model was constructed to numerically investigate the detection performance of 
the m-sequence-based MIMO radar system in ideal cases, assuming perfect synchronization between 
each of the respective transmitter and receiver pairs. Major parameters of the simulation model are 
summarized in Table 3.1. Each transmitter emits a unique m-sequence which was generated by a 7-
step shift registers. In order to guarantee the orthogonality between these signals, utilization of codes 
with low cross-correlation properties is essential. In this study, we chose a set of preferred pair 
m-sequences [8] as listed in Table 3.1. The signals are sampled at 2.5 GS/s, and filtered to occupy 
500 MHz of bandwidth. Since this is an equivalent baseband model, the signal is centered at DC. The 
500 MHz bandwidth was chosen so that we could have a parallel performance comparison with our 
developed MIMO radar testbed presented later in this chapter. In this study, a fluctuating RCS 
corresponding to Swerling I model [2] was considered, where m,n is represented by random variables 
following Chi-squared probability density function (PDF ) with two degrees of freedom derived by 
















,                 (3.10) 
where av is the average RCS over all target fluctuations. The Swerling I model was chosen since it is 
well known to approximate the RCS distribution of a moving airplane. At every receiver, a matched 
filter corresponding to each transmitting sequence was implemented. 
The simulated MIMO radar waveforms and their cross-correlation properties are depicted in 
Fig. 3.3, illustrating the importance of proper code selection in order to guarantee orthogonality. The 
detection performance of the MIMO radar system was evaluated against varying SNR, using the three 
signal processing schemes explained in the previous section, namely: MIMO, RPNR and DRN.  For 
the sake of simplicity, we simulated the detection performance using M = N, varying the configuration 
from 2  2 until 4  4. The SNR is defined as the ratio of the average of the total signal power, to the 
total noise power at the receiver. In the simulations, the Pfa was fixed at 10
-6
 for all cases. 
   
 
 








Sampling rate 2.5 GS/s 
Filter roll-off factor 0.5 
Oversampling 5 
Bandwidth 500 MHz 
MIMO configuration 22, 33, 44 
M-sequence (code length) Order of 7 (127) 
M-sequence code set (7, 1) 
(7, 3, 2, 1) 
(7, 6,3, 1) 
(7, 4, 3, 1) 
Number of simulated data points 





(a)      (b) 
Fig. 3.3. Simulated waveforms in the time domain (SNR = 10 dB): (a) Transmitting signals with different m-








































































Here we plotted the Pfa curve of each processing scheme as a function of threshold value where 
only white Gaussian noise with zero mean and normalized variance is input to the receives. Figure 3.4 
shows the simulated Pfa of the MIMO radar for each of the processing scheme used compared to their 
theoretical curves. Fig. 3.4 was simulated to reproduced the curves plotted in [6]. The theoretical 










               (3.11) 
for the MIMO case, 











              
(3.12)
 
for the RPNR case, and 


























nhznv              (3.14) 
for the DRN case, where z is the thermal noise components at the nth receiver, zh,n is the thermal noise 
components at the h
th
 matched filter at the n
th
 receiver.  
The figures could also be interpreted to represent thresholds required to achieve a chosen Pfa for 
a number of process signals. Observing at Pfa = 10
-6
, it was shown that the non-coherent schemes such 
as the MIMO and DRN processing had performance advantage than coherent RPNR scheme, since 
they require a lower threshold to achieve the same Pfa as their counterpart. For instance, as depicted in 
Fig. 3.4 (a) when using a 2  2 MIMO radar, the value of threshold required to achieve 10
-6
 Pfa are 
10 dB for MIMO, 12 dB for DRN and 15 dB for RPNR.  Furthermore, in a 4  4 MIMO radar, similar 















Fig.3.4.  Probability of false alarm for different processing scheme in MIMO radar: (a) MIMO (b) NR, and (c) 
DRN. 





















































































   
(a)          (b) 
Fig. 3.5.  Probability of detection of the simulated MIMO radar system in ideal cases: (a) 2 × 2 and (b) 4 × 4 
configurations. 
 
The detection performance versus SNR was plotted in Fig. 3.5. It is shown that all processing 
schemes yielded improvements in detection probability compared to the SISO case. At the same SNR, 
the RPNR yielded the best performance due to the processing gain obtained from the phase 
information of the signals. The MIMO processing scheme performed almost equally with RPNR, with 
not much difference at high SNR region, for example at SNR = 15 dB which corresponded to Pd = 
0.8.  The DRN yielded the worst performance, however, the Pd improved with increasing transmitter 
and receiver pairs, as shown in the 4 × 4 configuration in Fig. 3.5 (b). These Pd trends obtained from 
our simulation agree well with the trends showed from numerical results reported in [6], although 
with shifts in SNR. 
 
3.4.2. DETECTION PERFORMANCE CONSIDERING JITTER INFLUENCE 
 
This section presents the detection performance of MIMO radar system considering the 
presence of jitter in the radar system. In our study, we considered two types of jitter; namely time and 
phase jitter. Time jitter is defined as the uncertainty of sampling points at the receiver, due to timing 
impairments such as noise and inter-symbol interference, attributed to jitters in the universal clock of 
the system, affecting all signal processing operations that are driven by the system‟s clock. On the 
other hand, the phase jitter exists as the instability of the frequency generated by the local oscillators 
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Fig. 3.6.  Simulated model of time jitter in the MIMO radar receiver. 
 
at the radar receivers. The effects of time and phase jitter were evaluated separately to provide a 
deeper insight on their effects on the system‟s performance. 
 
A. Simulation of Time Jitter Effects on the Detection Performance of MIMO Radar Systems. 
The timing jitter was modeled in the time domain as a random jitter. The system‟s clock 
samples at T + εk, where T was the actual clock edge, and εk was the variation in spacing due to time 
jitter. The εk was modeled to yield random values following a Gaussian distribution, with zero mean 
and standard deviation t of 0.1, to 1% of the ideal clock period (5 to 500 ppm). The Gaussian 
assumption of the jitter distribution was supported by the fact that the primary source of the random 
jitter was the thermal noise; and according to the central limit theorem, the summation of many 
uncorrelated noise sources, regardless of their distributions, approaches a Gaussian distribution [45, 
46].Considering that the MIMO radar system consisted of multiple receivers in a widely separated 
location, independent timing jitter was modeled in each of the receiver, as depicted in Fig. 3.6.  
Figure 3.7 illustrates the probability density function of the modeled time jitter with different 
values of standard deviation. It can be observed in the figure that at the sampling rate used in the 
simulation model, t of 0.1 and 1 % corresponded to standard deviations of 0.4 and 4 ps in the time 
domain, respectively. These values of t were chosen in similar order to standard jitter values in most 
high speed applications such as described in [47]. It was assumed that the transmitter side was not 
subject to time jitter, since it can be represented by the jitter at the receivers. An example of the eye 
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Fig. 3.8 (b) that the time jitter influenced the sampling points of the signal, and hence produced a 
distorted eye pattern plot. 
The detection performance of the simulated MIMO radar system under the presence of jitter 
was presented in terms of probability of detection (Pd) versus SNR, for all type of processing schemes. 
The SNR here was defined by the ratio of the mean of the total signal power to the total noise power 
at the receiver. In the simulations, the Pfa was fixed at 10
-6
 for all cases. 
The Pd curves in the presence of time jitter are presented in Figs. 3.9 and 3.10, while varying t 
from 0.1 to 1% of the ideal clock. In the 2×2 case shown in Fig. 3.9 (a), negligible performance 
degradation was observed when t = 0.1%. However, when significant amount of jitter is present, as 
in the case of t = 1%, the RPNR performance degraded significantly. This is evident in Fig. 3.9 (b), 
where a loss of 6 dB in SNR can be observed at Pd = 0.8. The degradation was attributable to 
inaccurate sampling during the re-phasing of the receiving signal due to timing jitter. In this particular 
case, the MIMO processing only suffered negligible degradation, and as a result, it performed better 
than the RPNR. Fig. 3.10 (b) depicted similar trends in the 4×4 case, where RPNR requires 5 dB of 
extra SNR to perform equally with MIMO processing at Pd = 0.8. Here, it is also shown that the DRN 
outperformed the RPNR, since it did not exhibit significant degradation. The performance degradation 
of RPNR however will be bounded by the performance of the scheme without implementation of 
signal re-phasing at the receivers. The amount of Pd degradation for both 22 and 44 are plotted in 
 Fig. 3.11. We can observe from the figure that the Pd degradation was higher with increasing SNR, 
indicating that the effects of jitter became dominant when the thermal noise in the system was 
insignificant.    
It can be concluded that the presence of timing jitter had no significant impact on MIMO radar 
systems using the MIMO and DRN, which utilized a non-coherent detection in a joint, and de-
centralized processing, respectively. On the other hand, the RPNR processing scheme suffered 
significant degradation when large amount of jitter was present, since it required precise alignment of 
the receiving signals phase. This result demonstrated the robustness of the MIMO processing against 
the presence of time jitter, since they are based on statistical processing and the simulated amount of 
time jitter have less effects on the receive signal power. However, in either way, suppressing the time 
jitter‟s standard deviation below 0.1% of the ideal clock (0.4 ps in this case) was sufficient to prevent 













Fig. 3.9.  Probability of detection under time jitter influence in a 2 × 2 configuration: (a) t = 0.1 % and 










































































Fig. 3.10.  Probability of detection under time jitter influence in a 4×4 configuration: (a) t = 0.1 % and (b) t = 
1 %. 
 

































































(a)      (b) 
Fig. 3.11.  Pd degradation under time jitter influence: (a) 2  2 and (b) 4  4 configurations. 
 
 
B.  Simulation of Phase Jitter Effects on the Detection Performance of MIMO Radars. 
Figure 3.12 depicts the simulation model considering phase jitter in the receiver side of the 
MIMO radar system. Similar simulation parameters as listed in Table 3.1 were used, and each 
transmitting signal were up-converted to a center frequency of 1 GHz. At the receivers, the arriving 
signals were passed through mixers for down-converting operation, prior to matched filtering and 
signal processing. The mixers were fed with carrier signals from the receiver‟s local oscillators, which 
were modeled to have specific phase jitter characteristics. Ideally, the carrier signal can be expressed 
by 
    tfAty c2sin ,                                         (3.15) 
where A is the peak amplitude and fc is the center frequency. The phase jitter was modeled in such a 
way that the signal in Eq. (3.16) consisted of variation of phase characterized by 
          
       ttftAty c   2sin1 ,               (3.16) 
where (t) was the phase variation in radian, taking values from -π to π, and ψ(t) was termed as the 
amplitude error which corresponded to small amplitude variations due to other noises in the system. 
The phase jitter was represented by (t), which followed Gaussian distribution, with standard 
deviation  as the controlling parameter. In this study, independent phase jitter was modeled at the 
each receiver. The amplitude error ψ(t) was assumed to be relatively small and thus not considered in 
this work. 
























































Fig. 3.12. Simulated model of phase jitter in the MIMO radar receiver. 
 
 
(a)         (b) 
Fig. 3.13.  Eye pattern plots of a receiving signal (roll-off factor 0.5, SNR = 20 dB): (a) without jitter and 
 (b)   = 0.5 radian. 
 
The eye pattern of a receiving signal with and without phase jitter is shown in Fig. 3.13. It can be 
observed in Fig. 3.13 (b) that the presence of phase jitter influenced the quality of the eye pattern plot. 
The simulation results considering phase jitter is presented in Fig. 3.14. Similar to the previous 
simulations, the Pfa was fixed at 10
-6
 for all cases. It was shown that when only phase jitter was taken 
into consideration, the performance of the simulated MIMO radar degraded with increasing value of 
. Interestingly, the Pd of all types of processing schemes exhibited similar trend of degradation 
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where the Pd resulted in 2 dB loss at low SNR region. Nevertheless, no significant degradation was 
observed when  took values of 0.1 radian or lower (not shown here due to space consideration), 
indicating that the performance losses were negligible. Furthermore, referring to Fig. 3.14 (c), 4×4 
configuration marked similar trend of performance degradation to the 2×2 case. 
The amount of Pd degradation for both 22 and 44 are plotted in 
 Fig. 3.15. Similarly with Fig. 3.13, the Pd degradation was higher with increasing SNR, indicating 
that the effects of jitter became dominant when the thermal noise in the system was insignificant. The 
amount of Pd degradation due to phase jitter was almost the same for all processing scheme.   
Figure 3.16 shows the receiver operating curves (ROC) of the MIMO radar systems, where the 




. The ROC is plotted with fixed SNR of 10 dB, and 
cases where the phase jitters were  = 0.1 and 0.5 radian. This is to show that at a fixed SNR, the 
performance losses in Pd of all type of processing schemes were similar, even when choosing different 




all processing schemes marked approximately 
5% loss of Pd, when  took values of 0.5 radian. The degradation amount gradually decreased with 
increasing Pfa, for example, to 2% at Pfa = 10
-2
. Figure 3.16 (b) shows that the 4×4 case yielded 
similar trend, however, with slightly larger Pd degradation. The Pd degradation of all processing 
schemes at Pfa = 10
-6
 and  = 0.5 were calculated and summarized in Table 3.2, and Fig. 3.17.  From 
the table, it was evident that the DRN processing indicated significant Pd degradation with increasing 
numbers of antenna. The Pd degraded approximately 2% when scaling up the MIMO configuration 
from 2×2 to 3×3, and another 2% to 4×4. This result implied that when a large MIMO configuration 
was used (e.g. 10 to 100 elements), the phase jitter could significantly degrade the Pd when  was 
sufficiently large, especially for the DRN.  
Summarizing the above results, it can be concluded that phase jitters directly affects the SNR 
yielding equivalent performance of the MIMO radar systems, regardless of the types of processing 
scheme used. Although the degradation was negligible when phase jitter was insignificant, it is worth 
to consider the degradation amount, especially when the system does not have sufficient SNR margin, 
and when the MIMO configuration is large. This is because the performance degradation scaled up 
with increasing antenna elements in the MIMO radar system. Implementing a large MIMO 
configuration up to 100 elements and above as described in [48] could suffer significant performance 
degradation due to phase jitter. Therefore, in severe cases, it is recommended to utilize adaptive 












Fig. 3.14.  Simulated probability of detection of MIMO radar system under phase jitter influence: (a) 2×2,  and 
(b) 4×4 configurations. 
 
 
(a)      (b) 
Fig. 3.15.  Pd degradation phase jitter influence: (a) 2  2 and (b) 4  4 configurations. 

































































































































Fig. 3.16.  Receiver operating curves of the simulated MIMO radar systems with presence of severe phase jitter: 

























































































































MIMO RPNR DRN 
2 × 2 0.061 0.063 0.046 
3 × 3 0.061 0.064 0.066 











































Fig. 3.18.  The  diagram of the developed MIMO radar testbed. 
 
 
3.5.  DEVELOPMENT OF MIMO RADAR TESTBED AND EXPERIMENTAL  RESULTS 
 
A MIMO radar testbed system was developed to evaluate the performance of the M-sequenced-
based MIMO radar through experimental evaluation. This section describes the developed MIMO 
radar testbed and discussed its performance from results obtained from experimental evaluation in a 
radio anechoic chamber. The block diagram of the testbed system is depicted in Fig.3.18. The 
transmitter side consists of an arbitrary wave generator (AWG), quadrature modulator, stepped 
attenuator, hybrid coupler, band pass filter (BPF), and the transmitting antenna. The specification of 
the AWG is listed in Table 3.3. We used a UWB horn antenna with average gain of 15 dBi as the 
transmitting and receiving antennas. A differential signal generated from the AWG is sent to the 
modulator using binary phase shift keying (BPSK) through in-phase positive (IP) and in-phase 
negative (IN) lines. Although the modulator is capable of handling both in-phase and quadratrue-
phase components, we only utilized the in-phase lines for the BPSK transmission. The modulated 
signal with center frequency of 3.5 GHz and 500 MHz bandwidth is transmitted from the UWB 
antenna.    
The receiving system consists of quadrature demodulators and a digital sampling oscilloscope 
(DSO). Noise generators (NG) were used at each of the receivers to adjust the thermal noise 
composition in the MIMO radar system. This enables us to evaluate the detection performance of the 
system against varying SNR. All the received signals captured by the DSO were jointly processed 
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        (b) 
Fig. 3.19.  The developed transmitter and receiver the MIMO radar testbed system: (a) Internal parts and (b) 
front panels. 




Maximum sampling rate 10 GS/s 
Maximum memory length 32 MB 
Output ports 2 analog output  
(each with inverse channel and marker signal)  
 
Table 3.4.  DSO specification. 
Manufacture Tektronix 
Model TDS6154c 
Max sampling rate 40 GS/s 
Max memory length 64 MB 





















Fig. 3.20.  Scenario of experiment in a radio anechoic chamber: (a) Experimental layout, (b) measurement 





















and receiver module are shown in Fig. 3.19. Prior to the signal processing routine, the received signal 
was cross-correlated with the reference signal to detect the start and end bit.  Refer to the appendices 
for detail specifications of the equipment used. 
A measurement campaign was conducted to evaluate the detection performance of MIMO radar 
based on the developed testbed system. The measurement was conducted in a radio anechoic 
chamber, using a 2  2 MIMO radar configuration detecting a spherical target located at the middle 
part of the chamber. Detail positions of the target and the antennas are shown in Fig. 3.20 (a). In order 
to emulate the spatial MIMO radar conditions derived in Eq. (1.1), the antennas spacing are in similar 
order with the target distance from each antennas, as shown in Fig. 3.20 (b). In order to suppress the 
direct wave, we positioned some microwave absorbers between the transmitting and receiving 
antennas. This measurement scenario is depicted in Fig. 3.20 (c).  
Figure 3.21 shows the generated m-sequences waveforms from each of the transmitting 
antennas. We could observe the different codes were assigned to each of the transmitting signal. The 
corresponding frequency spectrum of one transmitting signal is shown in Fig. 3.22. Comparison of the 
eye pattern plot of the generated and simulated signal is depicted in Fig. 3.23. The generated signal 
marked a slightly distorted pattern compared to the simulated one, due to system‟s noise.The 
frequency spectrum was observed using a spectrum analyzer on the output of the quadrature 
modulator of one of the transmitters (an attenuator was used to avoid over voltage at the input port of 
the spectrum analyzer). We can see from the figure that the signal was upconverted to 3.5 GHz, and 
the SNR is approximately 17 dB in this case. 
 The performance of the system in terms of Pfa and Pd was shown in Fig. 3.24. It was observed 
that at Pfa = 10
-6
, the threshold of MIMO, and NR are larger than that of the DRN processing. This 
agreed with the simulation results. The Pd obtained from the measurement also showed similar trend 
with the simulations, where the RPNR marked the best Pd at 80% detection line. The MIMO 
processing sits between the RPNR and the DRN. All MIMO processing scheme marked better Pd than 
the SISO case. In this measurement, the results were considered to include jitter influences in the 
hardware. It is difficult to create and emulate arbitrary jitters into the developed system due to 
hardware limitation. However, the experimental results obtained using the developed MIMO radar 
testbed provide us with fundamental understanding of the capability of the system. 
 





Fig. 3.21.  The waveforms of transmitting signals. 
 
 
Fig. 3.22.  Measured frequency spectrum of the transmitting signal from Tx 1.  
 
Fig. 3.23.  Eye pattern plots of a receiving signal (roll-off factor 0.5, SNR = 20 dB): (a) simulated and 
 (b) measured. 
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    (b) 
Fig. 3.24.  Performance of the MIMO radar obtained from measurements in radio anechoic chamber: (a) 






























































3.6.   SUMMARY 
 
The detection performance of m-sequence-based MIMO radar systems was evaluated through 
numerical simulations and experiments in radio anechoic chamber. Time domain simulations were 
carried out to evaluate the MIMO radar detection performance in both ideal conditions, and while 
considering the presence of jitter. Jitters were modeled as time and phase jitter in the MIMO radar 
receiver. The study considered three processing schemes for the MIMO radar, namely the MIMO, 
RPNR and DRN processing. The probability of detection Pd of the MIMO radar system for each 
processing scheme was evaluated against SNR while varying the amount of jitter present in the 
system. 
Firstly, it was observed that the effects of time jitter on the detection performance of MIMO 
radar were negligible when a non-coherent MIMO and DRN processing scheme were used. However, 
the detection performance of RPNR scheme degraded significantly when the standard deviation of the 
timing jitter was 1 % of the ideal clock (50 ppm). The results implied that the effects of time jitters 
were significant only in the case of a coherent processing where precise timing is essential in 
maximizing the SNR at the receiver. Therefore careful consideration of time jitter should be given 
when using this type of processing. We can derive from the results that commercially available crystal 
oscillators with jitters in the range of 50 -500 ppm could bring considerable performance degradation 
to the system, while a more stable oscillators such as the temperature compensated voltage controlled, 
and rubidium oscillators are the more suitable options to drive the MIMO radar universal clock.  
Secondly, it was shown that phase jitter at the local oscillator of each receiver directly degraded 
the SNR yielding similar probability of detection of the MIMO radar system, regardless of processing 
scheme chosen. Nevertheless, the results showed that the performance degradation due to phase jitter 
was negligible if the amount of jitter was limited to below 0.1 radian. We also observed that 
increasing Pd degradation with the number of antennas, which may significantly affect the system 
performance when using a large MIMO array in low SNR condition.   
A MIMO radar testbed system was developed for experimental evaluations in a radio anechoic 
chamber. The developed testbed system was capable of operating in 22 MIMO mode, which 
transmits two different m-sequence-codes and received them simultaneously. The received signal was 
processed through offline processing to calculate the Pd of the developed MIMO radar system. The Pd 
was observed to be of similar order with the simulated results. Although the developed testbed system 
did not have the capacity to operate in larger MIMO configuration such as 33 and 44, we 
considered that the current hardware system successfully validated the simulated results based on the 
22 MIMO case. We are looking forward to extend the existing hardware to be able to support lager 




MIMO configurations in the near future, for example to a 33 configuration. In addition, the hardware 
will be also modified to be able to generate pre-known jitter characteristics for experimental 
evaluation of jitter effects on the MIMO radar system. 
 




Chapter 4  
JOINT DIRECTION-OF DEPARTURE AND DIRECTION-OF-
ARRIVAL ESTIMATION IN ULTRA WIDEBAND MIMO 
RADARS 
 
4.1.  INTRODUCTION 
 
Target localization in radar has been intensively studied in literatures since the early years of 
radar. In general, radar systems estimate the target position by means of trilateration or triangulation. 
Trilateration can be implemented by using a minimum of two stations, however, the localization 
resolution is limited by the signal bandwidth, and usage of multiple stations is required to avoid 
ambiguities (ghost targets).  On the contrary, triangulation is based on the angles of targets observed 
from the radar stations, and hence it does not suffer from the bandwidth constraint in a direct sense. In 
MIMO radar, it is possible to jointly estimate the direction-of-departure (DOD) and direction-of-
arrival (DOA) by implementing array processing at both of the transmitting and receiving array, as 
depicted in Fig. 4.1. This makes it suitable for triangulation-based localization.  
Numerous works on DOD and DOA estimation have been reported [37, 49, 50]. Nevertheless, 
these studies were mainly based on narrowband signal assumption. Target localization using the 
narrowband signal, however, was unstable due to fluctuation of target‟s radar cross section (RCS). In 
order to overcome this problem, MIMO radars using multiple sub-carriers and an orthogonal 
frequency division multiplexing (OFDM) waveforms were proposed [39, 51]. Those schemes, 
however, only discussed one-dimensional angle estimation of a single target, and implementation of 
limited number of sub-bands. Utilization of wider signal bandwidth might be useful in localizing 
target with significantly small or severely fluctuating RCS. One of the most promising technologies 
with wideband capability is ultra wideband (UWB) systems. The usage of UWB signal for angle 
estimation in MIMO radar, however, has not being given much attention, limiting the study to 
medical imaging and through-the-wall radars [52, 53]. Application of conventional angle estimation 
methods (e.g. Capon, multiple signal classification (MUSIC), and estimation of signal parameters via 
rotational invariance (ESPRIT)) to a UWB signal is a challenge since those methods inherently 
assume narrowband signals. 
The present authors proposed a joint DOD and DOA estimation in a UWB MIMO radar using 
the combination of a two-way MUSIC and angle histograms. The basic idea in the proposed scheme 




was to treat the UWB signal as a summation of sinusoidal waves swept over the frequency band, and 
angle estimation was done at each of the frequency by means of two-way MUSIC. The estimation 
results were then combined using majority decisions formulated using angle histograms [54].  
It is important to mention here that the RCS fluctuation problem have been continuously 
studied in the radar community. Until recently, special attention has been given to the subject in the 
case of MIMO radar, since the usage of MIMO configuration offers further degrees of freedom in the 
forms of spatial, frequency and also waveform diversity. For example, the works in [55] employed 
spatial and waveform diversity in MIMO radars to increase the probability of detection and direction 
finding performances when detecting fluctuating target. This present study employs different 
approach from those reports since we focused on the utilization of frequency diversity. Studies 
regarding MIMO radars utilizing frequency diversity in detecting fluctuating RCS were studied, for 
instance in [56, 57], where several sub-bands with substantially wide frequency spacing were used for 
angle estimation. This study differs from those works from a point of view that we employ the 
diversity among a large number of sub-bands throughout the frequency bandwidth of a UWB system 
to enhance target localization performance, and specifically demonstrated the application to MIMO 
radar. 
 
4.2.  PROPOSED SCHEME 
 
Consider a MIMO radar with M transmitting and N receiving elements, illuminating L 
uncorrelated targets located at the far field of transmit and receive arrays. At the transmitting side, M 
orthogonal UWB signals are emitted, each consists of multiple sinusoidal waves swept over the UWB 
bandwidth. Here, we define the complex transmitting signal waveform vector by 
s(t) = [s1(t), …, sM(t)], where each term contains K frequency components. The orthogonality between 
the transmitting signals can be achieved through time division scheme, where each transmitting 
antenna emits the UWB signal in separate time slots. Figure 4.1 illustrates an example of the 
transmitting signal which uses 3.1 to 10.6 GHz of sinusoidal waves in 1 MHz intervals. The receiving 
signal of the k
th
 frequency component can be expressed by 
          )()()]()([)(
)( ttt kk nsaax rt   ,                    (4.1) 
where  denotes the Kronecker product, at and ar are the transmit and receive steering vectors, 
respectively,  and θ are the corresponding transmit and receive angles, s(k)(t) represents the kth  
 











Fig. 4.2.  The proposed UWB signal for MIMO radar angle estimation. 
 
 
frequency component of the transmit signal vector s(t), and n(t) is the total additive white Gaussian 
noise. The receiving signal covariance matrix of the k
th
 frequency component is given by 
                      
])()([_
H
kkkxx ttE xxR  ,                         (4.2) 
where E[•] is the ensemble average, and [•]
H
 represents the conjugate transpose operation. Here, 
singular value decomposition (SVD) of the covariance matrix gives 





,                         (4.3) 
where V
(k)
 is a diagonal matrix whose diagonal elements contain the signal and noise eigenvalues for 
the k
th
 frequency, and E
(k)
 is the corresponding eigenvectors of the signal and noise components. The 
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two-dimensional spatial MUSIC spectrum at the k
th
 frequency component can be constructed using 

















,              (4.4) 
where e
(k)
Z is the noise eigenvectors obtained from the eigendecomposition of the receive signal 
covariance matrix in Eq. (4.2). Here, we have the L largest peaks which correspond to the DOD and 
DOA of the targets at each frequency component. The wideband DOD and DOA is decided by taking 
the majority of estimated angles among all the estimates at each frequency. This is denoted by 
„majority decision‟ in this study. The majority decision is formulated by initially combining DOD and 
DOA estimates at the K frequencies into a vector, and arranging them in the form of angle histograms 
as depicted in Fig. 4.3. The angle histogram can be viewed as a function of angle i from -90˚ to 90˚ at 
intervals of, for example, 0.5˚. The normalized number of occurrence of the peak angle is then given 
by 
    )()( 1 ii p
u
r 
 ,                             (4.5) 
where p
(i)
 is the number of occurrences of the angle i, and u is the normalized coefficient given by 
                     )(maxarg iru

 .                (4.6) 
The majority decision is obtained by searching the peak of the histogram. As a benchmark, the 
performance of the proposed scheme will be compared with the conventional spectrum averaging 
method [38] used in existing sub-band processing scheme for angle estimation. The spectrum 
averaging method adopts an approach which takes the average of the estimated MUSIC spectra of all 
K frequency components: 












.                     (4.7)
 
Then the wideband DOD and DOA is estimated from the L largest peaks of PMU_ave. We will 
demonstrate in Section 4.3.2 that the majority decision technique performs better than the spectrum 





























































































































































B.  MIMO radar array configuration 
 
The main advantage of a MIMO radar system is that the degrees of freedom can be enhanced 
by using the concept of virtual array [6, 58]. When orthogonal signals were transmitted from different 
antennas, the back scatter returns of each orthogonal signal will carry independent phase information 
that forms a new virtual array steering vectors at the receiver. The virtual array can be characterized 
by convolution of the transmitting and receiving antenna positions. Given a MIMO radar using M 
transmitting and N receiving antennas, it is possible to form a full virtual array with non-overlapping 
MN elements, by optimizing the antenna positions. Larger numbers of M and N contribute to 
construction of longer virtual array, which means further enhancement in angle estimation 
performance. Thus, from a signal processing point of view, it is generally important to use a larger 
virtual array. However, in practical applications, it is often beneficial to limit the number of antennas 
for the sake of cost and space. In this study, we demonstrate the proposed algorithm using a 4×4 
MIMO array, and discuss the performance within that limitation.  
A full M×N virtual array can be constructed, for example, by using transmitting antennas with 
spacing of Nd, and receiving antennas with d spacing, However, as shown in Fig. 4.5 (a), utilizing a 
two-way MUSIC using this array configuration resulted in spurious peaks in the MUSIC spectrum, 
since the receiving array‟s spacing is much larger than the distance of half wavelength. This problem 
can be overcome by limiting the scan range, but in the cost of narrower coverage area.  
In this study, we employed a non-uniform array configuration as shown in Fig. 4.6 to reduce 
the spurious peaks. This array configuration was chosen due to the minimum number of redundant 
elements that could be obtained in the virtual MIMO array. The resulting virtual MIMO array 
obtained from this configuration is illustrated in Fig. 4.7, where we could see that 10 unique elements 
were constructed out of maximum 16, which cannot be achieved using conventional ULA, for 
example as depicted in Fig. 1.4 (a). The basic antenna spacing of d = 15 mm (corresponds to half 
wavelength of 10 GHz) was used to avoid the problems of grating lobes when using the UWB signals 
that consist of up to 10.6 GHz of frequency. Figure 4.5 (b) depicts the resulting MUSIC spectrum 
using the non-uniform array, where we could observe that the spurious were eliminated, and the 
resulting spectrum peak sharpness is comparable to a full MN array with limited range scan. Figure 
4.5 (c) shows that the spectrum is comparable with a 1×16 SIMO radar using uniform linear array.  
 
 




        
       (a)            (b) 
 
 (c) 
Fig. 4.5.  Example of spurious in a simulated MUSIC spectrum (fk = 5.0 GHz). 
 
 
Fig. 4.6.  Non-uniform array configuration used in the study (d = 15 mm). 
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C. Complexity Analysis 
 
This sub-section presents the analysis of the computational complexity of the proposed 
scheme. The computational burden of a conventional 2D-MUSIC has been reported in [37]. For the 
sake of clarity, we broke down the complexity analysis of the proposed scheme in terms of SVD 
operation and searching algorithm computational costs, expressed using the O notation [59]. The 
conventional spectrum averaging method was also analyzed for comparison. 
In general, the computation cost for an SVD operation on a square matrix with dimension u×v  




 based on Golub and Reinsch algorithm [59]. Considering the 










, respectively. This is the same for both the proposed and the spectrum averaging 
schemes.  In terms of peak search operation, the proposed scheme performs two-dimensional peak 
search on the MUSIC spectrum, which costs O(i
2
KL), where i is the number of angle bins during 
search operations. In addition, the majority decision routine costs O(2{i+K}) + O(2{iL}), where the 
first term corresponds to the histogram formulation of K total estimates, and the second term 
represents the one-dimensional peak search to identify the angles of L targets. On the other hand, the 
computational burden of the spectrum averaging method is O(K) + O(i
2
L), where the first term 
corresponds to the spectrum averaging and the second term to the two-dimensional peak search 
carried out on the averaged spectrum. 
The computational complexity against MN antennas is plotted in Fig. 4.8. It was shown that the 
proposed scheme marked larger computational burden than the spectral averaging method, 
particularly when the number of MN was small, for example below 30. However, the difference of 
complexity is reduced with increasing number of antennas, and converges when MN approaches 81. 
This is because the cost of SVD operation becomes dominant with larger dimension of receiving 
covariance matrix, thus resulting in similar order of total computational complexity in both methods.  
 





Fig. 4.8.  Computational complexity of the proposed scheme against MN antennas (K = 1000, L = 2) 
 
 
4.3.  SIMULATIONS OF ESTIMATION PERFORMANCE 
 
This section presents numerical simulation to validate the proposed scheme. Firstly, we show 
the performance of the proposed scheme while detecting fix point target, which were assumed to have 
a constant RCS. This is to demonstrate the workability of the proposed scheme. The later part of this 
section presents the performance of the proposed scheme in detecting targets with fluctuating RCS.  
 
4.3.1. PERFORMANCE DETECTING TARGETS WITH CONSTANT RADAR CROSS SECTIONS 
 
The proposed scheme was first simulated to demonstrate its capabilities in utilizing UWB 
signal in estimating the DOD and DOA of a target. A case of 44 MIMO radar detecting a target 
located at (, ) = (10˚, -28˚) is presented. A non-uniform array using configuration illustrated in 
Fig. 4.6 was used for this simulation, where d = 15 mm (corresponds to the half wavelength of 
10 GHz) was used. For the UWB signal, a full-band UWB from 3.1 to 10.6 GHz at 10-MHz intervals 
was used. The example two-dimensional MUSIC spectrum and the corresponding angle histograms 
obtained from the simulation are depicted in Fig. 4.9. It was shown from the figure that the peaks of 
the simulated MUSIC spectrum at 3.1, 8, and 10 GHz precisely corresponded to the target position. 
We can also observe that the peak at 10 GHz was slightly sharper than that of the 3.1 GHz, due to 
higher resolution obtained from the high frequency component. Figure 4.10 depicts the estimated  







































    
(a)      (b) 
 
(c) 
Fig. 4.9.  Examples of simulated two-dimensional MUSIC spectrum (M = 4, N =4, L =1, SNR = 15 dB, snapshot 
= 100): (a) fk = 3.1 GHz, (b) fk = 6.85 GHz, and (c) fk = 10 GHz. 
 
angles obtained from the MUSIC spectrum at K frequency components, and the corresponding angle 
histograms. We can observe from Fig. 4.10 (a) that the estimated angles were found to be distributed 
around the actual target‟s angle, however, taking the majority of the estimation from the angle 
histograms as in Figs. 4.10 (b) and (c) gives us the precise DOD and DOA values.   
The performance of the proposed scheme was compared with conventional narrowband 
estimation using individual frequencies, for example 3.1, 5, 8, and 10 GHz. The results are presented 
in terms of root mean square error (RMSE) against SNR. Each plot represents the average of 100 
independent trials. The performance bound calculated from the Cramér-Rao bound (CRB) when the 




DOD and DOA of a stationary target are estimated individually were also plotted in the figure given 
by [32] 














C ,                (4.8) 
where G is the number of snapshot, N is the number of antenna elements and ASNR equals to NSNR. 
It can be observed that angle estimation done individually at the respective single frequencies resulted 
in large estimation errors, which were attributable to the fixed antenna spacing used for the MIMO 
array, where the spacing d corresponded to a half wavelength of 10 GHz. The larger difference 
between the frequency of the signal used and the half wavelength‟s frequency induced  
 
(a) 
            
(b) 
Fig. 4. 10.  Example of estimated angles for all K frequencies, and the corresponding angle histograms (M = 4, 
N =4, L =1, SNR = 15 dB, snapshot = 100): (a) Estimated DOD and DOA and (b) angle histograms. 
 























































     
         (a)            (b) 
Fig. 4. 11.  Simulated RMSE performance of the proposed scheme in comparison with individual narrowband 
estimations: (a) DOD and (b) DOA. 
 
larger RMSE, as evident in the figure. Estimation at frequencies that are further from 10 GHz marked 
larger RMSE. Furthermore, searching the MUSIC spectrum at 0.5 also contributes to larger RMSE 
compared to the CRB curve. On the other hand, as shown in both Figs. 4.11 (a) and (b), estimates 
using the angle histograms yielded the best performance, where the RMSE curve was closest to the 
CRB. This result demonstrated the capability of using the proposed scheme in dealing with wide 
range of frequencies, and its better robustness to SNR compared to conventional narrowband methods.  
 In the following simulations, the performance of the proposed technique to detect two targets 
located at (1, 1) = (10˚, -28˚) and (2, 2) = (-10˚, -10˚) was simulated to demonstrate its capability of 
detecting multiple targets (L > 1). In this simulation, we used 50 snapshots, because we want to apply 
a fair comparison with experimental evaluations explained later in this chapter (hardware limitation 
prevented us taking more than 50 snapshots due to insufficient memory for capturing measurement 
data from the experimental equipments). Other parameters were the same with the previous 
simulations. Examples of two-dimensional MUSIC spectrum and the corresponding angle histograms 
obtained from the simulation are shown in Fig. 4.12. It can be observed that the MUSIC spectrum 
yielded two peaks corresponding to the targets positions. The angle histograms were plotted in Fig. 
4.13. We could also see that the peaks of the angle histograms precisely estimated the DOD and DOA 


































































           
(a)      (b) 
 
(c) 
Fig. 4.12.  Example of the simulated two-dimensional MUSIC spectrum angle histograms: (a) DOD and  
(b) DOA.  (M = N = 4, L = 2, SNR = 15 dB, snapshot = 50). 
 
 
   
      (a)           (b) 
Fig. 4.13.  Example of the formulated angle histograms  (M = N = 4, L = 2, SNR = 15 dB, snapshot = 50) : (a) 
DOD and (b) DOA. 












































4.3.2. PERFORMANCE UNDERTAKING TARGETS WITH FLUCTUATING RADAR CROSS 
SECTIONS 
 
This sub-section discusses the performance of the proposed scheme while detecting targets with 
fluctuating RCS. As the MIMO radar uses a UWB signal, the effectiveness of using the wide 
bandwidth will be demonstrated through numerical simulations, with comparison of using 
conventional narrowband scheme. As will documented in literatures, a fluctuating target yielded 
varying values of RCS when observed in different angles, due to its complex form factor and 
movement [2, 60]. In this study, we modeled the target RCS based on actual RCS measurement data 
using UWB signal. In order to show the advantages of using the wide bandwidth of the UWB signal, 
the RCS values at each frequency component will be taken into account. The performance of the 
proposed scheme will be shown while comparing the case of target with constant and fluctuating RCS, 
and the performance of conventional estimation algorithm using narrowband [36] and wideband 
signal, such as the spectrum averaging method [38].  
The proposed algorithm was simulated according to the parameters listed in Table 4.1. As 
mentioned in the previous sections, the UWB signal considered in the proposed scheme contains 
multiple sinusoidal ranging from 3.1 to 10.6 GHz at 1 MHz intervals. Here, selection of the start and 
stop frequencies within the frequency range determines the total bandwidth of the signal used. The 
signal bandwidth is defined by 
          
LH ff Bandwidth ,                            (4.9) 
where fH and fL are the highest and lowest frequency components, respectively. The simulations will 
be conducted while varying the signal bandwidth from 10 to 1000 MHz, at different center 
frequencies, fc, for example, from 3.6, 5, 8.4, to 10 GHz.  
Two different scenarios were simulated, where the MIMO radar was detecting either a target 
with constant or fluctuating RCS. The target with constant RCS was modeled using a constant 
coefficient g, which was normalized to the value of SNR. For the targets with fluctuating RCS, we 
incorporated an RCS model based on actual measurements using UWB signal. This is because the 
existing RCS models such as the well known Swerling 1 to 4 models [2] only considers narrowband 
signals, where the RCS were modeled at a single frequency. In the case of a UWB MIMO radar, a 
model that considers the RCS throughout the UWB signal bandwidth is required. In this study, targets 
with fluctuating RCS were modeled by Weibull distribution, since it was shown in literatures that 
measured RCS of complex targets such as automobiles and small cars follows Weibull distribution 
[60]. Our measurement data [61] also showed that at a given observation angle, the RCS against  




Table 4.1.  Simulation parameters. 
 
Parameters Description 
Total signal bandwidth 3.1 to 10.6 GHz 
(1 MHz interval) 
Number of transmitting antennas, M 4 
Number of receiving antennas, N 4 
Number of targets, L  2 
Signal to noise ratio, SNR 15 dB 
Number of snapshots 50 
Target positions (1, 1) = (10,-28) 
(2, 2) = (-10,-10) 
Type of targets Weibull targets 
 
 
frequency (using 7 GHz bandwidth) also follows similar distribution (refer to Appendix B for 
examples of the analyses result for the RCS distribution of automobiles against frequency). Therefore, 
the targets considered in the simulation were modeled to have Weibull distributed RCS throughout the 



















                     (4.10) 
where a and b are the shape and scale parameters, respectively. The values of a and b were selected so 
as to equal the RCS medians of the Weibull target and the targets with constant RCS. Figure 4.14 
plots the RCS versus frequency (expressed in signal power), and Fig. 4.15 depicts the corresponding 
cumulative distribution. We demonstrate the performance of the proposed scheme when detecting 2 
targets located at (1, 1) = (10˚, -28˚) and (2, 2) = (-10˚, -10˚). The signal to noise ratio (SNR) was 
15 dB, and the number of snapshot was 50.  
The examples of simulated two-dimensional MUSIC spectra in two different frequencies 
experiencing different reflection coefficient g are shown in Fig. 4.16. Figure 4.16 (a) depicts the 
MUSIC spectrum at a frequency where no RCS fluctuations took place. We can see from the figure 
that the spectrum yielded two sharp peaks above the noise floor (around -35 dB), which corresponded 
to the target‟s angles. In contrast, the spectrum at a different frequency where there was 15 dB of RCS 
fluctuations as shown in Fig. 4.16 (b), the spectrum becomes distorted, an several spurious peaks 
appeared. The location of the peaks of the spectrum also shifted from the actual values. These factors 
will resulted in large DOD and DOA estimation errors at the particular frequency. That is why it is 
important to be able to utilize a wideband signal that consists of multiple frequency components, such 






Fig. 4.14.  Simulated RCS of a simulated Weibull target in comparison with a fixed point target considering 










(a)        (b) 
Fig. 4.16.  Examples of simulated MUSIC spectra: (a) no RCS fluctuations and (b) RCS fluctuations of 15 dB. 
 
 






























































as the proposed UWB signal, so that we could exploit the frequency diversity to improve our 
estimation accuracy. 
Figures 4.17 and 4.18 show examples of the simulated angle histograms, obtained using the 
proposed scheme detecting targets with constant and Weibull RCS. Two cases of different signal 
bandwidth used to illuminate the targets were presented. Figure 4.17 shows the examples of simulated 
angle histograms at fc = 3.6 GHz, when the MIMO radar was detecting the targets with constant RCS. 
It can be observed that the angle histograms were more or less similar when using either 1000 MHz or 
50 MHz of signal bandwidths. Both cases marked sharp histogram peaks, which corresponds to the 
respective targets. This deduced that when detecting fixed point targets, the bandwidth has minimal 
effects on the angle estimation performance. The estimation using a 50-MHz signal bandwidth 
however, yielded an error of 1. On the other hand, the angle estimation of the Weibull targets marked 
outstanding outliers in the angle histograms, particularly when using a 50-MHz signal bandwidth, as 
depicted in Fig. 4.18 (a). These outliers were attributable to spurious in the MUSIC spectrum due to 
small RCS values at certain frequencies. However, taking the majority decisions from the histograms, 
the targets were successfully estimated within 2 of estimation error. It was also shown in 
Fig. 4.18 (b) that by taking a larger bandwidth, for example 1000 MHz, the peaks of the outliers were 
suppressed compared to using a 50-MHz signal bandwidth.  
The performance of the proposed scheme was evaluated in terms of average estimation error of 
the DOD and DOA, given by  and . Here,  








                               (4.11) 








 ,                      (4.12) 
where W is the number of iterations,  and  are the actual DOD and DOA, and est and est are the 
estimated DOD and DOA, respectively. The estimation error against signal bandwidth using 
 fc = 3.6 GHz was plotted in Fig. 4.19, comparing the performance when detecting targets with 
constant and Weibull RCS, with 100 iterations and SNR = 15 dB. Comparison with a conventional 
spectra averaging method was also presented. It can be observed that the proposed scheme yielded 
improved estimation performance when taking larger signal bandwidth. This was true when detecting 
both type of targets, however, the improvement was more significant in the case of Weibull targets. 
On the other hand, the estimation error increased with larger bandwidth when conventional spectra 
averaging method was applied. This is attributed to large number of outliers which significantly 
influenced the averaging result. This result demonstrated the effectiveness of the proposed method in 
detecting targets with severely fluctuating RCS. 








Fig. 4.17.  Angle histograms of estimated DODs and DOAs in detecting targets with constant RCS using a 




                                         (b) 
Fig. 4.18.  Angle histograms of estimated DODs and DOAs in detecting Weibull targets using a signal 
bandwidth of: (a) 50 and (b) 1000 MHz. 
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Fig. 4.19.  Estimation errors against bandwidth while detecting targets with: (a) constant and (b) Weibull RCS. 
 
The performance of the proposed scheme in terms of RMSE against SNR is plotted in Fig. 4.20. 
Performance of the spectrum averaging method, and another conventional method by Silva et. al  [36] 
was also presented for benchmarking purposes. The Silva method adopted a two-way MUSIC 
algorithm to jointly estimate the DOD and DOA in MIMO radar using a narrowband signal. 
Simulation was carried out assuming all methods use a 4×4 MIMO non-uniform array detecting two 
Weibull targets. The performance of the proposed and spectrum averaging schemes were shown when 
they are using a 1000 MHz bandwidth with fc = 3.6 GHz, while Silva method was presented at several 
frequencies (3.6 and 6.0 GHz) since it is a narrowband-based angle estimation. The performance 
bound calculated from the Cramér-Rao bound (CRB) when the DOD and DOA of a stationary target 
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         (a) 
 
        (b) 
Fig. 4.20.  RMSE performance of the proposed scheme: (a) DOD and (b) DOA. 
 
The impact of number of antennas on the performance of the proposed scheme was plotted in 
Fig. 4.21. The RMSE was computed in 50 independent trials against MN, when using a signal 
bandwidth of 1000 MHz and SNR = 8 dB and L = 1. Although M and N can take any number of 
positive integer, for the sake of simplicity, only specific cases of M = N = 3, 4, 5 and 6 were simulated. 
It is shown in the figure that increasing number of antennas yielded improvement in RMSE 
performance, even in the low SNR condition. 
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Fig. 4.21.  RMSE of the proposed scheme against MN (Bandwidth = 1000 MHz, L = 1, SNR = 8 dB, 
target = Weibull). 
 
4.4.  EXPERIMENTAL EVALUATIONS IN RADIO ANECHOIC CHAMBER 
Experiments were conducted to verify the results of the numerical simulations. The 
measurements were done in a radio anechoic chamber, using a measurement setup illustrated in Fig. 
4.22. The setup consists of a vector network analyzer (VNA) and GPIB-controlled scanners which 
were used to virtually construct the MIMO arrays at both transmitting and receiving side. The VNA 
was used to generate UWB signals from 3.1 to 10.6 GHz in 1 MHz intervals, which were used as the 
transmitting signal. The total measurement points is 7501 which took approximately 10 minutes in the 
case of a 4  4 MIMO. The IF bandwidth setting of the VNA was set to 5 kHz, and the transmitting 
power to 5 dBm. The VNA was adopted due to its good calibration functions and time gating 
capability to cancel out direct coupling effects between transmitting and receiving antennas. 
Wideband horn antennas with average gain of 12.5 dBi were used as both transmitting and receiving 
antennas. The measurement scenario is depicted in Fig. 4.23. The SNR of the system is defined as the 
ratio of the receiving signal average power to the thermal noise. Figure 4.24 depicts the measured 
frequency domain data of the VNA, showing the case of 15 dB of average SNR. The time domain 
data of the VNA is shown in Fig. 4.25. We can see in the figure that two peaks appeared around 15 
and 19 ns, which correspond to the reflection from the targets. The direct wave (supposed to be visible 
around 6 ns) was omitted from the measurement through the time-gating function of the VNA.   
The setup were used to localize two targets positioned at (1, 1) = (10˚, -28˚) and 
(2, 2) = (-10˚, -10˚), similar with the condition in previous simulations. Two types of targets were 
used, which were conductive spheres, and complex shaped targets, both fabricated using polystyrenes 
and aluminum foil. The conductive spheres have 25 cm of diameters which yield RCS of  




































. The complex targets were used to emulate fluctuating RCS returns in the 
frequency domain. An example of the complex target is shown in Fig. 4.26. Figure 4.27 shows the 
measured frequency domain data of the complex targets, where  is the angle of observation. From 
the figure, we could observe that the receive signal fluctuates severely against frequency, compared to 
that of sphere targets. The complex targets marked several frequency regions with fluctuations of 
more than 15 dB at different angles, compared to sphere targets with only 5 dB of maximum 
fluctuations. The targets were positioned at 2.27 m (target 1) and 2.8 m (target 2) from the baseline of 
the transmitter and receiver.  
The estimation errors from measurement campaign were plotted in Fig. 4.28. In the figure, the 
estimation errors were shown using signal bandwidths from 10 to 1000 MHz, and fc of 3.6, 5.0 and 8.4 
GHz. Data at 10 GHz was omitted for the sake of clarity of the figure. As demonstrated in the 
numerical simulations, the measurement results also indicated a decreasing trend in estimation errors 
with increasing signal bandwidth, especially in the case of complex targets. The estimation errors of 
complex targets were worse than the sphere targets, where maximum of 7 of estimation errors were 
observed. Both cases marked poorer performance compared to the simulations since the experimental 
measurement included plane wave modeling errors, and other maneuvering factors. Furthermore, no 
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Fig. 4.23.  Scenario of the measurement in a radio anechoic chamber. 
      
Fig. 4.24.  The SNR definition during measurement based on frequency-domain data (spherical target).  
 
 
Fig. 4.25.  The time-domain data of the VNA after applying time-gating. 
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An additional series of experiments was conducted to evaluate the localization performance of 
the proposed scheme. A single complex target was positioned in several locations in the radio 
anechoic chamber. The positions of the target are summarized in Table 4.2. The target was localized 
using the standard triangulation method, adopting the proposed scheme. In addition, localization using 
DOA and time-of-arrival (TOA) was also performed for comparison. The TOA/DOA proposed 
method uses the DOA formulated from majority decisions of estimations at each sub-frequency, and 
the TDOA were obtained from the time of arrival of the radar signal observed at Tx1-Rx1 antenna 
pair. The same MIMO array configuration as in previous experiments were utilized, and the number 
of snapshots was 50. Considering the target location in an x-y plane, the localization errors are defined 
as: 
                  
)( 22 yxR  ,                      (4.13) 
where x and y is  the ranging errors along the x and y axis. The results of the measurements were 
plotted in Fig. 4.29. In the case of triangulation, less than 1 m of error was obtained when using signal 
bandwidth of 1000 MHz. Using a 50-MHz signal resulted in lower accuracy. The TOA/DOA method 
also produced good results when using a 1000-MHz signal, and marked poor accuracy when using a 
50-MHz bandwidth, due to low range resolution of TOA. Both localization methods showed slightly 












   
A (, ) = (15,-43) 1.5 m 
B (, ) = (-3,-24) 2.2 m 
C (, ) = (-17,-1) 3.0 m 
D (, ) = (-21,5) 3.3 m 



























































4.5.  SUMMARY 
 
A new joint DOD and DOA estimation scheme in a UWB MIMO radar was proposed and 
described in this chapter. The scheme utilizes a UWB signal consists of multiple sinusoidal waves 
swept over the frequency bandwidth. Two-way MUSIC algorithm was adopted to estimate the DOD 
and DOA at each frequency component of the UWB signal, and combined them using majority 
decision.  The majority decision was done by searching the peak of angle histograms which was 
formulated from the estimated DOD and DOA at all frequency component of the UWB signal. 
First we mathematically derived the signal model of the proposed scheme, and discussed the 
complexity analysis compared to conventional wideband angle estimation scheme. Based on the 
analysis presented in the chapter, we identified that the proposed scheme requires a considerably 
heavy computation since two-dimensional search at each of the frequency component. However, the 
complexity converges with the conventional spectrum averaging method when the number of 
antennas and frequency components was large. The convergence was achieved because the SVD 
operation became dominant in the mentioned conditions for both cases. Furthermore, we also 
described the non-uniform MIMO array configuration used to construct a larger virtual MIMO array 
compared to the ULA case, for the sake of improving the performance of the angle estimation 
algorithm. 
Numerical simulations and experimental evaluations were carried out to validate the 
performance of the proposed scheme. We have presented the performance of the proposed scheme in 
detecting targets with constant and a fluctuating RCS. From the investigation, it was found that the 
proposed scheme works well in detecting targets with constant RCS, and it clearly outperformed 
estimation using single frequencies (narrowband signals) in terms of RMSE versus SNR. Our 
simulations concluded that the proposed scheme is capable of utilizing the UWB signal in estimating 
the DOD and DOA of the both single and multiple targets scenarios. In the case of targets with 
fluctuating RCS (in this case Weibull distributed RCS against frequency), it was found that the 
proposed scheme performed better than the narrowband estimation, due to the benefit of frequency 
diversity using the UWB signal. We also found that it is essential to use larger signal bandwidth to 
reduce the estimation error using the proposed algorithm. When taking wider signal bandwidth, the 
usage of majority decisions from the angle histograms resulted in good estimation performance 
compared to the conventional spectrum averaging method. Experimental evaluation in a radio 
anechoic chamber verified the findings in our simulations. 
 




We concluded based on the work that the proposed scheme was a suitable candidate to 
implement joint angle estimation in MIMO radar using ultra wideband signal. It was demonstrated 
that utilization of wider bandwidth in the proposed scheme leads to improvement of estimation 
performance, considering that the targets have fluctuating RCS in the frequency domain.  
 
 




Chapter 5  
ADAPTIVE TARGET LOCALIZATION SCHEME IN BISTATIC 
ULTRA WIDEBAND MULTIPLE-INPUT MULTIPLE-OUTPUT 
RADARS 
 
5.1.  INTRODUCTION 
 
The previous chapter presented a joint DOD and DOA estimation scheme in UWB MIMO 
radars. It was shown that the proposed scheme marked good target localization performance due to 
the utilization of frequency diversity of the UWB signal. While we did not discuss the radar geometry 
earlier, depending on the actual operation conditions, the system may be monostatic or bistatic in 
principle. This is due to the fact that if the target distance is in similar order with the distance between 
the transmitting and the receiving array, the radar resembles a bistatic geometry [62], and vice versa. 
In monostatic radar, range resolution and target separation is determined by the transmission signal 
properties (e.g. signal bandwidth) and the characteristics of localization algorithm. However, in 
bistatic radar, the resolution and target separation also depends on positional relationship among the 
target, transmission and receiving stations. 
The target localization in the bistatic case can be implemented through several methods, such as 
trilateration and triangulation. Trilateration uses the target range (generally based on TOA), and 
triangulation uses the target angles from the respective radar stations. These two methods yielded 
different range resolution depending on the positional relationship of the target (Refer Appendix C). 
Meanwhile, a conventional bistatic radar uses both the TOA and the target angles for target 
localization [62]. Each method has its own benefits and disadvantages depending on the positional 
relationship. Hence, better localization accuracy can be obtained if we are able to utilize the 
advantages of each methods effectively, according to the position of the target.   
In this chapter, we proposed an adaptive method of target localization in a bistatic UWB MIMO 
radar, by using a combination of a DOD/DOA and a TOA/DOA based localization scheme. We 
extend the proposed joint DOD and DOA estimation scheme for UWB MIMO radars explained in 
Chapter 4, to also accommodate a TOA/DOA localization scheme using the same configuration of 
transmitting and receiving antennas. The idea was to implement a system that exploit the positional 
relations of the targets to adaptively select the either the DOD/DOA or the TOA/DOA method for 
localization. We will first explain the principle of proposed scheme in the next section, and we will 
show the performance while detecting target for different scenarios of target position through 




numerical simulations and experimental evaluation. Finally, we will show the possibility of improving 
the localization accuracy. 
 
5.2.  PROPOSED SCHEME 
 
 
A. DOD, DOA and TOA Estimation Method. 
This section explains the UWB MIMO radar configuration and operational condition, and the 
algorithm used for estimating the DOD, DOA and the TOA. The MIMO radar consists of M 
transmitting and N receiving elements, illuminating target located at the far field of transmit and 
receive arrays. The transmitting and receiving arrays are separated by distance Rb. At the transmitting 
side, M orthogonal UWB signals are emitted, each consists of multiple sinusoidal waves swept over 
the UWB bandwidth. Here, we define the complex transmit signal waveform vector by 
s(t) = [s1(t), …, SM(t)], where each term containing K frequency components. The orthogonality 
between the transmit signals can be achieved through time division scheme.  
For the DOD and DOA estimation, the same procedures as the scheme proposed in Chapter 4 
were used, where narrowband estimation was done at each frequency component of the UWB signal 
and combined them through majority decision. The receiving signal of the k
th
 frequency component 
can be expressed by 
)()()]()([)( )( ttt krtk zsaax   ,                      (5.1) 
where ⊗ denotes the Kronecker product, at and ar are the transmitting and receiving steering vectors, 
respectively, and θ are the corresponding transmitting and receiving angles, s
(k)
(t) represents the k
th
 
frequency component of the transmit signal vector s(t), and z(t) is the total additive white Gaussian 
noise. The receiving correlation matrix of the k
th
 frequency component is given by  
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H
kkkxx ttE xxR  ,                          (5.2) 
where E[] is the ensemble average, and ()
H
 represents the conjugate transpose operation. The DOA 
and DOD estimation at the k
th
 frequency component can be estimated using conventional two way-
MUSIC given by  
 





Fig. 5.1. Block diagram of the proposed scheme. 
 
 














 ,                (5.3) 
Where e
(k)
z is the noise eigenvectors obtained from the eigen decomposition of the receive signal 
covariance matrix in Eq. (5.2). The DOD and DOA at each frequency component can be estimated 
from peak searching operation of the resulting two-dimensional MUSIC spectrum. Angle histograms 
are then formulated by combining the estimation results at all K frequency components of the UWB 
signal. Here the total number of estimated angles is given by KL, where L is the number of targets. 
The angle histogram can be viewed as a function of angle i from -90˚ to 90˚ at intervals of, for 
example, 0.1 deg. the peak angle is then given by  
     )()( 1 ii p
u
r 
 ,                              (5.4) 
where p
(i)
 is number of occurrences of the angle i, and u is the normalized coefficient given by 
   )(maxarg iru

 .                           (5.5) 
The peaks of the histograms correspond to the wideband DOD and DOA.  
The TOA was also estimated by means of MUSIC algorithm, where the extended MUSIC for 
detecting TOA was applied. Since the receiving signal already contains multiple frequency 
components of the UWB signal, the MUSIC for TOA can be directly applied to detect the TOA. For 
the TOA estimation, the steering vector is replaced by the time delay vector given by 
   
















































































               
       (a)                          (b) 
Fig. 5.2.  Target localization methods: (a) DOD/DOA-based and (b) TOA/DOA-based. 
 
 
where  is the time delay between the transmitting and receiving reference antennas, fk is the k
th
 
frequency components used when sweeping the frequency. In this study, we chose the 1
st
 transmitting 
and receiving antennas as the reference antennas, and f was chosen among 16 frequencies swept based 
on a center frequency fc. Total of 16 frequency components was chosen because the it was sufficient 
to achieve considerably good MUSIC pseudo spectrum resolution of TOA, and larger K would lead to 
excessive computational burden. The fc was decided by the k
th
 frequency component used in 
estimating the DOD and DOA. The MUSIC spectrum for TOA estimation is then formulated by 











MUP  ,                (5.7) 
where eZ is the noise eigenvectors obtained from the eigendecomposition of the receive signal 
covariance matrix. The peaks of the spectrum corresponds to the time of arrival  of the impinging 
waves. The estimated TOA at all K frequencies (in our case K = 16) is then combined into time delay 
histograms in similar way with the DOD and DOA. 
From the estimated DOD, DOA and TOA, the location of the target can be further localized and 
mapped to the x-y plane. The next section will describe the following two methods used to localize the 
target. The block diagram of the proposed scheme is depicted in Fig. 5.1. 
 
B. DOD/DOA-Based 
The target localization using the estimated DOD and DOA is shown in Fig. 5.2 (a). This 
method utilizes the angles  and , which can be obtained from the DOD and DOA estimated from 




the MUSIC algorithm, and the baseline length Rb between the transmitting and receiving antennas to 
calculate the vertical distance h to the target. Using the relationship between the angles within the 












.                              (5.7) 
It is possible to estimate the target position (vertical range h from the baseline) by the angles from the 




For the TOD-DOA based method, the geometry in Fig. 5.2 (b) was considered. A locus 
maintaining 𝜏 = constant is an ellipse that has focal points (-Rb/2 ,0)and (Rb/2 ,0) at the reference 
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where 
    2
c
a 
                                     (5.9) 
(c is the velocity of electromagnetic wave) and 
22 )2( bRab  .                           (5.10) 
The  in Eq. (5.9) will use the estimated TOA using the MUSIC algorithm explained in the previous 
sub-section. The TOA here is defined by the traveling time  of the radar signal between a reference 
transmitting and reference receiving antennas via the target. These antennas are selected among the 
multiple transmitting and receiving antennas. Finally, the location of the target is determined by an 




intersection of the ellipse and a straight line that passes the receiving antenna and inclines at the  
(obtained from estimated DOA) from the baseline, as shown in Fig. 5.2 (b). 
 
5.3.  NUMERICAL SIMULATION 
 
A series of numerical simulations were conducted to evaluate the joint TOA, DOD and DOA 
estimation algorithm. The MIMO radar was simulated using both the DOD/DOA-based and the 
TOA/DOA-based method, detecting targets in two different scenarios emulating different positional 
relationship between the target range, and the transmitting and receiving antennas. A bistatic 44 
MIMO radar using uniform linear array detecting two targets was considered. The targets were 
modeled to have RCS following Weibull distribution. Table 5.1 lists the major parameters of the 
simulation. Since the estimation accuracy depends on, the simulations were conducted in two different 
in Scenarios A and B, where different target distance h from the baseline was modeled. The baseline 
distance Rb = 5 m. This is because the estimation accuracy depends on 2h/Rb (refer Appendix C). The 
array spacing equaled 0.015 m. 
The simulation results are shown in Figs. 5.3 and 5.4. Examples of the obtained histograms of 
TOA, DOD, and DOA for scenario A are shown in Fig. 5.2. It can be observed that the histograms 
marked yielded precise DOD, DOA and TOA estimations, with acceptable errors from the actual 
values. These peaks of the DOD, DOA and TOA were used to localize the target, by calculating the 
target range h using both the DOD/DOA-based and TOA/DOA-based methods.  
Figure 5.4 shows the RMSE of estimated h for Scenarios A and B, plotted against SNR. The 
RMSE performance was calculated in 100 independent trials. In Scenario A, we used h < 5m, which 
corresponds to 2h/Rb < 2. For Scenario A, the TOA/DOA-based and the DOD/DOA-based method 
yielded similar order of performance, as shown in Fig. 5.4 (a). The DOD/DOA-based method 
however marked slightly better performance in higher SNR region, for example, at SNR 6 dB and 
above, the DOD/DOA-based requires 2 dB less SNR to achieve the same performance with the 
TOA/DOA-based method. This may be due to the face that the localization using the TOA/DOA 
based includes errors from both the TOA and DOA estimations.  
In Scenario B, h > 30 m was used, corresponding to 2h/Rb > 12. In this case, the TOA/DOA-
based method always outperformed the DOD/DOA-based, as shown in Fig. 5.4 (b). The RMSE was 
one order smaller than the DOD/DOA-based method at all SNR. The accuracy obtained with the 
TOA/DOA-based method was approximately independent of the distance. 
 





Table 5.1.  Simulation parameters 
Parameters Description 
Bandwidth 3.1 to 4.6 GHz 
Array configuration 4 × 4 uniform linear array 







, 1) = (−10˚,−28˚), ℎ1 = 2.81 m
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SNR -10 to10 dB 
Number of snapshots 50 
RCS model Weibull 






 (a)           (b) 
 
(c) 
Fig. 5.3.  Example of simulated angle and distance histograms in Scenario A (SNR = 10 dB): (a) TOA, (b) DOD 
and (c) DOA. 
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Fig. 5.4. RMSE against SNR: (a) Scenario A and (b) scenario B. 
 
 
5.4.  EXPERIMENTAL EVALUATION 
 
Experimental evaluation was conducted to verify the simulation results. Similar experimental 
setup as explained in Section 4.4 was used for the experiments since the setup was capable of 
realizing the proposed scheme as the TOA estimation routine was added in the post-measurement 
offline processing. Table 5.2 lists the experimental parameters. Since the size of the anechoic chamber 
was limited, we only reproduced the conditions similar to scenario A in the previous simulation. 
Antenna configuration, and target location were the same as scenario A in the simulation. Similarly, 
this experiment also uses a pseudo-MIMO system which was constructed by moving the antenna 
using electro-mechanical scanners, and by repeating the measurement of each transmitting and 
receiving antenna pair. Two conductive spheres were used as the radar targets. 


















































The experimentally-derived TOA, DOD, and DOA histograms roughly reproduced the 
simulated results described in section 4, as shown in Fig. 5.4. The estimated distances from the 
baseline to the targets 1 and 2 were 2.79 and 2.84 m with the DOD/DOA-based method, and 2.69 and 
2.91 m with the TOA/DOA-based, respectively. The estimation errors were one-order larger using the 
TOA/DOA-based then the DOD/DOA-based. As the simulated result, the experiment also showed 
that the DOD/DOA-based performed slightly better than the TOA/DOA when the 2h/Rb is small (in 




Table 5.2  Experimental parameters 
Parameters Description 
Bandwidth 3.1 to 4.6 GHz 
Frequency sweep of VNA 1501 points, 1 MHz interval 
Array configuration 4×4 Uniform Linear Array 
Target locations 
(1, 1) = (-10˚, -28˚), d1 = 2.81 m 
(2, 2) = (10˚, -10˚), d2 = 2.84 m 
Number of targets 2  
SNR 10 dB 
Number of snapshots 50 















(a)      (b) 
 
(c) 
Fig. 5.5.  Angle and distance histograms in obtained from measurement in a radio anechoic chamber: (a) TOA, 
(b) DOD and (c) DOA. 
 
 
5.5.  DISCUSSION OF RESULTS AND PROPOSAL OF ADAPTIVE LOCALIZATION 
SCHEME  
 
A. Localization accuracy  
From the previous results from the numerical simulations and experimental evaluation, we have 
demonstrated that the localization accuracy using the DOD/DOA-based and TOA/DOA-based 
methods depend on the positional relationship of the targets and the baseline connecting the 
transmitting and receiving antennas. Specifically, we observed that the DOD/DOA-based yielded 
slightly better accuracy when the target was relatively close to the baseline. The TOA/DOA-based are 
superior when the target was relatively far.  In order to the ability of both the localization method, we 
propose an implementation of adaptive scheme that selects the optimum method based on the 
estimated target range h during the initial scan. The system will evaluate the values of h, and 
adaptively selects the optimum localization method based on formulated values of 2h/Rb, as depicted 















































































in Fig. 5.6. The adaptive scheme is considered to be able to capitalize the benefit of selecting the 
better method to localize the target based on its range to the radar, and hence improving the accuracy 
of the system. It is worth to note that this discussion did not consider the effects of signal bandwidth 
and grazing angle of the target. Although the DOD/DOA-based are only slightly better than the 
TOA/DOA-based at close range (2h/Rb is relatively small), the TOA estimation are limited by the 
signal bandwidth, hence the accuracy will worsen when using a narrower signal bandwidth. 
Furthermore, the accuracy of the localization scheme does not only depend on the h, but also on the 
angle of the target due to the usage of linear array configuration. It was known that the accuracy 
worsen when the incident wave impinged a linear array at a low grazing angle (angle almost parallel 
to the baseline of the radar) [62-64]. The evaluation and discussion of these factors on the system 
performance will be included in future works of the study.   
 
B. Computational Complexity 
Considering the dimensions of the covariance matrix is u×v, and the total K frequency 
components used, as described in section 4.2-C, the computational complexity of the DOD/DOA-




}), where u = MM and v = 
NN in the case of the UWB MIMO radar. The searching algorithm and majority decision routine cost 
O(i
2
KL), and O(2{i+K}) + O(2{iL}), respectively. Here, i is the number of bin during search 
operations. On the other hand, the TOA/DOA-based using the same MIMO radar configuration 





}) for the SVD operation, and   O(iKL) for the peak search as it only requires one-
dimensional search. The majority decision requires O(i+K) + O(iL). On top of this, the DOA 




}) + O(iKL) + O(i+K) + O(iL). This differs from the 
DOD/DOA estimation, where the i in the second term is in the order of 1, since only the DOA is 
needed for localization. Table 5.3 summarizes the complexity analysis of the proposed scheme. Figure 
5.7 plots the computational complexity versus the number of antenna MN. It can be observed that the 
the MIMO radar using the DOD/DOA-based have larger complexity than using the TOA/DOA-based 
when MN is smaller than 60. Meanwhile, the TOA/DOA-based marked higher complexity when MN 
is larger than 60. From this result, we can conclude that the utilization of the adaptive localization 
scheme at larger MN can reduce the computational complexity of the overall system, particularly by 
selecting the DOD/DOA-based when the target is close to the radar. Constantly using only the 
TOA/DOA-based method requires larger computation resources, and on the other hand, using only the 
DOD/DOA-based suffers from accuracy point of view when the target is relatively far.  
 






Fig. 5.6.  Block diagram of the proposed adaptive target localization scheme. 
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5.6.  SUMMARY 
 
In this chapter we presented a proposal of an adaptive target localization method in a bistatic 
UWB MIMO radar. The localization scheme were developed based on the previously proposed joint 
DOD and DOA estimation scheme for wideband signal, and combined with a TOA arrival using 
MUSIC algorithm which were done simultaneously. The radar system localizes a target location 
based on the estimated DOD, DOA and TOA, using two types of algorithm, namely the DOD/DOA-
based, and the TOA/DOA based.  
We first evaluated the performance of both the DOD/DOA-based and TOA/DOA based method 
in terms of the localization accuracy, in two separate scenario of target relative range from the radar 
baseline. Numerical simulations revealed that the performance of the DOD/DOA-based was degraded 
when the vertical range perpendicular to the radar baseline increased, while that of the TOA/DOA-
based method was almost independent of range. In short range (perpendicular range from the baseline 
was relatively smaller), the localization errors were numerically and experimentally found within a 
similar order for the two methods; the TOA/DOD-based method outperformed when the range was 
very short about and SNR was high. Finally, we described our proposal of adaptive localization 
method that selects either one of the localization method based on the target range from the baseline.  
By adaptively selecting the optimum localization in each scan will improve the final target 
localization accuracy.  
We have also evaluated the computational complexity of both the DOD/DOA-based and the 
TOA/DOA-based. Our analysis concluded that in the case of large number of antennas (MN > 60), the 
TOA/DOA-based method requires larger computation resources, while the DOD/DOA-based marked 
larger complexity when using smaller number of antennas. Hence, adaptively selecting either of the 
method contributes to the reduction of computational complexity, compared to constantly using only 
either one of them. Further investigation regarding the impact of signal bandwidth and DOA at low 





Chapter 6  
CONCLUSIONS 
 
6.1.  SUMMARY OF THESIS 
 
In this thesis, numerical and experimental studies concerning the detection performance and 
target localization in UWB MIMO radars were presented.  
We first described the study on jitter effects on the performance of spatial MIMO radar 
systems. A deterministic simulation in the time domain was developed to model an m-sequences-
based MIMO radar system with three types of processing scheme namely the MIMO, RPNR and 
DRN. The detection performance was evaluated considering the presence of time and phase jitters in 
the MIMO radar receivers, and derived the probability of detection for each case of joint processing 
scheme. It was observed that the effects of timing jitter on the detection performance of MIMO radar 
were negligible when a non-coherent MIMO and DRN processing scheme were used. However, the 
detection performance of RPNR scheme degraded significantly when the standard deviation of the 
timing jitter was 1 % of the ideal clock. Secondly, it was shown that phase jitter at the local oscillator 
of each receiver directly degraded the SNR yielding similar probability of detection of the MIMO 
radar system, regardless of processing scheme chosen. In can be concluded from the results that the 
performance degradation due to phase jitter were negligible if the amount of jitter was limited to 
below 0.1 radian. Nevertheless, the effects of phase jitter may become significant when using a large 
MIMO array in conditions with low SNR margin.  We also presented a MIMO radar testbed system 
developed for experimental evaluation in a radio anechoic chamber. 
We then explained a new joint DOD and DOA estimation method in UWB MIMO radars in for 
improved target localization. The proposed scheme, were based on a two-dimensional MUSIC 
algorithm extended for MIMO radar using a UWB signal. The idea was to treat the UWB signal as a 
summation of sinusoidal waves swept throughout the UWB frequency. The DOD and DOA were 
estimated at each of the frequency component of the UWB signal, and combined through majority 
decision. The majority decision was a non-parametric approach that takes the histograms of the 
estimated DODs and DOAs. Numerical simulations along with experimental evaluations were 
conducted to evaluate the performance of the proposed scheme. it was found that in detecting targets 
with fluctuating RCS (in this case Weibull distributed RCS against frequency), it is essential to use 
large signal bandwidth to reduce the estimation error using the proposed algorithm. When taking 
wider signal bandwidth, the usage of majority decisions from the angle histograms resulted in good 





on the results obtained that the proposed scheme was a suitable candidate to implement joint angle 
estimation in MIMO radar using ultra wideband signal. 
Finally, we extend our previously proposed joint DOD and DOA estimation scheme into an 
adaptive target localization method in bistatic UWB MIMO radars. The localization scheme combined 
the previously proposed estimation scheme for wideband signal with simultaneous TOA estimation 
using MUSIC algorithm. The radar system localizes a target location based on the estimated DOD, 
DOA and TOA, using two types of algorithm, namely the DOD/DOA-based, and the TOA/DOA 
based. We first showed through numerical simulations that the performance of the DOD/DOA-based 
was degraded when the range increased, while that of the TOA/DOA-based method was almost 
independent of the range. Experimental evaluation in a radio anechoic chamber was carried out to 
validate the simulation results. Although the space constraint of the radio anechoic chamber limited us 
to only reproduce the conditions of short-range targets, the result showed similar trend as the 
simulation in the particular case, where the DOD/DOA-based performs slightly better than the 
TOA/DOA-based method. Based on these results we proposed an adaptive localization method that 
selects either one of the localization method based on the target range from the baseline.  In addition, 
the analysis of the computational complexity indicated that when the number of antennas MN is 
relatively large (MN > 60), the TOA/DOA-based method requires larger computation resources, while 
the DOD/DOA-based marked larger complexity when using smaller number of antennas. Hence, 
adaptively selecting either of the method contributes to the reduction of computational complexity, 
compared to constantly using only either one of them. By adaptively selecting the optimum 
localization in each scan will improve the final target localization accuracy. 
 
 
6.2.  FUTURE WORKS 
 
We have shown the experimental evaluation of the proposed scheme based on measurement 
setup developed using the combination of VNA and electro-mechanical scanners. The VNA was 
capable to transmit and receive the fullband UWB signal due to its wide dynamic range of frequency 
sweeping. The quality of the receiving signal was also guaranteed due to the internal calibration 
function of the VNA.  Nevertheless, it is not practical to use the developed measurement setup in real-
time radar systems due to its high costs (particularly at high frequencies) and limitation of off-line 
processing. If an efficient real-time processing scheme is available for both the transmitting and 
receiving side of the MIMO radar, the proposed joint DOD and DOA estimation holds a great promise 
for implementation. One potential scheme capable of transmitting and receiving multiple frequency 





OFDM scheme [65-67]. The OFDM scheme exploits fast fourier transform (FFT) and the inverse FFT 
(IFFT) to efficiently assign and extract useful data to each of the frequency component of the signal. 
For example, in radio communication application, an angle histogram was adopted as narrowband 
interference detection of wideband OFDM scheme [68]. Similarly, the exploitation of the OFDM 
scheme can be one of the solutions for implementing the proposed joint DOD and DOA estimation in 
practical systems. However, the reliability, efficiency and the performance of the system need to be 
further studied, as one of the future work of the study.  
In terms of algorithm point of view, we have analyzed the computational complexity of the 
proposed joint DOD and DOA estimation scheme compared to an existing spectrum averaging 
scheme. Although the resource required for both of them are in similar order (in cases where MN is 
sufficiently large), since the scheme utilizes a wideband signal, the complexity of the proposed 
algorithm increases with increasing frequency components of the radar signal used for detecting the 
targets. Therefore, we are looking for an alternative processing method that can reduced the 
complexity of the algorithm, without significantly degrading the estimation performance. Several 
methods were proposed in literature such as by using a reduced processing of the narrowband 
estimation algorithm [37, 69], however, we need to examine their compatibility with the proposed 
system and suitability in dealing with severely fluctuating targets. Furthermore, introducing adaptive 
frequency (sub-carrier) selection into the localization scheme could also improve the performance.  
While the selection technique may be useful if the RCS against frequency do not rapidly fluctuates 
within a specific scanning time (or generally referred to scan to scan fluctuation), severe fluctuations 
would still becomes a problem. In these kind of cases, it may be beneficial to consider algorithm such 
as compressive sensing [70].  
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 MIMO RADAR TESTBED MEASUREMENT EQUIPMENTS SPECIFICATION. 
 
 
Table A.1.  Orthogonal modulator specification. 
Manufacture Hittite 
Model HMC497LP4 
Frequency range 100～4000 MHz 
IFport bandwidth DC～700 MHz 
Output power +3 dBm 
Amp differential amplification 
 
 
Table A.2.  Orthogonal demodulator specification 
Manufacture Hittite 
Model HMC597LP4 
Frequency range 100～4000 MHz 
IF port bandwidth DC～600 MHz 
Conversion gain -3.5 dBm 
 
 
 Table A.3.  Broadband horn antenna specification 
Frequency 2 – 18 GHz 
VSWR < 2.5:1 
Average antenna gain 9.5 dBi 
3dB Beam width 60 度 
 
 
Table A.4.  Power amplifier specification. 
Gain 30 dB 
Frequency 700 – 4200 MHz 
 
 
Table A.5.  Low noise amplifier specification. 
Gain 15 dB 
Frequency 2 – 20 GHz 







Table A.6.  Noise generator specification. 
Frequency 10MHz – 10 GHz 































 APPENDIX B  
DISTRIBUTION OF MEASURED RCS OF AUTOMOBILE AGAINST FREQUENCY 
 
This document describes the distribution of measured RCS of automobile in a radio anechoic 
chamber using UWB signal from 22 to 27 GHz. The original measurement data was done by 
collaboration between Tokyo Denki University, Tokyo Institute of Technology and National Institute 
of Communication Technology (NICT) in measurement facility of NICT. Figure 8.1 shows example 
of the measurement scenario, where we could see that an automobile was positioned inside the 
anechoic chamber, and the RCS was measured while rotating the aspect angle. We further analyzed 
the data to study the distribution of the RCS along the frequency domain. The distribution of RCS 





            
         (a)                (b) 
Fig. B.1.  Example of RCS measurement scenario of automobile in a radio anechoic chamber 













(a)           (b) 
Fig. B.2.  RCS of automobile against frequency, measured at angle 180: (a) Measured raw data and (b) 
distribution fitting result. 
     
(a)           (b) 
Fig. B.3.  RCS of automobile against frequency, measured at angle 225: (a) Measured raw data and (b) 
distribution fitting result. 
     
(a)           (b) 
Fig. B.4.  RCS of automobile against frequency, measured at angle 270: (a) Measured raw data and (b) 
distribution fitting result. 




















































































































































































   
(a)         (b) 
Fig. B.5.  RCS of automobile against frequency, measured at angle 310: (a) Measured raw data and (b) 










































































RESOLUTION OF TRILATERATION AND TRIANGULATION 
 
Consider a bistatic MIMO radar as illustrated in Fig. C.1. The target can be localized using 
trilateration and triangulation (DOD/DOA-based) method. The range resolution of trilateration is 
given by 







,                (C.1) 








R ,                (C.2) 
where  is the achievable resolution of angle estimation.  We can observe that in general, the 
trilateration depends on the BW, and triangulation depends on the 2h/Rb, which indicated the 
importance of positional relationship of the target and the respective transmitting and receiving 
antennas.  
The range resolution for both method are compared in Fig. C.2. The signal bandwidth was 
varied from 10 MHz to 10 GHz. A value of 0.5 was used for  in the case of triangulation. It can be 
clearly understood that the range resolution of triangulation method do not depend on BW.  Its range 





Fig. C.1.  Bistatic MIMO radar geometry. 
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