Abstract-The energy-efficient design of short-distance wireless communication systems requires the inclusion of circuit energy consumption in the system's total energy budget. We consider the design of link adaptation schemes in which circuit energy consumption is included in the total energy budget, in which a set of signal constellations of constant peak-to-average power ratio (PAPR) is used, and in which the transmitted power is kept constant whatever be the particular signal constellation in use. We show how the dimensionality of the associated nonlinear optimisation problem can be reduced from N + 1 to one, where N denotes the number of available transmission schemes. These principles are then applied to a design example.
I. INTRODUCTION
Including circuit energy consumption in the global energy budget when designing a short-distance wireless communication system has been shown to be a matter of paramount importance if the communication system's overall energy consumption is to be minimised [1] - [4] . This is essential for maximising the lifetime of energy-constrained wireless devices, which nowadays have to meet ever more stringent requirements.
Link adaptation (in particular adaptive coded modulation) is a promising technique to improve the average spectral efficiency of wireless communication systems which are affected by fading. The underlying concept is the adaptation to a timevarying channel through variation of channel codes, signal constellations, and transmitted power [5] - [8] .
In this paper, we consider the energy-efficient design of link adaptation schemes in which the transmitted power is kept constant, independently of the particular channel code or signal constellation in use. Circuit energy consumption is included in the total energy budget, and it is assumed that the set of available signal constellations has a constant peak-to-average power ratio (this assumption is fulfilled when using e.g. PSK or FSK modulations). After showing how the associated N +1-dimensional non-linear optimisation problem can be reduced to a one-dimensional optimisation problem, (N denoting the number of available transmission schemes), we apply our design method to an example system. Related work on a similar problem can also be found in [9] .
The remainder of this paper is organised as follows: in the next section, we present the system model. The design problem we consider is introduced in Sec. III, and we show in Sec. IV how this problem can be reduced to a one-dimensional optimisation problem. Our design method is then applied to an example in Sec. V, and we draw some conclusions in Sec. VI.
II. SYSTEM MODEL
We consider a frequency-flat fading, discrete-time channel with stationary and ergodic time-varying channel gain denoted by g(i) at time i ∈ {1, 2, . . .}. Let the transmitted signal have complex baseband representation x(i). The received baseband signal is then given by y(i) = g(i)x(i) + w(i), where w(i) denotes complex AWGN. The real and imaginary parts of w(i) are assumed to be statistically independent with variance BN 0 /2, where B is the received signal bandwidth and N 0 /2 is the two-sided noise power spectral density.
Let S t denote the constant transmit signal power. The instantaneous channel signal-to-noise ratio (CSNR) of the system is given by γ(i) = S t g(i)/(N 0 B), and its expected value isγ = S tḡ /(N 0 B), whereḡ denotes the average channel power gain. For the sake of notational simplicity, we henceforth omit the time index i in γ(i) and g(i).
The non-negative, real-valued channel gain √ g is modelled as a continuous stochastic variable in the range [0, ∞). The distribution of the instantaneous received CSNR γ depends on the distribution of √ g and is denoted by f (γ), with γ ∈ [0, ∞) and mean valueγ. We assume that the received CSNR distribution results from one of the standard channel fading models used in the literature on communication theory (e.g. Rayleigh, Rice, or Nakagami-m [10] ), and we will thus say that f (γ) is a "practical received CSNR distribution". All subsequent statements regarding "practical received CSNR distributions" can be formally verified for each one of the CSNR distributions f (γ) arising from one of the channel fading models mentioned above [11] .
We assume that the communication channel is slowly varying. The channel gain √ g therefore changes at a rate much slower than the symbol rate, and we can assume that √ g remains constant during any given symbol frame. We assume ideal estimation of √ g is performed at the receiver (using e.g. pilot symbols), and that a zero-delay, zero-error feedback channel exists between the receiver and the transmitter.
Let the set [0, ∞) of possible CSNR values be divided into N + 1 non overlapping quantisation intervals (or bins). We
Once the CSNR estimation has been performed at the receiver, the corresponding bin number is fed back to the transmitter. When the estimation of the CSNR γ yields a value belonging to the interval [γ n , γ n+1 ), the communication channel may be viewed, during the transmission of the subsequent symbol frame, as an AWGN channel of CSNR ≥ γ n . Assume also that the bit-error rate (BER) must never exceed a predetermined target value BER 0 . A transmission scheme designed to achieve a BER ≤ BER 0 on AWGN channels of CSNR ≥ γ n can hence be selected for the transmission of this symbol frame. We assume thus that a set of N different transmission schemes, numbered from n = 0 to n = N − 1, of increasing spectral efficiencies 0 < η 0 < η 1 < · · · < η N −1 has been designed and is available for use. The nth transmission scheme, of spectral efficiency η n , is to be used when the CSNR γ ∈ [γ n , γ n+1 ) (i.e. the CSNR is in the nth bin). When γ ∈ [0, γ 0 ), no transmission is performed and the system experiences an outage. We assume also that the signal constellations corresponding to the N different transmission schemes have a constant peak-to-average power ratio (the methodology presented in this paper can also be used, under certain assumptions, for transmission schemes using signal constellations of varying peak-to-average power ratios [11] ).
Our modelling of circuit power consumption is inspired by [1] . The power consumption of baseband signal processing blocks (e.g. source coding, pulse shaping and digital modulation) is neglected, a generic Low-IF transceiver structure is assumed, and it is assumed that the transceiver circuitry works on a multimode basis: the circuits work in active mode when there is a signal to transmit, in sleep mode when there is no signal to transmit (i.e. when we have an outage), and in transient mode when switching from sleep mode to active mode. As explained in [1] , although the transient duration from active mode to sleep mode is short enough to be neglected, the start-up process from sleep mode to active mode may be slow due to the finite phase lock loop settling time in the frequency synthesisers. This settling time is denoted by T tr .
Circuit power consumption is denoted S c , and it includes circuit power consumption at the transmitter and the receiver. The amplifier power consumption is modelled by S amp = αS t [1] , where α = ξ ν − 1, with ν the drain efficiency of the power amplifier and ξ the peak-to-average power ratio, which we assume to be the same for each one of the N available transmission schemes. The power amplifier consumption S amp does not include the transmission power S t .
The power consumption in sleep mode S sp is neglected because it is much smaller than the power consumption in active mode if the circuitry is properly designed; we thus set S sp = 0 [1] . The power consumption during the transient mode S tr only needs to include that of the frequency synthesisers, since no power is consumed by the other circuit components while they wait for these to settle down [1] . Finally, the total power consumption in active mode S on is given by S c + (1 + α)S t , i.e. the sum of circuit power consumption, transmit power consumption, and losses due to the power amplifier.
The average channel gainḡ is also modelled as in [1] . It
where N f is the receiver noise figure, and
, with d the transmitterreceiver separation, r the path loss exponent, M link the link margin compensating the hardware process variations and other additive background noise or interference, and G 1 the gain factor at d = 1 m which is defined by the antenna gain, carrier frequency, and other system parameters.
III. PROBLEM SETTING
The problem we consider is that of designing a link adaptation system with constant transmit power, assuming a set of N different transmission schemes is available. The parameters defined in Sec. II, namely
M link , S tr , and T tr , as well as the received CSNR distribution f (γ) and the duration T f of a symbol frame are assumed to be known.
Our objective is then to find the values γ 0 , . . . , γ N −1 , and S t which maximise the system's average spectral efficiency subject to requirements on the target bit-error rate (BER ≤ BER 0 ) and the total average power consumption S. The system's average spectral efficiency η is given by
where η n corresponds to the spectral efficiency of the nth transmission scheme
f (γ)dγ is the probability that transmission scheme n be used, and we have defined γ N = ∞ for convenience.
In any practical communication system, a peak power constraint will also be present: the maximum power consumption at the transmitter cannot exceed the maximum available power at the transmitter S maxt , and likewise at the receiver. This will result in a constraint of the form S ct + (1 + α)S t ≤ S maxt , where S ct denotes the circuit power consumption at the transmitter in active mode. The inclusion of a peak power constraint in the present optimisation scenario is possible without much difficulty [11] , but the resulting problem analysis in Sec. IV would become longer and somewhat more involved, although the ideas remain essentially the same. We hence choose not to include a peak power constraint here due to space limitations. Now, for a given transmission scheme operating over an AWGN channel, the BER obviously being a monotonously decreasing function of the SNR, the requirement BER ≤ BER 0 can be rewritten γ n ≥ γ * n , n = 0, . . . , N − 1, where γ * n is the SNR value for which a bit error rate of BER 0 is achieved when using transmission scheme n over an AWGN channel. The transmission schemes 0, . . . , N − 1 being of increasing spectral efficiencies, we will also have γ *
The power constraint can be written
Here, the first term corresponds to the power consumption during active mode multiplied by the probability of being in active mode (i.e. when the system is not experiencing an outage), while the second term corresponds to the power consumption that results from transitions from sleep mode to active mode. κ denotes the expected number of consecutive outage frames, and is included because the system remains in sleep mode when consecutive outages occur. Although strictly speaking κ is a function of the outage probability, we neglect this dependency here and make the approximation κ ≈ 1 (Note that since in general T tr T f , the influence of the second term will be close to negligible anyway.) If one defines
In the remainder of this paper, we will assume this has been done and assume a power constraint of the form (3), replacing however S c by S c and S by S for notational simplicity. We thus wish to solve the following optimisation problem (referred to as problem P in the remainder of this paper): Find
is minimum, subject to the constraints
where we have made use of the relation S t = N 0 Bγ/ḡ and made the definition ρ N 0 B(1 + α)/ḡ for convenience. The minus sign in (4) is included in order to state the problem as a minimisation problem, which is standard practise in optimisation theory literature [12] . Note also that the optimisation variable S t was replaced byγ.
IV. PROBLEM ANALYSIS We make use of the Karush-Kuhn-Tucker (KKT) theorem (see e.g. [12] , Ch. 12) to derive some properties of problem P . The KKT equations of problem P read
. . .
where
and A sufficient condition for any local minimum of problem P to satisfy the KKT equations (8), (9) and (10) is the socalled linear independence constrained qualification (LICQ) (see [12] , Ch. 12), which is said to hold at a given point γ if the set of active constraint 1 gradients evaluated at γ is linearly independent. The following lemma shows that the LICQ holds at all feasible points for all practical CSNR distributions f (γ).
Lemma 1: For all practical received CSNR distributions f (γ), the LICQ holds at all feasible points γ whatever be the set of active constraints. Proof: Let us assume a "worst case" scenario, with as many active constraints as possible at a given feasible point γ 0 . Noting that c n and c n cannot be active at the same time, this amounts to assuming that either c n or c n is active for n = 0, . . . , N − 2, and that both c N −1 and c N are active. Let d n denote the nth active constraint, and define the matrix
∂d j (γ)/∂γ n can be easily evaluated for 0 ≤ j ≤ N and 0 ≤ n ≤ N − 1. The same is true for ∂d j (γ)/∂γ when 0 ≤ j ≤ N − 1. Evaluation of ∂d N (γ)/∂γ yields
The first term in the above equation is always strictly negative, and the second term is strictly negative as long as ∂ ∂γ ∞ γ0 f (γ)dγ > 0, which is the case for all practical received CSNR distributions [11] . Now, it can easily be seen that whatever be the set of N + 1 active constraints, the matrix D can be made upper triangular by performing elementary row operations, and that the resulting matrix D will have no zero diagonal elements.
1 In optimisation theory terminology, an active inequality constraint is a constraint which is satisfied with equality [12] .
Consequently, det D = det D = 0, and the LICQ holds at , we select the one with the largest absolute value.) However, since η 0 < · · · < η N −1 , it is clear that, for all practical received CSNR distributions f (γ), we will have (8), (9), and (10) for some λ 0 , . . . , λ N and λ 0 , . . . , λ N −2 . The equalities in (9) then show that, since
n , we must have λ n = λ n−1 = 0. Hence, the equality involving f (γ n ) in (8) becomes
However, since (η n − η n−1 ) f (γ 0 n ) > 0 (the N available transmission schemes have increasing spectral efficiencies) and λ n ≥ 0 (because of (10)), it is impossible to find λ n such that (13) is verified. Proof: When γ 0 = γ 1 = · · · = γ N −1 , problem P can be rewritten as an optimisation problem in the variables γ N −1 andγ (which we call problem P † ): Find γ = (γ N −1 ,γ) such that
is minimum, under the constraints
2 This corresponds to saying that for fixed γ 0 0 , . . . , γ 0 N −1 the average spectral efficiency η is a strictly increasing function ofγ (or, equivalently, of the transmitted power St = N 0 Bγ/ḡ), which is intuitively clear.
3 Although this Lemma could also be proved without using the KKT equations (8), (9), and (10), proving an equivalent result in the more general setting considered in [11] without making use of the corresponding KKT equations seems a daunting (if not impossible) task to the authors.
where the power constraint c λ (γ) has been written as an equality constraint by virtue of Lemma 2. The KKT equations of problem
where λ is the Lagrange multiplier corresponding to c λ (γ) and µ is the Lagrange multiplier corresponding to c µ (γ). We hence see that if γ N −1 > γ * N −1 , we must have µ = 0. The first equality in (17) then becomes λ(S c + ργ) = η N −1 . Carrying out the differentiation on the left hand side of the second equality in (17) then yields A little thought should now convince the reader that, for each possible value of γ 0 , the corresponding values of γ 1 , . . . , γ N −1 are uniquely determined and follow immediately, since for any solution γ of problem P , (γ 0 , . . . , γ N −1 ) can only have one of the above two forms. Further, note also that for each possible value of γ 0 , the corresponding value ofγ can be directly obtained via (6) , with the inequality sign replaced by an equality sign by virtue of Lemma 2 (solving this equation in general requires numerical root finding techniques).
We thus see that once γ 0 is known, the remaining parameters V. DESIGN EXAMPLE We illustrate our methodology by designing a link adaptation system using uncoded M -ary PSK with M ∈ {4, 8, 16, 32, 64}, Gray mapping, and coherent detection. We thus have N = 5 different transmission schemes (which we number from n = 0 to n = 4), the spectral efficiency of the nth scheme being given by η n = n + 2 [bits/s/Hz]. The system parameters, to a large extent inspired by [1] , are given in Table I . (Note that the PAPR ξ = 1 since we are using PSK signal constellations.) We assume a Nakagami-m [10] fading channel with fading severity parameter m = 2. Hence,
where Γ(·) is the Gamma function [13] and m = 2. We consider transmission with a fixed symbol rate T s in each signal constellation, and assume ideal Nyquist data pulses so that T s = 1/B. The received energy per symbol to noise power spectral density ratio E s /N 0 is then given by
We utilise the expression [14] , [15] 
2 /2 dt, to approximate the BER of coherent M -PSK modulation over an AWGN channel of received energy per symbol to noise power spectral density ratio E s /N 0 = γ. This approximation has the merit of being quite accurate at both low and high values of γ and of being valid for all M . Fig. 1 shows the resulting optimal value of γ 0 (computed as explained in Sec. IV) and corresponding values of A system designer could for example use Fig. 1 to conclude that, in the present setting, it is only necessary to use M -ary PSK with M ∈ {32, 64} when the transmitter-receiver separation is between 6 m and 8 m in order to maximise the system's average spectral efficiency. Reaching this kind of conclusion without the tools from Sec. IV would undoubtedly require a considerable amount of effort due to the non-linearity and high dimensionality of the associated optimisation problems.
The figures show that, for transmitter-receiver distances between approximately 4 m and 35 m, it is preferable in terms of average spectral efficiency to refrain from transmitting at low CSNR values (which results in an increased outage probability) and to use the resulting power savings to transmit with a higher transmit power at larger CSNR values than to use the transmission scheme that would be obtained by setting γ 0 , . . . , γ 4 = γ * 0 , . . . , γ * 4 . One of the key reasons for this is the fact that when the system is in sleep mode, one saves not only in transmission power but also in circuit power.
Furthermore, note that although no peak power constraint was taken into account to design the system, the transmission power S t always remains below 100 mW for all distances below d = 54 m, both for the optimal transmission scheme and the γ 0 , . . . , γ 4 = γ * 0 , . . . , γ * 4 transmission scheme. For sufficiently short transmission distances, it is thus possible in some cases to design link adaptation schemes without explicitly including a peak power constraint.
As a final remark, we would like to emphasise that the main contribution of this paper lies in the methodology presented in Sec. IV for designing constant power link adaptation schemes, and not in this particular numerical example. The relative performance (characterised by average spectral efficiency, power consumption, outage probability, etc.) of competing system designs will greatly vary with the setting under consideration.
VI. CONCLUSIONS AND DIRECTIONS FOR FUTURE WORK
In this paper, we considered the design of constant power link adaptation schemes which use a set of signal constellations of constant peak-to-average power ratio, and in which circuit energy consumption is included in the total energy budget. These ideas are extended to signal constellations with variable peak-to-average power ratios in [11] . After stating the associated optimisation problem, we showed how its dimensionality can be reduced from N + 1 to one, where N denotes the number of available transmission schemes. The design of such communication systems is thus greatly simplified.
In our future research, we plan to include the possibility of taking into account average bit error rate constraints (as opposed to bit error-rate constraints which must be fulfilled all the time, as considered in this paper), outage probability constraints, and to explore the design of variable-power link adaptation schemes which include circuit power consumption in the global energy budget.
