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Salt ions and water present in living cells are essential mediators of protein-nucleic acid inter-
actions. X-ray scattering and computational methods are applied to study the ion distributions
around double-helical DNA, and to understand the complex electrostatic interactions that mod-
ulate single-stranded DNA conformation in solution. The spatial distributions and numbers of
ions are measured and compared with theoretical predictions. X-ray data for single-stranded
DNA reveal ion- and sequence-dependent properties of the conformational ensembles that sup-
port recent predictions of polyelectrolyte theory and provide a structural basis for the mechan-
ical properties of these nucleic acids. The data presented here also identify shortcomings of
current electrostatic theory and molecular dynamics force fields for modeling DNA in solution,
and suggest how they may be improved. Finally, cryo-cooling methods are developed for x-
ray scattering that provide unique advantages for high throughput structural investigations of
biomolecules.
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CHAPTER 1
QUANTITATIVE X-RAY SCATTERING MEASUREMENT OF IONS AND WATER
AROUND DNA
Steve P. Meisburger1 Suzette A. Pabit1, and Lois Pollack1
1. Applied and Engineering Physics, Cornell University, Ithaca, New York
Abstract
Interactions between proteins and highly charged molecules such as DNA and RNA are essential
for biological function. The energetics and specificity of these interactions depend on ions and
water present near molecular surfaces. However, diffuse ion and water distributions have been
difficult to characterize experimentally. Here we describe a small angle x-ray scattering method
that provides sensitive and quantitative measurements of ion and water distributions around
nucleic acids. Scattering profiles recorded on an absolute scale are analyzed using contrast
variation techniques to separate the scattering from components. As proof of principle, we
measure the spatial distribution of ions around double-stranded DNA in 100 mM monovalent
salt. We find that counterions are present near the molecular surface in greater numbers than
predicted by nonlinear Poisson-Boltzmann theory. Our results underscore the important role of
water as a mediator of electrostatic interactions between DNA and its counterions: both ion and
solvent degrees of freedom are important for accurate modeling of protein-DNA interactions in
biological systems.
1
1.1 Introduction
In all known living organisms, genetic information is encoded in the structures of nucleic acids:
DNA and RNA. These highly charged molecules attract an “atmosphere” of ions present in the
cellular environment. When processing and transmitting the genetic code, cells use protein and
RNA-based machines that interact directly with nucleic acids, often inducing structural tran-
sitions in order to access base-sequence information. In these essential protein-nucleic acid
interactions, the ion atmospheres are necessarily altered. Theoretical calculations show that the
change in electrostatic (or solvation) free energy accompanying such a transition or binding
event may contribute significantly to the total free energy difference. In particular, measure-
ments of equilibrium constants for RNA-protein interactions and RNA folding are often highly
salt-dependent, in agreement with theoretical predictions [1, 2].
The electrostatic properties of RNA and DNA are also important for their collective behav-
ior: DNA molecules strongly other in low-salt solutions [3], yet form condensed phases when
certain multi-valent cations are added [4–6]. The ion atmosphere is also an important com-
ponent of DNA-based nanotechnology. For example, specific counter-ion effects enable con-
trolled crystallization of DNA-conjugated nanoparticles [7], and the ion atmospheres around
surface-tethered molecules can be modified by electric fields for dynamically switching the
hybridization state of DNA [8] and for label-free electronic detection [9–12].
The properties of the ion atmosphere have been understood from several theoretical per-
spectives. The counterion condensation (CC) theory for rod-like polyelectrolytes [13] divides
the ions into energetically distinct “condensed” and “diffuse” layers. Theories based on the
nonlinear Poisson-Boltzmann (NLPB) Equation describe all ions equivalently and apply more
generally to different geometries [14]. All-atom grid-based NLPB solvers are now widely used
for macromolecular electrostatics calculations [15–17]. NLPB and CC theories have several
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simplifying assumptions that have been called into question for highly charged molecules such
as DNA [14, 18–21]: ions are modeled as point-charges, ion-ion interactions are neglected, and
the solvent is approximated as a uniform dielectric medium.
Early NMR studies of the ion atmosphere around DNA showed qualitative agreement with
theory, but only counterions within a short and poorly-defined distance from the surface were
detected [22]. On the other hand, small angle x-ray scattering (SAXS) is uniquely sensitive to
the spatial distribution of all statistically-associated ions [19, 23, 24]. X-ray scattering signals
contain contributions from the ions, macromolecule, and solvent that can be difficult to separate.
Thus, several studies have taken advantage of the unique contrast mechanism of anomalous (or
resonant) scattering [19, 25], where ion contrast is varied by tuning the x-ray energy near an
absorption edge for the ion. Anomalous small angle x-ray scattering (ASAXS) provides a means
for separating the ion-dependent component of the signal, and has been particularly useful for
comparison with theory [19, 26, 27].
The thermodynamically important preferential interaction coefficient, equal to the number
of associated ions divided by the macromolecule’s charge, can be measured using the Donnan
effect in equilibrium dialysis experiments [28, 29] or with ion-binding fluorescent dyes [30].
Recently, we introduced an ASAXS-based method for counting the total number of statistically
associated ions around RNA and DNA [31]. X-ray scattering measurements are made on a
calibrated absolute intensity scale (electrons2 per molecule), so that the forward scattering am-
plitude depends linearly on the number of statistically-associated resonant counterions times the
energy-dependent scattering factor of the ion. The ion scattering factors and the forward scat-
tering amplitudes are measured at two or more x-ray energies, yielding the number of excess
ions per molecule. Ion numbers measured for RNA and DNA agree with similar measurements
by equilibrium dialysis and with theoretical predictions [26, 32, 33].
In ASAXS, the difference between scattering curves acquired at two energies provides in-
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formation about the spatial distribution of ions. However, the achievable signal-to-noise ratio
for ASAXS is limited by the small difference signals (typically less than 10%) and sensitivity
of macromolecule solutions to radiation damage effects [34]. Furthermore, the macromolecule
and its hydration layer contribute to the anomalous difference signal; these cross-terms must be
taken into account when comparing with theory. Thus, to provide greater signal-to-noise, and to
separate contributions from the nucleic acid and water, we extend the absolute intensity ASAXS
method using the non-resonant contrast mechanism of heavy-ion substitution [19, 23, 24, 33,
35]. Relative to anomalous scattering, the variation in contrast with heavy-atom substitution
can be large, providing more precise information about the locations of ions around the DNA.
Absolute intensity calibration provides additional information, including the number of ions as
well as the DNA hydration.
As a proof of principle measurement, we acquire heavy-atom and anomalous scattering data
for DNA in 100 mM monovalent salt. By comparing predicted and measured SAXS profiles on
an absolute scale, we show that the NLPB equation underestimates the number of ions present
near the DNA surface. This result supports earlier conclusions from molecular dynamics that
the dielectric environment near the nucleic acid surface is significantly different from the bulk
[21]. These data should be valuable for testing new computational methods that build on NLPB
theory by including solvent degrees of freedom [36, 37].
1.2 Background
In a dilute solution of molecules, the total X-ray scattering intensity is proportional to the con-
tribution of a single molecule, averaged over all orientations and configurations (denoted by
〈〉Ω,Π):
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I(q) =
〈
|A(q)|2
〉
Ω,Π
where A(q) is the (complex) scattering amplitude, equal to the Fourier transform of the electron
density. When the electron density has two components, A(q) = A1(q)+A2(q), the intensity
involves the scattering from each component alone and a cross-term:
I(q) =
〈
|A1(q)|2
〉
Ω,Π
+2〈Re(A1(q)A∗2(q))〉Ω,Π+
〈
|A2(q)|2
〉
Ω,Π
(1.1)
= I1(q)+ I12(q)+ I2(q) (1.2)
Here, we examine a two-component system consisting of (1) the hydrated DNA molecule
and (2) its counterion atmosphere. The goal of contrast variation is to separate the scattering
contributions from these components. If the contrast of the molecule is δM, the contrast per ion
is δI , and the number of excess ions is NI , Equation 1.1 becomes
I(q) = δ 2MPM(q)+2δM(δINI)PMI(q)+(δINI)
2PI(q) (1.3)
The shape functions P(q) are defined so that P(0) = 1. At q = 0, Equation 1.3 is factorable and
the forward scattering amplitude |A(0)|= I(0)1/2 is a linear function of the contrasts
I(0)1/2 = δM +NIδI (1.4)
When the intensity is measured in units of electron2 per molecule, I(0)1/2 equals the total
number of scattering electrons for the molecule and ion components ZM +NIZI , minus the
number of solvent electrons excluded:
δM +NIδI = ZM +NIZI− ρ¯eV (1.5)
where V is the change in system volume due to the presence of the DNA and its counterions
(partial molar volume) and ρ¯e is the average electron density of the solution. For hydrated ions,
the effective number of scattering electrons per ion is
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Zeff = ZI− ρ¯eVI (1.6)
where VI is the change in system volume upon insertion of a single ion (partial molar volume).
Note that VI can be negative for small ions that strongly attract water (see Table 1.1). For the
present analysis, we make the simplifying assumption that all of the ions are hydrated, which
is supported by NMR measurements of group I cations around DNA [22]. Then, Equations 1.5
and 1.6 can be combined with δI = Zeff to give the contrast of the DNA
δM = ZM− ρ¯eVM (1.7)
where VM is the contribution to the partial molar volume from the DNA component (V =
VM+VINI) that includes both hydration (increased water density near the surface) and excluded
volume effects. In this work, the electron density of the solvent ρ¯e is assumed to be that of liq-
uid water, a good approximation for the conditions measured here (in the most non-ideal case
of 100 mM CsCl, ρ¯e differs from water by ∼ 1%). Using the fact that a water molecule has 10
electrons, Equation 1.7 can also be written
δM = ZDNA+10(NH−NE) (1.8)
where NH and NE are the numbers of hydrating and excluded waters per DNA molecule.
Experimentally, I(q) is measured on an absolute scale for DNA in three or more salt so-
lutions, where the ions have different x-ray contrasts but are chemically similar (e.g. group I
monovalent ions). First, δM and NI are found from a linear fit of Equation 1.4 to the extrapolated
amplitudes, I(0)1/2. Then, all of the coefficients in Equation 1.3 are known, and least-squares
methods are applied to solve for the q-dependent terms (described in Section 1.5.5).
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Z VI (Å
3
) Zeff RM−O(Å)
Cl− 18 40.2 4.6 –
Na+ 10 -12.6 14.2 2.34±0.06
K+ 18 4.32 16.6 2.79±0.08
Rb+ 36 12.8 31.7 2.9
Cs+ 54 24.7 45.8 3.13±0.07
Table 1.1: X-ray scattering contrasts of ions in water. Z is the number of electrons per ion,
equal to the atomic number minus the charge, VI is the volume per ion (i.e. the partial molar
volume [38]), and Zeff is calculated from Z and VI using Equation 1.6 with ρ¯e = 0.334 e−Å
−3
.
The uncertainties are ±1Å3 for VI and ±0.4e− for Zeff. RM−O is the distance between the ion
and the first hydration shell from Ref. [39].
1.3 Results
Duplex DNA (25 base-pair, charge of -48 e) was equilibrated with neutral pH buffers contain-
ing 100 mM monovalent salts with increasing Z; NaCl, KCl, RbCl, CsCl. X-ray scattering
patterns were acquired at a relatively low DNA concentration of 50 µM duplex to minimize in-
terparticle interference effects [40]. The intensity of each sample was normalized by the DNA
concentration and placed on an absolute scale (electrons2 per molecule) as described in Section
1.5.4. Repeated concentration measurements indicate that the normalization precision is ±3%.
Further details for sample preparation and data analysis are provided in Materials and Methods.
SAXS data for the monovalent ion series (Figure 1.1a) shows an enhancement at low scattering
angle for the heavy ions Rb+ and Cs+ relative to Na+ and K+, suggesting the presence of an
ion atmosphere surrounding the DNA. Heavy salts increase the forward scattering contrast in a
trend consistent with their increasing Zeff.
The scattering data were extrapolated to q = 0 using an indirect Fourier transform [41].
I(0)1/2 is plotted in Figure 1.1b as a function of the hydrated ion contrasts (Table 1.1). The
linear relationship between Zeff and I(0)1/2 within experimental uncertainty is consistent with
the assumption that the number of excess ions is independent of the identity of the counterion.
By extrapolation of I(0)1/2 to the point where the net ion contrast is zero (Figure 1.1b), we
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Figure 1.1: Small angle x-ray scattering from 25 base-pair DNA with monovalent salts. (a) The
background-subtracted scattering intensity I(q) vs. momentum transfer q is shown an absolute
scale (electron2 per DNA molecule). The scattering intensity at low angles depends on the
identity of the counterion, indicated in the legend. (b) The extrapolated forward scattering
amplitude, I(0)1/2, varies linearly with the effective ion contrast, Zeff = Z− ρ¯sVion, where ρ¯s
is the solvent electron density and Vion is the change in solution volume due to the ion. When
interpreted as a heavy atom substitution experiment (see text), the slope is equal to the number
of excess ions: NI = 36.5± 2.4, and the intercept is the contrast contribution of the DNA, its
hydration water, and excluded volume; δM = 2900±50 electrons.
obtain the DNA contrast according to Equation 1.7, δM = 2900±50. From the slope, a number
of excess ions NI = 36.5±2.4 is obtained. The number of Rb+ ions was also measured using the
two-energy ASAXS methods described in Ref. [31] (data shown in Figure 1.4a). We find NI =
38.9±2.5 , in good agreement with the heavy atom technique. Since the DNA charge is −48e
at neutral pH, the measured values of NI indicate that 75−80% of the charge is neutralized by
monovalent counterions, in accord with previous equilibrium dialysis measurements that found
80±4% neutralization by excess Na+ around a DNA duplex of similar length and composition
in 100 mM NaCl [18]. The remaining DNA charge is neutralized by co-ion exclusion [18, 42].
The low x-ray contrast of hydrated Cl− (Table 1.1) means that the heavy-atom measurement
is relatively insensitive to co-ions. The exclusion of ~11 Cl ions has the predicted result of
depressing I(0)1/2 by approximately 50 electrons, which is within the measurement uncertainty.
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Next, the heavy atom SAXS data were decomposed into components using Equation 1.12.
To provide quantitative comparison between experimentally-determined terms Pexp(q) and
those predicted by models Pcalc(q), we compute the following chi-squared statistic for each
pair of curves:
χ2rel =
1
β 2N
N
∑
i=1
(
Pexp(qi)−Pcalc(qi)
σexp(qi)
)2
where σexp is an estimate of the experimental uncertainty and β is a scale factor so that χ2rel = 1
when Pcalc(q) is replaced by the regularized version of Pexp(q) (smoothed data in Figures 1.2
and 1.3). Although in the ideal case β = 1, we find β ∼ 0.94 when σexp is determined by
propagation of uncertainty through Equation 1.12.
In Figure 1.2a, the experimentally-determined DNA component is compared with a theoret-
ical prediction for hydrated DNA where the measured contrast δM constrained DNA’s hydration
parameters NH and NE according to Equation 1.8, enabling a predictive calculation of DNA’s
scattering profile (note that programs such as CRYSOL fit the hydration parameters to the shape
of the experimental scattering curve on an arbitrary intensity scale [43]). The procedure for
computing the scattering amplitude of the hydrated DNA is illustrated in Figure 1.2b and de-
scribed in Section 1.5.6. The calculated profile and the raw data agree within experimental
uncertainty (χ2rel = 1.14).
The experimentally-determined cross-term PMI(q) and ion-only term PI(q) are shown in
Figure 1.3a and b, respectively. Predicting these two terms using the NLPB equation requires
a choice of Stern layer thickness r, nominally equal to the radius of the hydrated counterion.
Radii for hydrated ions considered here range from 3.8−4.5Å (RM−O plus 1.4Å for the water
molecule radius: see Table 1.1 and Ref. [18]). However, previous studies using NLPB have
assumed r = 2Å [20]. Therefore, we performed calculations using both r = 2Å and r = 4Å.
We find that the shape of the predicted cross-term shown in Figure 1.3a depends on the value of
r. Comparing data and calculation, r= 2Å shows a slight improvement over r= 4Å (χ2rel = 1.28
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Figure 1.2: (a) The ion-independent (DNA-only) component of the scattering was found from
decomposition of the scattering profiles in Figure 1.1a (raw data), and from decomposition of
the same profiles with prior smoothing by regularization [41] (smoothed data). The theoretical
scattering intensity for hydrated DNA shown in (a) is the absolute square of the amplitude,
whose components are illustrated in (b). Details of this calculation are provided in Section 1.5.6.
Briefly, a B-form DNA model was generated by Nucleic Acid Builder [44], and water molecules
were placed uniformly at the surface to approximate the hydration layer. The excluded solvent
was modeled using a pre-computed water box. The numbers of hydrating and excluded waters
were constrained by the measured DNA contrast δM (see Equation 1.8). For clarity, only water
molecules within a 5Å slab centered on the DNA are shown in (b).
for r = 2Å vs. χ2rel = 1.92 for r = 4Å). For both values of r, PMI(q) computed by NLPB decays
more rapidly than the experimental curve. The width of the cross-term is inversely related to
the distance between DNA and its counterions; thus the NLPB ion distribution appears more
extended than the experiments suggest. Stern layer-dependent differences are also observed
in the calculated ion-only term PI(q), but the experimental PI(q) is too noisy to discriminate
between models (χ2rel = 1.01 for r = 2Å and χ
2
rel = 1.02 for r = 4Å).
The three-term decomposition of the heavy atom data assumes that the ion distributions are
the same in the different salts used. However, ASAXS is measured using a single sample. The
anomalous difference for two energies is a mixture of the cross-term and the ion-only terms
[25]:
Ilo(q)− Ion(q) = 2δMNI
(
f ′lo− f ′on
)
(PMI(q)+ γPI(q)) (1.9)
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Figure 1.3: Partial scattering intensities for the DNA-ion cross term (a) and the ion-only
term (b) were obtained from a decomposition of the data in Figure 1.1a (raw data), and with
prior smoothing by regularization [41] (smoothed data). Also shown are Nonlinear Poisson-
Boltzmann equation (NLPB) predictions with two values of the Stern layer thicknesses, r, indi-
cated in the legend.
where γ = NI (Zeff + 0.5( f ′lo + f
′
on))δ
−1
M and f
′
lo and f
′
on are the real parts of the anomalous
scattering factor for Rb+ at each energy (for numerical values see Figure 1.4a). The NLPB
predictions for PMI(q) and PI(q) are compared with the experimental anomalous difference
signal for DNA in 100 mM RbCl, shown in Figure 1.4. Again, the agreement with NLPB is
poor for r = 4Å (χ2rel = 15.4), and improved for r = 2Å (χ
2
rel = 1.65). To provide a cross-check
for the basis functions determined by the heavy atom method, we also computed the anomalous
difference using the experimental functions PMI(q) and PI(q) in Figure 1.3. This anomalous
difference profile is plotted in Figure 1.4. Agreement between the two experimental methods is
excellent (χ2rel = 1.39).
Thus, ASAXS and heavy-atom experiments provide a self-consistent measurement of the
monovalent ion atmosphere around DNA. Both techniques suggest that the ions are closer to
the DNA than predicted by NLPB. In order to gain additional insight into the origin of this
discrepancy, we used NLPB and the hydrated DNA model to predict the full SAXS profiles.
The experimental SAXS curves have a much higher signal-to-noise ratio than the decomposed
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Figure 1.4: Anomalous x-ray scattering (ASAXS) data for DNA with Rb+ counterions. (a)
Scattering profiles were measured on an absolute scale at two energies below the absorption
edge of Rb. The real part of the anomalous scattering factor of Rb+ is given in the legend at
each energy (labeled lo and on). (b) The anomalous difference between curves in (a), Ilo(q)−
Ion(q), is compared with predictions from NLPB theory and with a curve synthesized from the
experimental basis functions in Figure 1.3 (see Equation 1.9). (c) The profiles in (b) are plotted
on q× I(q) vs. q axes to facilitate visual comparison.
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scattering curves, and are consequently a more challenging test of NLPB. SAXS profiles cor-
responding to the hydrated DNA model and an ion atmosphere from NLPB with r = 2Å are
shown in Figure 1.6a (dark blue curves). Agreement between experimental data and NLPB pre-
dictions is poor, especially for the heavy counterions Cs+ and Rb+ where the ion atmosphere
represents a significant proportion of the total scattering.
We hypothesize that NLPB underestimates the number of counterions present at the DNA
surface. This counterion deficit was suggested by simulations of ions around RNA that showed
a stronger ion-surface interaction than predicted by NLPB [21]. Computational approaches
more sophisticated than NLPB, such as molecular dynamics (MD) [45] and integral equation
theory [36] could be similarly compared with x-ray data using the methodology presented here.
We note that favorable comparisons between explicit solvent MD and ASAXS data for Rb+
ions around an RNA duplex were obtained previously [26]. However, for the purposes of this
study, we leave the question of the energetics of ion-DNA association to future work, and focus
on the spatial distribution of ions.
To test the surface-association hypothesis, we model the ion distribution in an approximate
but realistic way commensurate with the low resolution of the SAXS measurement. Although
MD has shown significant disagreement with NLPB near the molecular surface, NLPB does an
adequate job describing the diffuse ion atmosphere [45]. Therefore, as a first-order correction,
we placed explicit counterions on the surface of DNA, and used NLPB to model the remaining
ions. The procedure for placing counterions was as follows. First, an ion was placed at the site
with the greatest magnitude of the electrostatic potential according to the NLPB solution. The
NLPB equation was re-solved with this ion present, the new potential guided the placement of
a second ion. This procedure was repeated, building up progressively more ions around the
DNA: models with 0, 5, 10, 15, and 20 ions are shown in Figure 1.5a. For each of these models,
the ion distribution including explicit and NLPB-modeled ions is shown in Figure 1.5b. As
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Figure 1.5: Modeling of surface-localized ions and their effect on the diffuse ion atmosphere.
(a) Ions were placed sequentially at sites on the surface of the DNA molecule with the greatest
magnitude of the potential, and the NLPB equation was re-solved after each ion addition (see
text). DNA models with 0, 5, 10, 15, and 20 ions (colored spheres with r = 2Å) were rendered
using Pymol version 1.2r1 (DeLano Scientific LLC). The ions are found primarily in the minor
grooves. (b) The number of excess ions within a cylinder of radius R centered on the DNA
(inset) was computed for each model. The number of excess ions includes the explicit ions
shown in (a) and the excess ion density from the NLPB solution (represented as gray circles in
the inset).
ions are added to the surface, the number of diffuse ions predicted by NLPB decreases, making
the total number of excess ions only weakly dependent on the number explicitly added. The
total number of excess ions within R = 50Å from the central axis of the DNA helix ranges
from 36.7 (no surface ions) 39.0 (20 surface ions). These numbers are currently within the
uncertainty of ion-counting methods. However, the shape of the ion atmosphere depends on the
number of ions at the surface, and SAXS may discriminate between these models according to
the predicted scattering profiles.
In Figure 1.6a, experimental SAXS data are compared with predicted profiles for each ion
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atmosphere model in Figure 1.5. From visual comparison of theory and experiment for DNA
in CsCl and RbCl salts, the agreement improves and then worsens with increasing numbers of
surface-localized ions, with a best-fit value between 10 and 15. This is also shown quantitatively
in Figure 1.6b using a chi-squared statistic. The residuals for the data and prediction with 10
surface ions in Figure 1.6c are essentially flat for q & 0.04Å−1. The non-zero residuals at the
lowest scattering angles, corresponding to length-scales comparable to the DNA length, may
be a consequence of using an ideal B-form model, of assuming a uniform hydration layer, or
of a small amount of interparticle interference in the data despite the low concentration of 50
µM. However, varying the number of surface-localized ions in the model affects scattering data
in the mid-q region (length scales comparable to the DNA diameter) so there is little danger of
over-fitting the low angle data. Intriguingly, the chi-squared minima in Figure 1.6b depend on
cation identity, with an order Cs+ < Rb+ < K+ < Na+ that correlates inversely with the radius
RM−O and partial molar volume VI of the cations (see Table 1.1). However, considering the
uncertainty introduced by the modeling procedure and the experimental noise, the present data
are consistent with an identical ion distribution for all cations (i.e. distributions with 10− 15
surface ions).
1.4 Discussion
We develop methods for collecting and analyzing SAXS data using the contrast variation tech-
nique of heavy atom replacement. These methods build on previous experience with ASAXS by
adding absolute intensity calibration to the heavy atom measurement. We find that the scatter-
ing contrasts of monovalent ions around DNA are well-described by predictions based on their
partial molar volumes, and obtain excess ion numbers consistent with previous measurements.
In addition, the number of water molecules displaced by DNA is measured by extrapolation to
zero ion contrast. Heavy atom data are decomposed into contributions from the ions and DNA
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Figure 1.6: Adding surface-localized ions to DNA models improves the fit with experimental
data. (a) Theoretical scattering profiles were computed from the hydrated DNA model (Figure
1.3a,d) and an ion atmosphere modeled using the NLPB equation (dark blue), and using the
NLPB equation with explicit ions at the DNA surface, shown in Figure 1.5a. Profiles were
computed for each ion type (Na, K, Rb, and Cs), plotted as I(q)× q2 to emphasize the high-
angle features, and offset by 1×104 according to ion type for clarity. These are compared with
experimental intensities (Figure 1.1a) using a scale factor α to minimize the χ2 for each pre-
dicted curve. To aid in visual comparison, the experimental data in (a) were scaled to match
the theoretical profiles computed using 10 surface ions. The scale factor α deviated from 1 by
less than 3%. (b) The agreement between experimental data and each theoretical profile was
assessed using χ2. The reduced χ2 value is shown on a logarithmic scale for each experimental
curve (NaCl, KCl, RbCl, CsCl) and for the whole data set (total). (c) The residual with exper-
imental error bars for 10 surface ions is plotted in on a standard intensity scale in, with each
curve offset by 1×106 for clarity.
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alone. The DNA-only profile agrees with predictions from a duplex DNA model with hydration
parameters set according to the experimentally measured number of water molecules displaced.
However, when the NLPB equation is used to model the counterion atmosphere, we find signif-
icant disagreement between predicted x-ray scattering profiles and three related measurements:
(1) the ion-DNA cross-term determined by heavy-atom substitution; (2) the ASAXS anomalous
difference profiles; and (3) SAXS profiles for DNA with electron-dense counterions. All of
these measurements are sensitive to the spatial distribution of ions around DNA and suggest
that the counterions are more closely localized to the DNA surface than predicted.
Our conclusion that NLPB does not correctly model the monovalent ion atmosphere around
DNA is seemingly at odds with a number of previous x-ray scattering studies that demonstrate
agreement between NLPB and experiment [19, 23, 27, 46]. However, there are important dif-
ferences between the present test of NLPB and previous attempts. First, we calculate the ion
distribution using an all-atom representation of the DNA molecule, a clear improvement over
previous studies that modeled DNA as a charged cylinder [23, 27]. In a previous ASAXS pa-
per, we also solved NLPB using an all-atom DNA representation but reported only a qualitative
comparison between theory and experiment [46]. In a single prior study, we compared X-ray
scattering data directly with all-atom NLPB calculations [19]. In that study, SAXS and ASAXS
data for a short DNA duplex in a variety of salts (including counterions studied here) compared
favorably with predicted profiles [19]. The most important difference between this previous
study and the present one is the ionic strength I of the solution: here, we used I = 100 mM,
whereas I = 400 mM was used in the previous study. The ionic strength affects the length
scale of the diffuse ion atmosphere through the Debye screening length, which is proportional
to I−1/2. We speculate that previous SAXS measurements were unable to distinguish between
surface-localized and diffuse counterions because the diffuse ion atmosphere was too compact
(screening length ∼ 5Å) relative to the resolution of SAXS. In the low ionic strength measured
here (screening length ∼ 10Å), the spatial separation between diffuse and surface-localized
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ions is more pronounced, and therefore our measurement is more sensitive to the relative popu-
lations.
Although x-ray scattering data for DNA have not previously shown disagreement with
NLPB, other techniques have revealed shortcomings of the theory. For example, counterion
competition experiments using equilibrium dialysis show that NLPB does not account for the
competition of Mg2+ against a background of 20 mM Na+ [18], even when NLPB is modified to
account for the unequal ion sizes [20]. Furthermore, NLPB does not reproduce the monovalent
ion distributions seen in explicit solvent MD simulations of RNA duplexes [21]. Interestingly,
the counterion competition experiments and MD results are both consistent with the hypothesis
that NLPB underestimates the free energy for ions near the surface of nucleic acids. However,
the details of this ion-DNA interaction are not well understood.
There are several simplifying assumptions in NLPB theory that may explain its inaccuracy.
For example, NLPB neglects the possibility of direct interactions between ions and DNA in-
volving full or partial dehydration of the ion [2]. Such dehydration interactions are unlikely to
be important for the monovalent ions studied here, as NMR measurements suggest that Group
I cations interact with DNA in a fully-hydrated state [22], and the physiologically important
divalent ion Mg2+ is usually fully-hydrated when observed in RNA crystal structures (with rare
exceptions that have functional relevance) [2]. To explain the discrepancy between NLPB and
counterion-competition data, Chu et al. raise the possibility that ion-ion correlations, neglected
in the mean-field NLPB theory, may be important [20]. Finally, NLPB neglects solvent degrees
of freedom, treating water as a uniform dielectric medium. Intriguingly, Kirmizialtin and co-
workers recently showed that artificially lowering the solvent dielectric constant near the surface
in NLPB calculations dramatically improves agreement with explicit solvent MD simulations
[21].
We conclude that under physiological conditions, the ion atmospheres around DNA are
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strongly influenced by the electrostatic screening properties of the solvent near the highly
charged molecular surface. New integral equation theories that account for solvent degrees
of freedom promise to provide the realism of molecular dynamics without the computational
cost [36]. The x-ray scattering methods presented here provide a unique measurement of the
global structure of the ion atmosphere, and will be essential for testing computational meth-
ods for efficient and accurate modeling of electrostatic interactions between charged biological
molecules.
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1.5 Materials and Methods
1.5.1 Sample preparation
The 25 base-pair DNA duplex was composed of two single stranded oligonucleotides with se-
quence GCATCTGGGCTATAAAAGGGCGTCG (S1) and its complement (S2). The sequence
has been used in many previous SAXS studies [3, 4, 19, 27, 31, 32, 46–48]. Oligonucleotides
were synthesized and HPLC purified by Integrated DNA Technologies (Coralville, IA) and de-
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livered as lyophilized powders. Each strand was rehydrated in aqueous buffer containing 10
mM TRIS, 50 mM NaCl, 1 mM EDTA, pH 8.0. The concentration of each strand was calcu-
lated from the UV absorption at 260 nm using extinction coefficients derived from the nearest-
neighbor model [49]; εS1 = 244,400 Lmol−1cm−1, and εS2 = 228,500 Lmol−1cm−1. Strands
were mixed in an equimolar ratio, annealed at 94 C for 4 minutes, and allowed to cool on the
bench.
Buffered salt solutions were prepared using 1 mM Na-MOPS pH 7.0, 100 mM of 1:1 salt
(NaCl, KCl, RbCl, CsCl) and NANOpure water (Barnstead, Dubuque, IA). All reagents were
purchased from Sigma-Aldrich, unless specified. DNA in each buffered salt solution was pre-
pared by spin dialysis using Amicon Ultra-0.5 mL, 10 kDa cutoff columns (Millipore, Billerica,
MA), repeated to ensure complete exchange, and the final flow-through was retained for SAXS
background subtraction. The UV absorbance of each duplex DNA solution at 260 nm was
converted to concentration using the extinction coefficient of each strand with hypochromic-
ity corrections [50], εS1+S2 = 397,558 Lmol−1cm−1. Samples were diluted with the matching
buffer to a concentration of 50 µM (SAXS) and 150 µM (ASAXS).
1.5.2 X-ray data collection
SAXS data were collected at the Cornell High Energy Synchrotron Source (CHESS) beamline
G1, which has a 49-pole wiggler source and multilayer optics. The monochromator was tuned
to an x-ray energy of 10.53 keV, and the beam size was defined using slits to 300µm(H)×
250µm(V). Guard slits upstream of the sample blocked parasitic scattering from the beam-
defining slits, and the x-ray path between the beam-defining slits and the detector was evacuated
(~10 mTorr) to reduce the background. The variability in the x-ray intensity between exposures
was normalized using the photocurrent from a PIN diode integrated into the beamstop. Samples
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were held in an in-vacuum quartz capillary with a 2 mm diameter and 10 µm wall thickness
(Hampton Research, Aliso Viejo, CA). The liquid sample was oscillated through the beam using
a computer-controlled syringe pump to mitigate radiation damage [51]. Scattering patterns were
recorded with a photon-counting area detector (Pilatus 100K, Dectris) at distance of 1.689 m
from the sample position (q-range of 0.008 to 0.260 Å
−1
) in four 60s exposures.
The ASAXS experiments were performed at CHESS’ C-line using bend-magnet radiation
and a double-bounce Si-110 monochromator. The sample was held in a 3 mm diameter quartz
capillary and oscillated during x-ray exposure. An evacuated flight tube with a Si3N4 window
on the upstream end was positioned between the sample capillary and detector, both of which
were in air. Images were recorded on the area detector (Pilatus 100K) at a distance of 0.957
m from the sample (q-range of 0.024 to 0.500 Å
−1
). A semi-transparent beamstop consisting
of a stack of Mo foils (Goodfellow) with a total thickness of ∼ 550µm was mounted inside
the flight-tube. The small fraction of the primary beam that passed through the beamstop was
recorded on the detector, and the centroid was defined as q = 0 for azimuthal integration. A Si
drift detector (X-flash, Roentec) recorded the x-rays elastically scattered by the beamstop for
normalization of the SAXS profiles. Scattering data were acquired at two energies below the
Rb+ K-edge, 15.093 keV (lo) and 15.191 keV (on), cycling between energies every 2 minutes,
with a total exposure time of 32 minutes per sample.
1.5.3 X-ray data processing
SAXS and ASAXS data were processed in Matlab (MathWorks, Natick, MA) using rou-
tines developed in-house. The detector coordinates were converted to momentum transfer
(q = 4pi sin(2θ/2)/λ , where 2θ is the scattering angle, and λ is the wavelength) using a sil-
ver behenate powder diffraction standard [52]. Pixels occluded by the beamstop were masked,
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and the 1-D intensity was computed from each 2-D image by binning pixels according to the
magnitude of q, with constant bin widths of 0.002Å
−1
(SAXS) and 0.004Å
−1
(ASAXS). The
uncertainty of I(qi) was estimated using ∆I(qi) ≈ σiN−1/2i , where σi is the standard deviation
among the Ni pixels in the bin. This uncertainty was propagated through subsequent averaging
and buffer subtraction operations. To verify that no significant radiation damage occurred dur-
ing the experiment, consecutive exposures of each sample were inspected for time-dependence
before averaging them together.
1.5.4 Absolute intensity calibration
For the ASAXS and heavy atom experiments, the scattering intensity was placed on an absolute
scale using liquid water as a calibrant [53]. The forward x-ray scattering of a liquid (i.e. the
macroscopic scattering cross-section, dΣ/dΩ) is proportional to the isothermal compressibility:
dΣ
dΩ
= nr20 Z
2 kBT χT
where r0 is the classical electron radius, n is the molecular number density, Z is the number
of electrons per molecule (10 for water), and χT is the (temperature-dependent) isothermal
compressibility, which has been determined accurately using speed of sound measurements
[54]. For liquid water at 23C, χT = 4.55×10−10Pa−1 and dΣ/dΩ= 0.0164cm−1.
For calibrating x-ray data, the scattering curve for pure water was measured in the sample
cell, and the scattering from the empty cell was measured and subtracted. The scattering curves
for each macromolecular sample, I(q)sample, were scaled by a constant:
dΣ(q)
dΩ
∣∣∣∣
sample
=
I(q)sample
I(q→ 0)water
dΣ
dΩ
∣∣∣∣
water
The absolute scattering cross section was converted to units of electron2 per molecule by di-
viding by the concentration of molecules (number density n) and the square of the classical
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electron radius r0:
I(q)
[
electron2
]
=
1
nr20
dΣ(q)
dΩ
1.5.5 Method for decomposing experimental heavy atom data
Equation1.3 written in matrix form, A = B ·C, becomes:

I(1)(q1) I(2)(q1) · · ·
I(1)(q2) I(2)(q2) · · ·
...
... . . .
=

PM(q1) PMI(q1) PI(q1)
PM(q2) PMI(q2) PI(q2)
...
...
...
 ·

δ 2M δ 2M · · ·
2δMNIδ
(1)
I 2δMNIδ
(2)
I · · ·
N2I
(
δ (1)I
)2
N2I
(
δ (2)I
)2 · · ·

(1.10)
where superscripts enumerate the different salt solutions. In the case where the matrix A con-
tains experimental data, Equation 1.10 is
Aexp = BC+E
where E is a matrix of errors due to measurement noise. The solution B that minimizes the
least-squares error is
B = AexpC+
where C+ is the Moore-Penrose inverse of C. However, finding B in this way will only work
with perfectly-calibrated data. The solution can be found more robustly if both sides of Equation
1.10 are normalized by the forward scattering:
Aexp N−1exp = B
(
C N−1
)
(1.11)
where Nexp is a diagonal matrix containing the experimentally-determined zero-angle scattering
Nexp =

I(1)(0) 0 · · ·
0 I(2)(0) · · ·
...
... . . .

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and N is the prediction for Nexp,
N =

(
δM +NIδ
(1)
I
)
2 0 · · ·
0
(
δM +NIδ
(2)
I
)
2 · · ·
...
... . . .

The robust least-squares solution for B in Equation 1.11 is
B = Aexp N−1
(
C M−1
)+
(1.12)
where
(
C M−1
)+ is the Moore Penrose inverse of (C M−1).
1.5.6 Calculation of SAXS profiles
We modeled the DNA as an ideal B-form duplex prepared using Nucleic Acid Builder [44]. Hy-
dration effects were added using a geometric method similar to the program HYDCRYST [55].
First, water molecules were placed uniformly around the DNA at a distance of 1.50− 1.82Å
from the surface (NH = 348, a ratio of 8 waters per phosphate group), where the molecular
surface is defined by the effective Van der Waals radii of the atomic groups [43]. Scattering
amplitudes were computed following a method used for molecular dynamics simulations [56],
illustrated in Figure 1.2b. The scattering amplitude of the hydrated DNA is
AM(q) = ADNA(q)+AH(q)−〈AE(q)〉Π (1.13)
where the amplitudes ADNA(q), AH(q), and AE(q) correspond to the DNA (in-vacuum), the
hydration waters, and the excluded solvent, respectively. Brackets denote the configurational
average. The excluded solvent was modeled using a pre-computed water box [57], spatially fil-
tered according to the DNA model. Because solvent is excluded by both DNA and its hydration
layer, the molecular surface was expanded until the total number of excluded solvent particles
equaled the value of NE according to Equation 1.8 with the measured DNA contrast δM. The
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average scattering amplitude from excluded solvent was approximated using a spherical Gaus-
sian form-factor for each solvent particle [43, 56], and the configuration average was computed
for eight positions of the DNA within the water box.
To predict the counterion densities around DNA, we solved the Poisson-Boltzmann equa-
tion numerically on a rectangular grid using the program APBS [17]. The DNA was placed
in the center of a 100Å× 100Å× 168Å box with a uniform mesh of 129× 129× 193 ele-
ments. A zero-potential boundary condition was used. The excess ion density was sampled at
10,000 discrete points, where the probability of placing a point randomly with a grid cell was
proportional to the excess number density at that position. The amplitudes were computed ef-
ficiently using the spherical harmonic expansion of the coordinates [43]. The q-dependence of
the ion scattering factors were neglected: an accurate approximation because PI(q) and PMI(q)
decay rapidly. The fact that the real ion atmosphere is a discrete rather than continuous density
does not affect the DNA-ion cross term because discrete effects average out (see Equation 1.1).
However, discrete effects are potentially important in the ion-only term because the amplitude is
squared prior to averaging. As a first-order correction, one could sample the NLPB ion density
at only NI points and average the intensity for multiple ion configurations. An equivalent and
more computationally efficient correction is: PI(q)← PI(q)×(1−N−1I )+N−1I . We applied this
correction to the NLPB ion-only term for completeness; it does not affect the conclusions of
this work.
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Abstract
Nucleic acids are highly charged polyelectrolytes that interact strongly with salt ions. Rigid,
base-paired regions are successfully described with worm like chain models, but non base-
paired single stranded regions have fundamentally different polymer properties because of their
greater flexibility. Recently, attention has turned to single stranded nucleic acids due to the
growing recognition of their biological importance, as well as the availability of sophisticated
experimental techniques sensitive to the conformation of individual molecules. We investigate
polyelectrolyte properties of poly(dT), an important and widely studied model system for flexi-
ble single stranded nucleic acids, in physiologically important mixed mono- and di-valent salt.
We report measurements of the form factor and interparticle interactions using SAXS, end to
end distances using smFRET, and number of excess ions using ASAXS. We present a coarse-
grained model that accounts for flexibility, excluded volume, and electrostatic interactions in
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these systems. Predictions of the model are validated against experiment. We also discuss the
state of all-atom, explicit solvent Molecular Dynamics simulations of poly(dT), the next step
in understanding the complexities of ion interactions with these highly charged and flexible
polymers.
2.1 Introduction
The growing appreciation for the roles that nucleic acids play in biology calls for a thorough de-
scription of these biopolymers, including an understanding of how their mechanical properties
couple to their biological function. Much of the effort thus far has focused on double stranded
structures, which are well described by wormlike chain (WLC) models with ionic strength de-
pendent persistence lengths that exceed 100 base pairs [1]. However, experience with other
biopolymers, like proteins, demonstrates that although rigid structures are most amenable to
experimental characterization, the flexible regions often impart biological function [2]. The
most flexible regions of nucleic acids are non-base paired and include single stranded DNA
(ssDNA) and RNA (ssRNA) regions that are involved in crucial biological processes. For ex-
ample, polymerases unwind dsDNA, yielding stretches of ssDNA whose genetic information is
transcribed into messenger ssRNA. The non-base-paired regions of ssRNA may be recognized
by proteins involved in gene regulation or transport. The mechanical properties of ssRNA are
exploited by riboswitches, where single stranded regions serve as actuators [3]. Finally, ssDNA
is readily exploited in bioengineering, for example as tunable ligands for building nanoparticle
superlattices [4].
Although the WLC model (and associated polyelectrolyte theory) has been successful in
describing dsDNA, biophysical studies of single stranded nucleic acids in the last decade have
found varying degrees of success applying WLC models. Estimates of the persistence lengths
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and contour lengths in ssDNA and ssRNA vary widely among different experimental tech-
niques, which have included fluorescence-based measurements [5–8], single molecule force
extension [9–11], and small angle x-ray scattering (SAXS) [8, 12]. The polyelectrolyte theory
describing electrostatic effects on polymer flexibility predicts an electrostatic component of the
persistence length that has a power law dependence on the Debye screening length, where the
exponent is different depending on assumptions about the intrinsic flexibility [13]. Two limiting
theories, that of Odijk, Skolnick, and Fixman (OSF) [14, 15] and Barrat and Joanny (BJ) [16],
predict exponents of 2 and 1, respectively. Experiments on dsDNA agree with OSF [1], but
there is no consensus on whether the many experiments testing ssRNA and ssDNA fit either
theory (reviewed in [12]).
To this end, we recently performed both SAXS and single molecule Förster Resonance En-
ergy Transfer (smFRET) measurements of homopolymeric deoxythymidylate (poly(dT)) and
uridylate (poly(rU)) molecules in solution and constrained a WLC model to simultaneously fit
both the end-to-end distance measured by FRET and the entire scattering profile measured by
SAXS [8]. SmFRET measurements over a wide range of monovalent and divalent salt concen-
trations were interpreted in this context. Surprisingly, we found that the power-law dependence
of persistence length predicted by polyelectrolyte theory did not apply over the entire range
of salt concentration. Furthermore the power law exponents fall between the OSF and BJ val-
ues and vary depending on the sugar moiety (ribose vs. deoxyribose) and the identity of the
counterion (Mg2+ vs Na+). However, the smFRET data also hinted at a possible reason for the
discrepancy: divalent ions show an anomalously strong effect on structure, which suggests that
ion condensation plays a major role in the conformations of ssDNA. The theories of OSF and
BJ, which are based on the Debye-Hückel approximation for electrostatics, do not account for
this phenomenon.
Another shortcoming of the WLC model is its neglect of excluded volume interactions. For
34
dsDNA, the diameter (∼ 20 Å) is much smaller than the persistence length (∼ 500 Å), but
for single stranded nucleic acids they are comparable (∼ 5− 10 Å). Thus, excluded volume
might be safely neglected for dsDNA, but for ssDNA it is potentially important, even for short
chains. Indeed, excluded volume effects have been observed in single molecule diffusion [7]
and SAXS [12] studies of 8-128 nucleotide poly(dT), and in single molecule force spectroscopy
measurements [10] of comparatively long (∼ 10 kb) ssDNA. The picture of ssDNA as an elec-
trostatically swollen coil, rather than a WLC, more strongly resembles recent models for highly
charged intrinsically disordered proteins (IDPs) that invoke Flory theory [17], where excluded
volume and solvent character play a dominant role. In one study, FRET measurements of IDP
dimensions in an ionic denaturant were modeled analytically with chain monomers possessing a
salt-dependent effective volume [18]. These results were consistent with a computational study
using implicit solvent [19] that predicted expansion behavior of IDPs in accordance with hydro-
dynamic measurements. The success these approaches for charged IDPs suggests that similar
models might be used for ssDNA.
In order to develop and test such a model, we carried out SAXS, single molecule FRET,
and anomalous SAXS (ASAXS) measurements of 30 nucleotide poly(dT) (dT30) in physiologi-
cally important mixed-salt solutions, where mono- and di-valent ions compete. We begin with a
coarse-grained representation of ssDNA as a freely rotating chain of virtual bonds between the
backbone C4’ and P atoms [20, 21], and add hard-core excluded volume interactions between
non-bonded monomers and mean-field electrostatics. The precise nature of ssDNA-ion inter-
actions is unknown, and thus our model includes a single parameter for charge renormalization
by strongly condensed ions. We determine this parameter for each salt condition by measuring
the inter-molecular pair potential of dT30 molecules in solution using SAXS [22]. With our
model constrained by the renormalized charge, we compute ensemble properties such as the
radius of gyration, form factor, end-to-end distances, and ion distributions. These predictions
are compared with corresponding measurements.
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Like the WLC model and polyelectrolyte theory, our model involves coarse-graining and
mean-field approximations. Ideally, single stranded nucleic acids and associated salt ions could
be modeled without such compromises using explicit solvent molecular dynamics (MD). Re-
cent MD predictions of the complex ion atmosphere around dsRNA have been directly com-
pared with SAXS and ASAXS data [23, 24]. However, the large number of polymer degrees
of freedom for single stranded nucleic acids poses a computational challenge that currently
limits the technique to relatively short chains. Therefore, we also report explicit solvent MD
simulations of dT10 with monovalent ions, and discuss the future applications of molecular
dynamics in conjunction with ion-selective experimental techniques (such as ASAXS) for ob-
taining a more complete understanding of the interactions between ions and single stranded
nucleic acids. Progress in this area will enable accurate modeling of folding and dynamics of
these biologically important macromolecules.
2.2 Results
2.2.1 SAXS and smFRET measurements of dT30 compaction and charge
screening in mixed Na+ and Mg2+ salt
SAXS measurements were performed on dT30 in 20 mM NaCl and MgCl2 concentrations of
0-20 mM, as described in Methods. For each solution condition, a series of DNA concentrations
was measured to investigate the interparticle interference effect, where variation in the shape of
the SAXS curve with concentration arises because of inter-particle interactions. Measurement
of the interparticle interference serves a dual purpose: first for finding the form factor of dT30
by extrapolation to infinite dilution, and second for quantifying the strength of interactions
between molecules [25]. Concentration-normalized SAXS profiles are plotted in Fig. 2.1. In 20
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Figure 2.1: Concentration-normalized SAXS profiles of dT30 in 20 mM NaCl with added
MgCl2 and extrapolated form factors ([DNA]: 0 mM) in gray.
mM NaCl (Fig. 1a), the data show strong variation with DNA concentration for q < 0.05Å
−1
,
consistent with repulsive interactions between molecules [26]. As Mg2+ content increases (Fig.
2.1b-f), the net interparticle interaction weakens significantly but remains repulsive up to 20
mM MgCl2.
The interparticle interference effect was quantified using an analysis of the SAXS data in
terms of pair-wise interactions. In dilute solutions where the interference effect is small, the
modulation of the scattering profile is linear in concentration and proportional to the second
virial coefficient, B2. This model was fit to the data to obtain B2 for each solution condition, as
described in Methods. The results are plotted in Fig 2.2. A sharp decrease is observed between
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Figure 2.2: The second virial coefficient, B2, was obtained by double-extrapolation of
concentration-normalized SAXS profiles in Fig. 2.1 to q= 0 and c= 0, as described in Methods.
The inset shows this extrapolation for dT30 in 20 mM NaCl and 1 mM MgCl2.
0 and 2 mM MgCl2, followed by a steady decline between 2 and 20 mM MgCl2.
Next, the extrapolated form factors were compared to investigate the effect of Mg2+ on the
chain conformations. The changes appear subtle in Fig. 2.1, but can be seen more clearly in a
real-space analysis. The radius of gyration Rg and maximum dimension Dmax were computed
using a Bayesian indirect Fourier transform [27] implemented in MATLAB, and are given in
Table 2.1. As can be seen from plots of Rg and Dmax against Mg2+ concentration in Fig. 2.3a,
the overall chain dimensions decrease as Mg2+ is added.
As a complementary probe of chain dimensions, smFRET measurements were performed
on end-labeled dT30 in 20 mM NaCl with added MgCl2, and the FRET-averaged end-to-end
distance, 〈R〉FRET, was determined from the FRET efficiency and the Förster radius as described
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Figure 2.3: Chain dimensions of dT30 measured by SAXS and smFRET in 20 mM NaCl with
added MgCl2. (a) The radius of gyration Rg and the maximum dimension Dmax were determined
from SAXS data by Bayesian indirect Fourier transform of the extrapolated form factors shown
in Fig. 2.1. Error bars correspond to the uncertainty of the fit. (b) The FRET-averaged end-to-
end distance, 〈R〉FRET, was measured with smFRET of freely diffusing, fluorescently labeled
dT30 in buffer containing 20 mM NaCl and 0, 0.5, 1, 5, 10, and 20 mM MgCl2. Error bars show
the standard deviation of at least four repeated measurements.
[ Mg2+] (mM) RFRET(Å) Rg(Å) DMAX(Å) B2(×106Å3)
0.0 64.0±1.4 32.2±0.8 99±6 1.850±0.034
0.5 61.7±0.5 n.d. n.d. n.d.
1.0 59.3±0.8 29.5±0.5 93±6 1.070±0.027
2.0 n.d. 27.2±0.5 89±8 0.581±0.022
5.0 54.3±0.4 27.0±0.4 88±5 0.416±0.026
10.0 51.8±0.8 25.9±0.4 80±6 0.275±0.014
20.0 50.4±0.5 25.8±0.5 85±5 0.186±0.025
Table 2.1: Experimental data in Figs. 2.2 and 2.3, for dT30 with 20 mM NaCl and varying
MgCl2 (n.d. = not determined).
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in Methods. The results are given in Table 2.1, and plotted as a function of Mg2+ concentration
in Fig. 2.3b. An increase in Mg2+ concentration is accompanied by a decrease in 〈R〉FRET. As
was observed with SAXS, Mg2+ has the effect of decreasing overall chain dimensions.
2.2.2 The number of excess monovalent ions around dT30
The number of monovalent ions around dT30 in excess of the bulk concentration was measured
using two different SAXS techniques: heavy ion replacement [28] and ASAXS [29]. While
these techniques have been applied double-stranded RNA and DNA, ion populations for single
stranded nucleic acids have not been previously reported. Both techniques obtain information
about the ion atmosphere by varying the scattering contrast of the ions, either by comparing
high-Z and low-Z atomic species (heavy ion method), or by exploiting the energy-dependent
scattering factor for the ion of interest near an x-ray absorption edge (ASAXS). This information
can include the number of ions per macromolecule when the scattering patterns are placed on
an absolute scale. For the heavy ion method, we compare the scattering from two identicaly-
prepared solutions of 0.1 mM dT30 in 100 mM RbCl or 100mM NaCl. ASAXS measurements
were performed on dT30 with 100 RbCl at two energies near the K-edge of Rb, as described in
methods.
For the heavy ion experiments, the macroscopic scattering cross-section, dΣ(0)/dΩ, de-
pends on the contrast of the ions at q = 0 as,
dΣ(0)
dΩ
= nr20 (∆N
e
total)
2
= nr20 (∆N
e
DNA+NIons×∆NeIon)2 (2.1)
where r0 is the classical electron radius, n is the concentration (N/V ) of DNA molecules, and
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Figure 2.4: Quantitative heavy atom replacement measurement of the ion atmosphere around
dT30. The macroscopic scattering cross section of dT30 increases when electron-rich Rb+ ions
comprise the ion atmosphere, as opposed to Na+. The number of excess monovalent ions was
determined as shown in the inset, from a plot of total scattering contrast vs. the contrast per ion.
∆Netotal is the total excess electron density contrast, with contributions from DNA and ion com-
ponents: ∆NeDNA is the number of excess electrons for DNA, and ∆N
e
Ion is the number of excess
electrons per ion, which we calculate using
∆NeIon = N
e
Ion−ρwV
where ρw is the electron density of water and V is the absolute limiting partial molar volume
of the ion (VNa = −12.6Å3and VRb = 12.8Å3 [30]). The number of excess ions around dT30
was determined from a plot of ∆Netotal vs. ∆N
e
Ion, shown in Fig. 2.4. The slope yields NIons =
18.9±1.1.
The ASAXS technique for measuring ion numbers takes advantage of the anomalous scat-
tering properties of Rb ions [29]. The real part of the scattering factor of Rb, f ′Rb, changes by
several electrons as the x-ray energy is varied below the K-edge at 15.2 keV. Calibrated SAXS
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Figure 2.5: Quantitative ASAXS measurements to probe the monovalent ion atmosphere around
dT30. The scattering contrast of Rb+ ions around dT30 was varied by tuning the X-ray energy
between Eon and Elo, defined in the text. The number of ions was determined by the change in
the forward scattering with extrapolation to q = 0, as shown in the inset.
profiles from a solution of dT30 in 100 mM RbCl are plotted in Fig. 2.5, and show a decrease in
forward scattering near the Rb edge due to the lower contrast of Rb at that energy. The number
of Rb ions was calculated as described in Methods. With ASAXS, we find 19.1± 0.9 excess
Rb ions around dT30.
2.2.3 A charged, freely rotating chain model for ssDNA
DNA molecules have six bonds per nucleotide that can take on many orientations. For efficient
computational sampling of conformations, it is desirable to reduce the number of degrees of
freedom by coarse-graining. The WLC model is one way of achieving this, but its continuously
deformable nature makes it a more useful analytic tool than a computational one. WLCs are
members of a family of inextensible statistical chains that include freely-rotating and freely-
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jointed chains (FRC and FJC, respectively) that are statistically equivalent in limit of large
number of segments (or with contour length much longer than persistence length). Therefore, an
FRC model for ssDNA is developed in analogy to the virtual bond description of polynucleotide
backbones, which reduces the number of bonds per nucleotide to two. For simplicity, the virtual
bond segments are assigned equal length l0 and valence angle θ , while the dihedral angles are
free to rotate. The synthetic poly(dT) molecules modeled here lack 5’ phosphate groups, so a
chain with N bases has N−1 phosphates and 2(N−1) virtual bonds. Allowable conformations
are restricted by a hard-core excluded volume interaction, such that non-bonded atoms have a
minimum allowable separation, d.
Polyelectrolytes such as ssDNA swell in response to the ionic environments. In order to
model electrostatic effects, charges (with valence Z =−1) are placed at the P-coordinates along
the chain. The parameter a is the closest approach for a hydrated ion and (virtual) chain atom,
defining the boundary between the macromolecule and the electrolyte. The geometric parame-
ters l0, θ , a, and d are illustrated in Fig. 2.6.
Electrostatic effects are modeled using the Poisson-Boltzmann (PB) equation as a starting
point. Outside the macromolecule, where the solvent has a uniform dielectric constant ε = 78.5
and an electrolyte with m species of ion with valence ziand bulk density n∞i , the electrostatic
potential satisfies the PB equation,
∇2Φ(~r) =− 1
εε0
m
∑
i=1
e0zin∞i exp(−zie0Φ(~r)/kBT ) (2.2)
where ε0 is the permittivity of vacuum, and e0 is the elementary charge. The linearized form of
PB, also called the Debye-Hückel (DH) equation, is
∇2Φ(~r) = κ2Φ(~r) (2.3)
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Figure 2.6: Illustration of geometric parameters for the charged, freely rotating chain model
of ssDNA. Virtual bonds of length l0 span backbone C4’ and P atoms (open and orange filled
circles, respectively). The valence angle between bonds is θ and d is the chain diameter. For
electrostatics calculations, each P position is assigned a negative charge and the distance a de-
fines ion accessibility. A representative ion is drawn as a dashed circle, and the ion-inaccessible
region is shaded in gray. The cartoon drawing on the left shows a virtual bond model for dT30
rendered using Pymol version 1.2r1 (DeLano Scientific LLC).
where κ = (8pilBA0I)1/2 is the inverse Debye length with A0 = 6.022× 10−4Å−3M−1, lB =
e20/(4piε0εkBT ) is the Bjerrum length, equal to 7.14 Å for water at room temperature, and I is
the ionic strength.
The DH equation is an accurate approximation of PB when the potential is weak (|Φ| <
kBT/e0), far from the macromolecule. However, the magnitude of the solution to the DH equa-
tion can be inaccurate because it depends on the application of Gauss’ law at the molecular
surface, where the potential is in general much larger than kBT/e0. A common way to “rescue”
the DH solution is to renormalize the charge of the macromolecule in the DH solution so that
it approximates the true potential at large distances [31]. The charge renormalization factor,
f = Ze f f /Z can be derived by solving the PB and DH equations for a model system (e.g. [32])
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or left as an experimentally determined parameter (e.g. [22]). Here, we choose the latter option.
Using the linearity of the DH equation, the electrostatic free energy for the chain is the sum
over all pair-wise electrostatic interactions:
Wchain = f 2
1
2∑i ∑j 6=i
W2(
∣∣~ri−~r j∣∣) (2.4)
where W2(r) is the free energy for a pair of phosphates at a distance r apart, and the summa-
tions run over all P coordinates in the chain. We approximate W2(r) using the repulsive DLVO
potential [33] for charged spheres with diameter d:
WDLVO(r)
kBT
= lB
(
Z
1+κd/2
)2 exp(−κ(r−d))
r
(2.5)
2.2.4 Insight into model parameters from crystal structures of poly(dT)
In order to choose physically realistic geometric parameters for the model, we examined x-
ray crystal structures deposited in the Protein Data Bank (PDB) that contain single-stranded
poly(dT) bound to proteins. Continuous strands of poly(dT) resolved in four crystal structures
(Table 2.2) were analyzed using the virtual bond representation. Histograms for the virtual bond
length and valence angle are shown in Fig. 2.7a and b. Bond lengths l0 ranged from 2.9 - 4 Å,
while the valence angle θ spanned 10−110◦. The average values l0 = 3.69 and θ = 57.8◦ were
chosen for the model.
The minimum distance between two chain atoms, d, should be comparable to the Van der
Waals diameter of the sugar phosphate backbone, in the range of roughly 5.4−6.0 Å. The dis-
tance of closest approach for ions and DNA, a, is not straightforward to determine because of
hydration effects. Recently, Molecular Dynamics simulations of ions around an RNA duplex
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Figure 2.7: Virtual bond analysis of atomic models of poly(dT). (a,b) Histograms of bond
lengths, l0 and angles θ were generated from crystallographic models described in Table 2.2.
The average virtual bond parameters are l0 = 3.69 Å and θ = 57.8◦. (c) Effective scattering of
the cross-section ICS(q) was calculated from four-nucleotide subsets of the atomic models as
described in the text. The solid line shows the average, and the dashed line shows a convenient
fit in the experimental q-range (0 < q < 0.3Å
−1
) (see text). (d) The radius of gyration was
computed for virtual bond chains with varying numbers of residues using the average parame-
ters from (a) and (b), and a chain diameter d = 5.6 Å. The results (solid line) are plotted with
“sterics only” molecular dynamics simulation results (open circles) reported in Ref. [12].
PPB ID Chain Residues Resolution Structural Context
3VDY F 1-10 2.8 A B. Subtilis, ssDNA-binding protein B [34]
2VW9 C 18-26 2.3 A H. Pylori, ssDNA-binding protein [35]
4GOP K 1-25 3.1 A Eukaryotic Replication protein A [36]
1XHZ G 1-5 2.7 A Phi29 DNA polymerase [37]
Table 2.2: Poly(dT) models from the Protein Data Bank (PDB) analyzed here.
with explicit solvent [23] revealed two binding modes for Na+ characterized by ion-O2P dis-
tances of 2.3 and 4.5 Å, while hydrated Mg2+ approaches O2P at an intermediate distance of
∼ 4 Å. Adding 1.5 Å for P-O2P bond, the distance a should fall in the range of 3.8−6.0 Å. For
simplicity, ions and chain atoms were treated equivalently, with the choice of a = d = 5.6 Å.
In order to calculate accurate SAXS profiles, particularly at high-q, it is important to account
for finite thickness of the chain. As in previous SAXS studies of poly(dT), the x-ray scattering
pattern is calculated using
I(q) = Pchain(q)× ICS(q) (2.6)
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where ICS(q) accounts for the finite thickness. In earlier measurements of poly(dT) [8], a cylin-
der model was used for ICS(q)
ICY L(q,R) = (2J1(qR)/(qR))
2 (2.7)
with the radius R as a fitting parameter. Here, we improve on this method by calculating an
average ICS(q) directly from the crystal structures listed in Table 2.2. The chains were divided
into 4-nucleotide segments, and the scattering patterns were computed using CRYSOL [38]
with default hydration parameters. Then, ICS(q) was found by dividing the scattering profile by
Pchain(q) calculated from the virtual bond representation of the same structure, as described in
Methods. The profiles and their average are shown in Fig. 2.7c. The average ICS(q) resembles
ICY L(q,R) used previously, however the fit can be made essentially exact for q < 0.3Å
−1
by
adding a constant: ICS(q)≈ (1− c)× ICY L(q,R)+ c with R = 6.812Å and c = 0.2838.
To verify that the above choice of model parameters gives a reasonable approximation of
the intrinsic flexibility and excluded volume of poly(dT), the mean squared radius of gyration
for ensembles of chains was compared with “sterics only” molecular dynamics calculations
recently reported for poly(dT), as the number of nucleotides was varied from N = 8 to 100 [12],
shown in Fig. 2.7d. Agreement between the coarse-grained and all-atom representations is
excellent. Furthermore, we find that the radius of gyration follows a polymer scaling law [39],
Rg ∝ Nν with ν = 0.62, which matches the reported value from an earlier MD calculation of
poly(dT) for N = 8 to 128 nucleotides [7].
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2.2.5 Determination of the charge renormalization parameter from mea-
surements of B2
With the geometric parameters for the poly(dT) model fully specified, we turn to the electro-
static parameters. The Debye screening length κ−1 is determined solely by the ionic strength
of the solution, but f must be fixed experimentally for each ionic condition by matching B2.
Therefore, for each experimental value of κ , and for a range of f values, B2 was computed
as described in Materials and Methods. Briefly, a set of chains, Ωκ, f was generated using the
Metropolis algorithm [40] with the energy function Wchain for every (κ, f ) pair of parameters.
Next, pairs of chains were drawn fromΩκ, f , and their centers of mass were displaced from each
other by a random vector R, chosen with uniform probability density within a sphere of radius
Rmax. If the chains clashed, the interaction potential was assigned Wm = ∞. Otherwise, Wm was
found in an analogous way to the single chain energy in Equations 2.4-2.5.
After M iterations, the second virial coefficient was computed,
B2 =
1
2
Vexcl =
Vmax
2M
M
∑
m=1
(1− exp(−Wm)) (2.8)
where Vmax = (4/3)piR3max. The value of Rmax must be large enough that chains have negligible
interactions at that distance. Therefore, B2 was calculated with increasing values of Rmax until
no significant change was observed.
The result of the calculation is a set of curves for B2 vs. f , shown in Fig. 2.8a. For each
salt condition, experimental values of B2 (± standard errors) were mapped onto the parameter
f . Results are plotted vs. Mg concentration in Fig. 2.8b and Table 2.3.
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Figure 2.8: Relationship between the second virial coefficient B2 and the charge renormalization
parameter f for the FRC model of dT30. (a) B2 vs. f was calculated for values of the Debye
screening lengthκ−1 corresponding to 20 mM NaCl plus 0, 1, 2, 5, 10, or 20 mM MgCl2.
Experimental values of B2 (circles) ± standard errors (triangles) were mapped onto f at each
salt condition. (b) Plot of f vs Mg2+ concentration obtained from (a).
[Mg2+] (mM) κ−1(Å) f
〈
R2G0
〉1/2(Å) 〈R2G〉1/2(Å) 〈R2〉1/2(Å) 〈R〉FRET(Å)
0 21.21 0.581 30.02 30.44 83.35 71.24
1 19.78 0.409 27.43 27.84 74.28 64.71
2 18.61 0.276 25.63 26.10 68.10 60.61
5 16.04 0.258 25.26 25.77 66.78 59.75
10 13.42 0.229 24.82 25.35 65.29 58.81
20 10.61 0.198 24.44 25.00 64.05 58.03
Table 2.3: Model parameters for dT30 and predicted ensemble average dimensions.
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2.2.6 Prediction of chain conformations
With the value of f constrained by the measurement of B2 at each salt condition, it is now
possible to predict other observables using the model, such as the radius of gyration, the end
to end distance distribution, the scattering profile, and the interparticle interference function.
These predictions are compared directly with experimental data.
At each condition, a set of chain conformations was generated by Monte Carlo sampling.
The end-to-end distance histogram was converted to 〈R〉FRET as described previously [8]. The
average pair distance distribution function P(r) was used to calculate the mean square radius of
gyration of the chain,
〈
R2g0
〉
=
1
2
(
∑
i
h¯i
)−1
∑
i
h¯ir2i (2.9)
and the form factor,
Pchain(q) =
(
∑
i
h¯i
)−1
∑
i
h¯i
sin(qri)
qri
(2.10)
To account for the finite thickness of the ssDNA in calculation of the scattering profiles,
the form factor was multiplied by the effective scattering of the cross-section derived from
crystal structures (see Fig. 2.7): I(q) = Pchain(q)× ICS(q). The effect of multiplication by
ICS(q) is that the SAXS radius of gyration is slightly larger than that of the skeletal chain,〈
R2g
〉
=
〈
R2g0
〉
+ (5.04Å)2, where 5.04 Å is the effective radius of gyration according to a
Guinier fit of ICS(q) at low-q. Calculation of the interparticle interference function follows the
method of Hubbard and Doniach [41] generalized for non-identical particles, and is described
in Methods. Numerical results are given in Table 2.3.
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Figure 2.9: Chain compaction measurements by SAXS and smFRET are compared with model
predictions. The ratio between Rg (or 〈R〉FRET) in 20 mM NaCl with added MgCl2 and the value
in 20 mM NaCl alone is plotted as a function of added Mg2+.
2.2.7 Chain compaction: model vs. experiment
Comparison of modeled and experimental values for Rg and 〈R〉FRET in Tables 2.1 and 2.3
shows that the SAXS predictions are about 4% lower than observation, while FRET predictions
are about 10% higher than observed. However, on a relative scale, the model captures the
extent of chain compaction. In Fig. 2.9, Rg and 〈R〉FRET from the model and experiment
were normalized by their value at 20 mM NaCl. The predictions reproduce the magnitude of
chain compaction and overall shape of the curve at all Mg concentrations. Furthermore, the
model suggests that 〈R〉FRET and Rg are nearly proportional, and correspondingly the SAXS
and smFRET measurements of the chain size are proportional within error.
2.2.8 Polymer scaling properties of poly(dT): model vs. experiment
At high-q, the polymer scaling behavior becomes important, and this is a valuable way to test
whether the data are consistent with a swollen polymer. The inset of Fig. 2.10 compares the
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Figure 2.10: At high q, the form factor is sensitive to polymer scaling properties. Model form
factors at each Mg concentration indicated in the legend and 20 mM NaCl are multiplied by
q to emphasize the high-q region, and plotted in the inset. To compare with experiment, form
factors were multiplied by the effective cross section and scaled to match experimental curves
at q = 0.1Å
−1
. The curves are offset vertically (for clarity) as indicated next to each curve.
calculated form factor of the chain multiplied by q, at each salt condition, where the arrow
indicates the direction of increasing Mg2+ . In the main part of Fig. 2.10, the SAXS data
are plotted as I(q)× q vs q, along with model predictions. The high concentration (0.2 mM)
DNA data are shown, rather than the extrapolated form factor, because they have much higher
signal-to-noise: interparticle interference is present at low-q, but I(q) for q > 0.05Å
−1
can be
compared with the predictions. The model captures the change in shape of the scattering profile
as Mg is added, indicating that the interpretation of poly(dT) as a swollen coil is essentially
correct.
The predicted and experimental interparticle interference functions plotted in Fig. 2.11
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Figure 2.11: Interparticle interference functions IIPI(q) for model (solid lines) and experiment
(points) at the highest DNA concentration (nominally 0.2 mM) are plotted for each Mg2+ con-
centration, given in the legend, and offset vertically by the amount indicated.
show a change in shape consistent with repulsive interactions between chains becoming shorter-
ranged with increasing Mg. Note that because B2 was determined by experiment, the magnitude
of the interparticle interference function must agree; however, the shape of the interference
function is an independent prediction.
2.2.9 Ion atmosphere around dT30
The charge renormalization parameter can be interpreted physically in terms of the ion atmo-
sphere using PB theory, where (1− f ) corresponds to a fraction of the macromolecule’s charge
that is compensated by strongly condensed ions [31]. The physical interpretation of f becomes
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more complicated in mixed salt, so here we concentrate on the case of 20 mM Na with no added
Mg. Then, the number of strongly condensed sodium ions is
Ncondensed+ = (1− f )Nphos
For dT30, (1− 0.581)× 29 ∼ 12.1 ions. The number of strongly condensed ions is not
easily measured experimentally; rather, ASAXS and heavy-ion report the total number of excess
counterions,
Nexcess+ = N
condensed
+ +N
diffuse
+
To predict N+excess, one needs to calculate the number of diffusively bound ions, N
+
diffuse. Un-
fortunately, there is no unique way to distinguish between a strongly condensed and diffusively
bound ion within PB theory on the basis of distance from the macromolecule or electrostatic
potential, except for simple geometries [31]. Here, we follow previous work (e.g. [42]) and de-
fine the diffuse ions as those bound with a potential less than kBT/e0. According to PB theory,
the excess counterion density is
∆n+(~r) = n∞+(exp(−e0Φ(~r)/kBT )−1) (2.11)
where n∞+ is the bulk density. The potential is given by the renormalized DH solution for
charged spheres with radius a:
e0Φ(~r)
kBT
= f
Nphos
∑
i=1
(
Z lB
1+κa
)
exp(−κ(|~r−~ri|−a))
|~r−~ri| (2.12)
The total number of diffusively bound ions, N+diffuse is the integral of over the electrolyte
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Figure 2.12: Number of charged phosphate groups and excess counterions within a radius R of
the chain center of mass computed using the model for dT30 in 20 mM NaCl. The total number
of excess sodium ions is the sum of the ions in diffuse and condensed regions, defined in the
text. The experimental values for the number of excess monovalent ions are represented as a
gray box bounded by dashed lines showing the ±1σ confidence interval.
volume where |Φ(~r)| < kBT/e0. The calculation of N+diffuse for poly(dT) is slightly more com-
plicated: the integral also must be performed over the distribution of chain conformations. To
accomplish this efficiently, Monte Carlo integration was performed as described in Methods.
The calculated number of excess ions within a radius R of the center of mass of the chain
is shown in Fig. 2.12. The distribution of condensed ions follows the phosphate distribution,
while the diffuse ion cloud extends outside the chain. The number of excess Na+ approaches
a value of ∼ 19 far from the chain. This calculation agrees with the measured values within
experimental error.
2.2.10 Explicit solvent molecular dynamics simulations of dT10
The number of excess counter ions was also computed by all atom Molecular Dynamics simula-
tions (MD). MD accounts for ions and water as well as the atoms of the nucleic acid explicitly,
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in contrast to PB approaches that model the solvent and ions as a continuous medium [31]. Here
we report simulation results for dT10 in 50 mM Na+, which yield the number of excess Na+
directly (see Methods). The simulations find 5±0.3 ions, around dT10, corresponding to 56%
charge compensation (polymer charge of 9) due to excess ions. The results are lower than those
obtained from experiments described above, where 66% (19 ions and polymer charge of 29) of
the charge is compensated by excess Na+ ions around dT30. The variance between experiment
and MD simulation is discussed below.
2.3 Discussion
We applied a simple polymer model for poly(dT), in which ionic strength dependent interactions
between chains are fixed by experimental measures of the second virial coefficient and observ-
ables are predicted without additional input from experiment. This represents an improvement
over previous applications of WLC, where the ionic strength dependent persistence length was
a fitting parameter. As a simplifying assumption, the bond lengths and angles are fixed, and the
potentials determine the distribution of chain conformations. While it would seem that this is
fundamentally different from the WLC model (with no explicit potential, and a salt-dependent
persistence length), it is merely a diffent way accounting for bond correlations. The main dif-
ference is that for excluded volume, the bond correlations may be much longer-ranged than in
the WLC, where by definition they decay exponentially.
A critical assumption of the proposed model is that the same driving force for inter-chain
repulsion (e.g. screened electrostatics) is responsible for changes in the chain dimensions. Mea-
surements by SAXS and smFRET allowed us to test this assumption. The model predictions
reproduce the salt-dependent changes in chain dimensions, as well as the number of ions the
chains attract.
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While model predictions for the radius of gyration and FRET distance agree on a relative
basis, they fall outside the experimental error on an absolute basis. Since for this study we fo-
cused on constraining the electrostatic aspects of poly(dT) rather than the backbone properties,
it is possible that the geometrical parameters could be tuned for better agreement with experi-
ment. However, we also neglected the scattering of the ion atmosphere when computing Rg, as
well as the possible influence of dye labels and chain dynamics on FRET [43]. Future studies
that rigorously test MD using FRET and SAXS data will account for these effects.
Interestingly, the MD simulations do not reproduce the same fraction of charge neutraliza-
tion as measured experimentally. Although shorter chains and lower ambient salt concentrations
are used for MD than for experiment (dT10 as opposed to dT30, and 50 mM Na as opposed to
100 mM Na), we expect the number of excess ions to be similar across these different condi-
tions [44]. The deviation may be statistical (even hundreds of nanoseconds may be insufficient
to sample the relevant range of conformations of dT10). Moreover the small number of ions in
the simulation box (see Methods) implies other statistical inaccuracies. While the differences
can also be a result of force field tuning, we comment that all atom simulations quantitatively
captured ion distribution near the A form of dsRNA [24].
2.4 Summary and Outlook
The work described herein focuses on poly(dT) measured over a relatively small range of ionic
conditions, less than, but approaching physiological ionic strength. Future work will extend
these measurements to provide a broader test of the model. At lower ionic strength, repulsive
forces increase dramatically enabling more robust comparison with electrostatic parameters. At
much higher ionic strength, the possibility of achieving theta solvent conditions [10] will allow
an assessment of the balance between attractive and repulsive forces. Opportunities also exist
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to explore the distinctly different roles of mono and multi (e.g. di-) valent ions in providing
charge compensation. Although we described measurements in mixed salt solutions, all of
these important details were absorbed by the charge renormalization parameter, f . Our simple
model does not address the distinctly different contributions of mono- or di- valent ions to
screening. The surprisingly efficient charge compensation measured in the presence of Mg2+ in
this simple system may be an ideal vehicle for probing effects such as fluctuations, correlations
or polarizability. The inclusion of models of more complex electrostatic environments [31,
45, 46], might be readily testable in terms of the apparent charge fraction, f . Furthermore,
a detailed atomic level understanding of the differing roles of monovalent and divalent ions
may be gleaned from MD simulations, once discrepancies with experiment are resolved. MD
simulations will also be able elucidate the presence of counterion-induced deformations in the
chain, or ‘wrinkles’, that have been observed in coarse-grained MD with explicit ions [47].
Finally, and most significantly, we plan to extend these approaches to study chains of mixed
sequence, to gain insight into the sequence preferences found in important biological molecules
such as mRNA or riboswitches. Sequence and sugar (ribose vs. deoxyribose) effects are ex-
pected to change base stacking interactions, which adds another level of complexity, but in
principle can also be modeled using virtual bonds with measured B2. Tight collaboration with
MD will be essential to explore the subtle details that lead to highly specialized biological func-
tion.
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2.5 Materials and Methods
2.5.1 Preparation of dT30 samples for x-ray scattering experiments
DT30was synthesized and HPLC purified by Integrated DNA Technologies, Inc. For SAXS
studies of the conformation and electrostatics in mixed ion environments, dT30 was buffer ex-
changed with solutions containing 1 mM Na-MOPS, pH 7.0, 20 mM NaCl and 0, 1, 2, 5, 10, or
20 mM MgCl2 using spin concentrators (Amicon Ultra-0.5, 3kDa cutoff, EMD Millipore). For
each ionic condition, a DNA concentration series was prepared by dilution with the matching
buffer. For measurements of the ion atmosphere, dT30 was buffer exchanged with 1 mM Na
MOPS pH 7.0 and 100 mM NaCl or 100 mM RbCl. The DNA concentration was determined
by UV absorption at room temperature (Cary 50, Varian Inc.) assuming an extinction coefficient
of ε260 nm = 2.436×105M−1cm−1.
2.5.2 SAXS data collection and analysis
SAXS data were collected at CHESS beamline G1 using an x-ray energy of 10.53 keV. Sam-
ples and matching buffers were loaded sequentially in a 2 mm diameter, 10 μm thick quartz
capillary. During each exposure, scattering patterns were collected on a photon-counting area
detector (Pilatus 100K, Dectris) at a distance of 1.689 m from the sample and normalized by the
beamstop PIN diode current. Oscillation of the sample within the capillary was used to reduce
radiation damage [48]. Data processing was performed in MATLAB. X-ray images were az-
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imuthally averaged, and repeated exposures of the same sample were compared to verify that no
damage had occurred. The uncertainty of I(qi) at each bin of Ni pixels was estimated from the
standard deviation σias σiN
−1/2
i . This uncertainty was propagated through buffer subtraction
and averaging of repeated exposures.
SAXS profiles at varying DNA concentration c were matched over the range 0.1 < q <
0.26Å
−1
, and the form factor P(q) was obtained by linear extrapolation to c = 0 of I(q,c) at
each value of q. In order to determine the second virial coefficient, B2, these set of curves were
fit using a model for the interparticle interference of dilute solutions,
I(q,c) = P(q)−2P(0)B2 A0cPIPI(q) (2.13)
where PIPI(q) is the q-dependent part of the interparticle interference term with PIPI(0) = 1,
and A0 is defined so that c is in M and B2 is in Å
3
. In order to find P(0), the low-q portion
of P(q) was fit with the Debye function for a random coil PD(q) [49]. The interference terms
|I(q,c)–P(q)| were found empirically to have a Gaussian shape for q < 0.035Å−1. The Gaus-
sian shape is also observed in theoretical calculations of the interference function (see Fig 2.11).
Therefore, we chose PIPI(q) = exp(−q2d2), where the length scale d is independent DNA con-
centration, but may depend on salt. For each salt condition, we obtained B2 (and d) using a
simultaneous nonlinear least squares fit of the interference terms to 2P(0)B2A0cPIPI(q,d) for
q < 0.035Å
−1
. In order to double-check the validity of the above assumptions, the low-q pro-
files were reconstructed using I(q,c) =PD(q)−2P(0)B2A0c exp(−q2d2) and compared directly
with the experimental data, as in the inset of Fig. 2.2.
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2.5.3 Heavy ion and ASAXS measurement of excess ions around dT30
For the heavy ion replacement method, solutions of 0.1 mM dT30 in NaCl and RbCl were
prepared as described above, and placed on an absolute scale using water as a calibrant [50].
The largest experimental uncertainty for this technique was from the measurement of the DNA
concentrations. Therefore, ∆Netot was calculated separately for repeated concentration measure-
ments, and the uncertainty in Nions was estimated using linear regression.
ASAXS profiles from 0.3 mM dT30 with Rb were acquired at beamline C1 at CHESS, as
described in [29]. Two x-ray energies were chosen below the Rb absorption edge, Elo = 15.093
and Eon = 15.191 keV, and the x-ray fluorescence spectrum from a dilute RbCl solution was
measured and used to calculate f ′ at Elo and Eon [51]. The number of Rb ions was obtained us-
ing NRb = (Ilo(0)1/2–Ion(0)1/2)S(0)−1/2∆ f ′−1 , where S(0) = 0.95 corrects for the interparticle
interference effect [29]. The extrapolations of Ilo(q) and Ion(q) to q = 0 shown in Fig. 2.5 were
performed using the Bayesian indirect Fourier transform, as described above.
2.5.4 Single molecule FRET
For smFRET measurements of the end to end distance, dT30 with 3’ Cy3 and 5’ Cy5 labels was
synthesized and HPLC purified by Integrated DNA Technologies, Inc.. DNA was prepared in
solutions containing 20 mM TRIS buffer, pH 8, 20 mM NaCl and 0, 0.5, 1, 5, 10, or 20 mM
MgCl2.
The experimental methods were similar to those used in a previous smFRET study involving
poly(dT) [8]. Briefly, smFRET measurements of the freely diffusing DNA were performed on a
custom confocal microscope using an Olympus UAPO 40x objective. Donor and acceptor flu-
orescence were separated by a 660LP dichroic, then additionally filtered by a 570/40 band-pass
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(donor channel) and 660 long pass (acceptor channel). Each fluorescence signal was collected
through a 30 μm pinhole and detected by a single-photon counting PMT (Hamamatsu). The
intensity was sampled at 60MHz using a Flex03LQ-01 correlator card (correlator.com) in the
photon counting mode.
Data analysis was also similar previous work [8], one exception being that a threshold was
only placed on the sum of donor and acceptor channels, rather than on each channel individually.
Histograms of events passing the threshold criterion were fit to two Gaussians: the first low-
FRET peak representing molecules with an inactive acceptor, and the second representing the
signal of interest. The peak FRET efficiency EFRET was converted to the FRET-averaged end-
to-end distance 〈R〉FRET = R0(1/EFRET−1)1/6 using the experimentally-derived Förster radius
for the dye pair conjugated to poly(dT): R0 = 56.4 Å [8].
2.5.5 Calculation of scattering profiles from the virtual bond representa-
tion of poly(dT)
For a chain with contour length L and a uniform density along the contour, the form factor is
Pchain(q) =
ˆ 1
0
ˆ 1
0
dsds′
sin(q |~r(s)−~r(s′)|)
q |~r(s)−~r(s′)| (2.14)
where s is the distance along the chain divided by the contour length. To efficiently calcu-
late Pchain(q), a histogram of distances between points was generated and Pchain(q) was found
using Equation 2.10. For comparison between chain form factors and CRYSOL calculations
(Fig. 2.7), s was discretized with L∆s≈ 0.1Å, and the histogram was generated for all pairs of
points. When computing form factors for a distribution of chain conformations (Fig. 2.10), the
histogram was generated from randomly sampled chains and values of s on the interval [0,1].
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2.5.6 Calculation of the interparticle interference function
Calculation of the interparticle interference function uses a Monte Carlo method [41], and be-
gins as described above for the calculation of B2 by generating pairs of chains drawn fromΩκ, f
and center of mass displacement vectors with uniform probability density in a volume Vmax.
For each pair of chains labeled by the index m, an inter-particle distance histogram p(m)i with
bins centered at ri is calculated for distance vectors that span the two chains, normalized so
that ∑i p
(m)
i = 1. The interaction energy between chains Wm was calculated as described above.
After M iterations, the interparticle interference function was computed using
IIPI(q) = A0c
Vmax
M ∑i,m
p(m)i (1− exp(−Wm))
sin(qri)
qri
(2.15)
2.5.7 Monte Carlo integration of the ion atmosphere
At each step in the Monte Carlo integration, a chain was chosen from the distribution Ωκ, f and
a point was chosen uniformly within the integration volume (a sphere of radius rmax = 160 Å
where the origin is the chain’s center of mass). The point was classified as being within one
of three phases according to the electrostatic potential Φ(~r) defined in equation 2.12, and the
distance between the point at and the nearest chain atom: dmin,
phase at~r =

chain, dmin < a
condensed ion, dmin ≥ a and Φ(~r)≥Φcutoff
diffuse ion, dmin ≥ a and Φ(~r)<Φcutoff
(2.16)
The chain and condensed ion phases were assigned densities of 1 in order to compute their
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volumes, and the density for the diffuse ion phase was calculated from the potential through
Equation 2.11. A radial density histogram for each phase was incremented accordingly. After
106 iterations, the number of diffuse ions within a radius r of the chain center of mass was
determined from a cumulative sum of the density histogram. Similarly, the volumes of the
chain and condensed ion phases within r, V (r), were given by the sum of the respective density
histograms. The number within r was calculated assuming uniform density of particles within
these phases: N(r) = NtotV (r)/V (rmax).
2.5.8 Explicit solvent MD simulations of dT10
150ns of Molecular dynamics simulations at 300K was performed with MOIL suite of pro-
grams [52, 53] with explicit account of water, ions and DNA. To model the nucleic acid and
its environment we used TIP3P [54] for water together with recent AMBER parameters for
monovalent ions [55] and DNA [56, 57]. The simulated system contained dT10, 5062 water
molecules, and 10 Na+ and 1 Cl− ions. The center of mass of the DNA was constrained by
harmonic springs to the center of the simulation box. The size of the simulation box was (55.75
Å)3, and periodic boundary conditions were applied in all directions. The long-range compo-
nent of the electrostatics interaction was calculated by particle mesh Ewald method [58] with a
grid spacing of 32× 32× 32 Å. The cutoff for the real space part of the electrostatics and van
der Waals interactions was set to 8.5 Å with a non-bonded list update for every 8 steps. We
used matrix version [59, 60] of the SHAKE algorithm [61] to constrain the water bond lengths
and angles; the bond lengths of the DNA fixed by SHAKE that allowed us to use 1.5 fs time
step. We also used RESPA [62] for dual time stepping. Here the reciprocal-space of the Ewald
sum was calculated every four steps, while the rest of the forces were evaluated every step. We
reported atom positions for every 3 ps for further analysis.
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To compute the excess ions around the flexible chain (dT10) we cut a slice of width d from
the outer face of the cubic box in all directions. These regions are combined and used to compute
the asymptotic concentration of Na+ ions (cbulk). Once we compute the cbulk we find the excess
ions simply asNexcess =NNa+−Vboxcbulk where NNa+ is the total number of Na+ ions (10 here)
and Vbox is the total volume of the simulation box. The width of the cut d is an ad hoc parameter.
We used d = 3, 4, 5 and 6 Å for comparison. The results for cbulk with alternate cutoffs differ
by no more than 10% suggesting convergence in estimating the bulk concentration. As a final
result we reported the average of these results.
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CHAPTER 3
X-RAY SCATTERING DATA FROM POLYDEOXYTHYMIDINE FOR MOLECULAR
DYNAMICS FORCE FIELD VALIDATION
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Abstract
Molecular dynamics (MD) is a powerful tool for understanding the complex network of inter-
actions that constitute biomolecular function. The discovery of new roles for RNA and DNA in
living organisms has created a need for predictive, accurate MD simulations of nucleic acids.
Nucleic acids pose distinct challenges for simulation because of their strong interactions with
salt ions, coupling of backbone torsion angles, and ubiquitous pi-stacking interactions. Within
the framework of additive force fields such as AMBER, parameters developed for proteins have
been re-tuned to reproduce some essential features of nucleic acids, such as the well-studied
B-form of DNA. However, success in demanding applications such as de-novo folding of RNA
tertiary structure has been rare. Recently, Chen & Garcia [1] showed that productive de-novo
folding of RNA in-silico was hampered by off-pathway collapsed states, due in part to an overly
strong base-stacking interaction in AMBER-99. Thus, for accurate prediction of nucleic acid
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structure and dynamics, it is important to benchmark the performance of MD force fields using
structural data from the unfolded state of nucleic acids.
In order to identify parameter sets that provide balanced representations of the unfolded
states, we propose that simulations of short sequences lacking secondary structure should be
directly compared with high quality solution X-ray scattering data from identical systems. As
proof of principal, we collect small and wide-angle x-ray scattering data from a model unfolded
ssDNA homopolymer dT10 in neutral pH buffer with 100 mM monovalent salt, and over a
range of temperatures from 4 to 40C. The same system is simulated using explicit solvent MD
for three different nucleic acid force fields. Strikingly, these force fields universally converge to
compact ensembles that do not agree with experimental data at any temperature. In contrast, a
coarse-grained polyelectrolyte model including only repulsive interactions reproduces available
SAXS data for poly(dT) molecules of 10-40 nt (dT10-dT40). This suggests that the collapsed
ssDNA ensembles commonly seen in MD simulations are an artifact of force-field imbalance.
Re-tuning efforts currently underway will be benchmarked using the proposed methodology.
3.1 Introduction
Simulation of atomic motions using Newtonian mechanics is the workhorse technique for bio-
physical modeling of proteins. With the ongoing discovery of new roles for nucleic acids in
biology, there is a pressing need for accurate and predictive simulation of nucleic acid fold-
ing and dynamics for applications related to human health. RNA molecules have enzymatic
[2] and regulatory functions [3–5] that are essential for normal function of mammalian cells.
Additionally, RNA-based machines unique to pathogenic bacteria [6, 7] and viruses [8, 9] are
important drug targets. Biotechnology applications such as nanopore sequencing [10] also rely
on accurate structure prediction for single-stranded DNA [11]. However, well-established force
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fields originally optimized for protein simulation often fail to reproduce important structural
properties of nucleic acids [1, 12].
Here, we consider the challenge of simulating unfolded nucleic acids, an important interme-
diate in structural transitions. De-novo folding simulations have shown that accurate simulation
of the unfolded state is essential for productive folding: if the force-field is not properly tuned,
collapsed intermediates trap the simulation in non-productive trajectories [1]. Thus, we pro-
pose that the dimensions of intrinsically unstructured nucleic acids should provide a valuable
benchmark for molecular dynamics.
Simulating unfolded nucleic acids is currently a challenge. Unfolded nucleic acids lack the
strong interactions that stabilize the native fold, and therefore the global conformation is highly
sensitive to torsion angle potentials, electrostatic forces, and molecular hydration. There are
many indications that MD simulations do not accurately capture these forces. Torsion angle
parameters are “the Achilles heel of force field computations” [13] and are poorly constrained
by chemical data. Interactions between positive ions and negatively-charged nucleic acids are
important determinants of structure [14] and couple to solvent degrees of freedom [15]. Thus,
the ion and water models must also be balanced and accurate. Commonly-used water models
may not be sufficiently accurate to predict nucleic acid dynamics: for example, TIP3P has poor
accuracy with respect to bulk properties such as viscosity [16]. Finally, simulating unfolded ran-
dom coils is computationally challenging because large simulation boxes and long simulation
times are required to sample the molecular and solvent degrees of freedom completely.
On the experimental side, there is a lack of reliable structural data for unfolded nucleic acids
that would constitute a rigorous test of MD. High resolution structural techniques such as 2D-
NMR and x-ray crystallography suffer significant loss of information when disorder is present.
In contrast, small angle scattering does not suffer a loss of signal due to disorder, beyond the
added ambiguity of interpreting the ensemble-averaged intensity. Much of the previous work
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on x-ray scattering from ssDNA has relied on simple polymer models for interpretation [17–
20]. The wormlike chain model [21] is commonly invoked because the number of parameters
is small and the length-dependence of the radius of gyration can be predicted analytically [18,
19]. The wormlike chain model has been modified to include an electrostatic, salt-dependent
flexibility [22–25]. However, the model neglects excluded volume interactions that predominate
in highly flexible chains like ssDNA at low ionic strengths [26]. Thus, even if parameters may
be found to fit some data sets at low resolution (e.g. Refs. [18, 19]), the model offers limited
insight into the physical origin of electrostatic effects.
More recently, we used coarse-grained simulation of a ssDNA-like polymer consisting of
rigid virtual bonds (two bonds per nucleotide) interacting through a screened Yukawa potential
to interpret the scattering data [20]. In this case, the interaction potential between molecules was
measured by SAXS to understand the role of ions in charge screening. Once charge screening
was properly accounted for in the polymer model, the overall extent of chain expansion agreed
well with the available data. Agreement with the full scattering profiles was also very good,
but not exact. The rearrangement of the backbone that may accompany ion binding was not
captured in the model, nor were the bases explicitly modeled. Important questions remain
concerning specific ion effects that will benefit from accurate atomistic simulation.
Here, we lay the groundwork for a detailed comparison between all-atom MD and SAXS
for the unfolded states of RNA and DNA. First, we provide reliable SAXS data for molecules
that are small enough to allow computationally feasible all-atom MD simulations (dT10 in 100
mM NaCl). Scattering curves were collected over a large range in q to capture high-resolution
features. In addition, data were acquired at multiple temperatures, facilitating comparison
with replica-exchange MD simulations. Second, we clarify the polymer scaling properties of
poly(dT), so that features observed in MD simulations of short chains may be placed in the con-
text of previous studies on longer chains. Finally, as proof-of-principle, MD simulation results
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for dT10 are presented. Three force field parameter sets are compared, including OPLSAA and
two variants of AMBER-99. It is obvious from the computed SAXS profiles that these simu-
lations do not agree with the experiment: MD simulations show various degrees of structural
collapse that are inconsistent with the experimentally measured dimensions of the molecule in
solution. We find no evidence that dT10 forms such collapsed states under these ionic condi-
tions, even at low temperature. The existence of a collapsed state, ubiquitously seen in MD
simulations of ssDNA (e.g. [27, 28]), is also inconsistent with the experimental observation of
random-coil-like scaling behavior of the size with the number of monomers. In contrast, very
good agreement is obtained using a coarse-grained polymer model that includes only repulsive
interactions. We conclude that SAXS data for poly(dT) will be a useful benchmark for new
force field tuning efforts currently underway.
3.2 Results and Discussion
3.2.1 Poly(dT) in 100mM NaCl has dimensions of a random, swollen coil
DT10 molecules lacking the 5’ terminal phosphate were chemically synthesized by Integrated
DNA Technologies (Coralville, IA). Samples were buffer-exchanged with 100 mM NaCl, 1
mM Na+MOPS, pH 7.0, as in previous studies [18, 20]. SAXS curves for dT10 were mea-
sured in dilute solution (0.72 mg mL−1) at MacCHESS beamline F2 [29], in a SAXS/WAXS
configuration using two Pilatus 100K detectors to achieve an extended q-range up to 0.8 Å
−1
(q = 4pi sin(2θ/2)/λ where 2θ is the scattering angle and λ is the wavelength). The scattering
signal for dT10 was weak compared with longer homopolymers because of its low molecular
weight, however a reasonable signal-to-noise ratio was achieved by taking long exposures and
continuously oscillating the sample in the cell using a syringe pump to distribute the dose.
76
The scattering from dT10 was compared visually with previous data for dT30 [20] and dT40
[18] acquired under identical solution conditions (but at different x-ray beamlines). Agreement
of the scattering data at high angle for varying length is characteristic of linear polymers. For
all three scattering curves, the radius of gyration (Rg) was determined by the indirect Fourier
transform (IFT) method [30] with Bayesian estimation of all free parameters [31]. We find
RG = 32.7±0.8Å for dT40, 27.6±0.2Å for dT30, and 12.8±0.2Å for dT10.
Figure 3.1: SAXS data for poly(dT) at room temperature in buffer containing 100mM NaCl,
1 mM Na-MOPS, pH 7.0. Data for dT10 (present work), dT30 [20], and dT40 [18] were
normalized by the value at q= 0.2Å
−1
. Inset: Radius of Gyration (Rg) vs. number of monomers
(N) was fit to a power law (solid line) with numerical values given in the legend. For error
estimates on the power law parameters, see the text.
In polymer theory, the predicted dependence of Rg on length N follows a power law
RG = aNν (3.1)
where ν = 0.5 characterizes a non-interacting Gaussian chain, ν > 0.5 signifies a self-avoiding
polymer, and ν < 0.5 characterizes collapsed chains [32]. The upper limit ν = 1 describes an
extended rod-like state, and the lower limit ν = 0.33 describes a fully-collapsed state. Because
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the synthetic ssDNA constructs lack electron-rich 5’ phosphate groups, we assumed N = 9.5 for
dT10, N = 29.5 for dT30, and N = 39.5 for dT40. The fit of RG vs. N to Equation 3.1 is shown
in the inset of Figure 3.1. The best-fit values are a = 2.82±0.14 and ν = 0.672±0.015. From
the above polymer scaling arguments, ν > 0.5 suggests that poly(dT) is a self-avoiding random
coil.
A similar scaling analysis has been reported for poly(dT) in comparable solution conditions
in Ref. [19], and ν > 0.5 was also observed. The precise values of a and ν appear to be at
odds with our findings. However, the SAXS data in Ref. [19] were not always acquired over
a sufficient q-range to determine RG reliably, except by fitting to the Debye formula which
presupposes Gaussian coil statistics. If we use the Debye formula rather than IFT to determine
RG, we find values of a and ν consistent with previous work. Note, however, that IFT is a
relatively unbiased method for finding RG, and should be preferred as long as the minimum q
value is below∼ pi/dmax (which is always the case in the present analysis).
Finally, analysis of the shape of the scattering curve via a Kratky plot (q vs q2I(q)) can
provide qualitative information about the underlying scaling laws [33]. In Figure 3.2, the high-q
scaling for dT10 is intermediate between that of a compact object (sphere), and a fully extended
one (thin rod).
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Figure 3.2: SAXS data for dT10 (20 C) shown in the Kratky presentation, with axes of Q vs
Q2×I(q) to emphasize power law scaling. Drawn on the same axes are the theoretical scattering
profiles for a solid sphere (blue) and a thin rod (black) having the same radius of gyration and
forward scattering as dT10 (green).
Given that the power law scaling is suggestive of a self-avoiding polymer, excluded volume
effects should be taken into account when modeling the conformations of poly(dT). We recently
developed a polyelectrolyte model that represents poly(dT) by a virtual-bond freely-rotating
chain, and includes salt-dependent electrostatic interactions determined from measurements of
the second virial coefficient for semi-dilute solutions (which enter into the model via a parame-
ter f giving the re-normalization of the surface charge due to condensed counterions) [20]. The
parameter f was set according to measurements of dT30 in 20 mM NaCl, a lower salt concen-
tration than used here for dT10. In order to predict scattering curves for the present data set, we
assume that the same value of f applies for 100 mM NaCl, and for varying lengths of the DNA.
Otherwise, the model is adopted without modification (i.e. with no free parameters except for
the overall intensity). Briefly, self-avoiding chains were generated with numbers of phosphates
(bases) equal to 9 (10), 29 (30), and 39 (40) with geometric parameters from Ref. [20]: virtual
bond length l0 = 3.69Å, valence angle θ = 57.75◦, and chain diameter d = 5.6Å. Electrostatic
repulsion was calculated assuming an ionic strength I = 0.1M and charge renormalization pa-
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rameter f = 0.6. The bare chain scattering factor was multiplied by an effective cross-section,
parametrized using CRYSOL calculations from crystal structures of poly(dT) bound to protein,
as ICS(q) = (1− c)× (2J1(qR)/(qR))2 + c where R = 6.812Å, c = 0.2838, and J1(qR) is a
Bessel function of the first kind [20]. This effective cross-sectional scattering factor is expected
to be a good approximation only out to q ∼ 0.25Å−1: i.e. beyond this value, it is important to
explicitly model the structure of the nucleotides.
The scattering curve predictions from the model are compared with the data for dT10, dT30,
and dT40 in Figure 3.3. The radii of gyration predicted by model are 12.4, 27.6, and 34.1Å, all
within a few percent of the measured values. Furthermore, the shapes of the scattering curves
show excellent agreement at large scattering angles, suggesting that the polymer statistics are
modeled correctly in all three cases. Importantly, the model includes no attractive interactions:
only the hard-core excluded volume and repulsive screened coulomb potential are included.
Collapsed conformations are not significantly populated in the simulated conformational en-
semble. Thus, the solution structure of poly(dT) is consistent with a self-avoiding random coil.
3.2.2 The random coil state of poly(dT) persists over a wide temperature
range
The temperature-controlled sample cell available at MacCHESS beamline F2 allows data col-
lection with a temperature range of 4-40 C. The in-vacuum sample cell prevents water condensa-
tion on the cell window, a problem for in-air cells when cooled to low temperatures. Scattering
curves for dT10 were measured at 4, 20, and 40 C, and subtracted from buffer “blanks” taken
at the same temperatures. From the data, shown in Figure 3.4 in the Guinier representation,
we observe no significant variation with temperature. Radii of gyration determined by a direct
linear fit in the Guinier region (q < 1.3R−1G ) are the same within error (Figure 3.4, inset). Since
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Figure 3.3: Form factor predictions from a coarse-grained polymer model for poly(dT) [20] are
shown with the SAXS data from Figure 3.1. The only adjusted parameter in this model is the
(arbitrary) overall intensity. The Q× I(Q) vs. Q axes emphasize the high-angle region. Curves
are re-scaled for clarity.
thymine bases do not have favorable stacking interactions [34], no helix-coil transition is ex-
pected in this temperature range (in contrast, polypurines adopt a single-stranded helical form at
low temperature [35]). The slight increase in RG for dT10 at 4 C may be due to increased density
of hydration water around the molecule, which has been shown to have a measurable effect on
the scattering from biomolecules [36]. Measurements of the thermodynamics of DNA hairpins
with poly(dT) loops of varying length have shown that the configuration entropy of the loop is a
major barrier to forming collapsed states [37]. Our temperature-dependent SAXS data suggest
that the configuration entropy of poly(dT) loops will also be important at low temperatures.
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Figure 3.4: SAXS data for dT10 were collected as a function of temperature between 4C and
40C at MacCHESS beamline F2. The data are presented as a Guinier plot (logarithmic intensity
vs. q2), and the curves are offset by a multiplicative factor for clarity. Linear fits are shown as
solid lines. The radii of gyration at each temperature were found from the slopes of these lines
according to the Guinier law: I(q) ∝ exp(−q2R2G/3) (inset).
3.2.3 Molecular dynamics simulations of dT10 converge to compact states
DT10 in 100 mM NaCl at 300K was simulated by three different force fields: (i) OPLSAA with
Aqvist ion parameters (described in ref. [20]) (ii) AMBER-99 with updated ion parameters
[38] and (iii) AMBER-99 with correction to parameters for the DNA backbone torsion angles
α and γ (AMBER-pbsc0) [39]. Each system was simulated for a sufficient length of time to
converge both RG and the ion distributions. The OPLSAA simulation ran for 35ns of Replica
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Figure 3.5: MD results are compared with experimental SAXS data (red) in a Kratky plot.
The converged results for three different force fields are shown: OPLSAA (blue), AMBER-99
(green) and AMBER-pbsc0 (black).
Exchange, AMBER-99 for 140ns at a single temperature, and AMBER-pbsc0 for 45ns at single
temperature. For comparison with the SAXS data, the apparent radii of gyration for each simu-
lation were found from a Guinier fit to the ensemble-averaged scattering curves predicted using
CRYSOL [40]. RG values of 9.4Å (OPLSAA), 10.0Å (AMBER-99) and 10.5Å (AMBER-
pbsc0) were obtained. These radii of gyration are significantly smaller that the experimental
value of 12.8±0.2Å, regardless of which force field was used. The scattering curves were also
compared using a Kratky plot to emphasize the polymer scaling properties in Figure 3.5. The
scattering profiles computed from MD ensembles are consistent with compact states relative to
the experimental data.
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3.3 Conclusions
In MD simulations of ssDNA, attractive interactions overcome steric and electrostatic repulsion,
leading to collapsed conformations. In contrast, SAXS data for identical systems show that
steric and electrostatic repulsion effects dominate, leading to random coil-like conformations.
It is possible that the collapsed conformations, observed here and elsewhere [27], represent a
small sub-population that is not observed in ensemble measurements such as SAXS. Previous
SAXS experiments carried out at room temperature could not rule out the existence of a small
population of collapsed states; however, our data spanning the range of 4-40C makes the exis-
tence of a collapsed fraction at room temperature far less likely. It is far more likely that force
field parameters are not optimal for predicting single-stranded nucleic acid structure and ther-
modynamics. We note that previous attempts to benchmark MD force fields using simulations
of G-quadruplex loops reached a similar conclusion [12].
Force fields are continually re-tuned when new chemical data or quantum mechanical calcu-
lations become available. Currently, the most popular way to validate these force field changes
is by de-novo folding, for example of small RNA and protein structures that are already known
by NMR or crystallography. It is then assumed that simulations will give accurate dynamical
information, i.e. excursions from the known structure and the relative free energies of these
states, as well as the rates for transitioning between them. However, we argue that accurate pre-
diction of the conformational ensemble of an intrinsically-disordered molecule would provide
an additional, useful validation tool. As a side benefit, accurately simulating the unfolded state
should increase success rates for de-novo folding calculations [1].
Poly(dT) is a good candidate for force-field validation because it has a well-studied random
coil conformation that persists over a large range of temperatures in physiologically-relevant
conditions. Most importantly, all-atom MD simulations using the older force fields fail to re-
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produce the most fundamental, average properties of the ensemble as assessed by SAXS, such
as the radius of gyration and the polymer scaling properties that manifest at large scattering
angles. Since scattering curves can be predicted directly from the MD simulation without any
free parameters [41], SAXS is an ideal validation tool. In fact, given the ease of collecting
SAXS data at modern synchrotron sources, we would argue that structural ensembles proposed
by molecular dynamics should always be presented alongside supporting x-ray scattering data.
In conclusion, it is the force-fields, and not the computational resources, that currently limit
the usefulness for MD for the critical challenge of understanding nucleic acid folding and dy-
namics. Promised applications of MD, such as developing new anti-bacterial agents targeting
RNA folding, will require accurate and well-validated force fields. Although Chen & Garcia
have corrected aberrant base-stacking energies present in force fields used here [1], these param-
eters are unlikely to be the only ones needing attention. New simulations currently underway
with re-tuned force fields will be bench-marked using the proposed methodology.
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CHAPTER 4
ORIENTATION CORRELATION FUNCTION OF SINGLE-STRANDED DNA
MEASURED USING SMALL-ANGLE X-RAY SCATTERING AND ENSEMBLE
OPTIMIZATION
Steve P. Meisburger1 and Lois Pollack1
1. Applied and Engineering Physics, Cornell University, Ithaca, New York
Abstract
The mechanical properties of single-stranded RNA and DNA are fundamental to the biophysics
of nucleic acid structural transitions. Understanding the electrostatic contribution to flexibility
due to the negatively charged phosphate backbone remains a challenge. One way to parametrize
flexibility of a chain is using the orientation correlation function of tangent vectors, a quantity of
central importance in polyelectrolyte theory. Previous measurements of single-stranded DNA
using techniques sensitive to global structure have been interpreted via the wormlike chain
(WLC) model that assumes an exponential decay of the correlation function. However, recent
force spectroscopy measurements and theoretical work suggest that the orientation correlation
function for single-stranded DNA may be fundamentally different from the WLC prediction.
To investigate the correlation function for single-stranded DNA from a structural perspec-
tive, we collect x-ray scattering data for DNA homopolymers under conditions of strong electro-
static repulsion. These data are fit using optimized ensembles of atomic models, and correlation
functions are computed directly from the ensembles. We find that the correlation function for
polydeoxythymidine (poly(dT)) diverges from exponential behavior for nucleotides separated
by more than two neighbors. In contrast, a power-law decay proposed in recent theoretical
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work agrees well for nucleotide separations up to ∼ 10. To investigate the effect of sequence,
we also applied this technique to poly(dA). Ensemble optimization for poly(dA) converges to
models with significant helical content and an oscillatory correlation function. Thus, our analy-
sis of the scattering data is consistent with the hypothesized power-law decay of the orientation
correlation function for chains similar to poly(dT) that lack significant base stacking. Possible
applications of the method for modeling flexible regions of RNA and DNA molecules are also
discussed.
4.1 Introduction
The flexible nature of single-stranded DNA and RNA molecules is central to their diverse roles
in biology. DNA is a polyelectrolyte with a charge of -1e per nucleotide at neutral pH. This
charge adds an important electrostatic component to the flexibility and implies strong inter-
actions with counterions. Understanding the complex relationship between conformation and
charge-screening by ions remains a challenge for theory and experiment.
In polyelectrolyte theory, the directional persistence of a chain is described by the orienta-
tion (or tangent-vector) correlation function (OCF) [1], illustrated in Figure 4.1. Recent simula-
tions of flexible charged polymers in salt solutions show that the OCF decays as a power law [2],
rather than the exponential assumed in earlier theories. Power-law decay of the OCF was also
shown to be consistent with anomalous scaling of force extension curves for polynucleotides at
high forces [3–6]. However, direct evidence from structural techniques is lacking.
Small angle x-ray scattering (SAXS) is a widely-used technique for studying flexible pro-
teins and nucleic acids [7–11]. In principle, SAXS from single-stranded DNA in solution should
be sensitive to the functional form of the OCF. However, previously-used expressions relating
the SAXS curve to intrinsic properties of the underlying polymer [12] assume an exponentially-
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Figure 4.1: The orientation correlation function of a polymer chain is defined for normalized
bond vectors tˆi as
〈
tˆi · tˆ j
〉
=
〈
cosθi, j
〉
, where the average is computed over chain configurations,
with a constant separation of the bond vectors |i− j|.
decaying correlation function embodied by the wormlike chain model [13]. Here, we describe a
strategy that is inspired by similar studies of disordered proteins [14] for fitting x-ray data with
optimized ensembles of nucleic acid models. Using this ensemble optimization method (EOM)
to fit the data using realistic structural pools, we compute correlation functions directly from
the atomic coordinates of the selected models.
While SAXS is low-resolution and insensitive to details on the scale of atomic bonds, in
single-stranded nucleic acids the backbone conformation (e.g. base-stacking [15, 16]) may af-
fect global structure on the length-scales observable by SAXS (∼ 10Å). Previous approaches
for generating candidate nucleic acid models for selection by SAXS data include coarse-grained
simulation [17] and assembly of fragments from crystal structures [18]. Pools generated in this
way have been used for identifying a single most probable structure [19–22] and for ensem-
ble optimization methods (EOM) [23]. However, these modeling strategies were intended for
RNA molecules that form well-defined secondary and tertiary structures, and are unlikely to
be appropriate for modeling unstructured nucleic acids. Although molecular dynamics offers
a possible alternative, large simulation boxes and long equilibration times required for single-
stranded polynucleotides make MD computationally expensive. Furthermore, the torsion-angle
potentials used in modern force fields are not necessarily reliable: they have been unable to
reproduce single-stranded DNA motifs within larger structures (e.g. [24]).
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Therefore, we adopt a modeling approach for unstructured DNA based on the long-standing
observation that nucleic acid backbone torsion angles tend to be correlated with one another
between adjacent nucleotides [25–31]: in RNA, 46 distinct torsion angle sets account for the
majority of conformations in high-resolution structures [32]. Tools for model-building based
on these discrete structure libraries have been developed [33, 34]. While DNA is more confor-
mationally plastic than RNA (the 2’-OH present in RNA, but not in DNA, is thought to stabilize
particular conformations), the DNA backbone conformers nonetheless cluster into distinct cat-
egories [35, 36].
To generate pools of DNA structures, we build the chain from a series of discrete models,
drawn from a small library of representative examples. Each structure in the library is defined
from sugar-to-sugar in a unit known as a suite[27, 32]. Each suite definition includes seven
backbone torsion angles δ (i−1)εξαβγδ and two glycosidic torsions χ(i−1) and χ , illustrated
in Figure 4.2. When building chains, the suites overlap at their 3’ and 5’ ends. Therefore, we
use two values for δ and χ angles shared among suites: δ is assigned canonical values for either
C2′− endo or C3′− endo sugar pucker, while χ may be either anti or syn [37]. Chains were
additionally free of steric clashes, defined as the significant overlap of Van der Waals radii of
non-bonded atoms [33, 38].
Each suite is assigned a statistical weight, equal to the probability for it to occur as an iso-
lated dinucleotide. This probability is in general unknown, but may be constrained by available
data. As in previous work, the statistical weights are collectively re-scaled in order to obtain
the correct sequence-dependent equilibrium constant for sugar pucker measured by NMR [34].
Furthermore, weights for different χ conformations are assigned according to the known se-
quence preferences: for purines, syn and anti are given equal prior weight, while pyrimidines
are always anti. Note that the syn conformation is thought to contribute entropically to the
cooperativity of base-stacking [39], an effect we seek to model correctly. Finally, each set of
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Figure 4.2: Definition of backbone torsion angles for a dinucleotide suite, following Refs. [27,
32].
five backbone torsion angles εξαβγ is initially given a uniform weight that is later refined
according to the apparent selection pressure for particular conformers over multiple rounds of
ensemble optimization. In this way, significant torsion angle bias is avoided in the structure
pools, beyond the limitations imposed by the discrete library. In order for this strategy to con-
verge, the number of parameters in the optimization is kept reasonably small (∼ 10) by limiting
the number of discrete torsion angle sets to a similar number.
4.2 Materials and methods
4.2.1 X-ray scattering from DNA homopolymers in solution
Synthetic HPLC-purified DNA oligomers dT30 and dA30 were purchased from Integrated DNA
Technologies (Coralville IA). Lyophilized powders were re-suspended and exchanged 4 times
with buffer containing 20 mM NaCl, 1 mM Na+MOPS pH 7.0 using Amicon Ultra-0.5, 3 kDa
cutoff centrifugal concentrators (EMD Millipore, Billerica, MA). SAXS profiles were measured
95
for DNA concentrations of 200, 100, and 50 µM at CHESS beamline G1 as described previously
[40]. Buffer-subtracted curves were extrapolated linearly to the zero concentration to correct
for interparticle interference effect seen at q < 0.05Å
−1
[40, 41]. The extrapolated curves
were scaled to match the high concentration curves in the region 0.05 < q < 0.1Å
−1
, and
the dilute and high concentration curves were stitched together at q = 0.05Å
−1
. The SAXS
profiles and their experimental uncertainties were normalized by the forward scattering I(q→ 0)
determined from the indirect Fourier transform [42]. All data analysis was performed using
Matlab (MathWorks, Natick, MA) code written in-house.
4.2.2 Geometric parameters of dinucleotides
A set of twelve different εξαβγ torsion angle combinations was chosen, with the goal of rep-
resenting important conformers observed in DNA crystal structures (such as BI and BII stacks)
while also sampling extended conformers that are rare in crystal structures, but may be pop-
ulated in the unfolded state. Because non-helical conformations of DNA are not common in
crystals, conformation classes for non-stacked DNA were derived from RNA rotamers. Using
these RNA rotamers to model DNA is a reasonable approximation because DNA has fewer
steric restrictions than RNA and presumably RNA conformations represent a subset of the pos-
sible backbone conformations available to DNA: for example, RNA cannot adopt B-form helical
stacks because of steric clashes, while DNA has been observed in both A and B-form helices.
Each torsion angle set was assigned a 2-3 character mnemonic in Table 4.1. The stacked
conformations are named according to their class, i.e. “b1” is the BI class [35]. For unstacked
conformations, the first two characters of the mnemonic refer to different ranges of the ξ/α
pair using the nomenclature in Ref. [25], and the third character specifies the range for γ
(p = gauche+, m = gauche-, and t = trans). In RNA, the precise values of εξαβγ within a
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single conformation range are correlated with δ (i− 1) and δ . However, for simplicity we
use a single torsion angle set for all allowed values of δ . The values for εξαβγ were taken
as the average for RNA suites related by those torsion angles, but having different δ (i− 1)
and δ . This is not a severe approximation, as the dinucleotides generated using these average
torsion angles are identified as the correct RNA suites by the program suitename [32]. For the
unstacked conformations, all values of δ (i−1), δ , χ (i−1), and χ are modeled, subject to steric
contraints and sequence preferences. For the stacked conformations, a single set of δ (i−1) and
δ is allowed, and χ is always anti.
For determining steric clashes, atoms were assigned Van der Waals radii of 1.52 (O), 1.7
(C), 1.8 (P), and 1.55Å (N) as in previous discrete models for nucleic acids [33]. A steric clash
was defined as a Van der Waals overlap greater than 0.42 for non-bonded atoms (this value was
relaxed slightly from the overlap cutoff of 0.4 defined in the nucleic acid model validation tool
MolProbity [38] to accommodate imperfect stacking geometry resulting from common values
for δ and χ for all suites). Bond angles and distances were taken from the XPLOR high-
resolution parameter set [43]. When building chains using a sequence of suites, the γ angle
of the 5’-terminal sugar is undefined, and was therefore assigned the canonical value of 52.5◦.
Base torsion angles χ for the anti conformation of purine and pyrimidine bases were adjusted
slightly within their allowed ranges to prevent steric clashes in stacked the dTpdT and dApdA
suites, and are reported in Table 4.2.
The model-building technique we describe is very general, and may be applied to RNA and
DNA molecules of arbitrary sequence. However, for the purposes of this paper, we implemented
only DNA homopolymer models with A and T bases. The sugar-pucker equilibrium constants
for dTpdT and dApdA dinucleotides are 1.9 and 24, respectively [34, 44, 45]. For poly(dA),
such a large equilibrium constant implies that C3’-endo sugar pucker will be exceedingly rare
(less than 2%). Therefore, for simplicity suites with C3’-endo sugars were eliminated from the
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Mnemonic Derived from ε ξ α β γ Restrictions on {δ (i−1), δ}
a1p 5d,6d,6p 234 81 65 159 53 none
a1t 5j,5q,6j 224 72 67 115 178 none
a2p 4p,4d,7p,3d 248 206 72 197 57 none
p1p 9a,0b,0a 227 124 283 160 51 none
p3p 2a,2I,1I,1m 239 290 292 212 55 none
p3t 2h 261 290 296 177 176 none
s3p 1g,1z 213 285 182 161 51 none
s3t 1t 199 289 180 195 178 none
b1 BI 184 262 302 179 45 {2,2}
b2 BII 245 172 297 142 46 {2,2}
a1 AI 205 285 294 172 55 {3,3}
b2a BII-AI 257 186 60 224 196 {3,2}
Table 4.1: Twelve backbone torsion angle sets that span adjacent sugar rings, {ε , ξ , α , β ,
γ} were derived from RNA backbone rotamers (lower-case rotamer names from Ref. [32]) or
DNA classes (upper-case, from Ref. [35]). Angles are given in degrees, using the same sign
convention as in Ref. [35]. The torsion angle δ was assigned canonical values according to
the sugar pucker of either C2′− endo or C3′− endo, denoted by numerals 2 and 3. Numerical
values for δ and χ are given in Table 4.2.
Sugar-pucker δ χ(anti, pyrimidines) χ (anti, purines) χ(syn, purines)
C2’-endo 145.2 259 250.3 70.0
C3’-endo 81.1 204 200.5 70.0
Table 4.2: Sugar (δ ) and base (χ) torsion angles in degrees, defined as in Ref. [35], for the two
sugar-pucker types modeled here.
poly(dA) pool. Thus, for dTpdT dinucleotides, there were 40 allowed torsion angle combina-
tions, of which 35 were clash-free. For dApdA, 32 conformations out of 38 were clash-free.
Dinucleotide suites with steric clashes were eliminated from the libraries.
4.2.3 Chain-generating algorithm with statistically weighted conformers
In our chain generator, a set of M suites specifies all possible dinucleotide conformations. Each
suite is assigned a statistical weight, and the set of weights is stored in a vector w of length M.
These weights are defined as the probability for each suite to occur as an isolated dinucleotide.
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Figure 4.3: Overview of the nucleic acid ensemble optimization procedure.
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A conformation of a nucleic acid chain of length N (i.e. N bases and N− 1 phosphates) is
specified by a list c of N−1 integers between 1 and M. Because the suite definition includes both
the 5’ and 3’ sugars, adjacent suites overlap. Therefore, the integers obey adjacency rules (a 5’c3
suite may not follow a 3’c2 suite, and a suite with 5’-syn base may not follow a 3’-anti, etc.).
Furthermore, steric clashes severely limit the space of possible conformations. To accelerate
the computation of steric clashes, all possible chains of length N = 5 are pre-computed. For
each of these chains, adjacency rule violations and steric clashes are identified. These outcomes
are stored in a 4-dimensional (M×M×M×M) logical matrix L4 for fast lookup.
Next, a Monte-Carlo sampling technique generates random chains whose suites are drawn
probabilistically according to their weights, while avoiding steric clashes and adjacency rule
violations. This method consists of 4 steps:
1. Initialize the conformation list c0 to a random state that satisfies L4.
2. Starting from ci−1, use L4 and w to propose a new state ci.
3. Compute the 3D model for ci and search for steric clashes. If clash-free, move to step 4.
Otherwise, return to step 2.
4. Save the 3D model for ci. If the desired number models have been saved, end. Otherwise,
set i = i+1 and return to step 2.
The implementation of each of these steps is briefly described. In step 1, an initial conformation
vector c0 is set at random. To make c0 consistent with L4, changes to single positions in c0 are
proposed randomly, and accepted if the total number of violations, Vtot decreases or stays the
same. Vtot is computed by scanning L4 across c:
Vtot =
N−4
∑
j=1
L4 (c0( j), c0( j+1), c0( j+2), c0( j+3))
This procedure is repeated until the number of violations is zero (typically a few hundred itera-
tions for N = 30).
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Step 2 consists of multiple iterations of a Gibbs sampler. In each iteration, an integer n
between 1 and N− 2 is chosen at random. The sampler generates new values for positions n
and n+ 1 in c based on the adjacent values and the statistical weights. First, all pairs allowed
by L4 are enumerated. The statistical weight for each pair is computed from the product of
the weights for the two suites. The new pair is chosen at random with a probability equal to
its statistical weight divided by the sum of the weights for all possible pairs (this is the Gibbs
sampling step [46]). The sampler is iterated to generate a new trial state that is sufficiently
different from c (we use 50 iterations for N = 30).
In step 3, the 3D model is computed from ci using the geometric rules for nucleic acid bond
angles and distances. Because ci is guaranteed to have no steric clashes between nucleotides
separated by less than 5 bases, and because nucleotides have a known maximum size, it is
not necessary to compute the pair-wise distance between all atoms. First, pair-wise distance
between all C1’ atoms are computed. Only pairs of nucleotides separated by more than 5 bases
along the chain, and whose C1’ atoms are within a cutoff distance of 20Å [33], are checked for
clashes.
In step 4, after a burn-in period of 10 iterations, the 3D models are saved in PDB format.
The algorithm stops when the specified number of models has been generated. Steps 1-4 were
implemented in MATLAB and optimized for efficient execution on a desktop computer.
4.2.4 Ensemble optimization
SAXS curves are predicted for each model in the pool using CRYSOL [47] with maximum
harmonic order of 15, Fibonacci grid of order 18, and default hydration parameters. In order
to fit the experimental data, an optimized ensemble of 20 structures is chosen by by running a
genetic algorithm for 50 generations using the program GAJOE13 [9]. The selection is repeated
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independently in order to accumulate statistics: 50 times for each cycle of EOM used in torsion
weight refinement, and 500 times in the final run.
4.2.5 Iterative refinement of the conformer weights
In the calculation of suite weights, each is first assigned a weight t(i) according to its torsion
angle set, and then all suite weights are re-scaled to give the correct equilibrium constants for
sugar-pucker measured by NMR, as described in Ref. [34]. This process is expressed as w =
w(t, KC2−endoeq ) where w(t, Keq) is the vector-valued function that assigns weights based on t,
and the sugar-pucker equilibrium constant KC2−endoeq . During the refinement step, the frequency
of each suite in the pool and in the ensembles is calculated (hpool and hens respectively). A new
estimate tnew is found that minimizes the discrepancy between the observed hens and an expected
value for hens assuming that the frequencies are proportional to the underlying weights:
χ2h =∑
i
h(i)ens− h(i)poolw(i) (tnew, KC2−endoeq )/w(i)old
∑ j h
( j)
poolw
( j)
(
tnew, KC2−endoeq
)
/w( j)old
2
where wold is the vector of suite weights used by the chain generator to create the pool. A vector
tnew that minimizes χ2h is found using the lsqnonlin function in Matlab.
4.2.6 Metrics for ensemble quality and convergence
The selection results are analyzed in terms of the similarity between the starting pool and the
ensembles. A convenient way to quantify selection is using the concept of entropy. The Shannon
entropy is defined for a probability distribution p of a finite set of states:
H(p) =−∑
i
pi ln(pi) (4.1)
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If the number of times a model j appears in the ensemble is m j, and Mens = ∑ j m j is the total
number of models in the ensemble, then the entropy of this distribution may be defined as
Sens = H (m/Mens)
Sens is zero if only one model appears, and is maximized when all models are equally-
represented. However, because the selection algorithm is randomized, the expected value of
Sens will deviate from the ideal value due to random chance. Thus, we compare Sens to the
expected value for equally probable models, which we estimate by assuming m j to be Poisson-
distributed with a mean of λ = Nens/Npool ,
S0 =−
∞
∑
k=1
(
λ ke−λ
k!
)
k ln
(
k
Nens
)
To evaluate the dissimilarity between the pool and ensembles in terms of a selection pressure
for specific suites, the frequencies of each suite in the pool and the ensemble are compared. A
convenient information-theoretic measure of the dissimilarity of two probability distributions is
the Jensen Shannon Divergence (JSD) [48] :
JSD(p1, p2) = H
(
1
2
p1+
1
2
p2
)
− 1
2
H(p1)− 12H(p2) (4.2)
where H(p) is the Shannon entropy (Equation 4.1).
Finally, the goodness of fit is assessed by the χ2 value comparing the calculated SAXS curve
Icalc(q) to the experimental one Iexp(q) [9]:
χ2 =
1
K−1
K
∑
i=1
(
Iexp(qi)− cIcalc(qi)
σexp(qi)
)2
where c is a scale factor for the calculated data and σexp is the experimental error estimate. The
average χ2 is calculated from multiple runs of the genetic algorithm〈
χ2f it
〉
= N−1
N
∑
j=1
χ2j
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4.3 Results and Discussion
Small angle x-ray scattering profiles were measured for synthetic 30-mers of deoxythymidine
(dT30) and deoxyadenosine (dA30) in 20 mM NaCl, buffered to pH 7.0. These low-salt condi-
tions were chosen to enhance the electrostatic repulsion between phosphates in order to observe
the conformation in the swollen state [49, 50]. Because of the low-salt buffer, interparticle
interference effects are significant [40, 41]. Therefore, a series of DNA concentrations was
measured, and the scattering curves were extrapolated to the dilute limit as described previ-
ously for dT30 [40]. The extrapolated data are shown in Figure 4.6a, and further details may be
found in Methods.
Next, ensemble optimization was performed separately for each homopolymer. The de-
tails are described in Methods. Briefly, an initial pool of 1,000 structures was generated using
uniformly-weighted torsion angle sets. Ensembles of 20 structures that together fit the SAXS
data were identified from the pool using a genetic algorithm. This procedure was repeated 50
times for a total ensemble size of 1,000. Certain torsion angle sets were enriched in the ensem-
bles relative to the starting pool. Therefore, a new pool was generated with re-weighted torsion
angles, and the process was repeated 18 times. In the final iteration, a much larger pool of
10,000 structures was fit using 500 runs of the genetic algorithm for calculating the correlation
function.
To verify that the iterative re-weighting has the desired effect of increasing the quality of the
pool, we monitored several indicators during refinement. The refinement procedure is designed
to minimize the difference between suite frequencies in the pool (hpool) and ensembles (hens).
This difference was quantified using the JSD between hpool and hens (Equation 4.2) calculated at
each iteration. As expected, a precipitous decrease in the JSD is observed over the first several
iterations, followed by a gradual decline and eventual plateau after about 10 iterations (Figure
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4.4a). If the pools improve with each iteration, the apparent selectivity of EOM should de-
crease, and the ensembles should appear more random (i.e., show less preference for particular
models). The selection entropy (Sens−S0) reports on the randomness of the ensembles. As the
JSD decreases, (Sens− S0) increases, showing that the refinement procedure indeed generates
pools that have greater redundancy (Figure 4.4b). Finally, the ability of EOM to fit the data
is measured using the average χ2 obtained by independent ensemble selection runs. The fits
are poor in the first iteration, but they improve rapidly as the torsion angle weights are refined
(Figure 4.4b). Finally, convergence was verified by comparing the torsion angle frequencies in
the final ensemble and pool of 10,000 structures (Figure 4.5).
From the torsion angles represented in the final pool, some conclusions about the overall
conformation of each polynucleotide may be drawn. These torsion angle frequencies are shown
in Figure 4.5a. First, poly(dA) shows a strong preference for stacked dinucleotides, which make
up ~70% of the total. In contrast, poly(dT) homopolymers do not show a strong preference for
stacked relative to unstacked conformations. Although each torsion angle was weighted equally
in the initial pool, by the final pool several torsion angles are represented at a level below one
per chain, and are therefore unlikely to be essential for fitting the SAXS data. For example,
the unstacked conformations with mnemonics a1p, a2p, and s3p defined in Table 4.1 are rarely
found in poly(dT) and poly(dA) models, and the A-form stack (labeled a1) is not frequently
observed in poly(dT) models.
The torsion angle ranges, weighted by the frequencies with which they are observed in the
final pools, are shown for in Figure 4.5b and 4.5c for dT30 and dA30, respectively. Remarkably,
these torsion angle frequencies reflect the known preferences of the polynucleotide backbone
for ξ gauche-minus / trans, α gauche-minus, and γ gauche-plus that characterize the canonical
helices. In poly(dT) models, the most common unstacked conformations were p3p, p3t, and
s3t, which share the common feature of having the ξ torsion angle of gauche-minus, but with
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Figure 4.4: Convergence of EOM quality indicators after iterative refinement of torsion an-
gle weights. Thick lines with symbols correspond to the first run of iterative refinement, and
thin lines show three independent runs (results in Supplementary Figure A.1). (a) The Jensen
Shannon Divergence (JSD) between suite frequency distributions in the pool and ensembles
is computed after each iteration of torsion angle weight refinement. The JSD is plotted on a
logarithmic scale vs. iteration number for refinements performed separately using the dT30 and
dA30 data and dinucleotide libraries. (b) EOM quality metrics Sens−S0 (selection entropy) and〈
χ2f it
〉
(average reduced χ2 for the fit of ensembles to data), are shown for dT30 (top) and dA30
(bottom) as a function of iteration number.
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Figure 4.5: Backbone torsion angle frequencies in the optimized ensembles. (a) Frequency
of torsion angle sets in the final pool (circles) and ensembles (crosses) are compared for dT30
and dA30 after 18 rounds of refinement. Labels for torsion angle sets are defined in Table 4.1.
Similar frequencies in the pool and ensembles indicate convergence with respect to selective
pressure for particular torsion angles. Poly(dA) shows a strong preference for the stacked BI and
BII conformations, while poly(dT) contains a mixture of stacked bases and the unstacked p3p,
p3t, and s3t conformations. Several torsion angle sets appear only rarely, at a frequency of less
than one per chain (dashed line), including a1p, a2p and a1. Four independent runs of torsion
angle refinement starting from uniform torsion angle weights demonstrate the uniqueness of the
solution: see Supplementary Figure A.1. (b,c) Conformation ranges of the backbone torsion
angles in the final ensemble are shown as a rose plot, where the radial extent of the polygon
shows the fraction of torsion angles that lie within each 60-degree angular range (outer-ring =
1.0, inner ring = 0.5). The clockwise angle convention is shown explicitly for ε , and is same for
all plots.
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γ either gauche-plus or trans, and with BI-like or BII-like values of ε and β . Thus, from the
perspective of the individual torsion angle ranges, the conformations of poly(dA) and poly(dT)
do not appear radically different from “normal” DNA.
Although the final round of selection does not show any strong preference torsion angle
frequency (the JSD is ~zero), the selection of particular models is still far from random (Sens <
S0). In generating pools, only short-ranged steric clashes are considered; however, electrostatic
interactions in the low-salt solution are long-ranged. Thus, although torsion angle weights set
the local backbone stiffness (i.e. persistence length) due to electrostatic repulsion and other
effects, the remaining long-ranged correlations must still be selected by EOM. One way this
effect can be seen is by comparing the average radii of gyration for the pools vs. the ensembles.
The poly(dA) models have an RMS average radius of gyration (Rg) of 28.8Å for the pool,
which is less than the ensemble average value of 30.6Å. Similarly, ensemble selection for for
poly(dT) increases the RG from 31.5Å to 33.5Å. See also Supplemental Figure A.2.
Finally, we compute the orientation correlation function from the ensembles. The backbone
tangent is defined as a normalized vector tˆ along the fictitious bond spanning adjacent phos-
phorus atoms. The dot product of tangent vectors for all i, j pairs of nucleotides are computed,
excluding 5 nucleotides at the 3’ end and 5 nucleotides at the 5’ end in order to suppress end
effects. The average of these dot products,
〈
tˆi · tˆ j
〉
=
〈
cosθi, j
〉
is computed for equal values of
the separation, |i− j| (for an illustration, see Figure 4.1). The orientation correlation functions
(OCF) for poly(dA) and poly(dT) are shown in Figure 4.6b.
For poly(dT), which has been described as a model polyelectrolyte (e.g. [3, 51]), we fit two
different polyelectrolyte theories directly to the OCF. The wormlike chain model of the form〈
cosθi, j
〉
= e−|i− j|/np (4.3)
agrees with the OCF for values of the separation up to |i− j| = 2 with a persistence number
np = 2.5. When multiplied by the average inter-phosphate distance in the ensembles, np im-
108
plies a persistence length of ∼ 17Å. For backbone tangent vectors separated by more than
2 nucleotides, the worm-like chain model underestimates the orientational correlations. Simi-
larly, polyelectrolyte simulations show a crossover in the orientational correlation function from
semiflexible chain-like behavior to a long-ranged excluded volume-type interaction, where the
decay is more gradual (e.g. [1, 2]). Therefore, we also fit the power-law ansatz from Ref. [2],
〈
cosθi, j
〉
=C |i− j|−γ (4.4)
The best-fit values of the parameters are C = 0.322 and γ = 0.58, and the power-law behavior
is a good fit for separations up to |i− j| ∼ 10. Polyelectrolyte simulations of a comparatively
long, ssDNA-like polymer with in 20 mM ionic strength solution found C ≈ 0.55 and γ ≈ 0.4
[2]. Agreement with theory is not perfect. However, considering the approximations used in
the polyelectrolyte simulations and the difference in chain lengths, we conclude that the general
description of poly(dT) as a polyelectrolyte with a power-law OCF is correct.
The OCF was also computed for poly(dA) ensembles. Compared with poly(dT) in Figure
4.6b, the OCF for poly(dA) strongly deviates from either wormlike chain or power-law be-
havior. The reason for the oscillatory behavior of the OCF is the preference of base-stacked
conformations for right-handed helical curvature. Several example models from the final pools
of poly(dA) and poly(dT) are shown in Figure 4.6a for visual comparison. In these models,
regular undulation of the poly(dA) backbone is apparent, while poly(dT) appears more or less
isotropically flexible. For poly(dA), the OCF initially decays quickly due to the intrinsic back-
bone curvature of base stacks, and returns eventually to a local maximum around one helical
period. The value of
〈
cosθi, j
〉
at this local maximum reflects the overall persistence of these he-
lices due to occasional breaks in the base-stacking pattern. Remarkably, the OCF for poly(dA)
at |i− j| ∼ 8 is very similar to the OCF for poly(dT). Apparently, in 20 mM NaCl, the chain
stiffness provided by base-stacking in poly(dA) is only marginally greater than the electrostatic
stiffness due to screened repulsion between chain segments.
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Figure 4.6: (a) SAXS profiles I(q) vs. q (q = 4pi sin(2θ/2)/λ is the momentum transfer) for
DNA homopolymers dT30 and dA30 in 20 mM NaCl and neutral pH. Profiles were measured
at three DNA concentrations and extrapolated to the dilute limit. Profiles are normalized by
I(q→ 0), and the dT30 profiles are multiplied by 2 for clarity. The data are shown as symbols,
and the fit from EOM as a solid line. Example chains from the final ensembles are shown for
dT30 (blue) and dA30 (red). (b) The orientation correlation function of pseudo-bonds spanning
the phosphorus atoms of adjacent nucleotides was computed from the EOM ensembles (for
repeatability, see Supplemental Figure A.2). The dT30 correlation function is shown with two
different polymer models; the wormlike chain (Equation 4.3) with persistence number np =
2.5; and the flexible polyelectrolyte model of Ref. [2] (Equation 4.4) with c = 0.322 and γ =
0.58. Oscillation in the correlation function for dA30 is caused by persistent local curvature (i.e.
single-stranded helices).
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4.4 Conclusions
The theoretically proposed correspondence between high force scaling and the orientation cor-
relation function in zero force [2] is confirmed experimentally for ssDNA by data presented
here in combination with force spectroscopy measurements of similar systems [5]. The use
of explicit, atomic models of the DNA avoids the potential ambiguity in earlier interpretations
of SAXS data where the chain segments were modeled as uniform cylinders [12, 40, 49, 50].
Whereas earlier SAXS studies modeled ssDNA as an isotropically flexible polymer [40, 49,
50], the generality SAXS-EOM technique allows us to investigate the effects of base-stacking
interactions that prefer right-handed helical curvature. We find that the solution structure of
dA30 is characterized by short sections of rigidly base-stacked nucleotides with an overall con-
formation ensemble that appears highly flexible. This model for poly(dA) is consistent with its
mechanical properties observed recently by force spectroscopy [52].
Since SAXS is a low resolution technique, many of the conclusions about specific popula-
tions of the backbone torsions await confirmation by high resolution methods. We successfully
integrated a limited amount of NMR data constraining the δ torsion angle according to known
sugar pucker equilibrium constants. In the future, combining the SAXS-EOM techniques with
NMR measurements in a more comprehensive way should lead to more realistic backbone mod-
els. Furthermore, all-atom molecular dynamics simulations of short segments of DNA could be
used to build realistic conformations of longer chains for EOM.
Future studies will extend this work to model RNA homopolymers poly(rU) and poly(rA),
which share many of the same properties as their DNA analogs, but have shown distinct differ-
ences in X-ray scattering, single-molecule FRET [49], and force spectroscopy measurements
[6] that are not fully understood. The SAXS-EOM method, applied here to homopolymers
poly(dA) and poly(dT), is completely general and may be adapted for studying DNA or RNA
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of mixed sequence. Furthermore, our methodology may be particularly useful for modeling
conformations of flexible regions of RNA or DNA within a larger structural context, such as
linkers between expression platform and aptamer domains in riboswitches [53] or intermedi-
ates in RNA folding [54–57].
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MAGNESIUM IONS ALTER THE GLOBAL STRUCTURE OF SINGLE-STRANDED
DNA
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Abstract
The mechanical properties of single-stranded nucleic acids play a vital role in such dynamic
processes as DNA replication and RNA folding. While force spectroscopy experiments have
demonstrated that duplex DNA molecules behave as ideal worm-like chains with a persistence
length that can be measured accurately, the unfolded single-stranded form of DNA (ssDNA)
shows diverse sequence and ion-dependent effects that defy description by simple polymer
models. Using small angle x-ray scattering (SAXS), we measure the changes in global struc-
ture of ssDNA homopolymers as Mg2+ replaces Na+ in the ion atmosphere. SAXS data are
interpreted using an ensemble optimization technique to visualize the conformational adapta-
tion of the DNA backbone to changes in the ion atmosphere, including base-stacking effects.
In addition, we count the number of ions associated with the ssDNA using buffer exchange
atomic emission spectroscopy. For poly(dT), which shows negligible stacking interactions be-
tween bases, we observe backbone “crumpling” in the presence of Mg2+. The magnitude of
the orientation correlation function, reporting backbone tortuousity, decreases in proportion to
the number of associated Mg ions. We also observe Mg-dependent conformational changes in
poly(dA), which shows strong base-stacking preferences: Mg appears to promote long-ranged
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order within B-like single-stranded helical regions. Implications for new polyelectrolyte theo-
ries of ssDNA and the biological role of electrostatics in these systems are discussed.
5.1 Introduction
The multifaceted roles that nucleic acids play in biology depend upon the structural plasticity of
these molecules: the DNA double-helix melts and re-forms during transcription and replication;
single-stranded RNA and DNA adopt alternate folds to transduce signals [1, 2]; and RNA is both
the single-stranded messenger and the complex molecular machine that turns the genetic code
into protein [3]. Double-stranded conformations are torsionally constrained and exceptionally
rigid, while single-stranded forms can be highly flexible. In the single-stranded form, the sugar
phosphate backbone’s six torsion angles per nucleotide may adopt a variety of conformations
with either stacked or unstacked bases [4, 5]. The free energy for base-stacking is sequence-
dependent [6]; homopolymers with bases that favor stacking can form persistent single-stranded
helices at low temperatures [7].
While rigid structures are amenable to high resolution methods such as crystallography
and NMR, there are few techniques available for precisely characterizing flexible structures.
Solution small angle x-ray scattering (SAXS) provides valuable information about dynamic
molecules that may be integrated with computational modeling and complementary techniques
[8, 9]. SAXS has been essential in understanding how RNAs fold [10, 11] and for measuring the
strength of interactions between nucleic acids [12]. A persistent theme in nucleic acid research
is role of electrostatics and the counterion atmosphere [13]. Mg ions fulfill an essential role in
structural transitions of RNA and DNA: by interacting preferentially with negatively charged
phosphate groups, Mg2+ compensates for electrostatic repulsion that favors unfolding. The
salt-dependent equilibrium conformations of single-stranded RNA and DNA homopolymers
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have been studied by small angle x-ray scattering (SAXS) [14–16], single molecule Förster
resonance energy transfer spectroscopy [14, 16–18], and hydrodynamic techniques [19, 20]. In
addition, the base sequence and salt environment influence ssRNA and ssDNA’s mechanical
properties [21–29] and dynamics [30, 31].
The conformation, dynamics, and mechanical properties of single-stranded nucleic acids are
related by the underlying statistical and physico-chemical properties of the polymer. Polyelec-
trolyte theory for flexible charged polymers has been applied to understand the origin of salt-
dependent mechanical properties and to predict equilibrium conformations. The analytically
tractable charged wormlike chain theory [32–36] has been successful for describing double-
stranded DNA [37], but fails to describe the mechanical flexibility of single-stranded nucleic
acids in physiologically-relevant conditions [21, 26]. In particular, single molecule force exten-
sion measurements of long ssRNA and ssDNA show a high-force scaling law of x∼ log( f ) that
is inconsistent with wormlike chain theory [21, 26]. Computational studies using mean-field
electrostatics were combined with scaling arguments to show that this x ∼ log( f ) behavior of
flexible polyelectrolytes is related to a power-law decay of the tangent vector orientation cor-
relation function [38]. In the wormlike chain theory, orientation correlation functions decay
exponentially: thus, a power-law decay orientation correlation function may be regarded as
the defining feature for a distinct class of highly flexible polyelectrolytes, termed “snakelike”
chains [26]. In Chapter 4, we used SAXS with a novel ensemble optimization method (EOM)
to confirm that the ssDNA homopolymer poly(dT) indeed shows the signature power-law decay
of the orientation correlation function in 20 mM NaCl solution.
The physical origin of the power-law decay (and associated x ∼ log( f ) scaling) is still ac-
tively debated. Simulations of ssDNA-like polyelectrolytes with explicit ions attributed the
logarithmic high-force scaling to ion-associated clusters [39]. On the other hand, mean field
simulations (without explicit ions) suggest that the power-law dependence arises from the sub-
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stantial overlap of the non-electrostatic intrinsic persistence length and the length-scales as-
sociated with electrostatic or excluded volume effects [38]. Thus, discrete ion effects are not
necessary to explain the conformations of single-stranded DNA in monovalent salts. In contrast,
force-extension curves of single-stranded nucleic acids in divalent salts (Mg2+ and Ca2+) show
extra compliance at high forces [27], and mean-field theories that include electrostatics only
through ionic strength cannot account for this ion valence effect. Thus, it has been suggested
that divalent ions interact strongly and specifically with phosphate groups. General models have
been proposed, including a picture where the chain “wraps” around counterions [27], and an-
other where it adopts a “crumpled” structure in the presence of these ions [39]. These models
have yet to be confirmed by structural measurements.
Recently, we measured the electrostatic effect of divalent ions on poly(dT) [16]. The re-
pulsion between chains is dramatically reduced when MgCl2 is present. In the context of ap-
proximate mean-field electrostatic theory, this was explained by a charge-renormalizing effect
due to condensation of Mg2+ in a region of high potential (Φ> kBT/e) near the molecule. A
freely-rotating chain model with screened coulomb interactions was sufficient to describe the
overall size of ssDNA coils measured using SAXS and smFRET. High-q features of the SAXS
curves, sensitive to the internal structure of the ssDNA coils, resembled FRC model predictions
(here, q= 4pi sin(2θ/2)/λ where 2θ is the scattering angle and λ is the wavelength). However,
agreement was not exact. Several studies have attempted to fit models directly to SAXS data in
order to learn about the internal structure of polymers. For flexible proteins, the fractal dimen-
sion has been found using a power-law fit at mid-q [40, 41]; however, this fitting technique is
not applicable to ssDNA because critical length scales overlap and are non-separable in q-space:
the persistence length, phosphate-phosphate distance, and chain diameter are typically of order
10Å. SAXS data for single-stranded RNA and DNA in monovalent salts have also been fit using
a semi-analytic wormlike chain form factor [14, 15, 42]. The wormlike chain model neglects
long-ranged interactions and is only appropriate for ssDNA at high ionic strengths where elec-
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trostatic interactions are completely screened [21]. Furthermore, the assumption of isotropic
flexibility implicit in polymer theories is unlikely to be true for ssDNA when base-stacking is
present.
To provide a general method for extracting molecular details from SAXS data for ssDNA,
we developed an efficient atomistic modeling routine to generate ssDNA structure pools and
select ensembles that fit the SAXS data (Chapter 4). From the fitted ensembles, we obtain the
orientation correlation function of the chain, which contains the essential information about the
internal structure of the polymer (i.e. static flexibility) for comparison with theory. This SAXS-
based ensemble optimization method (SAXS-EOM) was also applied to poly(dA), whose ade-
nine bases have favorable stacking interactions, demonstrating the generality of the technique.
Here, we seek to understand the effects of Mg2+ on the solution structure of ssDNA. We
interpret x-ray scattering measurements of poly(dA) and poly(dT) using SAXS-EOM to obtain
the orientation correlation function. In addition, the affinity of Mg2+ for ssDNA relative to Na+
is investigated by ion counting using buffer exchange atomic emission spectroscopy (BE-AES)
[43]. We examine changes in the SAXS-EOM ensembles that correlate with the number of
associated Mg ions. We find that the effects of Mg2+ are sequence-dependent. For poly(dT),
we find that the magnitude of the correlation function (related to backbone tortuosity) depends
linearly on the number of Mg ions. For poly(dA), Mg2+ promotes long-ranged order in base-
stacked single-stranded helices. Remarkably, the distinct structural effects of Mg2+ on poly(dT)
and poly(dA) do not manifest in different Mg2+ affinities: the number of Mg2+ ions associated
with poly(dT) and poly(dA) is identical within experimental uncertainty in all solution condi-
tions measured. Our measurements provide a structural basis for the increased compliance of
unstacked chains in the presence of divalent ions [27] and suggest future experiments to test
predictions of the EOM models that remain speculative because of the low resolution of the
SAXS measurement.
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5.2 Materials and Methods
5.2.1 Sample preparation
Four DNA oligonucleotides were synthesized and HPLC purified by Integrated DNA Tech-
nologies (Coralville, IA); sequence GCATCTGGGCTATAAAAGGGCGTCG (S1), its com-
plement (S2), a 30-mer of deoxythymidine (dT30); and a 30-mer of deoxyadenosine (dA30).
Lyophilized strands S1 and S2 were re-suspended in STE buffer (10 mM TRIS, 50 mM NaCl,
1 mM EDTA, pH 8.0) at a concentration of 0.5 mM. To generate a 25 base-pair DNA duplex
(ds25), strands S1 and S2 were mixed together in an equimolar ratio in a microcentrifuge tube,
placed in a 95C water bath for 5 minutes, and allowed to cool on the bench. Single-stranded
DNA homopolymers were re-suspended in TE buffer (10 mM TRIS, 1 mM EDTA, pH 8.0).
For SAXS experiments, DNA was exchanged five times using Amicon Ultra 0.5, 3kDa-cutoff
centrifugal concentrators (EMD Millipore, Billerica, MA) at 10,000×g with buffers containing
1 mM Na+MOPS, 20 mM NaCl, and 0, 1, 2, 5, 10, or 20 mM MgCl2. The matching buffer was
retained for background subtraction and dilution at the beamline.
For ion-counting experiments, samples were equilibrated using centrifugal concentrators
with buffers containing 10 mM Na+MOPS pH 7 and added NaCl ([Na+]= 20mM) and either
0, 0.5, 1, 2, 5, 10, 15, or 20 mM MgCl2. Eight dilution and concentration cycles were carried
out with the volume of the concentrate kept above 100µL [44]. After the final concentration
cycle, the concentrate and flow-through were immediately diluted 500-750 fold to concentra-
tions appropriate for the ICP-AES instrument: for each dilution 20-30 µL was added to 15
mL of 10 mM high-purity ammonium acetate (Sigma-Aldrich) to promote solubility of trace
metal ions [43]. For all samples with bulk Mg concentrations between 0 and 10 mM, the DNA
concentration pre-dilution (determined by ICP-AES) was 0.39-0.46 mM for dT30, 0.45-0.53
mM for dA30, and 0.16-0.32 mM for ds25. Higher DNA concentrations were used for the 15
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mM and 20 mM Mg buffer conditions to improve the signal-to-background ratio: 1.1-1.2 mM
for dT30, 1.5-1.9 mM for dA30, and 0.78-1.2 mM for ds25. Sources of uncertainty in the ion-
counting experiment include pipetting error in the dilution step and detection noise or instability
of the ICP-AES instrument. Therefore, 2-4 separate ICP data sets with independent calibrations
were acquired; several atomic emission lines were recorded for each element (3 for P, 2 for
Na, and 4 for Mg); and 3-4 separate dilutions were performed when feasible (excluding the
DNA-containing samples with 15 and 20 mM Mg, where sample quantity limited the number
of dilutions to one).
5.2.2 Ion-counting with buffer exchange atomic emission spectroscopy
Concentrations of the counterions and DNA were determined using an Optima 7300DV ICP-
AES (Perkin Elmer, Waltham, MA) within the linear detection range of the instrument: emis-
sion lines for elements P, Na, and Mg were monitored (Cl− anions were not detected) and
integrated intensities were converted to concentration units by calibrating the instrument with
standard solutions. The number of excess ions per phosphate was determined for each sample
using
∆NIon/NP =
[Ion]S− [Ion]B
[P]S− [P]B (5.1)
where the subscripts S and B, refer to the DNA-containing sample and the corresponding buffer
flow-through, respectively. The competition curves were fit using a 4-parameter phenomeno-
logical model from Ref. [44] (Hill-equation):
∆NNa/NP =
FNa
1+([Mg]/M1/2)n
(5.2)
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∆NMg/NP =
FMg([Mg]/M1/2)n
1+([Mg]/M1/2)n
(5.3)
where [Mg] is the bulk Mg concentration, M1/2 is the competition constant, n is the Hill coeffi-
cient, FNa is the excess Na/P ratio at [Mg] = 0, and FMg is the Mg/P ratio in the limit [Mg]→∞.
When analyzing the data, each ICP-AES reading was considered an independent measurement.
Equations 5.2 and 5.3 were simultaneously fit to the data using the lsqnonlin function in Matlab
(MathWorks, Natick, MA), where the points were weighted according to the standard deviation
of all measurements for that sample, and errors in the fit parameters were estimated by boot-
strapping [45]. For presentation purposes, data points for each sample were averaged, and the
error bars were computed as the standard deviation divided by the square root of the number of
measurements.
5.2.3 X-ray scattering measurements and ensemble optimization
SAXS data collection was described in Chapter 4 (see Section 4.2.1) for poly(dT) and poly(dA)
in Na-only solutions. Here, data for the Mg-containing solutions were acquired identically.
Briefly, interparticle interference effects were corrected by extrapolation to the dilute limit us-
ing SAXS profiles for a series of DNA concentrations: 50, 100 and 200 µM. Ensemble op-
timization using an all-atom rotamer model for DNA, developed in Chapter 4, was employed.
Torsion angle weights were re-optimized for each solution condition. Final pools of 10,000
structures were generated using the optimized weights, and 500 ensembles of 20 structures that
fit each SAXS profile were selected by the genetic algorithm method GAJOE13 [8, 46]. Orien-
tation correlation functions were computed for virtual bonds between phosphorus atoms, also
described in Chapter 4 (see Section 4.3).
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5.2.4 Theoretical prediction of ion numbers from Poisson-Boltzmann cal-
culations
Nonlinear Poisson-Boltzmann (NLPB) calculations were performed for duplex DNA, dA30,
and dT30. An ideal B-form duplex model was generated using Nucleic Acid Builder [47].
For single-stranded DNAs, the best-fit ensemble of 20 structures for each molecule was used.
Hydrogen atoms, Van der Waals radii, and partial charges were assigned using the AMBER
parameter set by PDB2PQR [48]. For electrostatics calculations, the program APBS [49] was
used with a Stern layer width (ion radius) of 2Å, a dielectric constant of 2 inside and 78.54
outside the molecule, solvent probe radius of 1.4Å, a grid spacing of < 1Å, and zero-potential
boundaries placed 40Å from the molecular surface. After solving the NLPB equation, the
number of excess ions of each type within the calculation box, Nini , was calculated from the
reduced potential φ j (units kBT/e) at grid points j ∈ Π, where Π is the list of ion-accessible
sites;
Nini = A0 c
∞
i Vcell ∑
j∈Π
(
exp(−ziφ j)−1
)
where A0 = 6.022×10−4 M−1Å−3 is a unit-conversion constant for bulk ion concentration c∞i
in molar, and cell volume Vcell in Å
3
. With excess ion numbers computed in this way, the
simulation box may not be sufficiently large to include all excess ions. Thus, ion numbers were
corrected by applying the linear Poisson Boltzmann (LPB) equation in the low-potential region
“outside the box” together with the charge-neutrality condition ZDNA +∑i ziNi = 0. In LPB,
each ion neutralizes charge in proportion to its contribution to the ionic strength of the solution
[50]. Thus, corrected ion numbers Ni that are robust to the choice of boundary conditions were
calculated using,
Ni = Nini +
(
ZDNA−∑
j
Ninj z j
)
zici
∑ j z2jc j
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5.3 Results and Discussion
In a mixed-salt environment, counterions compete for association with DNA. This competi-
tion has been studied using equilibrium dialysis experiments where the bulk concentration of
one counterion is fixed while the other is varied. Previous dialysis experiments measuring ion
competition around double-stranded DNA using BE-AES chose a standard condition of 20 mM
NaCl with varying MgCl2 [44]. The low monovalent ion concentration is important for measur-
ing the Na concentration difference with sufficient signal-to-noise. Therefore, we adopted the
same standard monovalent ion condition. First, we repeated these experiments using a synthetic
25 base-pair DNA duplex (charge of -48e) that has been the subject of previous x-ray scattering
studies (e.g. Refs. [12, 51–53]). The competition curves are reported in Figure 5.1c, and param-
eters that were fit using Equations 5.2 and 5.3 are given in Table 5.1. For double-stranded DNA,
we find a competition constant of M1/2 = 0.48±0.01mM that reproduces earlier BE-AES mea-
surements for DNA duplexes with a different base sequence but comparable length [44]. Next,
we measured the competitive association of Mg2+ to two single-stranded homopolymers dT30
(-29e), and dA30 (-29e). As was the case with double-stranded DNA, Mg2+ readily competes
with 20 mM Na+ (Figures 5.1a-b). The numbers of excess Mg ions associated with dT30 and
dA30 at each bulk MgCl2 concentration are identical within experimental uncertainty, but dis-
tinct from the numbers associated with double-stranded DNA (Figure 5.1d): the concentration
of MgCl2 required to out-compete half of the Na+ ions associated with single-stranded DNA is
approximately two-fold greater than is required to out-compete the same number of Na+ ions
around double-stranded DNA (M1/2, Table 5.1).
Single-stranded DNA’s flexibility causes salt-dependent swelling for chains in the size-range
studied here (c.f. Ref. [15]). To correlate the competition between Na+ and Mg2+ with changes
in ssDNA conformation, we collected SAXS data for dT30 and dA30 with solution conditions
nearly identical to the BE-AES experiments. SAXS profiles were extrapolated to infinite dilu-
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Figure 5.1: BE-AES measurements of counterion competition around single- and double-
stranded DNA. The number of excess Mg and Na ions per DNA phosphate were measured
with a fixed Na bulk concentration of 20 mM and varying MgCl2 concentration between 0 and
20 mM. BE-AES data are shown for dT30 (a), dA30 (b), and 25bp duplex DNA (c). Solid lines
show the best fit of equations 5.2 and 5.3 to the data (parameters in Table 5.1), and dashed lines
are the nonlinear Poisson Boltzmann calculations. The number of excess Mg ions for the three
DNA molecules in (a-c) are re-plotted in (d) for visual comparison.
M1/2(mM) n FMg FNa
ds25 0.48±0.01 0.79±0.02 0.491±0.004 0.74±0.03
dt30 1.09±0.04 0.88±0.02 0.490±0.007 0.68±0.02
da30 1.13±0.03 0.84±0.01 0.498±0.005 0.71±0.01
Table 5.1: Fit parameters for Mg-Na competition around single- and double-stranded and DNA
(Equations 5.2 and 5.3)
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tion to account for interparticle interference effects as described in Methods, and are plotted in
Figures 5.2a (dT30) and 5.2c (dA30).
Using an ensemble optimization method specifically developed for poly(dT) and poly(dA),
we fit the SAXS data with ensembles of atomically-detailed models. Although the ensembles
contain high resolution information, it is important to interpret these ensembles on length-scales
that are constrained by the limited resolution of the X-ray data. We previously used orientation
correlation functions to interpret the flexibility of these homopolymers in 20 mM NaCl with no
Mg2+ (Chapter 4). Here, orientation correlation functions were additionally found from SAXS
data with Mg2+ (Figure 5.2).
For dT30, we find that the orientation correlation functions have a characteristic power-law
decay over a range of about 10 nucleotides, given by [38]〈
cosθi, j
〉
=C |i− j|−γ (5.4)
The best-fit values for the exponent γ are similar for all Mg concentrations, while the magni-
tude C decreases with added Mg. Since C is associated with the backbone curvature, and γ
with the excluded-volume interaction [38], the correlation functions for poly(dT) suggest that
the backbone becomes more “crumpled” when Mg2+ counterions replace Na+. Increased back-
bone tortuosity is evident when visually comparing the atomic models for dT30 in Mg-free and
Mg-saturated conditions (Figure 5.3b and Supplemental Figure B.1). In the models, crumpled
conformations arise from highly-deformed torsion angle ranges such as a1p, where torsion an-
gles ξ and α are in the non-canonical gauche+ (see Table 4.1 in Chapter 4 and Supplemental
Figure B.2b).
The orientation correlation functions for dA30, shown in Figure 5.2c, have an oscillatory be-
havior that is not well-described by Equation 5.4. The correlation function oscillations are due
to the selection of models with stacked conformations that twist the backbone in a right-handed
helix, exemplified by the structures in Figure 5.3d. This helical oscillation is superimposed on
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the long-ranged orientation correlation of segments due to electrostatic and excluded volume
effects. The depth of the first negative-going peak around |i− j| ∼ 4 deepens monotonically
with MgCl2 concentration, suggesting that Mg2+ promotes well-ordered and persistent curva-
ture of the backbone. A closer examination of the torsion angle frequencies in the optimized
dA30 pools reveals that the frequency of the BI-type base stack doubles between 0 and 20 mM
MgCl2 (Supplemental Figure B.2a). At the highest Mg concentrations,∼ 80% of backbone tor-
sion angles in the ensembles have the BI conformation (note that the overall number of stacked
residues is not strongly Mg-dependent, as other stacked conformations such as BII are present in
0 mM MgCl2: see Supplemental Figure B.2a). The positive-going peak around |i− j| ∼ 8 first
increases showing the effects of persistent helices, and then decreases slightly for [MgCl2]> 5
mM as the chain assumes more compact dimensions in the well-screened salt environment.
By combining the SAXS and BE-AES data, we gain additional insight into the specific
role of Mg2+ in promoting conformational changes in single-stranded DNA. The orientation
correlation function parameters C and γ for dT30 are plotted as a function of the number of
associated Mg2+ ions per phosphate group in 5.3a. We find a strong linear correlation between C
and the number of excess Mg2+ measured by BE-AES that suggests a specific role for Mg2+ in
stabilizing the “crumpled” conformations. In contrast, ssDNA-like polyelectrolyte simulations
using mean-field electrostatics found that the magnitude C in Equation 5.4 was independent
of ionic strength [38]. Thus, our observation of an ion-dependent C (and constant γ) provides
further evidence that specific interactions with Mg2+, as opposed to diffuse screening effects,
are important.
Similar insight into the specific role of Mg2+ in altering the structure of dA30 are found from
combining BE-AES data with the SAXS ensembles. In the ensembles, base-stacked helices in
NaCl lack long-ranged order because of a diversity of stacked conformations. These helices
become more ordered at high MgCl2 concentrations where a single stacked conformer (BI)
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Figure 5.2: Mg-dependent orientation correlation function for single-stranded DNA. (a) X-
ray scattering data for dT30 with 20 mM NaCl and increasing MgCl2 indicated in the legend
is plotted as q× I(q) vs. q to emphasize the high-angle region (q = 4pi sin(2θ/2)/λ with
wavelength λ and scattering angle 2θ ). Fits using ensemble optimization are superimposed.
(b) Orientation correlation function analysis of the dT30 ensembles. Virtual bonds between
phosphate atoms defined the backbone tangent vectors. The average dot-product of normalized
tangent vectors i and j is
〈
cosθi j
〉
, were the brackets signify the mean for constant separation
|i− j|. MgCl2 concentrations are indicated in the legend. Correlation functions were fit with a
power-law decay in the region 1≤ |i− j| ≤ 10 (solid lines). For details, see the text. (c) Same
as (a), but with dA30 data. (d) Orientation correlation functions for dA30 as in (b). Solid lines
interpolate data points to guide the eye.
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Figure 5.3: Sequence-dependent effects of Mg2+ on the global structure of ssDNA. (a) Power-
law exponent γ and magnitude C of the orientation correlation function for dT30 (Figure
5.2b) are plotted as a function of the number of excess Mg2+ ions per DNA phosphate,
NMg/NP, determined from BE-AES (Figure 5.1a). Dashed lines show linear fits:γ ∼ 0.6 and
C ∼ 0.7−0.78NMg/NP. (b) Example dT30 conformations from the best-fit ensembles in NaCl
only (left) and with 10 mM MgCl2 added (right) with phosphorus atoms drawn as blue spheres
rendered using Pymol version 1.2r1 (DeLano Scientific LLC). For the full ensembles, see Fig-
ure B.1. (c) Exchange of Na+ for Mg2+ is associated with increased purity of base-stacked
conformations in the ensembles. The prevalence of the canonical BI-type stack doubles when
MgCl2 is the dominant counterion (see also Figure B.2a). The dashed line shows a linear fit
fBI ∼ 0.78(NMg/NP−0.53). (d) Example dA30 conformations are shown from the NaCl only
(left) and 20 mM MgCl2 (right) ensembles.
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dominates. When the frequency of the BI backbone conformation is plotted as a function of the
number of associated Mg2+ ions per phosphate group, a linear relationship is again observed
(Figure 5.3c), suggesting that Mg2+ directly promotes long-ranged order in single-stranded
helices.
Despite differences in the conformations of poly(dT) and poly(dA), the relative affinity of
Mg2+ vs. Na+ is found to be identical in both cases (Figure 5.1d), suggesting that the distinct
conformational changes observed for poly(dT) and poly(dA) in Mg-containing solutions do not
contribute significantly to the free energy of Mg association. Therefore, we performed nonlinear
Poisson-Boltzmann (NLPB) calculations using the single-stranded DNA models from the best-
fit ensemble at each solution condition in order to predict the competition curves. The results are
shown as dashed lines in Figure 5.1a-c. We find that the competition constant of Mg2+ measured
by BE-AES is more than a factor of two less than predicted by NLPB. Previous measurements
of counterion competition around duplex DNA [44], successfully repeated here, also disagree
with NLPB by a similar factor (Figure 5.1c). It has been argued that NLPB fails for Mg/Na
competition because of neglected ion-ion correlations [54]. If that were the case, NLPB should
provide an improved prediction for ssDNA, which has a low linear charge density, relative to
double-stranded DNA. However, our measurements show that this is not the case. Instead,
it seems that the failure of NLPB for Mg/Na competition is unrelated to counterion density
in the condensed region. Rather, it is likely that the NLPB does not adequately account for
the electrostatic environment of the ions that are close to the molecular surface. A similar
conclusion was found in a computational study of ion distributions around an RNA duplex
that correlated molecular dynamics and NLPB calculations: satisfactory agreement was found
only when the NLPB calculation was modified phenomenologically with a distance-dependent
dielectric constant [55].
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5.4 Conclusions and Future Work
Mg ions alter the global structure of single-stranded DNA. SAXS-EOM ensembles show that
poly(dT) has a crumpled structure in solutions with Mg2+ that is distinct from the structure
in NaCl. The tortuous chains observed in SAXS-EOM ensembles in the presence of Mg2+ are
reminiscent of the “crumpled” structures of polyelectrolytes seen in explicit ion simulations that
recapitulate force extension curves [39]. The extra compliance of poly(dT) in Mg2+ observed by
single-molecule force spectroscopy [27] is consistent with a force-dependent transition from the
crumpled backbone conformers stabilized by Mg2+ to the more extended conformers preferred
in Mg2+-free solutions.
Using BE-AES, we find that ∼ 1 mM Mg2+ is sufficient to out-compete half of the Na+
from around single-stranded DNA when Na+ is present at a bulk concentration of 20 mM. The
BE-AES data support our previous observation of an apparent Mg2+ competition constant of
∼ 1 mM when the second virial coefficient of poly(dT) in mixed-salt solutions was analyzed
using a simple polymer model with a charge-renormalized, screened Coulomb potential [16].
However, the BE-AES data do not agree with theoretical predictions from NLPB. We note that a
similar factor-of-two disagreement is also seen for duplex DNA structures here and in previous
studies [44].
The competition constant for Mg2+ relative to Na+ for ssDNA does not depend on the
prevalence of base-stacked residues. SAXS-EOM models of dA30 show a partially stacked
but flexible conformation, consistent with force spectroscopy measurements of poly(dA) that
show low-force flexibility and a high-force structural transition attributed to the unstacking of
bases [29]. Unlike dA30, dT30 shows a highly variable structure with mostly unstacked bases in
SAXS-EOM ensembles: consistent with this observation, ssDNA lacks an unstacking transition
at high forces [21, 27].
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Thus, we observe two DNA sequence-dependent effects that are seemingly incompatible.
On the one hand, poly(dT) and poly(dA) show distinct conformational responses to the presence
of Mg2+ in their ion atmospheres. On the other, competition curves measured by BE-AES for
dA30 and dT30 are identical within experimental uncertainty. This raises the important question
of how Mg2+ interacts with single-stranded DNA of differing sequence.
The crumpled structure of poly(dT) with saturating Mg2+ is suggestive of ion-bridging in-
teractions between phosphate groups. Hydration studies by Kankia show that the exchange of
Na+ counterions for Mg2+ around poly(dT) is accompanied by the net release of water, which
was interpreted as a partial dehydration of Mg2+ by coordination between a pair of phosphates
[56]. Poly(dA) does not form a crumpled structure, presumably because base-stacking locks
the backbone in a single conformation range. Furthermore, we see no evidence for long-ranged
Mg-bridging interactions in the SAXS-EOM ensembles. Thus, poly(dA) should be unable to
adapt its structure in order to coordinate the Mg ion. In accord with this observation, hydration
measurements find no net release of water for Mg2+ interactions with poly(dA) [56].
The ion-bridging hypothesis would predict vastly different Mg2+ affinities for poly(dT) and
poly(dA), however we find experimentally that they are identical. It is difficult to imagine a
compensatory mechanism that would allow poly(dA) to have an identical affinity for Mg2+ if
poly(dT) binds divalent ions directly and poly(dA) does not. Thus, we are forced to reconsider
the coordination hypothesis, despite its intuitive appeal.
We propose that Mg2+ associates diffusively (i.e. as a fully-hydrated ion) with both poly(dT)
and poly(dA). We speculate that the observation by Kankia of water release accompanying
the Mg2+-poly(dT) interaction is caused by changes in overall molecular hydration due to the
crumpled backbone, rather than changes in ion hydration. The connection between hydration
and the backbone conformations of DNA are well documented for duplex structures (e.g. A, B,
and Z-forms show hydration-dependent stabilities [6]). Furthermore, when Mg2+ is observed
136
in crystal structures of DNA, it is fully hydrated (c.f. PDB 1D23).
If poly(dT) interacts diffusively with Mg2+, why does the chain crumple? One possibil-
ity is that the crumpled structure represents the preferred backbone conformation ensemble
when electrostatic interactions are well-screened. However, the non-equivalence of mono- and
di-valent salts in force extension measurements [27] tends to discount this hypothesis. It is
possible that backbone crumpling of poly(dT) is a hydration effect that is linked with Mg2+
association, as seen for example in RNA folding [57]. The structural effects of hydration on
unfolded proteins have been investigated using osmolytes to alter the water activity (c.f. Ref
[58]). Similar experiments have been carried out to a limited extent with ssDNA. Intriguingly,
force extension curves of ssDNA in urea suggest that disrupting hydration increases the appar-
ent length of the chain [28]. We suggest that the recently-articulated formalism for deriving
ion uptake from the analysis of force extension data sets in varying salt concentrations [59, 60]
might be applied to the problem of water uptake by varying the osmolyte concentration, with
proper attention to the electrostatic properties of the osmolyte [61] and ion-water linkage [57].
In summary, we applied an atomistic modeling approach to interpret x-ray scattering data
from the single-stranded DNA molecules dT30 and dA30 in salt solutions with varying MgCl2
and we counted the number ions associated with the DNA in each condition. We provide the
first evidence from a structural technique that ssDNA has a “crumpled” conformation in the
presence of Mg2+. Future studies will extend this work to ssRNA, previously shown to have
different flexibility and base-stacking properties from ssDNA [14, 26], in order to understand
the Mg-dependent flexibility of single-stranded linkers in the context of RNA folding [62, 63].
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Abstract
Small angle X-ray scattering (SAXS) is a versatile and widely used technique for obtaining low-
resolution structures of macromolecules and complexes. SAXS experiments measure molecules
in solution, without the need for labeling or crystallization. However, radiation damage cur-
rently limits the application of SAXS to molecules that can be produced in microgram quanti-
ties; for typical proteins, 10-20 µL of solution at 1 mg/mL is required to accumulate adequate
signal before irreversible X-ray damage is observed. Here, we show that cryocooled proteins
and nucleic acids can withstand doses at least two orders of magnitude larger than room tem-
perature samples. We demonstrate accurate T = 100 K particle envelope reconstructions from
sample volumes as small as 15 nL, a factor of 1000 smaller than in current practice. Cryo-SAXS
will thus enable structure determination of difficult-to-express proteins and biologically impor-
tant, highly radiation sensitive proteins including light-activated switches and metalloenzymes.
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6.1 Introduction
In the last decade, small angle X-ray scattering (SAXS) has been developed into a reliable
experimental technique for rapidly obtaining low-resolution structures of biological macro-
molecules. The greatest strength of biological SAXS (BioSAXS) is its ability to report struc-
tures from macromolecules in solution, without the need for crystallization or labeling; the
macromolecules need only be soluble and in a homogeneous, monodisperse phase. Most syn-
chrotron X-ray sources have dedicated BioSAXS beamlines, including high throughput stations
with automated data collection [1–5]. Analysis suites such as ATSAS from EMBL [6] enable
rapid and comprehensive interpretation of SAXS data, yielding information ranging from radius
of gyration to structural envelopes. This information complements that from atomic resolution
techniques and leads to biologically relevant conclusions. SAXS data have been used to vali-
date crystallographic structures and molecular dynamics predictions, to probe conformational
switching, to characterize flexibility and folding, and to assemble complexes from atomic struc-
tures of subunits [7].
The most important challenges in BioSAXS are to obtain monodisperse, aggregate-free
samples, and to maintain this monodispersity throughout X-ray data collection. Radiation dam-
age, which causes aggregation, unfolding and fragmentation, is thus a critical bottleneck. The
maximum tolerable X-ray dose (energy per unit mass) is generally orders of magnitude smaller
than in X-ray crystallography. For example, lysozyme crystals can withstand ∼500 kGy at
room temperature [8], whereas lysozyme solutions show excessive aggregation for X-ray doses
above ∼400 Gy (or ∼1 kGy if glycerol is used to modify protein-protein interactions) [9]. Bio-
logically important targets such as metalloproteins and sensors can also exhibit fast damage at
specific sites, e.g., at the enzymatically important metal site, that perturb ligand interactions and
associated conformation changes. To minimize radiation doses and achieve adequate signal to
noise, large sample volumes must be irradiated either by defocusing the X-ray beam [1] or by
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flowing [2–4] or translating [10] the sample through the beam. For a typical protein at 1 mg/mL
concentration, the minimum sample consumption is roughly 12 µL [1]. Further complicating
matters, optimal sample volumes and allowable doses are highly sample-dependent, and must
be determined on a case-by-case basis. For example, in SAXS studies of the light-sensing pro-
tein VVD, structures of the light-activated and dark states were obtained using a novel coaxial
flow cell designed to provide exceptionally short residence times in the X-ray beam, at the cost
of increased sample consumption [11].
Radiation damage is also a problem in macromolecular X-ray crystallography (MX) [12–16]
and electron microscopy (EM) [17]. In those techniques, radiation damage and minimum sam-
ple volumes required for structure determination are dramatically reduced by cooling samples
to temperatures near 100 K. Solvent and radical diffusion are all but eliminated, and scaffolding
by the frozen solvent network prevents large radiation-induced structural relaxations. In cryo-
MX, crystals can withstand a molecule-independent maximum dose of ∼30 MGy, 20 to 150
times larger than at room temperature [8, 18–24].
For successful cryocooling, macromolecular structure must be preserved and ice nucleation
and growth must be prevented. Solvent vitrification can be achieved by rapid cooling (e.g.,
by plunging the sample into liquid nitrogen or propane or by inserting in a cold gas stream)
[12–16] or by cooling under high pressure [25]. Required cooling rates for complete vitrifi-
cation can be reduced using chemical cryoprotectants such as glycerol [15, 26, 27]. Although
initially developed to reduce radiation damage, sample cryocooling also greatly simplifies stor-
age and dramatically increases shelf-life. It has transformed protein crystallography, enabling
high throughput methods such as remote, robotically assisted synchrotron data collection on
mailed-in samples [28].
The potential of cryocooling for SAXS studies has long been recognized, but the critical
challenge of reproducibly preparing and collecting data from suitable samples has not been
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successfully addressed. Unlike MX, SAXS is fundamentally a difference technique. The large
contribution of solvent to the total scattering profile from a dilute solution must be measured and
subtracted to determine the macromolecule’s scattering profile. Scattering from ice crystallites,
or from any other electron density inhomogeneity formed during cooling, may be large and
irreproducible. Therefore, for cryo-SAXS to become a viable technique, a reliable method
for producing homogeneous vitrified samples is required. At the same time, the cryocooling
method must preserve the macromolecule’s structural integrity and maintain signal to noise in
the SAXS profile.
Here, we demonstrate such a method. We have integrated an open-flow nitrogen cryocooler
into a standard SAXS beamline, and used SAXS to identify cryoprotection conditions that yield
complete vitrification of small drops cooled in the nitrogen gas stream. Using these vitrified
samples, we obtain scattering patterns from glucose isomerase (a standard SAXS reference [4,
29, 30]), and verify that low temperatures protect the molecule from radiation damage without
altering its structure. Finally, we show that useful cryo-SAXS data can be collected from a va-
riety of macromolecules using very small sample volumes. These methods will be immediately
valuable for samples that are especially radiation sensitive, when available sample quantities are
limited, or when samples may degrade over time. We discuss remaining challenges that must be
overcome for cryo-SAXS to become a widely-adopted alternative to room temperature SAXS
for routine measurements of macromolecular structure.
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6.2 Materials and Methods
6.2.1 Evaluation of cryoprotectants
The cryoprotectants poly(ethylene glycol) (average molecular mass of 200 Da), glycerol, and
dimethyl sulfoxide (DMSO) were purchased from Sigma (St. Louis, MO), and ethylene glycol
was purchased from Avantor Performance Materials (Phillipsburg, NJ). Cryoprotectant-water
mixtures were prepared by weight in increments of 5 %. Spherical drops of ∼1 µL volume
were held in a ∼700 µm nylon loop (Hampton Research, Aliso Viejo, CA) and rapidly cooled
by placing them in a T = 100 K nitrogen cryostream (700 series, Oxford Cryosystems, Ox-
ford, United Kingdom). Cryo-SAXS data on these gas-stream-cooled samples were acquired at
CHESS beamline F2. The X-ray energy was 9.88 keV, the sample-detector distance was 1.47
m and the detector was a fiber-coupled CCD (Quantum 1, Area Detector Systems Corporation,
Poway, CA). The upstream slits and flight tube were held under vacuum and separated from the
sample area by mica windows. SAXS curves were processed using BioXTAS RAW software
[31].
6.2.2 Preparation of biological samples for cryo-SAXS
Glucose isomerase crystals (Hampton Research, Aliso Viejo, CA) were re-dissolved in buffer
containing 100 mM Tris pH 8.0 and 1 mM MgCl2. Hen egg white lysozyme (Sigma, St. Louis,
MO) was dissolved in buffer containing 40 mM Na-acetate pH 4.0, 50 mM NaCl and 1 % (v/v)
glycerol. A 24-bp DNA duplex with sequence GGTGACGAGTGAGCTACTGGGCGG (and
its complement) was made from synthetic HPLC-purified oligonucleotides (Integrated DNA
Technologies, Coralville, IA). The complementary strands were mixed and annealed to form the
duplex, following vendor instructions. The DNA was then buffer exchanged with 10 mM Na-
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MOPS pH 7.0 and 100 mM NaCl using a spin column (Amicon Ultra-0.5, 10,000 mol wt cutoff,
EMD Millipore, Billerica, MA). For each matching buffer, a 2×PEG solution was prepared with
946 mg/mL PEG 200. Each 2×PEG solution was combined with the corresponding cryo-SAXS
sample and matching buffer in a 1:1 ratio by volume, for a final concentration of ∼45 % (w/w).
6.2.3 Sample holders
Two different window-free, low volume sample cells were used for cryo-SAXS. For ∼1 µL
volume samples, the cell (Fig. 6.2a) was comprised of 1.8 mm long, 860 µm ID, 25 µm
wall polyimide tubing. To thermally isolate the sample from the stainless steel support, the
sample holder was glued to a short section of 510 µm ID, 25 µm wall polyimide tubing, which
was press-fit over the support. The cell was oriented so that the X-ray beam passed along its
axis and through the open ends of the tubing. For sub-µL volumes samples, the sample was
held by surface tension in a standard polyimide crystallography loop with a 600 µm diameter
(MicroMount, MiTeGen), shown in Fig. 6.6a. For room temperature SAXS measurements, an
in-vacuum 2 mm quartz capillary with oscillating flow was used to minimize radiation damage
[4].
6.2.4 SAXS data collection
SAXS data from biological samples were collected using beamline G1 at CHESS. The beamline
was configured with a low-noise area detector (Pilatus 100 K, Dectris, Baden, Switzerland), a
He ion chamber for monitoring the incident intensity, and a PIN diode beamstop for measuring
transmitted intensity. A cryostream provided nitrogen gas at 100 K for sample cooling (Fig.
6.2a). SAXS data were analyzed using code written in-house in MATLAB (The MathWorks,
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Natick, MA).
Because of the small sample volumes used for cryo-SAXS, background scattering originat-
ing upstream of the sample had to be minimized. The upstream flight tube was filled with He
and extended to within ∼5 mm of the sample using 1.8 mm ID, 0.3 mm wall stainless steel
tubing. To further block background scattering that could pass around the sample, the guard
slits were supplemented by a 200 nm thick, 500 µm square aperture Si3N4 window in a 381
µm thick Si frame (Fabrication Services and Technology Ltd, Northampton, England) that was
glued to the end of the tubing. Scattered X-rays were collected through an evacuated flight tube
with a 200 nm thick, 2 mm square Si3N4 window with (Fabrication Services and Technology
Ltd) epoxied to an aluminum cone at the upstream end. The photograph in Fig. 6.2a shows the
position of these windows relative to the sample and cryostream.
SAXS data on biomolecules were acquired at CHESS beamline G1 during two separate
runs with similar beamline configurations. In the first run, cryo-SAXS data were taken using
the 1 µL holder. A 1.52 m sample-detector distance and a 10.5 keV X-ray energy were used to
probe scattering wavevectors 0.01< q< 0.28 Å
−1
, where q= 4pi sin(θ)/λ , 2θ is the scattering
angle and λ is the X-ray wavelength. The beam size at the sample position was 119 µm×193
µm (height × width, FWHM). The X-ray flux calculated from the current through an N2 ion
chamber, placed at the beamstop position with the sample removed, was 6.3× 1010 s−1. In
the second run, cryo-SAXS data from sub-µL samples and room temperature SAXS data were
acquired with an X-ray energy of 10.0 keV, a sample-detector distance of 1.35 m, a beam size
of 220 µm ×190 µm (height ×width, FWHM), and an X-ray flux of 1.0× 1011 s−1. The
downstream vacuum window was Kapton film rather than Si3N4.
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6.2.5 Background subtraction
Conventional SAXS sample cells use parallel, X-ray transparent windows to define a fixed
path length. Scattering curves are collected from sample and matching buffer solutions held
in identical cells, each is normalized by the transmitted X-ray intensity measured during the
exposure, and the two are subtracted to obtain the macromolecule’s scattering profile. The
cryo-SAXS sample holders described above do not define a fixed path length for the sample,
so a normalization and background subtraction method was devised to account for path length
variation. The total scattering measured at the detector, Itotal(q), is modeled as
Itotal(q) ∝ I0T
{
log(1/T ) [IM(q)+ IS(q)]+ Ibkg(q)
}
(6.1)
where I0 is the incident intensity, T is the X-ray transmission factor of the sample (and thus
log(1/T ) is proportional to the thickness), IM(q) and IS(q) are the scattering from the macro-
molecule and solvent, respectively, and Ibkg(q) is the instrumental background scattering. With
appropriate normalization, IM(q) can be found from three scattering profile measurements: one
of the macromolecule-containing sample, one of the macromolecule-free buffer, and one of the
empty cell. The incident and transmitted intensities, Iincident and Itransmitted, are measured at the
same time as Itotal(q), and T is calculated using
T =
(
Iemptyincident/I
empty
transmitted
)
× (Itransmitted/Iincident) (6.2)
where the first factor, obtained from measurements of the empty cell, is included to cross-
calibrate the two detectors. A background subtracted, thickness normalized intensity can be
computed for both the sample (macromolecule plus buffer) and the buffer. Here background
subtraction refers to removing the properly scaled instrumental background scattering:
I∆(q)≡
(
Itotal(q)
Itransmitted
− I
empty
total (q)
Iemptytransmitted
)
1
log(1/T )
(6.3)
Then, the difference between buffer and sample curves Idiff.(q) = I
sample
∆ (q)− Ibuffer∆ (q) is pro-
portional to IM(q), the scattering of the macromolecule.
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6.2.6 Estimation of X-ray dose
The X-ray dose D delivered to the sample was calculated using
D =
texp f E (1−T )
V ρ
(6.4)
where texp is the exposure time, f is the X-ray flux (photons per second), E is the X-ray energy,
T is the sample transmission factor, V is the illuminated volume, and ρ is the mass density. The
density ρ ≈ 1.07 gcm−3 was estimated from available data on PEG-water mixtures at room tem-
perature [32]. For each sample, the illuminated volume was found from V ≈ Aµ−1 log(1/T )
where A is the beam area (product of width and height at FWHM) and µ−1 is the X-ray ab-
sorption length. The absorption length was calculated from atomic absorption data [33] and by
approximating the 45 % (w/w) PEG-200 water mixture as tetra(ethylene glycol) and water in
a 1:13 molar ratio (i.e. H44O18C8) with the density given above; at 10 keV, µ−1 ≈ 2.15 mm.
In X-ray crystallography, dose calculations are typically based on the mass-energy absorption
coefficient [34]. At the X-ray energies used, this calculation agrees with one based on the
mass-energy absorption coefficient to within 1 %.
An accurate measure of the beam size at the sample position is required for computing the
X-ray dose. X-ray burns in a 1 mm thick glass slide were acquired with exposures of 1, 2, 8,
16, and 32 seconds, digitized using a flatbed scanner at 12,800 dpi (EPSON Perfection 1660),
and analyzed in MATLAB. The images were corrected for the nonlinear response of the glass
using a calibration curve generated from the multiple exposures.
6.2.7 Analysis of SAXS profiles
The pair-distance distribution function P(r) was calculated from the SAXS profiles using the
Bayesian Indirect Fourier Transform (BIFT) method [35]. An indirect Fourier transform pro-
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gram with smoothness regularization was written in MATLAB, and Bayesian estimation was
used to find the maximum particle dimension Dmax, the Lagrange multiplier α , and the noise
level β [35]. In addition, the evidence for the hypothesis was computed (i.e., the probability of
the data given the basis set, noise model, and regularizer) [36].
Ab initio reconstructions of the low-resolution particle envelope from SAXS data were per-
formed using the ATSAS suite of programs [6]. For each SAXS curve, 16 DAMMIF recon-
structions (fast mode, no symmetry) were aligned and averaged using DAMAVER. Each aver-
age reconstruction was aligned with its corresponding atomic structure using SUPCOMB and
visualized using Pymol version 1.2r1 (DeLano Scientific LLC).
6.3 Results and Discussion
6.3.1 PEG-200 solutions yield good contrast, low background scattering
and complete vitrification of 1 µL drops
Excessive and irreproducible ice formation on cooling has been a major obstacle to cryo-SAXS.
In cryo-MX [37–39], the cooling rate and the choice and concentration of cryoprotectant are key
variables in obtaining a homogeneous, fully vitrified state at T = 100 K. Cryo-SAXS imposes
additional constraints. Most cryoprotectants have higher electron densities than water. Adding
cryoprotectant thereby increases the solvent’s average electron density and its electron density
fluctuations, decreasing SAXS contrast and increasing solvent background scattering. Conse-
quently, cryoprotectants that are effective at low concentrations and that have electron densities
near that of water are preferred. Based upon these criteria, we find PEG-200 to be the superior
choice among several other small-molecule cryoprotectants tested (including glycerol, ethylene
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glycol, and DMSO).
The cryoprotectant concentration necessary for complete vitrification was determined by
acquiring cryo-SAXS profiles from∼1 µL PEG-water drops at several PEG-200 concentrations
(Fig. 6.1, b and c). At concentrations below 45 % (w/w), the presence of ice is indicated by a
steep rise in the scattered intensity below q≈ 0.02 Å−1, in some cases to almost four orders of
magnitude above the profile’s high-q baseline. When plotted on a log-log scale, it can be seen
that the signature of ice formation is a power law at all concentrations (Fig. 6.1d). At 45 %
(w/w) PEG, the low-q scattering is 10 times the baseline level in one sample (G), and absent in
a second sample (H). In photographs of the sample drops (Fig. 6.1a), samples F and G, with
PEG concentrations of 40 % and 45 % (w/w), respectively, are both visually clear. Thus, sample
clarity is not a sufficient indicator of complete vitrification in the context of cryo-SAXS.
At PEG concentrations above 45 % (w/w), no ice signal was observed, and samples could
be reliably vitrified. Similar measurements yielded minimum concentrations for ice-free cryo-
SAXS profiles of 50 % (w/w) for glycerol, 50 % (w/w) for ethylene glycol, and 45 % (w/w)
for DMSO. These cryoprotectant concentrations are roughly 5 % larger than are required to
eliminate ice rings in crystallographic diffraction at comparable cooling rates [26].
6.3.2 Sample cell design and buffer subtraction technique enable collec-
tion of cryo- SAXS data from biomolecules
The window-free, thin-wall sample cell was designed to optimize the X-ray path length through
the 1 µL sample for good signal to noise, and to maximize heat transfer rates through its side-
walls for rapid cooling (Fig. 6.2a). The X-ray beam passed along the axis of the cylindrical
cell, and the sample was held within it by surface tension prior to cooling. At the Cornell
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Figure 6.1: Cryoprotectant concentration required to obtain an ice-free scattering curve. (a)
Photographs of ∼1 µL drops of PEG 200 - water mixtures held in ∼700 µm nylon loops after
cooling to 100 K in a N2 gas stream. PEG concentrations for drops (A-H) ranged from 0 %
to 45 % (w/w) (indicated in the legends of (b) and (c)). Opacity of the drop arises from light
scattering by ice crystals. (b) SAXS curves show increasing scattering intensity at q . 0.02
Å
−1
as the PEG concentration increases from 0 to 35 % (w/w). (c) At 40 % (w/w) PEG and
above the drops are visually clear and the q. 0.02 Å−1 intensity drops dramatically. However,
scattering at low q values still shows the presence of small amounts of ice. Using 45 % (w/w)
(drop H), the excess low-q scattering is absent. (d) The scattering curves from (b) and (c) are
shown on log-log axes, revealing the characteristic power-law scattering of ice crystallites at all
concentrations.
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Figure 6.2: Apparatus and method for obtaining SAXS profiles from solution samples at 100 K.
(a) A SAXS beamline was configured with a cryostream providing a steady flow of T = 100 K
N2 gas at the sample position. Monitors for incident intensity (ion chamber) and transmitted
intensity (PIN diode) allowed measurement of the X-ray transmission factor for each sample
and normalization of scattering profiles. X-ray windows of 200 nm thick Si3N4 on the upstream
and downstream flight tubes minimized background scattering. The 500 µm square aperture of
the upstream window functioned as a second guard slit. The window-free sample holder was
made from a 1.8 mm section of thin-wall polyimide tubing. A ∼1 µL sample was injected into
the tubing and then vitrified by cooling in the gas stream. The sample cell was oriented so that
the X-ray beam passed along the central axis of the tubing. The photograph shows a sample in
the cryostream. (b) Cryo-SAXS profiles obtained from vitrified solutions of 2 mg/ml glucose
isomerase (GI) and its matching buffer, as well as for the instrumental background with the
sample removed. Slight differences in the X-ray path lengths through the GI and buffer samples
contributed to differences in their scattering. (c) Measurement of the X-ray transmission factor,
T, and normalization by the path-length, log(1/T ), provided accurate background subtraction
using the data in (b) to obtain GI’s SAXS profile.
High Energy Synchrotron Source (CHESS), a cryostream cooler was incorporated into the G1
beamline’s SAXS setup, allowing sample cooling by a continuous nitrogen gas stream at a
temperature of 100 K.
In conventional SAXS on liquid samples, the fixed sample cell windows precisely define the
X-ray path length, allowing buffer subtraction of data acquired in the same cell. In our window-
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free cell, the path length depends on the sample’s volume and the shape of its meniscus. A three-
curve background subtraction method was used to correct for inevitable path length variations,
as described in Materials and Methods. To demonstrate this method, Fig. 6.2b shows cryo-
SAXS profiles for a 2 mg/mL glucose isomerase (GI) solution and its matching buffer, as well
as the instrumental background. Each solution contained the cryoprotectant PEG-200 at 45 %
(w/w) concentration. In Fig. 6.2c, subtraction of the normalized and background subtracted GI
and buffer solution profiles reveals the small oscillations at high-q that are characteristic of a
large, sphere-like globular protein.
6.3.3 Radius of gyration, maximum dimension, and particle envelope de-
termined by cryo-SAXS for glucose isomerase
Macromolecular SAXS data are most often used to find shape information, including the radius
of gyration (Rg), the maximum particle dimension, and the low resolution envelope. To assess
whether cryo-SAXS data are of sufficient quality for these purposes, the cryo-SAXS profile for
2 mg/ml GI was analyzed using standard techniques [40]. The Guinier plot shown in Fig. 6.3a is
linear within the noise down to the smallest angles measured (q= 0.01 Å
−1
), and the slope gives
a radius of gyration Rg= 33.4±0.1 Å in excellent agreement with the crystal structure-derived
value of 33.35 Å (CRYSOL with default parameters [6] and PDB 1XIB). The pair-distance
distribution function P(r) in Fig. 6.3b has a Gaussian shape characteristic of a globular particle,
and gives a well-defined maximum dimension. An ab initio reconstruction of the molecular
envelope without symmetry constraints shows fair agreement with the tetrameric structure from
MX (Fig. 6.3c); imposing appropriate symmetry constraints during reconstruction improves the
agreement (Fig. C.1).
To determine whether the cryoprotectant or the cooling process significantly alters the SAXS
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Figure 6.3: Analysis of cryo-SAXS data from glucose isomerase. (a) Guinier plot with linear
fit used to find the radius of gyration Rg. (b) The pair distance distribution function P(r) derived
from the Fourier transform of the scattering profile provides information about the particle shape
including the maximum particle dimension (inset). (c) Three orientations of the reconstructed
particle envelope with the docked crystal structure. The mean NSD was 0.641.
profile, data were collected at room temperature (RT) from GI in buffer with and without 45
% (w/w) PEG-200 cryoprotectant. The samples were oscillated through the beam within a
stationary quartz capillary to reduce radiation damage. The most obvious effect of PEG-200 is a
reduction in signal intensity due to lower electron density contrast between protein and solvent.
Assuming average electron densities of 0.334 Å
−3
for water, 0.420 Å
−3
for protein [41], and
0.355 Å
−3
for a 45 % (w/w) PEG-200 water solution at 298 K [32], the scattering of protein
in 45 % (w/w) PEG should be 57 % of its scattering in pure water. This is consistent with the
observed two-fold reduction in scattering intensity of GI in PEG compared with standard buffer
at room temperature. Despite this change in intensity, the overall shape of the scattering curve
for GI is otherwise unchanged (Fig. 6.4). Rg determined from the Guinier plot was 32.8±0.1 Å
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Figure 6.4: Background subtracted and normalized SAXS profiles from 2 mg/ml glucose iso-
merase at room temperature and 100 K. The presence of cryoprotectant (45% w/w PEG-200)
and rapid cooling to 100 K do not affect the essential features of the scattering profile. The
CRYSOL prediction from the crystal structure of GI was calculated using default parameters,
and is shown for reference. For display purposes, curves were multiplied by an arbitrary scale
factor. The total exposure times for room temperature samples were 32 s in aqueous buffer and
52 s in PEG buffer. The sample at T = 100 K was exposed for 180 s (corresponding to a dose
of 220 kGy).
in buffer and 32.5±0.1 Å with cryoprotectant added. These values agree within experimental
error with the average Rg of 32.7±0.2 Å determined in previous SAXS studies of GI [29].
The effect of cryo-cooling on GI’s scattering profile is minimal. The profile’s shape and
calculated Rg are similar to those from room temperature measurements and from the crystal
structure prediction. Small differences between the 100 K and room temperature SAXS curves
are observed in the Guinier region (Fig. C.2). The calculated Rg is ∼2 % larger at 100 K. This
difference is small compared with experimental uncertainties, and may arise from differences
in the sample geometry for 100 K and room temperature measurements, and also from residual
interparticle interference at the working concentration of 2 mg/mL (Fig. C.3). However, since
a protein’s SAXS profile includes scattering from a hydration layer of ordered water molecules,
the 2 % increase in Rg at 100K may reflect increased hydration water ordering, as is seen in
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protein crystals [42].
6.3.4 SAXS from cryocooled glucose isomerase is insensitive to large X-
ray doses
X-ray induced changes to the macromolecule’s structure or solution state must be minimized
to obtain reliable SAXS profiles. In room temperature solution SAXS, a series of profiles are
acquired and inspected for dose and time-dependent changes using the radius of gyration as a
means of quantifying damage and determining the maximum tolerable X-ray exposure [9, 10].
Collecting data on vitrified samples at T∼100 K should eliminate radiation induced aggregation
(which otherwise dominates low-angle scattering) and reduce unfolding and fragmentation.
To verify that data collection at T = 100 K reduces the rate at which radiation damage is
manifested in SAXS profiles, a series of 60 s exposures were acquired from a ∼1 µL GI +
buffer sample and then from a buffer-only sample. The accumulated dose for each exposure
was calculated from the incident X-ray beam intensity and illuminated volume as described
in Materials and Methods. GI’s SAXS profile at a given dose was obtained by subtracting a
buffer curve at roughly the same dose. At all doses, the Rg values fall between 33 and 34 Å and
do not show any obvious dose-dependence (Fig. 6.5a). The SAXS profiles obtained from the
first and last exposures are indistinguishable (Fig. 6.5b). The final exposure corresponds to an
accumulated dose of 3.7 MGy.
In cryoelectron microscopy and diffraction, in X-ray cryocrystallography, and in X-ray
diffractive imaging of biological samples, all proteins show similar radiation sensitivity – mea-
sured on a damage per dose basis – at T = 100 K [21, 43, 44], and this should also be true in
cryo-SAXS. For these other diffraction techniques, the maximum tolerable dose at T = 100 K
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Figure 6.5: The SAXS profile of glucose isomerase is insensitive to large X-ray doses. (a)
Radius of gyration (Rg) of GI as a function of accumulated X-ray dose for a single sample shows
no radiation damage even at high doses. Rg was calculated from the region 0.02 < q < 0.04
Å
−1
, and standard errors computed from the fits are shown. (b) The first and last SAXS profiles
in the dose series of (a) are indistinguishable.
to achieve a data set of a given resolution (in Å) is roughly 10 MGy/Å [44, 45]. For a SAXS
data set to q = 0.3 Å
−1
, corresponding to a resolution of ∼20 Å, this yields a maximum tol-
erable dose of 200 MGy. However, analysis of SAXS data is sensitive both to loss of infor-
mation at high-q and to radiation-induced changes at low-q. At room temperature, radiation
damage first manifests at low-q, presumably because of molecular aggregation, fragmentation
and unfolding, processes that should be strongly suppressed at T = 100 K. However, at large
doses, microscopic inhomogeneities due to, for example, radiolytic cleavage of hydrogen and
subsequent recombination and diffusion, may develop. In cryoelectron microscopy, hydrogen
bubbles become evident beyond doses of∼1000−10,000 electrons/nm2 [46] corresponding to
doses of ∼45 MGy [47]. Recent SAXS measurements on cryo-cooled insulin crystals observed
a strong increase in scatter attributed to hydrogen bubble formation beyond ∼70 MGy, increas-
ing to >180 MGy for T≤30 K [48]. Consequently, for typically radiation sensitive biomolecules
with room temperature dose limits of 1-10 kGy, cryo-SAXS should yield dose limit increases of
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between two and five orders of magnitude, and corresponding reductions in minimum sample
volumes.
6.3.5 High dose tolerance enables macromolecular envelope reconstruc-
tion from nL sample volumes
Because of the greatly increased dose tolerance at T = 100 K, cryo-SAXS should enable dra-
matic reductions in minimum sample volumes for macromolecular envelope reconstruction. To
demonstrate this, cryo-SAXS data were collected from non-spherical drops with thicknesses
between 300 and 500 µm, held within polyimide crystallography loops with a 600 µm diame-
ter (Fig. 6.6a). The X-ray illuminated volume (the product of the drop thickness and beam area)
ranged from 13 to 25 nL.
With this non-ideal sample geometry, accurate buffer subtraction at high-q was more dif-
ficult to achieve than with the sample holders of Fig. 6.2. In general, SAXS patterns from
macromolecules decay rapidly toward background at high q. This makes the high-q back-
ground subtraction exquisitely sensitive to errors in the normalization of sample and buffer
curves. Although we were unable to identify sources of these errors, SAXS profiles of multiple
cryocooled drops containing the same PEG-buffer solution have subtraction errors that are well
approximated within noise by a constant offset (Fig. C.4).
To correct for these background subtraction errors in sub-µL drops, constant offsets were
chosen to maximize the so-called Bayesian evidence of the P(r) function [50] obtained using the
Bayesian Indirect Fourier Transform (BIFT) method. The implementation of BIFT is described
in Materials and Methods, and its ability to correct offset errors under experimental conditions
is demonstrated with synthetic data in Fig. C.5. In general it is not good practice to add offsets
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Figure 6.6: Molecular envelopes from nanoliter volumes. (a) Small, lenticular sample drops
were held in a 600 µm diameter polyimide crystallography mount. A representative drop is
shown. The scale bar in the image is 500 µm. (b) Cryo-SAXS data were acquired for glucose
isomerase (GI), hen egg white lysozyme, and 24 base-pair duplex DNA at the indicated concen-
trations. Cryo-SAXS profiles for each macromolecule were corrected by applying a constant
offset using the BIFT method, as described Materials and Methods (this constant offset arises
from sample geometry-dependent background subtraction errors at high-q values). Solid lines
show the CRYSOL predictions from each atomic structure, based on PDBs 1XIB and 2LYZ,
and an ideal 24-bp DNA helix generated using Nucleic Acid Builder [49]. No fitting param-
eters were used except for an overall scale factor for the (arbitrary) intensity. Macromolecule
envelopes generated from the cryo-SAXS data were aligned with the atomic structures, and
are shown in three orientations. All are scaled according the 50 Å bar at lower right. For GI,
lysozyme and DNA, the mean NSDs were 0.586, 0.459 and 0.542; the X-ray illuminated sample
volumes were 16.3, 13.6 and 24.9 nL; the exposure times were 160, 80, and 160 seconds; and
the X-ray doses were 275, 114, and 234 kGy, respectively.
to SAXS profiles, as the high-q scattering is used to determine the foldedness (Kratky plot) and
volume (Porod invariant) of the macromolecule. However, this correction can be done without
biasing envelope reconstructions. For example, the program DAMMIN/F of the ATSAS suite
by default adjusts the constant offset to account for the bead model’s inability to accurately
represent internal density fluctuations [51].
Fig. 6.6b shows cryo-SAXS profiles and calculated molecular envelopes for GI, lysozyme,
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and 24-bp DNA duplex. Each profile was determined from one sample drop and one buffer
drop, with an X-ray dose to the nanoliter samples of between 100 and 300 kGy. The profiles
are noisy, but in all cases are sufficient to obtain molecular envelopes in reasonable agreement
with atomic structures determined from crystallography.
6.4 Conclusions
The results presented here demonstrate the basic feasibility of cryo-SAXS as a method for deter-
mining structural information from macromolecules in sub-µL volume samples. Macromolec-
ular solutions can be cooled into a vitrified state exhibiting no excess low-q scatter, indicating
the absence of ice or other inhomogeneities on the length scales probed by SAXS. Required
cryoprotectant concentrations are tolerable, produce modest reductions in SAXS contrast, and
(at least for the macromolecules studied here) do not affect macromolecule structure. Because
aggregation, unfolding, fragmentation and other degradation processes that generate sample
inhomogeneities are largely eliminated in vitrified samples, radiation damage per unit dose is
reduced by at least two and as much as five orders of magnitude relative to room-temperature
SAXS; unless radiation-induced hydrogen bubble formation becomes important, cryo-SAXS
dose limits should be ∼100 MGy, substantially larger than in cryocrystallography because of
the lower resolution provided by SAXS [44]. This large decrease in radiation sensitivity al-
lows minimum sample volumes to be reduced by a comparable factor. Solvent and instrumental
background subtraction is possible even with non-ideal and non-identical macromolecule and
buffer sample geometries, allowing determination of radii of gyration and structural envelopes
that match results from crystallography.
While elimination of ice crystallites allowed us to subtract cryo-SAXS buffer scattering at
low-q, reliable buffer subtraction at high-q is still a challenge. Sample geometry nonidealities
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and irreproducibilities (absent from the fixed, parallel-wall cell geometry used in room tempera-
ture SAXS) and drift in instrumental background introduce errors. However, by configuring the
SAXS beamline to minimize background, designing a sample cell to optimize signal to noise,
and measuring and correcting for path length variations, we were able to demonstrate reason-
able buffer subtraction for 2 mg/mL GI. Future application of cryo-SAXS to weakly scattering
systems such as low MW proteins, dilute solutions, and small sample volumes, may require
additional optimization of the technique. For small sample volumes, we found that background
subtraction errors were present, but could be corrected analytically. This analytical correction is
adequate for generating molecular envelopes, but it is not ideal for general SAXS work. More
experiments must be done to characterize the important sources of error and to address them
through engineering of sample holders and beamline hardware.
The primary effect of the 45% (w/w) PEG-200 concentration used here was a∼two-fold re-
duction in macromolecule contrast. However, cryoprotectants may also have effects on macro-
molecular structure and interactions. Cryoprotectants are osmolytes, and therefore modify wa-
ter activity and macromolecule hydration. High osmolyte concentrations have been used to
mimic cellular conditions in vitro, and therefore may help preserve biologically relevant solu-
tion structures over some concentration range. Glycerol is known to stabilize protein structure
and prevent aggregation [52]. PEG-200 decreases the melting temperature of nucleic acid sec-
ondary structures, but stabilizes tertiary structures [53–56]. These and other effects of cryopro-
tectant will have to be taken into account when comparing cryo-SAXS results with those from
other techniques. Smaller sample volumes and the use of liquid nitrogen or propane instead
of gaseous nitrogen as the cooling agent should allow cryoprotectant concentrations to be de-
creased below 30 % [38, 57, 58], comparable to values routinely used in cryo-MX and generally
assumed to have negligible effects on macromolecule structure.
The use of cryocooling has the potential to eliminate many difficulties associated with room
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temperature SAXS experiments. Because vitrified samples are much more radiation tolerant,
they may yield much larger integrated signal to noise with no concerns about damage. Samples
that spontaneously aggregate or otherwise degrade with time can be frozen immediately after
manufacture and stored indefinitely, eliminating concerns about long-term stability. Dramati-
cally reduced sample volume requirements will facilitate mass screening of solution conditions
for their effects on molecular structure or association, and combinatorial binding assays to, e.g.,
elucidate pathways for macromolecular complex formation. Short turn around times will result
from exploiting the existing infrastructure for high-throughput crystallography, including mail-
in facilities that employ automated sample handling and full brightness, for rapid turn-around
data collection. In the same way that cryo-MX has transformed atomic resolution studies, cryo-
SAXS is poised to transform low-resolution studies of macromolecular structure and function.
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APPENDIX A
SUPPLEMENTARY FIGURES FOR CHAPTER 4
Figure A.1: Torsion angle frequencies in the final pools after 18 rounds of iterative refinement
against SAXS data with 20 mM NaCl for dA30 (red circles) and dT30 (blue diamonds). Ensem-
ble frequencies are also plotted for dT30 (×) and dA30 (+). Four independent runs of torsion
angle refinement starting from uniform torsion angle weights were performed for each data set
to investigate the uniqueness of the solution. Run 1 corresponds to the results in Figure 4.5.
Figure A.2: Orientation correlation functions of dT30 and dA30 in 20 mM NaCl were derived
from the optimized pools and selected ensembles. The results for four independent runs of
torsion angle refinement are shown. The selected ensembles have enhanced directional per-
sistence relative to the pools, likely a result of long-ranged electrostatic interactions between
charged phosphate groups (the chain generating algorithm includes only steric interactions).
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APPENDIX B
SUPPLEMENTARY FIGURES FOR CHAPTER 5
Figure B.1: Ensemble for dT30 in 0 mM Mg (a) and 10 mM Mg (b)
177
Figure B.2: Backbone torsion angle frequencies for dA30 (a) and dT30 (b) in 20 mM NaCl with
MgCl2 concentrations indicated in the legend. The torsion angle sets are defined in Table 4.1.
The horizontal dashed lines indicate a frequency of one per chain.
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APPENDIX C
SUPPLEMENTARY FIGURES FOR CHAPTER 6
Figure C.1: Cryo-SAXS reconstructions of glucose isomerase with symmetry constraints. Re-
constructions of the low resolution envelope were performed using the cryo-SAXS curve of
glucose isomerase held in the 1 µL cell over the q-range 0.01 < q < 0.2 Å−1, enforcing p42
symmetry and oblate anisometry. Ten DAMMIF reconstructions had a mean NSD of 0.531.
The filtered average is shown along with the crystal structure PDB 1XIB.
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Figure C.2: Direct comparison of glucose isomerase measurements at room temperature (RT,
capillary flow cell) and 100 K (cryo-SAXS method, 1 µL cell). The protein concentration was
2 mg/mL, and both samples contained 45% (w/w) PEG 200.
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Figure C.3: Observation of interparticle interference in cryocooled glucose isomerase solutions.
Cryo-SAXS curves for glucose isomerase solutions at 2 mg/mL and 5 mg/mL concentration
were acquired using the 1 µL cell. When the curves are scaled by concentration (matched at
mid-q), the 5 mg/mL curve appears below the 2 mg/mL curve at low q, characteristic of repul-
sive interactions in solution. When extrapolated to zero concentration, the radius of gyration is
34.5Å.
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Figure C.4: SAXS patterns of cryo-cooled GI buffer with 45% PEG 200 were acquired from
lenticular sub-µl droplets held in a 600µm crystallography loop. (a) Instrumental background
scattering was subtracted from each buffer and the curves were normalized by the droplet thick-
ness, according to the background subtraction protocol described in Materials and Methods.
These drops do not have the same scattering, indicating that the background subtraction pro-
tocol does not adequately compensate for differences in sample geometry. (b) The difference
between any pair of curves is well-approximated by a constant offset.
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Figure C.5: Performance of the BIFT method for offset correction under simulated experimental
conditions. CRYSOL-generated SAXS curves for lysozyme, glucose isomerase (GI), and 24bp
DNA were normalized so that I(0) = 1, re-sampled at the experimental values of q (0.02 to
0.3 in increments of 0.001Å
−1
), and Gaussian random noise corresponding to the experimental
error was added. A constant offset was randomly chosen up in the interval [-0.1, 0.1]. For
each molecule, 100 such test curves were generated and BIFT was used to find the offset that
maximized the evidence of P(r). The applied and recovered offsets are plotted on the left, and
the absolute error (recovered - applied) is shown as a histogram on the right. Despite the high
level of noise, the BIFT method is fairly reproducible for all simulated data. Lysozyme has the
lowest precision of offset recovery; correspondingly, the data had highest relative noise because
of Lysozyme’s weak scattering. For GI, the SAXS curve approaches zero over the experimental
q-range, making the correct offset easier to identify.
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