Backward stochastic partial differential equations of parabolic type with variable coefficients are considered in smooth domains. Existence and uniqueness results are given in weighted Sobolev spaces allowing the derivatives of the solutions to blow up near the boundary.
Introduction
In this paper we consider the Dirichlet problem of backward stochastic partial different equations (BSPDEs, for short) of the form dp(t, x) = − ∂ ∂x i a ij (t, x) ∂p ∂x j (t, x) + σ ik (t, x)q k (t, x) + b i (t, x) ∂p ∂x i (t, x) − c(t, x)p(t, x)
where D is a domain of d-dimensional Euclidean space, where W {W k t ; t ≥ 0} is a d 1 -dimensional Wiener process generating a natural filtration {F t } t≥0 , and the functions p(t, x) = p(ω, t, x) and q(t, x) = q(ω, t, x) are both unknown of which the first one should satisfy given terminal conditions on Ω × {T } × D and boundary conditions on Ω × (0, T ) × ∂D. The coefficients a, b, c, σ, ν and the free term F are random functions depending on (t, x). An adapted solution of this equation is a P × B(D)-measurable function pair (p, q) satisfying the given terminal-boundary conditions and
Main results
Let (Ω, F , {F t } t≥0 , P ) be a complete filtered probability space on which is defined a d 1 -dimensional Wiener process W = {W t ; t ≥ 0} such that {F t } t≥0 is the natural filtration generated by W , augmented by all the P -null sets in F . Fix a positive number T . Denote by P the σ-algebra of predictable sets on Ω × (0, T ) associated with {F t } t≥0 .
Let D be a domain in R d with boundary of class C n+2 , where n is a nonnegative integer.
For the sake of convenience, we denote
∂ 2 ∂x i ∂x j , i, j = 1, . . . , d, and for any multi-index α = (α 1 , . . . , α d )
Moreover, denote by Du and D 2 u respectively the gradient and the Hessian matrix for the function u defined on R d . We will also use the summation convention. Throughout the paper, by saying that a vector-valued or matrix-valued function belongs to a function space (for instance, Du ∈ L 2 (D)), we mean all the components belong to that space.
Denote
Let V and H be two separable Hilbert spaces such that V is densely edmbedded in H. We identify H with its dual space, and denote by V ′ the dual of V . We have then V ⊂ H ⊂ V ′ . Denote by · H the norms of H, by ·, · H the scalar product in H, and by ·, · the duality product between V and V ′ .
We consider three processes v(·, ·), m(·, ·) and v ′ (·, ·) defined on Ω × [0, T ] with values in V, H and V ′ respectively. Let v(ω, t) be measurable with respect to (ω, t) and be F t -measurable with respect to ω for a.e. t ∈ [0, T ]; for any η ∈ V the quantity η, v ′ (ω, t) is F t -measurable in ω for a.e. t and is measurable with respect to (ω, t). Assume that m(ω, t) is strongly continuous in t and is F t -measurable with respect to ω for any t, and is a local martingale. Let m be the increasing process for m 2 H in the Doob-Meyer Decomposition (see e.g. [10, Page 1240] ).
Proceeding identically to the proof of Theorem 3.2 in Krylov-Rozovskii [10] , we have the following result concerning Itô's formula, which is the backward version of [10, Thm 3.2] .
Lemma 2.1. Let ϕ ∈ L 2 (Ω, F T , H). Suppose that for any η ∈ V and any t ∈ [0, T ], it holds almost surely that η, v(t) H = η, ϕ H + T t η, v ′ (s) ds + η, m(T ) − m(t) H .
Then there exist a set Ω ′ ⊂ Ω s.t. P (Ω ′ ) = 1 and a function h(t) with values in H such that a) h(t) is F t -measurable for any t ∈ [0, T ] and strongly continuous with respect to t for any ω, and h(t) = v(t) (in the space H) a.s. (ω, t) ∈ Ω × [0, T ], and h(T ) = ϕ for any ω ∈ Ω ′ ; b) for any ω ∈ Ω ′ and any t ∈ [0, T ],
Now consider Eq.(1.1) with the Dirichlet boundary condition
Such a definition can be found in [12] for the Cauchy problem of BSPDEs. The weak solution for SPDEs is referred to [10] . 
Using the duality method as in Zhou [22] , in view of Lemma 2.1, we can prove the following Lemma 2.2. Let the functions a, b, c, σ, ν satisfy Assumption 1 and be bounded by K.
Then Eq.(1.1) with the boundary condition (2.1) has a unique solution (p, q) in the space
where the constant C = C(κ, K, T ).
A quite related result can be found in Peng [15, Thm 2.2] . The counterpart result for SPDEs is referred to [10] and [16] .
In this paper, we investigate the regularity of the (weak) solution of Eq.(1.1) under some appropriate conditions on the coefficients, the free term and the boundary data. Before stating our main result, we introduce some more notations and assumptions.
Fix some constants K ∈ (1, ∞) and ρ 0 , κ ∈ (0, 1). As well as the smoothness of ∂D, we assume that there is a function
For instance, the function ψ exists for any bounded domain as a result of the Heine-Borel Theorem.
Assumption 2. For every x ∈ ∂D there exist a domain U ⊂ B 8Kρ 0 (x) containing the ball B 4ρ 0 (x) and a one-to-one map Φ : 2B + → U ∩ D having the properties:
for any ξ ∈ R d , and |D α Φ| ≤ K for any multi-index α with |α| ≤ n + 2. Here DΦ is the Jacobi matrix of Φ. As well as ψ the map Φ exists for any bounded domain (with an appropriate ρ 0 ).
Assumption 3.
For any multi-indices α, β such that |α| ≤ n and |β| ≤ n + 1, we have
The first inequality is so called the super-parabolic condition (see e.g. [12, p139] ).
Assumption 3 implies that a, b and σ are bounded (by K).
Assumption 4. The functions c, ν and the derivatives of a and σ are bounded, that is |Da| + |Dσ| + |c| + |ν| ≤ K.
We will deal with several norms of various functions. Denote Q = Q(T ) = (0, T )×D. For an integer m and for real or complex-valued functions φ, u defined on Ω × D, Ω × Q respectively we denote
The same notations will be used for vector-valued and matrix-valued functions, and in the latter case we denote
Our main result is the following Theorem 2.3. Let Assumptions 1-4 be satisfied. Then the equation
with the boundary condition (2.1) has a unique solution (p, q) such that
Moreover, for this solution pair and any multi-index β such that |β| ≤ n + 1, we have
and moreover
where the constant C depends only on the norm of ψ in C n+2 (D), on the parameters n, K, ρ 0 , κ and T .
The proof will be given in the final section. Note that the form of Eq.(2.2) is slightly different from (1.1), which is beside the point because we could rewrite (2.2) into the form of (1.1) due to Assumption 4. Now we give several remarks. 
with the same constant C in (2.4) and with d = dist(D ′ , ∂D). As a corollary, if n is large enough, then (p, q) becomes a classical solution (see e.g. [12, p140] Remark 2.3. With the help of the theory of interpolation, the main result in this paper could be generalized to functions with fractional derivatives, thus allowing n to be a fraction rather than an integer.
The next two lemmas proved in [8] will be used in several occations of our paper. 
is a function of class H r loc (R + ), r ≥ 0,and h(x) = 0 for large x, and
in the sense that each norm times a constant, depending only on m,p,r, is greater than the other one.
(c) If h(x) is a function of class H 1 loc (R + ), r ≥ 0,and h(x) = 0 for large x, for any numbers n ≥ p ≥ 0, n ≥ 1 we have
where C = C(n).
Lemma 2.5. Let v be a function on D and ψ be the function defined above.
The 1-dimensional equation
The investigation of one-dimensional equations in the next two sections is most essential in this paper. We denote
in the next two sections.
Theorem 3.1. Fix constants κ ∈ (0, 1) and λ 0 ∈ R + . Let n and r be integers s.t. 0 ≤ r ≤ n. Let (p, q) be a solution of the class
with the assumption that the predictable functions a, λ, ε, δ and γ take values in R, R, C, R d 1 and C d 1 respectively and are bounded and all are independent of x. Suppose that
and for any z 1 , z 2 ∈ C and any z 3 ∈ C d 1 ,
with the constant µ(κ) > 0. Suppose finally that for a number ρ > 0 the functions G(t, x), p(t, x) and q(t, x) vanish if x ≥ ρ. Then
and for a constant C depending only on n, r, κ but independent of ρ and T ,
where we put
To prove this theorem, we need the following lemma, whose proof will be given in the next section.
Lemma 3.2. Under the conditions of Theorem 3.1, we have
Proof of Theorem 3.1. Our proof consists of two steps.
Step 1. Assume that λ 0 = 1. First of all, from Lemma 3.2 and from the fact
it follows by induction that
for any j = 0, . . . , r, and for any ψ ∈ H 1 0 (R + )
Obviously the function
Some similar arguments yield that
which along with Lemma 2.2(a) implies
Consider the following equation
From the above arguments and Lemma 2.1, it follows that
Using the integration by parts, we have
Hence we get that
Applying the condition (3.3) to (3.5) with
By the Cauchy-Schwarz inequality, we get
Taking η 1 , η 2 , η 3 small enough and recalling λ 0 = 1 in this step, we get
where M t is a local martingale such that dM t is equal to the last term in (3.5) and η depends only on κ. In fact it is not hard to prove that M t is a uniformly integrable martingale by the Burkholder-Davis-Gundy inequality. Then integrating this inequality with respect to t and taking expectations, we obtain
where
In particular, it follows from the similar argument that
which along with (3.7) yields
where the constant C depends only on m, r, κ but is independent of ρ and T . In particular for j = r, m = n and by Lemma 2.4(a) we have
(3.8)
In order to estimate the last term on the left in (3.4) we come back to (3.6) with j = r, m = n, by the Burkholder-Davis-Gundy inequality we have
Combining (3.8) and (3.9), we have
where C = C(n, κ).
Now we have to get rid of the term R 0 n−r + · · · + R 0 0 . From Lemma 2.4, it follows that R 0 n−r ≤ CR r n , and moreover for 0 ≤ m ≤ n − r − 1,
So the inequality (3.4) is proved in this situation.
Step 2. The general case can be reduced to the case in Step 1 by scaling, that is by introducing the new functions  dp = − a 2p xx + 2εa(λλ
Note that the constant C in Step 1 is independent of the terminal time T and ρ. Hence the inequality (3.4) is easily obtained from the result in Step 1. The proof is complete.
Remark 3.1. With the help of Lemma 2.4(a),(b), we can rewrite (3.2) into some convenient forms which will be used in Section 5 directly. Replacing n and r in (3.4) by n + 1 and r + 1 respectively, we get
for 0 ≤ r ≤ n, if the right-hand side is finite. Furthermore, replacing n in (3.4) by n + 1, we get
for 0 ≤ r ≤ n, if the right-hand side is finite.
Proof of Lemma 3.2
We need several lemmas. First we define the difference quotient (see e.g. [4] ) by
The following basic lemma about the difference quotient can be found in any fundamental textbooks on PDEs (e.g. [4] ).
To deal with the component q, we need the following
Proof. The first assertion follows from the previous lemma by duality. To prove the second assertion, we only need to verify that the Bessel potential (1 − ∆) −1/2 is commutative with the difference quotient ∇ h and the differential operator D x . It obviously holds true since that the Fourier transforms of the three operator are
respectively which are multipliers.
Applying the Lebesgue's dominated convergence theorem, we easily obtain
and
and ∇ h q → q x strongly in H −1 (R) as h ↓ 0.
Remark 4.1. If the functions p and q in Corollary 4.3 vanish for |x| ≥ ρ, where ρ is a large number, it is easy to check that x∇ h p → xp x strongly in H 0 (R) and x∇ h q → xq x strongly in H −1 (R) as h ↓ 0.
The next lemma is known in the theory of Sobolev spaces. Note that a function in
Lemma 4.4. Let u ∈ H 1 (R) be an odd function, then its restriction on R + belongs to
We also need the following lemma concerning the odd (or even) continuation of a function, in which we denotef as the odd (or even) continuation of the function f defined on R + . Lemma 4.5. Let n be an integer. Then
Proof. It is a direct result from Lemma 2.5(b). Indeed, without loss of generality, we assume that f vanishes for large x. Then f, xf ′ ∈ L 2 (R + ) implies xf ∈ H 1 0 (R + ), and then xf ∈ H 1 (R) owning to the theory of Sobolev spaces. Thus xf ′ ∈ L 2 (R). Then the necessity easily follows from induction. The sufficiency is obvious.
Furthermore, it is easy to show that x rf (r) = x r f (r) for any r ≤ n, where x r f (r) is the odd (or even) continuation of x r f (r) . Hence, for any r ≤ n we have
Proof of Lemma 3.2. The proof consists of the following three steps.
Step 1. Assume that a = λ, ε = β = 0 and γ = 0. In this step, we denote
First from Lemma 2.2 we see that (p, q) is the unique (weak) solution of Eq.(3.1) in the space H 1 0 (R + ) ⊗ H 0 (R + ). LetḠ be the even continuation of G andφ be the odd continuation of φ. It follows from Lemma 4.5 that
Thus according to Lemma 2.2 the equation
has a unique solution pair
with the constant C = C(κ, T ). By symmetry the above functionsp andq are odd with respect to x, and then from Lemma 4.4, their restrictions on R + belong to H 1 0 (R + ) ⊗ H 0 (R + ), which implies that p = p,q = q on R + (by the uniqueness of the weak solution). Now applying x∇ h on both sides of Eq.(4.2), we have
In view of Lemma 4.2, it follows from Corollary 4.3 and (4.3) that
Therefore, {x∇ hp } are bounded in H 1 0 (R) and {x∇ hq } are bounded in H 0 (R), uniformly with respect to h. Thus there exist two functions
which are respectively the weak limits of (subsequences of) {x∇ hp } and {x∇ hq } in as h ↓ 0. On the other hand, it follows from Remark 4.1 that x∇ hp → xp x strongly in H 0 (R) and x∇ hq → xq x strongly in H −1 (R) as h ↓ 0. According to the uniqueness of the limit, we have
which implies that xp xx , xq x ∈ H 0 (R + ).
Moveover, it follows from (4.4) that
Step 2. Now we prove by induction the assertion of Lemma 3.2 under the assumption that a = λ, ε = β = 0, γ = 0.
First the assertion is proved for r = 1 in Step 1. Assume that the assertion holds true for some r ≥ 1, that is the condition (3.2) implies the following
Since the odd function xp x ∈ H 1 0 (R) (see Step 1), we have xp x ∈ H 1 0 (R + ). It is not hard to show the function pair (xp x , xq x ) of the class H 1 0 (R + ) ⊗ H 0 (R + ) solves the equation
with unknown functions u, v. From the assumption (4.6) and the assumption (3.2) on G, φ and r + 1, we see that the function
and the integer r satisfy the condition (3.2). Applying our assumption to Eq.(4.7), we have
which implies the assertion of Lemma 3.2 as a result of Lemma 2.4(b).
Step 3. Now consider the general situation. Rewrite Eq.(4.2) as dp = − a
Note that P (t, x) = Q k (t, x) = 0 for x ≥ ρ and
It follows from Step 1 that
Identically as in Step 2, we prove by induction that Lemma 3.2 holds true in the general case for any r. The proof of the lemma is complete.
The equation with coefficients independent of x
In this section we are concerned with the equation whose coefficients are independent of x in the half space. Denote
Theorem 5.1. Consider the following equation
Assume that a and σ satisfy Assumption 1 and, in addition, they are bounded and independent of x and κI + σσ
Suppose that for any multi-indices α and β such that |α| ≤ n and |β| ≤ n + 1 we havẽ
whereψ(x) = x 1 . Then equation (5.1) has a unique solution (p, q) such that
For this solution and any multi-index β such that |β| ≤ n + 1, we havẽ
. . , n, and the constant C depends only on d, n, K and κ.
Proof. The proof consists of three steps.
Step 1. We make the following additional assumption in this step.
, and for a number ρ > 0 the functions F (t, x), p(t, x) and q(t, x) vanish if x 1 ≥ ρ.
which belongs to H 0 (R d + ). Indeed, note that for almost every (ω, t, x 2 , . . . , x d ), F as a function with respect to x 1 belongs to L 2 loc (R + ), which implies G(ω, t, ·, x 2 , . . . , x d ) ∈ H 1 loc (R + ). With the help of Lemma 2.4(b) it is not hard to show thatψG x 1 and (ψG) x 1 are of the same class while the former belongs to
for any β such that |β| ≤ n + 1. Now for a function u(x) defined on R d + , denote byû(x 1 , ξ 2 , . . . , ξ d ) its Fourier transform with respect to (x 2 , . . . , x d ). Then we see that for almost every ξ = (ξ 2 , . . . , ξ d ) ∈ R d−1 \{0}, the functionsp =p(t, x 1 , ξ 2 , . . . , ξ d ) andq =q(t, x 1 , ξ 2 , . . . , ξ d ) satisfy the equation dp = − a 11p
In order to apply Theorem 3.1, we define
From the condition (5.2), it is not hard to show that the condition (3.2) of Theorem 3.1 is satisfied with λ 0 = |ξ| 2 . However, the verification of condition (3.3) is rather delicate and will be put in Step 3.
for almost all ξ = (ξ 2 , . . . , ξ d ). We multiply this inequality by |ξ| 2(m−r) , integrate with respect to ξ ∈ R d−1 and sum the results over r = 0, . . . , m. Then we see that 8) where the subscript y stands for any first-order derivative with respect to x 2 , . . . ,
for almost all ξ = (ξ 2 , . . . , ξ d ). We multiply this inequality by |ξ| 2(m−r+1) , integrate with respect to ξ ∈ R d−1 and sum the results over r = 0, . . . , m. Then we see that
Combining (5.8) and (5.9), we get that
Step 2. We now remove the assumption (A) made in Step 1.
From Lemma 2.2 we deduce that Eq.(5.1) has a unique solution
where C = C(d, κ, T ). From Lemma 2.5, it follows that
We shall prove that these functions are exactly what we need. Its uniqueness is clear from the above argument. To establish the relation (5.5), now take an infinitely differentiable function ζ(y) defined for y ∈ R and such that ζ(y) = 1 for y ∈ [0, 1], ζ = 0 for y ≥ 2. Define ζ ε (y) = ζ(εy), and
where the parameter ε will approach infinity in the future. It is obvious that
which satisfy the equation
Now let us make an assumption which will be justified later: suppose that for an integer r ≤ n + 1 and a multi-index α such that |α| ≤ r
Note that for any multi-index β the functions
are bounded uniformly with respect to ε and tend to zero when ε → 0. Using this and Lemma 2.4 for m ≤ r and for ε → 0, we get
This along with the result in Step 1 applied to Eq.(5.12) after passing to the limit when ε → ∞ yields
for any m ≤ r ∧ n. This inequality implies that relation (5.13) with r + 1 holds true under the assumption (5.13) with r. Since for r = 0 relation (5.13) follows from (5.11), by induction we obtain (5.5).
Step 3. Verification of condition (3.3). We need the following lemma from linear algebra.
Lemma 5.2. Suppose K > 0, then there exists a positive number λ such that
holds for any z ∈ C m , w ∈ C n and A ∈ C n×m , so long as |A| 2 ≤ K.
Proof. Since |Az| 2 ≤ K|z| 2 , it follows that for any number λ ∈ (0, 1/2]
The lemma is proved by taking λ = min 1/2, (4K) −1 .
We now prove Theorem 5.1. Take any complex numbers u, v, z k (k = 1, . . . , d 1 ) and
Recalling (5.7) and using the standard technique in linear algebra, we have
where the matrix
Note that σσ * ≤ κ −1 I. These along with Lemma 5.2 (put A = σσ * ) yield that there exists a positive number µ = µ(κ) such that
The proof is complete.
The equation in the half space
The proof of our main theorem, Theorem 6.1, is based on the following 
Suppose that for a constant δ > 0 and for any (ω, t, x) we have
where a 0 (t) and σ 0 (t) are some functions of (t, ω) satisfying Assumption 1 and 3. We assert that, under these assumptions, there exists a constant δ(d, n, κ, T ) > 0 such that if δ ≤ δ(d, n, κ, T ) then (i) Eq.(6.1) has a unique solution (p, q) such that
(ii) For this solution and any multi-index β such that |β| ≤ n + 1, we havẽ
where m ≤ n, Q = (0, T ) × R d + , and the constant C depends only on d, n, K, κ and T .
Proof. With the help of Theorem 5.1 we can recursively define a sequence of function pairs (p r , q r ), r = 1, 2, . . . as solutions of the equations
+ with the given boundary data and with p 0 = 0, q 0 = 0. We denote by C m the right-hand side in (5.5). Now let
and from estimate (5.5) we get
With the aid of Assumption 3, (6.2) and Lemma 2.4, it is easy to check that 6) where the constant C depends only on d, n, K and κ, and I m 0 = 0. It follows easily by induction from (6.6) that if δ is small enough (depending on C), then I m r ≤ CC m for any r ≥ 1, m ≤ n with C = C(d, n, K, κ).
Moreover, recalling (5.11), we obtain that
with this constant C = C(d, n, K, κ, T ). If we apply a similar argument to p r − p r−1 and q r − q r−1 , we will see that the expression
This obviously gives us a function pair (p, q) as the limit of (p r , q r ), with properties (5.4) and (5.5). We will show this pair is what we need.
From Theorem 5.1, the following equation
with the boundary data u(t, x) = 0, x ∈ ∂R d + ; u(T, x) = φ(x), x ∈ R d + , has a unique solution (u, v) with properties (5.4) and (5.5). Applying a similar argument to u − p r and v − q r , we obtain that By taking r → ∞, it is easy to show that u = p, v = q, which implies that (p, q) is a solution pair of Eq. for any m ≤ n under the same condition of finiteness.
Case 2. dist(z, ∂D) ≥ 2ρ 0 . This case can easily be reduced to the first one. Indeed, we can replace the domain D by any half space with boundary lying at a distance 2ρ 0 from z. In this situation it is unnecessary to flatten the boundary and to make any change of coordinates. Then as above we get an estimate similar to (7.9) with norms defined with the help of the distance from the new boundary. As above from this estimate we get (7.9), keeping in mind that the new distance and ψ are bounded away from zero on supp(ζ z p). Integrating (7.9) with respect to all z ∈ R d , we obtain that where the constant C depends on n, K, ρ 0 , κ and modulus of continuity of a and σ (see (7.5) ). For m = 0 the right-hand of (7.10) is finite since p, p x , q ∈ H 0 (D). It follows from induction that the right-hand of (7.10) is finite for any m ≤ n, which indicates the first inclusion in (2.3). Observe that the above estimate also holds if we replace the initial time zero by any s ∈ [0, T ). Then by the Gronwall inequality and induction, we get This along with the inequality (7.4) yields the estimate (2.4). The uniqueness of the solution follows from Lemma 2.2. The proof is complete.
Remark 7.1. Instead of Assumption 4, we could also obtain the inequality (7.10) by a weaker condition, i.e., the equicontinuity of a(ω, t, ·) and σ(ω, t, ·) onD (recall (7.5)), provided the last two terms of (7.10) is finite for m = 0. However, this condition, which is natural for SPDEs (see [8] ), is not enough for us to estimate the quantity q Q (see (7.11)) which does not appear in a SPDE. It is interesting to seek a condition, that is weaker than Assumption 4, also guarantees the finiteness of q Q .
