We study the problem of incorporating covariates in a compound decision setup. It is desired to estimate the means of n response variables, which are independent and normally distributed, and each is accompanied by a vector of covariates.
parameters µi, i = 1, . . . , n are independent realizations from an unknown distribution G and the aim is to approximate the corresponding Bayes rule; under a CD formulation the aim is to approximate the best decision rule within a class of procedures (e.g., simple-symmetric, permutation invariant), for the given µ = (µ1, . . . , µn)
′ . In this paper we emphasize the CD approach. However, we will often use the more familiar EB notion, motivation and terminology.
Applying a (variant of) PEB method after accounting for the covariates, is in the spirit of the paper of Fay and Herriot, as shown in sub-section 2.2; it is currently the most common practice. Another approach for inference in the presence of explanatory variables is that of Lindley and Smith (1972) , it is a parametric empirical Bayes approach, though different than that of Fay and Herriot.
In Section 2, we will suggest how EB could naturally be incorporated in problems with explanatory variables. We extend the Fay-Herriot approach and present its PEB and NPEB versions. We show asymptotic optimality of NPEB.
In section 3, we demonstrate the application of our suggested methods. We will model In a nutshell the motivation and approach are as follows. Ideally it could be desired to approximate the Bayes procedure, assuming (at leat tactically) that (V i, µi), i = 1, . . . , n, are independent random vectors sampled from an unknown distribution Γ that belongs to a large non-parametric family of distributions G. Then, the goal is to approximate the Bayes decision 
preliminaries and definitions
We start from a general point of view, where initially there are no covariates. We observe independent Yi ∼ N (µi, 1), i = 1, . . . , n. Let {T } be a collection of affine transformations 
∆T (Y ) = T −1 (∆(T (Y )).
Let
Our goal is to approximate T opt , and then estimate µ by an approximation of ∆ T opt (Y ).
For every T ∈ {T }, suppose we have a good estimatorR(T, µ) for R(T, µ). LetT = argmin T ∈{T }R (T, µ). The usual approach, which we will follow, is to use the estimatorμ = ∆T (Y ). When the class {T } is not too large, we expect only a minor affect of over-fitting, i.e., Donoho and Johnstone (1994) . Suppose that, {T } = {A} is a collection of matrices that correspond to a collection of wavelet bases/"dictionaries". The problem of finding the most appropriate basis/transformation, is related to that of basis-pursuit, see e.g., Chen, et.al. (2001) . The following fact is useful. Let Z = T (Y ). Then Zi ∼ N (νi, 1) where ν = T (µ), and
In the last equality I represents the identity transformation. When there is no real danger of confusion, the dependence on T is suppressed. We will use equation (1) later to establish an estimatorR(T, µ) for R(T, µ).
The following general three steps method, for estimating µ, suggests itself.
Step I: For every T , estimate R(T, µ) byR(T, µ).
Step II: FindT = argmin TR (T, µ).
Step 
We now examine our three steps estimation scheme, adapted for parametric Empirical
Bayes (or, for a James-Stein estimator ∆). Note that, for every T and the corresponding ν and
Zi we have:
Our three steps scheme adapted for parametric empirical Bayes ∆ is the following.
Step I: For every T estimate R(T, µ) by (2).
Step III: Get the estimator:
Remark 2 Let Zi ∼ N (νi, 1) be independent. Denote by R(ν), the Bayes risk that corresponds to the prior which is defined by the empirical distribution of ν.
is the density of a standard normal distribution. Then 
Assumption 1 For every α > 0 and every sequence T
n and the corresponding ν n we have
Theorem 1 Under Assumptions 1 and 2, for every sequence
As explained in the appendix, the procedure ∆ in Brown and Greenshtein requires a bandwidth h = hn, which approaches slowly to zero. The rate that implies the result in Theorem 1 is
Given Yi ∼ N (µi, 1), and a transformation T , T ∈ {T }. Let Zi be the i ′ th coordinate of Z = T (Y ). The last theorem, and equations (1) and (3) suggest the following estimator
where the density fν and its derivative are estimated, for example, by appropriate kernel estimates.
Only step I of our general three steps procedure should be adapted, and replaced by:
Step I: For every T and corresponding ν = ν(T ), estimate R(T, µ) by (5).
Remark 3
From Theorem 1 we conclude that as n → ∞ the advantage of the latter (trivial) transformation compared to the least squares residuals in terms of the risk is o(n) compared to O(n).
Example 4 Let Yi ∼ N (µi, 1) are independent, where µi = µ1 for i = 1, . . . , m and µi = −µ1 
Optimality of NPEB ∆.
Until this point the treatment was for a concrete procedure ∆ and a class {T } of transformations.
The purpose of this section is to advocate the choice of a non-parametric empirical Bayes ∆, which is denoted ∆NP .
However, as noted, the optimization step (Step II) 
Remark

Intermidiate Discussion and Summary
In this subsection we will summarize and compare the various approaches, elaborating on the approach of Fay and Herriot and of Jiang and Zhang, in addition to our suggested approach.
We will take the liberty to follow those approaches just in "spirit" in this subsection. 
Under a Bayesian formulation the vector ξ is consisted of i.i.d. sampled variables ξi ∼ G, often
G is assumed normal. Under Fay-Herriot approach, which is especially appealing when G is assumed normal, we estimate β, using least square estimatorβ; then we estimate the mean 
Temporal Covariates
We introduce now simulated scenarios with only Temporal covariates. We think of a process where each year a sample of size m is taken from each area. Suppose we use the records of the previous three years as covariates. LetTi be the number of people among the 3m that were sampled in the previous three years from area i, which were registered to the area. AlthoughTi might be better modeled as a binomial mixture, we will modelTi as B(3m, pit) for simplicity.
In order to (hopefully) have a linear relation between the response and explanatory variable, we define our temporal covariates as:
Note, if there is hardly any change from the previous three years to the current year in area i,
we will have pi ≈ pit and E(Ti) ≈ E(Yi).
In the following we will simulate two scenarios. One scenario is of no-change where pit = pi, Since the empirical distribution of E(Yi) is roughly bell-shaped it is expected that the PEB method will work well in the no-change scenario. Under the few abrupt changes, an advantage of the NPEB procedure will be observed.
As mentioned in Section 2, the optimization step of the NPEB procedure is difficult. The no-change scenario is presented in Table 1 . Each entry is based on 1000 simulated realizations. Under no-change the temporal covariate is very helpful, and even the regressionestimate, i.e. least squares linear predictor is doing very well. Over all, the Naive estimator is the worst, NPEB1, NPEB2 and Regression are about the same, while the PEB is moderately better than the other methods.
We will try two candidate transformations
Next we consider the scenario of a few abrupt changes. In this scenario the regression by itself is performing the worst, however an additional EB step is helpful. Here the NPEB2 procedure is the best, see Table 2 .
Spatial Covariates
In 
As in the temporal case we will consider two NPEB estimates, corresponding to the projection/Fay- 
Herriot and to the
Spatial and Temporal Covariates.
In this sub-section we study the performances of our estimators when both the temporal and spatial variables are introduced. As before we will apply the projection transformation for the NPEB estimator. However, we will also try the transformations Zi = Yi − (αSi + (1 − α)Ti), smoothing. For the non-parametric EB procedure, indeed NPEB2 that corresponds to α = 0 has the best performance, which is also the optimal among all the seven methods.
Baseball Example
In this section we will analyze the Baseball data set, originally analyzed by Brown ( Our purpose is to predict the value of R2i for player i, based on the data from the first half.
A reasonable model for the data is that conditional on Nji i = 1, ..., n, j = 1, 2, Hji ∼ Bin (Nji, pi) , where pi is the (fixed in time) probability of a successful hit by player i. Thus a reasonable approach is to estimate pi bypi and let our predictor for the value of R2i beR2i =pi, i = 1, ..., n. So, similarly to our previous example we should estimate the proportions pi.
Denote Sj = {i|Nji ≥ 11}. The estimation of pi will be done only for players i, such that i ∈ S1. Validation of the predictionpi will be made only for players i such that i ∈ S2. The size of S1 is 567, while the size of S1 ∩ S2 is 499.
The criterion for the performance of a predictorR2i, i = 1, ..., 499 , is based on the following
As a benchmark for the performance ofR we take the performance of the naive estimator
. We will report the results of an estimatorR2i, i = 1, ..., 499, through:
T SER * =T SER T SE0 .
Covariates and transformations
We consider a few "linear models" with the following covariates. One covariate for player i is the number of trials N1i he had. Note, N1i corresponds to mi in the previous section. The additional covariate is indicator of the event that the player is not a pitcher.
The value of N1i is potentially a useful covariate, since that a high value of N1i indicates that the coach percieve player i as a good batter. iv)AB 0.5 +AB 0.5 * P itcher+AB 1.5 +AB 1.5 * P itcher. Note, the intercept variable is transformed to AB 0.5 when modelling with respect to Yi.
Our response variable for player i is:
Again!, since we do not have a special insight/"intelligent guess" or an efficient computation and searching algorithm, in each case we chose the transformation that corresponds to the least squaresβ.
Numerical Study.
We will report the results of the above estimator on the baseball data. The results are slightly inferior compared to those achieved by the method WGMLEB of Jiang and Zhang, yet the computation of our estimator seems significantly easier.
We will consider three "models". 
Discussion and Summary
In this paper we studied the problem of extending Empirical Bayes methods so they may be naturally applied in situations where there are explanatory variables.
We suggested a general perspective in which the method of Fay and Herriot and our newly proposed "NPEB with covariates" method are special cases. We demonstrated through Examples 3,4, and more generally through Theorem 2 that asymptotically the NPEB method is advantageous over the method of Fay and Herriot and over a larger class of other methods.
We demonstrated it also in a real data example, where it may be seen that our newly proposed method could be occasionally a good alternative to the method of Fay and Herriot in practical situations.
Some computational aspects of our newly proposed method should be further studied, but we showed that even sub-optimal (simpler to compute) versions of the method are advantageous.
