Abstract. We have derived a new algorithm for dictionary learning for sparse coding in the ℓ1 exact sparse framework. The algorithm does not rely on an approximation residual to operate, but rather uses the special geometry of the ℓ1 exact sparse solution to give a computationally simple yet conceptually interesting algorithm. A self-normalizing version of the algorithm is also derived, which uses negative feedback to ensure that basis vectors converge to unit norm. The operation of the algorithm is illustrated on a simple numerical example.
Introduction
Suppose we have a sequence of observations X = [x 1 , . . . , x p ], x k ∈ IR n . In the sparse coding problem [1] we wish to find a dictionary matrix A and representation matrix S such that X = AS (1) and where the representations s k ∈ IR m in the matrix S = [s 1 , . . . , s p ] are sparse, i.e. where there are few non-zero entries in each s j . In the case where we look for solutions X = AS with no error, we say that this is an exact sparse solution. In the sparse coding problem we typically have m > n, so this is closely related to the overcomplete independent component analysis (overcomplete ICA) problem, which has the additional assumption that the components of the representation vectors s j are statistically independent.
If the dictionary A is given, then for each sample x = x k we can separately look the sparsest representation min s s 0 such that x = As.
However, even this is a hard problem, so one approach is to solve instead the 'relaxed' ℓ 1 -norm problem min s s 1 such that x = As.
This approach, known in the signal processing literature as Basis Pursuit [2] , can be solved efficiently with linear programming methods (see also [3] ).
Even if such efficient sparse representation methods exist, learning the dictionary A is a non-trivial task. Several methods have been proposed in the literature, such as those by Olshausen and Field [4] and Lewicki and Sejnowski [5] , and these can be derived within a principled probabilistic framework [1] . A recent alternative is the K-SVD algorithm [6] , which is a generalization of the K-means algorithm.
However, many of these algorithms are designed to solve the sparse approximation problem X = AS + R for some nonzero residual term R, rather than the exact sparse problem (1) . For example, the Olshausen and Field [4] approximate maximum likelihood algorithm is
where r = x − As is the residual after approximation, and the K-SVD algorithm [1] minimizes the norm R F = X − AS F . If we have a sparse representation algorithm that is successfully able to solve (3) exactly on each data sample x k , then we have a zero residual R = 0, and there is nothing to 'drive' the dictionary learning algorithm. Some other dictionary learning algorithms have other constraints: for example, the method of Georgiev et al [7] requires at most m − 1 nonzero elements in each column of S.
While these algorithms have been successful for practical problems, in this paper we specifically explore the special geometry of the ℓ 1 exact sparse dictionary learning problem. We shall derive a new dictionary learning algorithm for the ℓ 1 exact sparse problem, using the basis vertex c = (A † ) T 1 associated with a subdictionary (basis set) A identified in the ℓ 1 exact sparse representation problem (3).
The dual problem and basis vertex
The linear program (3) has a corresponding dual linear program [2] 
which has an optimum c * associated with any optimum s * of (3). In a previous paper we explored the polytope geometry of this type of dual problem, and derived an algorithm, Polytope Faces Pursuit (PFP), which searches for the optimal vertex which maximizes x T c, and uses that to find the optimal vector s [8] . Polytope Faces Pursuit is a gradient projection method [9] which iteratively builds a solution basis A consisting of a subset of the signed columns σ j a j of A, σ j ∈ {−1, 0, +1}, chosen such that x = As withs > 0 containing the absolute value of the nonzero coefficients of s at the solution. The algorithm is similar in structure to orthogonal matching pursuit (OMP), but with a modified admission criterion
to add a new basis vector a ′ to the current basis set, together with an additional rule to switch out basis vectors which are no longer feasible.
The basis vertex c = (A † ) T 1 is the solution to the dual problem (5) . During the operation of the algorithm c satisfies A T c ≤ 1, so it remains dual-feasible throughout. For all active atoms a j in the current basis set, we have a T j c = 1. Therefore at the minimum ℓ 1 norm solution the following conditions hold:
We will use these conditions in our derivation of the dictionary learning algorithm that follows.
Dictionary learning algorithm
We would like to construct an algorithm to find the matrix A that minimizes the total ℓ 1 norm
where s k is chosen such that x k = As k for all k = 1, . . . , p, i.e. such that X = AS, and where the columns of A are constrained to have unit norm. In particular, we would like to construct an iterative algorithm to adjust A to reduce the total ℓ 1 norm (9): let us therefore investigate how J depends on A.
For the contribution due to the kth sample we have
Ts changes with A, so taking derivatives of
Now taking the derivative of (8) for fixed x we get
and pre-multiplying by c T gives us
where the last two equations follow from (7) and (10) . Introducing trace(·) for the trace of a matrix, we can rearrange this to get
from which we see that the gradient of J k with respect to A is given by ∇ A J k = −cs T . Summing up over all k and applying to the original matrix A we get
with C = [c k ], a somewhat surprisingly simple result. Therefore the update
will perform a steepest descent search for the minimum total ℓ 1 norm J, and any path dA/dt for which (dA/dt), ∇ A J < 0 will cause J to decrease.
Unit norm atom constraint
Now without any constraint, algorithm (17) will tend to reduce the ℓ 1 norm by causing A to increase without bound, so we need to impose a constraint on A. A common constraint is to require the columns a j of A to be unit vectors, a j 2 2 = 1, i.e. a T j a j = 1. We therefore require our update to be restricted to paths da j /dt for which a
To find the projection of (16) in this direction, consider the gradient component
The orthogonal projection of g j onto the required tangent space is given bỹ
Now considering the rightmost factor a T j g j , from (18) we get
Considering just the kth term a 
and thereforeg
Therefore we have the following 'tangent' update rule:
which will perform a tangent-constrained steepest descent update to find the minimum total ℓ 1 norm J. We should note that the tangent update is not entirely sufficient to constrain a j to remain of unit norm, so an occasional renormalization step a j ← a j / a j 2 will be required. after a number of applications of (23).
Self-normalizing algorithm
Based on the well-known negative feedback structure used in PCA algorithms such as the Oja [10] PCA neuron, we can modify algorithm (23) to produce the following self-normalizing algorithm that does not require the explicit renormalization step:
where we have simply removed the factor 1/ a j (T ) For unit norm basis vectors a j (T ) 2 = 1, the update produced by algorithm (24) is identical to that produced by the tangent algorithm (23). Therefore, for unit norm basis vectors, algorithm (24) produces a step in a direction which reduces J. (Note that algorithm (24) will not necessarily reduce J when a j is not unit norm.)
To show that the norm of the basis vectors a j in algorithm (24) converge to unit length, we require that each a j must be involved in the representation of at least one pattern x k , i.e. for some k we have s (24):
which, noting that a
Constructing the Lyapunov function Q = (1/4)(1 − a j 2 2 ) 2 ≥ 0, which is zero if and only if a j has unit length, we get
where k |s While algorithm (24) does not strictly require renormalization, we found experimentally that an explicit unit norm renormalization step did produce slightly more consistent behaviour in reduction of the total ℓ 1 norm J.
Finally we note that at convergence of algorithm (24), the basis vectors must satisfy
so that a j must be a (signed) weighted sum of the basis vertices c k in which it is involved. While equation (32) is suggestive of a fixed point algorithm, we have observed that it yields unstable behaviour if used directly. Nevertheless we believe that it would be interesting to explore this in future for the final stages of an algorithm, as it nears convergence.
Augmenting Polytope Faces Pursuit
After an update to the dictionary A, it is not necessary to restart the search for the minimum ℓ 1 norm solutions s k to x k = As k from s k = 0. In many cases the the dictionary vector will have changed only slightly, so the signs σ k j and selected subdictionary A k may be very similar to the previous solution, before the dictionary update. At the T th dictionary learning step we can therefore restart the search for s k (T ) from the basis set selected by the last solution s k (T − 1). However, if we start from the same subdictionary selection pattern after a change to the dictionary, we can no longer guarantee that the solution will be dual-feasible, i.e. that (5) is always satisfied, which is required for the Polytope Faces Pursuit algorithm [8] . While we will still have a k > 1 such that dual feasibility fails for a particular sample k and basis vector a j , we simply restart the sparse Polytope Faces Pursuit algorithm from s k = 0 for this particular sample, to guarantee that dual-feasibility is restored. We believe that it may be possible to construct a more efficient method to restore dual-feasibility, based on selectively swapping vectors to bring the solution into feasibility, but it appears to be non-trivial to guarantee that loops will not result.
Numerical illustration
To illustrate the operation of the algorithm, Figure 1 shows a small graphical example. Here four source variables s j are generated with identical mixture-of- gaussian (MoG) densities in an n = 2 dimensional space and added with angles θ ∈ {0, π/6, π/3, 4π/6}. It is important to note that, even in the initial condition Figure 1(a) , the basis set spans the input space and optimization of (3) with an exact solution x k = As k for all data samples x k , at least to within numerical precision of the algorithm. Therefore this situation would not be suitable for any dictionary learning algorithm which relies on a residual r = x − As.
We have derived a new algorithm for dictionary learning for sparse coding in the ℓ 1 exact sparse framework. The algorithm does not rely on an approximation residual to operate, but rather uses the special geometry of the ℓ 1 exact sparse solution to give a computationally simple yet conceptually interesting algorithm. A self-normalizing version of the algorithm is also derived, which uses negative feedback to ensure that basis vectors converge to unit norm.
The operation of the algorithm is illustrated on a simple numerical example. While we emphasize the derivation and geometry of the algorithm in the present paper, we are currently working on applying this new algorithm to practical sparse approximation problems, and will present these results in future work.
