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Résumé 
Les systèmes de santé apprenants (SSA) présentent une approche complémentaire et émergente aux 
problèmes de la recherche translationnelle en couplant de près la provision des soins de santé, la 
recherche (prospective et rétrospective) ainsi que les activités de transfert des connaissances. Afin de 
permettre un flot d’informations cohérent et optimisé dans le système, ce dernier doit se doter d’une 
plateforme intégrée de partage de données. Le travail présenté ici vise à proposer une approche de 
partage de données unifiée pour les SSA. 
 
Les trois grandes familles de mise à disposition des données (entrepôt de données, fédération de 
données et médiation de données) sont analysées en regard des exigences des SSA pour finalement 
retenir la médiation. La sémantique des informations cliniques disponibles dans les sources de données 
biomédicales est la résultante des connaissances des modèles structurels des sources (ex. les 
diagnostics des patients sont dans le champ X de la table Y), mais aussi des connaissances des 
modèles terminologiques utilisés pour coder l’information (ex. Classification Internationale des 
Maladies 10e révision – CIM-10). La structure de la plateforme unifiée qui prend en compte cette 
interdépendance est décrite. 
 
La plateforme a été implémentée et testée dans le cadre du projet TRANSFoRm, un projet européen 
financé par le « Seventh Framework Program for research, technological development and 
demonstration », qui vise à développer un SSA incluant les soins de première ligne. L’instanciation du 
modèle de médiation pour le projet TRANSFoRm, le Clinical Data Integration Model (CDIM), est 
présentée et analysée. Sont aussi présentés ici les résultats d’un des cas d’utilisation de TRANSFoRm 
en regard de la plateforme unifiée de données pour supporter la recherche prospective afin de donner 
un aperçu concret de l’impact de la plateforme sur le fonctionnement du SSA. 
 
Au final, la plateforme unifiée de médiation proposée ici permet un niveau d’expressivité suffisant 
pour les besoins du SSA TRANSFoRm. Le système est flexible et modulaire et le modèle de 
médiation CDIM couvre les besoins exprimés pour le support des activités d’un SSA incluant les soins 
de première ligne. 
 
Mots clé : recherche translationnelle, système de santé apprenant, interopérabilité, médiation de 
données, terminologie, ontologie, phénotypage, soins primaires, LexEVS 
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Abstract 
Learning health systems (LHS) are gradually emerging and propose further  solutions to translational 
research challenges by implementing close coupling of health care delivery, research (both 
retrospective and prospective) as well as knowledge transfer activities. To support coherent knowledge 
sharing across the system, it needs to rely on an integrated and efficient data integration platform. The 
framework and its theoretical foundations presented here aim at addressing this challenge. 
 
Data integration approaches can be grouped according to three high level categories: data 
warehousing, data federation and data mediation. They are analysed in light of the requirements 
derived from LHS activities and data mediation emerges as the one most adapted for a LHS. The 
semantics of clinical data found in biomedical sources can only be fully and properly derived by 
taking into account, not only information from the structural models (e.g. patient’s diagnoses can be 
found field X of table Y), but also terminological information (e.g. codes from the International 
Classification of Disease 10th revision – ICD 10) used to encode facts. The unified framework 
proposed here takes into account this reality. 
 
The platform has been implemented and tested in the context of TRANSFoRm, a European project 
funded by Seventh Framework Program for research, technological development and demonstration. It 
aims at developing a LHS including clinical activities in primary care. The mediation model 
developed for the TRANSFoRm project, the Clinical Data Integration Model (CDIM), is presented 
and discussed. Results from one of the TRANSFoRm use cases are also presented. They illustrate how 
a unified data sharing platform can support and enhance prospective research activities in the context 
of a LHS. 
 
In the end, the unified mediation framework presented here allows sufficient expressiveness for the 
TRANSFoRm LHS needs. It is flexible, modular and the CDIM mediation model supports the 
requirements of a primary care LHS. 
 
Keywords: Translational research, learning health systems, interoperability, data mediation, 
terminology, ontology, phenotyping, primary care, LexEVS 
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Introduction 
Translational research has been previously described using the acronym B2B: bench to 
the bedside. In this paradigm, research ideas emerge from fundamental research activities and 
the challenge identified for translational research was how transfer research outcome more 
effectively to the bedside in order to improve patient care. (Rodger 2000) The concept 
evolved over the following years to emphasise the bidirectional cycles from the “bench” to 
the “bedside” and back to the “bench”: learning from the clinical studies outcomes and 
clinical care. This evolution was necessary as more genotype and phenotype data became 
available. (Burgun and Bodenreider 2008; Toward Precision Medicine: Building a 
Knowledge Network for Biomedical Research and a New Taxonomy of Disease 2011)  
Today, multiple data points are created during healthcare delivery. While traditionally 
starting at the “bench”, data mining has now changed the landscape and hypothesis can be 
first generated from care data. (Landman et al. 2010) Nonetheless, healthcare relies on 
complex ecosystems where patients interact with various institutions and care providers for 
punctual events (e.g. a pneumonia) or through multiple, interrelated visits across years of 
follow-up (e.g. diabetes or hypertension). (Galvin et al. 2015)  
While initially concentrated in larger health care centres and hospitals, clinical data is 
now routinely captured through electronic means also during primary care activities. (Barker 
and Heisey-Grove 2015) Moreover, patients can participate in biomedical research protocols 
where data is also generated. (Lim Choi Keung et al. 2014) Finally, clinical support tools are 
becoming more prevalent and they also generate data points during their activities. (Musen et 
al. 2014) This creates significant challenges to derive knowledge from the patients’ 
interactions throughout the healthcare system.  
The task of linking patient data across multiple sources requires the development of 
standard methods for representing information, including controlled vocabularies and 
ontologies. (Burgun 2006) The re-use of data in the development of new hypotheses requires 
repositories such as the UMLS to enable conceptual linkage across coding systems. 
(Bodenreider 2004) Systems such as LexEVS have been developed that facilitate the 
management of lexical and semantic biomedical resources. (LexEVS) Nevertheless, multiple 
challenges remain.  
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Care delivery 
In itself, care delivery presents many challenges in order to follow and understand the 
various processes at hand. Firstly, various clinical and administrative activities have different 
requirements and often use different informational systems to support them (e.g. laboratory 
tests, billing and accounting, operating room planning, clinical documentation, medication 
delivery). The underlying process and data models for each system will vary with each type of 
activity but also between the various implementations proposed by different vendors (e.g. the 
different electronic health record – EHR – “brand”). (Pecoraro et al. 2015) Secondly, 
depending on the type of care provided by each group of professionals or setting (e.g. primary 
care vs tertiary care hospitals), the scope of data used as well as its granularity will vary 
tremendously. (CPRD; Ontario Cancer Registry) The way it is collected and stored will also 
have a profound impact on its usability to answer a specific question. Thirdly, information 
sources will often be scattered geographically and administratively across various sites, 
institutions and even sometimes countries. As a result, patients’ data is fragmented and 
obtaining a complete picture for a patient is quite challenging.  
Research 
Clinical research activities rely heavily on the participation of patients as subjects to 
permit knowledge discovery through retrospective and prospective research activities. This is 
essential to derive meaningful and pertinent knowledge to use as input for knowledge transfer 
activities. However, research is currently facing important difficulties as it is very resource-
intensive (e.g. research assistants, data handling, regulatory activities…). It also faces 
recruitment challenges, especially with the advent of personalized medicine where treatments 
are targeted (and so tested) on subsets of disease patients (e.g. receptor-specific treatments in 
breast cancer). This is similarly true for research involving primary care where each site has a 
smaller number of patients and where patient characteristics will vary among practices, even 
within the same neighbourhood, making it challenging to select the optimal set of practices. 
Knowledge transfer 
Knowledge transfer encompasses multiple activities. It targets transfers at the 
population level through better, more adapted health policies but also at the patient level 
through guidelines and decision support. (Bernstein et al. 2015) As such, it presents 
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significant challenges in context of translational research and clinical care. (Sarkar 2010) 
Firstly, clinical inertia, described as failure of health care providers to initiate or intensify 
therapy when indicated, impacts the quality of care provided to patients. Instituting change 
requires more effort than staying on a given course of action. (Phillips et al. 2001) It also 
contributes to increasing time between guidelines publications and their application in care 
settings. So despite knowledge generation from “the bench”, translation into practice remains 
difficult. In order to address inertia, various informatics tools, generically identified as 
decision support systems (DSS), have been created to try to implement more effectively 
guidelines and other research outcomes into clinical practice. (Nazarenko et al. 2015) DSS are 
information management systems that involve knowledge representation, based on semantic 
structures such as ontologies, inferencing based on either rule-based or probabilistic 
approaches, and explanation, describing the decision making process. (Musen et al. 2014) 
Nevertheless, DSS are only effective when users deem the alerts to be relevant and therefore 
worth their time and attention. If alerts are too often inappropriate, they become ineffective 
and bothersome, leading to alert fatigue, a state in which the user becomes less responsive to 
alerts in general. This is especially prevalent when suggestions and alerts do not take into 
account specific patient or population characteristics like patients’ comorbidities or disease 
prevalence in the practice’s population.  
Therefore, DSS in the context of translational medicine require access to computer-
actionable, patient-level information to provide pertinent suggestions and should target 
situations and relevant to the population where they will be used. In order to achieve this, we 
need to better understand the target population to better orient research towards relevant 
questions and we must tailor the DSS operations to each individual patient. To realise this, we 
need data at a patient level and also at a population level. 
After assessing challenges from care delivery, research and knowledge transfer (both 
at the patient level with DSS but also at the population level through health policies), it 
becomes apparent that being able to derive a full and clear picture from a patient’s data is 
essential for translational research. (Sarkar 2010) Moreover, these activities cannot be 
considered as independent processes. Ensuring that they are addressed together in a coherent 
platform will address some of the challenges identified above.  
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Learning health systems 
A possible answer started to emerge a few years ago as the Learning Health System 
(LHS). The pieces emerged gradually and the idea formalised by McGinnis and Friedman 
refers to the close coupling of practice of clinical medicine with both the conduct of research 
and the translation of research into practice as illustrated in Figure 1. (Westfall et al. 2007; 
Friedman et al. 2015)  
 
Figure 1: Learning Health System 
This implies a shared semantics of clinical data exchanged between components of the 
system. With such a system in place, various sources from primary care to hospitals can be 
used to better understand patients, research can take place using real world patient data and 
knowledge transfer can be tailored to the population using a similar approach. DSS can also 
use the shared semantic data platform to contextualise alerts and optimise them for specific 
patient and situations, thereby increasing pertinence and so limiting alert fatigue. 
At the core of the LHS lies a strong requirement to enable data flow with a shared 
semantics while integrating various clinical and research data sources. This presents 
significant challenges in terms of interoperability. The Translational Medicine and Patient 
Safety in Europe (TRANSFoRm) project is a research endeavour funded through the 
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European context supporting primary care. (Delaney 2011) As such, it faces this challenge 
and the proposed approach has been deployed to support it. 
This unified approach to support data requirements of the LHS will now be presented. 
Firstly, challenges and requirements will be described and existing approaches will be 
reviewed, including in the specific context of a LHS like TRANSFoRm, which is presented in 
an article published in the Biomedical Research International journal in 2015. (Delaney et al. 
2015) This is the high-level article for TRANSFoRm. The co-authors of the article are in 
alphabetical order. Although not a work package leader, I have been invited as a co-author 
given my contribution to the project through the platform presented here. 
Secondly, fundamental methodology for the new framework developed will be 
presented in an article published in the Journal of the American Medical Informatics 
Association in 2013. (Ethier et al. 2013) The first part of my contribution is presented as a 
definition of data requirements for a LHS. The novel idea of handling heterogeneity aspects 
through a unified platform, the evaluation of technical tools, the choice to use LexEVS and 
the development of the various model types (source, conceptual, mappings) to ensure 
sufficient expressivity and flexibility are original contributions from my work. Technical 
operationalisation through the data source connectors was developed by M. McGilchrist. 
Thirdly, the implementation of the framework for the TRANSFoRm project is 
illustrated in an article published in the journal Methods of Information in Medicine ahead of 
print in 2014 in the focus theme issue “Managing Interoperability and Complexity in Health 
Systems”. (Ethier et al. 2015) The decision to use an ontology as the conceptual model 
(CDIM), its clinical content and its design choices are results of my work. Review of the 
content for its alignment with BFO and the realist paradigm has been achieved in 
collaboration with A. Barton.  
Fourthly, the resulting platform and its contribution to the integration of prospective 
research and clinical care will be presented in a fourth article submitted to the Journal of the 
American Medical Informatics Association in 2016. The conceptual use of the platform 
models to achieve this goal through the linkage of CDIM with CDISC ODM (see article) is 
also an original contribution of my research. Obviously, various discussions with A. Burgun, 
B. Delaney and V. Curcin and M. McGilchrist have helped me to polish the approach and to 
integrate my original design with the TRANSFoRm project overall architecture. 
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Biomedical interoperability challenges in the context of the 
learning health system (LHS) 
The learning health system concept is based on a close coupling between care, 
research and knowledge translation. These tight links are supported by intensive data 
exchange between the various components of the systems. Nevertheless, as described 
previously, a wide variety of systems must participate and support meaningful data exchange. 
This raises significant problems that must be overcome in order to enable proper data flow. 
One of the most significant ones is the heterogeneity between the various data sources to be 
used.  
Moreover, it is now established that the study of complex diseases requires the 
effective integration of genomic, phenotypic and environmental data. The heterogeneity of the 
data generates significant challenges for integrating genomic information with relevant 
clinical data in a form that can be used to either test current hypotheses or generate new ones. 
(Sarkar et al. 2011)   
Data sources heterogeneity 
Heterogeneity stems from different characteristics of data sources. Firstly, the 
structure of the data source itself can be based on different technologies (e.g. relation 
databases, Extensible Markup Language – XML – documents, comma separated values, etc.). 
Moreover, each technology can allow a specific biomedical domain to be modelled differently 
based on the author of the model. Content elements will be grouped differently, names of 
tables and fields can be chosen arbitrarily. The level of granularity can also vary. In context of 
healthcare, while many types of informational elements will be common between the various 
systems (e.g. name, date of birth, patient record number), they will often be modelled 
differently based on the primary requirements of the system at hand. These common elements 
might be stored differently in a laboratory system and in a dialysis system for example. This 
aspect is identified in this document as structural heterogeneity. 
Secondly, in order facilitate exchange of information, multiple controlled vocabularies 
and classifications have been created to support biomedical activities. (Rector 1999; 
Bodenreider 2004; Cimino 2011) They allow consistent use of shared terms in order to 
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express some piece of knowledge. International examples range from the International 
Classification of Diseases (ICD) to the International Classification of Primary Care (ICPC), or 
Systematized Nomenclature of Medicine (SNOMED). (WHO | International Classification of 
Diseases (ICD); WONCA | International Classification of Primary Care; SNOMED CT) But 
then again some classifications are also used at a national level like Read Codes in the United 
Kingdom or even at a local level. (Read Codes) Moreover, many value sets (e.g. 1 for men 
and 2 for women) are used internally to code data in various health systems. These local 
codes are not standard and might be proprietary in nature. Overall, this aspect is identified as 
terminological heterogeneity in this document.1 
Structural and terminological model interdependence 
Although these two aspects can be described separately, they are strongly 
interdependent as has been demonstrated by A. Rector. (Qamar et al. 2007; Rector et al. 
2009) In fact, to be able to derive the full semantics of a piece of information, both structural 
and terminological models need to be bound together.  
For example, a terminological code like “E11” as found in the ICD version 10 does 
contain important information to understand the data at hand. (ICD-10 Version:2008 - E10) 
Its label is “Type 2 diabetes mellitus”. It also provides inclusions and exclusions to further 
precise which pathologies should be represented by this code (e.g. exclusion of diabetes 
mellitus in pregnancy). Nevertheless, this only provides partial knowledge of the information 
at hand. Does it represent a diagnosis for the patient at hand (the patient has diabetes), or a 
diagnosis of a family member of the index patient (the patient’s mother has diabetes)? Is it an 
admission diagnosis (the first hypothesis when the patient comes to seek care) or a final 
diagnosis provided after all relevant tests were obtained? Is it a diagnosis made by a medical 
student or an attending physician? For punctual events like pneumonias (J18 in ICD 10), does 
it represent that the patient currently has pneumonia or that he had a pneumonia in the past? 
(ICD-10 Version:2008 - J18) For episodic diseases like major depression (F32 in ICD 10), 
does a second code for a same patient represent a follow-up for a single episode of depression 
or does it represent a new episode? (Soler et al. 2012b; ICD-10 Version:2008 - F32) These 
issues are especially relevant when data from different institutions or domains needs to be 
used, for example when including data from primary care or from research platforms. (Soler 
                                                 
1 Some authors use the term “semantic heterogeneity” to describe this but as demonstrated later in this work, 
semantics can only be fully derived when taking into account both structural and terminological aspects. 
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et al. 2012a) As a result, without knowing the semantic aspects carried by the structural (or 
information) model, it is impossible to answer these questions. 
While this challenge has been identified a few years ago, it was at the time focusing 
mostly on clinical information. The LHS are now challenged to develop approaches that can 
bridge genomic, proteomic and even epigenomic information and place it into clinical 
context, adding a new layer of complexity. (Masys et al. 2012) 
Other requirements 
As multiple institutions from different components (care, research, and knowledge 
translation) are to participate in a LHS, each with different mandates and legal frameworks, 
creating a simple copy of all data into a central location is not possible. (Bastião Silva et al. 
2015) Most of these institutions also currently have data sources structured in a certain way 
based on their current mission and also sometimes for historical reasons.  (Friedman et al. 
2015) The LHS does not control these organisations and cannot impose modifications to the 
existing data structures. It cannot either force EHR vendors to structure data differently. 
Given the variety of projects institutions must support, we also need to minimize resources 
required from an institution to participate in the LHS. 
The LHS also needs to support prospective approaches. As opposed to other domains, 
many queries to be executed in the LHS are not known ahead of time. New concepts and new 
ways to interact with data will emerge and the LHS needs to be able to support them. 
Secondly, all sources are not identified on day one. The LHS needs to be designed to be 
organic in nature. It needs to be able to accept new sources as it grows and might also loose 
contact with others. Consequently, it cannot rely on content of sources available on day one 
and on query requirements elicited by a focus group of users to build a static approach to 
interoperability. 
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Review of approaches to address interoperability 
requirements of LHS including primary care. 
In this section, approaches to data integration will be reviewed and analysed using 
requirements previously presented. The first two articles, presented in the methods section 
also address the issue and include specific examples of projects leveraging the different 
approaches but we will summarize the principles here. Please see the articles themselves for 
more specific examples of projects. 
Approaches to data integration can be broadly classified along two categories: Data 
warehousing (DW) and data mediation (DM). (Lenzerini 2002; Hernandez and Kambhampati 
2004; Louie et al. 2007) Also encountered in the literature, data federation (DF) can be seen 
as a specific case of DM where each source uses the same structure.  
Data warehousing is possibly the most notorious approach with initiatives like 
Informatics for Integrating Biology & the Bedside (I2B2) in the biomedical domain. 
(Mansmann et al. 2009; Murphy et al. 2010: 2) DW is a common approach to integrate 
various data sources within an institution. (Huser and Cimino 2013) Using the Extract-
Transform-Load (ETL) approach, data from each individual source is extracted, transformed 
to fit the structure of the data warehouse and then load into it. (Vassiliadis et al. 2002) In 
recent years, multidimensional structures (e.g. star schema) have been used but other 
modelling approaches are also possible. (Abelló et al. 2001) For more details on data 
warehousing approaches and their characteristics, one can refer to a recent review. (Khnaisser 
et al. 2015) In the context of a LHS it becomes readily apparent that it cannot become the 
central platform for data exchange. It requires data leaving institutional boundaries to be 
entirely stored in a single central repository. As mentioned previously, this is not possible in 
our use case. 
Data federation can present a very interesting profile for data integration. DF is a 
network of data sources structured identically and distributed among different sites and often 
different institutions. The electronic Primary Care Research Network (ePCRN) in the primary 
care domain is a well-known exemplar of data federation. Its goal is to enable the 
development of an electronic infrastructure to support clinical research activities in primary 
care practice-based research networks. It has been developed with sites both in the United 
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States and in the United Kingdom. Data in ePCRN must be structured according to the 
American Society for Testing and Materials continuity of care record information model. 
(Peterson et al. 2006; Delaney et al. 2012) Similarly, SHRINE is an initiative that federates 
sites using I2B2 as data repositories. (Weber et al. 2009)  
Data federation allows data to reside in each institution and be transmitted only when 
needed and when allowed, for specific reasons. Since everyone shares the same data 
modelling, the same query can be run at each site and data easily aggregated. Achieving this 
requires coordination between sites and agreements that each site will use the same data 
structure. In context of a LHS going from primary care to quaternary specialized care, this is 
not possible. Moreover, multiple institutions already have data repositories or EHRs. The 
LHS has no way to enforce a change at participating institutions to adopt a shared data 
structure or terminology. 
While, DF is a specific form of data mediation, more generic approaches can also be 
identified in the literature for DM. (Wiederhold 1992) In its more generic form, it uses a 
central model (also identified as a conceptual mediation model) designed to support query 
expression sent to the system. (Ashish et al. 2010) Local models are also produced to 
represent the content of the data sources (structural models). When using it, queries issued 
based on the central model are then translated locally for each source in order to create a 
relevant query that can be executed on the data source directly. Data is then returned centrally. 
DM requires that the central model be mapped to each local model. To achieve this, 
one needs to be a “view” on the other. Following this, two sub-types of DM can be defined: 
global-as-view (GAV) and local-as-view (LAV). (Calì et al. 2001) In GAV, the central model 
is derived by merging each local models according to pre-specified transformations. It is a 
direct reflections of available sources at a specific time. Even though historically it presented 
better performances, it also exposes a very dynamic model to the users of the system. In a 
situation where the responsible organisation for the central model do not control the sources, 
asynchrony and incoherence can occur when local sources change but the central model is not 
updated. As a result, a GAV approach would not fit the requirements for a LHS. 
The local-as-view approach on the other hand derives its central model from the users’ 
requirements. It is built irrespectively of what data is available but rather based on what type 
of data would be useful. The local source models are then built to represent the data structure 
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and are subsequently mapped to the central model. They are in effect views on the central 
model. Any data not mapped to the central model will not be available nor visible to the DM 
users. The resulting system provides a stable and relevant model to its users to support query 
and provides flexibility to map sources from various part of the target domain. It is therefore 
the approach chosen to support interoperability in the LHS. 
While the local-as-view approach was a good candidate to support a LHS, it had not 
previously been deployed in this specific context. Even though caBIG and Advancing 
Clinico-Genomic Trials implemented this approach in the cancer research domain, it has not 
been used previously in primary care. (Stanford and Mikula 2008; Martin et al. 2011) Current 
approaches also treat structural and terminological models for mediation separately. We 
therefore propose here a unified interoperability approach to support interoperability in a LHS 
including primary care based on a DM LAV vision. 
Implementation of a LHS in primary care: the TRANSFoRm project 
The proposed approach was developed and implemented as part of the TRANSFoRm 
project (http://www.transformproject.eu/), a FP7 initiative funded via the Patient Safety 
Stream of ICT for Health. TRANSFoRm aims at implementing a LHS for primary care to 
foster patient safety and facilitate research in primary care.  
In order to orient its development, three use-cases were designed. (Delaney et al. 
2015) They cover the full LHS cycle. The first one mandates a retrospective research study 
using routine primary care data and genomic profiles from a biobank. The goal is to evaluate 
response variation of a specific diabetes medication class (sulfonylurea) depending varying 
genomic profiles. The study had been previously done in Scotland and its objective is to 
evaluate if a LHS could support design and execution of a similar study. 
The second use-case aims focuses on a randomized control trial (RCT) comparing the 
use of anti-acid medication (proton pomp inhibitors) regularly or only as needed in patients 
with heart burns (gastro-oesophageal reflux disease) seen in primary care practices. Given the 
relatively small number of patients per practice (as opposed to hospitals), recruitment can be 
quite difficult and costly. (Mastellos et al. 2015) In order to evaluate the effect of a LHS on 
the conduct of RCT in primary care, the practices participating in the trial are also 
randomized. Some use “current standard” for patient recruitment (with research assistant 
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manually screening patients) and the others use automated tools provided by the 
TRANSFoRm platform to facilitate recruitment and maximise automated use of existing data 
from the practice EHR to fill the research forms. 
The last use-case focuses on knowledge transfer through a decision support tool. 
(Corrigan 2015) Using data from the EHR, the ontological approach classifies clinical cues 
and analyses them in order to provide highly relevant alerts and suggestions to primary care 
clinicians trying to establish a diagnosis for three common presenting symptoms: chest pain, 
abdominal pain and shortness of breath. 
The following article from Biomedical Research International published in June 2015 
presents in more details the project and its various components. (Delaney et al. 2015) 
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The Learning Health System (LHS) describes linking routine healthcare systems directly with both research translation and
knowledge translation as an extension of the evidence-based medicine paradigm, taking advantage of the ubiquitous use of
electronic health record (EHR) systems. TRANSFoRm is an EU FP7 project that seeks to develop an infrastructure for the LHS
in European primary care. Methods. The project is based on three clinical use cases, a genotype-phenotype study in diabetes,
a randomised controlled trial with gastroesophageal reflux disease, and a diagnostic decision support system for chest pain,
abdominal pain, and shortness of breath. Results. Four models were developed (clinical research, clinical data, provenance, and
diagnosis) that form the basis of the projects approach to interoperability. These models are maintained as ontologies with binding
of terms to define precise data elements. CDISC ODM and SDM standards are extended using an archetype approach to enable a
two-level model of individual data elements, representing both research content and clinical content. Separate configurations of the
TRANSFoRm tools serve each use case. Conclusions.The project has been successful in using ontologies and archetypes to develop
a highly flexible solution to the problem of heterogeneity of data sources presented by the LHS.
1. Introduction
The Learning Health System (LHS) describes an approach to
improve healthcare that is solidly founded on the creation
and use of knowledge; “health” as opposed to “healthcare”
is sometimes used to emphasise the role of consumers as
cocreators and users of health knowledge [1]. The devel-
opment of the LHS is a natural outcome of the evolution
of evidence-based medicine (EBM). Based on the greater
utilisation of electronic health records (EHRs) and on novel
computing paradigms for data analysis, the LHS provides
potential solutions for the glacial slowness of both the
traditional research process and the research translation into
improved care [2].
EBM is focused on generating medical evidence and
using it to make clinical decisions. The highest level of
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evidence, level 1 evidence of the effectiveness of a health-
care intervention in EBM, consists of a meta-analysis of
randomised controlled trials (RCTs) [3]. However, RCTs are
complex and extremely expensive, the result being that much
of healthcare remains unsupported by high quality evidence.
Furthermore, RCTs themselves are prone to bias and manip-
ulation in the choice of eligible subjects, comparators, and
outcome measures [4]. One solution has been to carry out
light touch and simple, termed “pragmatic” RCTs with very
inclusive eligibility criteria and followup via routine data
collection. It is those kinds of RCTs that lend themselvesmost
to incorporation into a LHS.
There is also potential to replace RCTs with analysis of
routine data, using techniques such as instrumental variables
and propensity scores to control for bias [5]. Much future
research is needed to define when routine data could be a
sufficient answer to a problem and when an RCT is required.
Furthermore, healthcare practice is not solely limited to inter-
ventions, but diagnosis and prognostication play essential
parts and are underpinned by prospective cohort evidence.
Again, routine data could play a significant role in replacing
time-consuming and costly cohort designs.
Primary healthcare is the first point of contact with health
services of patients with undifferentiated problems and also
provides continuing care for patients with chronic diseases
and follows families from “cradle to grave.” These functions
present a particular problem for EBM. The vast majority
of research, be it diagnostic or intervention based, takes
place in specialist centres and in highly selected populations
[6]. Diagnostic features are not portable across populations
with different prevalence and spectrum of disease. Likewise,
patients in RCTs are younger and fitter, take fewer drugs
concurrently, and have less comorbidity than typical primary
care populations. Therefore, many RCTs suffer from limited
external validity [7].
Even if appropriate research evidence exists, it is unlikely
to be available at the point of care. Early formulations of
EBM typically applied to the highly motivated clinician who
formulates questions during clinical practice and searches
for evidence. Indeed, Professor Sackett’s team at Oxford
developed an “evidence cart” for ward rounds, with a copy
for MEDLINE and a projector to assist in this process in real
time [8]. Over the subsequent years, the process of knowledge
translation has become formalised: guidelines are explicitly
built on systematic reviews of the best available evidence and
are refined down to a series of statements to support clinical
care, with an associated level of supporting evidence and
strength of recommendation [9]. However, even in countries
like the UK, where a national agency (National Institute
for Health and Care Excellence) is funded to carry out this
process, guidelines may only be updated once in a decade.
Increasingly, the number of potential guidelines applicable to
a given patient at a given point on the care pathway becomes
a problem of memory and prioritisation for the clinician, let
alone the patient. The LHS offers a potential means of using
highly advanced electronic triggers to help with advising
when one treatment or diagnosis is favoured. It should also be
possible to reintroduce patient choice by explicit weighting of
options using patient-derived outcome data.
The LHS concept is still in its infancy, and much needs to
be done to explore and demonstrate the potential for using an
advanced digital infrastructure to support the LHS. The FP7
TRANSFoRm project (http://www.transformproject.eu/)
was funded via the Patient Safety Stream of ICT for Health.
Efficient research design and knowledge translation are a
core underpinning of safe clinical practice. It is not good
enough to simply avoid error, defined as care that falls
well below the average standard, but clinicians should be
seeking optimal care for their patients. The LHS, at its
barest essential, is all about promoting optimal care. The
TRANSFoRm project aimed to develop and demonstrate
methods, models, standards, and a digital infrastructure for
three specific components of the LHS:
(1) genotype-phenotype epidemiological studies using
multiple existing primary care and “biobank”
genomic datasets;
(2) RCTs with both data and trial processes embedded
within the functionality of EHRs and the ability to col-
lect Patient Reported Outcome Measures (PROMs)
on demand;
(3) decision support for diagnosis, based on clinical
prediction rules (best diagnostic evidence) and fully
integrated with a demonstrator EHR system.
2. Methods
Each specific clinical “use case” (shown below) served four
purposes: initial requirements elicitation; detailed modelling
of infrastructure and required data elements; design of con-
current validation and evaluation studies; and final clinical
demonstrations. 21 partner organisations in ten EU member
states took part in the project, over five years. At the time
of writing, the project has 11 months to run and the final
evaluation and clinical studies are about to commence.
TRANSFoRm Use Cases
Diabetes Use Case. The aim of the Diabetes use case is to
enable a distributed query to look for eligible patients and
extract data from multiple federated databases. In the pilot
study, the query will define patients and data to support
analysis of the relationship between well-selected single
nucleotide polymorphisms (SNPs) in type 2 diabetic patients
and the response to sulfonylurea.
GORD Use Case. The aim of the GORD use case is to
investigate the effectiveness of on demand versus continuous
use of proton pump inhibitors on reflux symptoms, quality of
life, and self-rated health in patients with gastrooesophageal
reflux disease in primary care. The study will be conducted
in five localities (UK: two vendors, Poland, Netherlands, and
Crete) and it will aim to recruit, randomise, and follow 700
patients at 40 primary care centres using the clinical trial
application.
Diagnosis Use Case. The aim of the diagnosis use case is to
provide integrated point-of-care decision support for patients
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presenting with chest pain, abdominal pain, and shortness of
breath.
TRANSFoRm aims to produce a highly flexible infras-
tructure that presents the lowest possible barriers to entry
for EHR systems and datasets, but at the same time it
makes the maximum use of the existing data standards and
methods for managing heterogeneity, both structural and
terminological, between data sources. A basic principle of
the TRANSFoRm project was to use available standards
and models as much as possible and integrate them into
the TRANSFoRm infrastructure. It was decided early on in
the project that TRANSFoRm would take a model-based
approach, using 4 models to capture (1) clinical meaning,
(2) research meaning, (3) provenance, and (4) diagnostic
meaning. The latter is essentially a subset of the clinical
model, but it was modelled separately for efficiency. The
archetype approach of constraining one model against the
other, in a two-level design (clinical and research), was used
to describe data elements [10]. Where available, existing tools
for building and maintaining models as an ontology were
used, although we presented a novel use of LexEVS, which
we employed to support both structural and semanticmodels
[11].
Clinical concepts were modelled using an ontology
(termed the Clinical Data Information Model, CDIM) [12].
Additional semantic detail for data elements was expressed
by using LexEVS to support binding of terminology terms to
CDIM expressions. For representation of research processes,
we extended an existing domain model, the Primary Care
Research Object Model, adding objects primarily in the
clinical area [13].The resulting Clinical Research Information
Model (CRIM), in conjunction with CDIM, enabled a two-
level archetype to be defined for each required data element
in the use cases. In order to define case report forms and
study designs for the RCT, we used the CDISC ODM and
SDM standards, but adding an archetype approach for the
description of the data element “payload” [14].
The intention from the outset with TRANSFoRmwas that
all models would be published, standards would be reused
and adapted as required, the softwarewould reuse the existing
open source components, if available, and all TRANSFoRm
software components would bemade available as open source
tools under an “Apache” license. We believe that the value
lies in the data and the knowledge generated from it and
that amortizing the infrastructure can only act as a potential
barrier for realising the value of the data/knowledge.
Evaluation of TRANSFoRm will consist of a technical
validation of the TRANSFoRm tools and three clinical and
sociotechnical evaluation studies. For the DSS, an evaluation
of the system, integrated with the In Practice Systems Vision
3 EHR system, is underway. General practitioners are con-
ducting a simulated clinical session with actors simulating
patients presenting with carefully prepared test problems.
This is a within-subjects design, with the cases solved first
without and then with the DSS and the primary outcome
being accuracy. We also measure usability and amount of
information coded into the EHR. The Diabetes use case is
being evaluated on the basis of performance, as judged by
users, of the system in selecting and extracting data from
five databases. Accuracy of selecting eligible patients by
users employing the TRANSFoRm Query Workbench will
be measured. The GORD (gastrooesophageal reflux disease,
a disorder caused by the retrograde flow of gastric contents
from the stomach into the oesophagus, causing symptoms
and/or mucosal damage) study is being conducted as a
full clinical RCT (individual subjects randomised) with a
nested evaluation study. Principal outcomes of the clinical
study are symptom profiles and quality of life measured
by PROMs (Patient Reported Outcome Measures) collected
on smartphones via a dedicated TRANSFoRm mobile data
collection app. The sociotechnical evaluation is a nested
cluster trial andwill compare recruitment rates, completeness
of data, and costs of the TRANSFoRm system compared
to usual practice, in this case, a simple web form for the
clinical measures and paper questionnaires for the PROMs.
The results of the three TRANSFoRm evaluation studies will
be available in late 2015.
3. Results
The TRANSFoRm software ecosystem is comprised of a
set of generic middleware components that provide essen-
tial shared functions for the LHS applications built in
TRANSFoRm, namely, secure data transport, authentication,
semantic mediation, and data provenance (with respect
to processing of data within TRANSFoRm). As LHS is
characterized by routine production, transformation, and
dissemination of data and knowledge, secure channels and
reliable authentication are necessary to ensure confidence
and buy-in by the data owners. The data itself resides in
a vast array of distributed repositories that vary both in
structure and in terminology, making data interoperabil-
ity a key requirement that TRANSFoRm delivers using a
semantic mediation approach combined with the standard
data connectivity module (data node connector: DNC). The
DNC implements data interoperability, as well as managing
workflow processes and data extraction for participating
EHRs and data sources, as discussed in the next section.
Different flavours of DNC operate in epidemiology and
RCT use cases, as the RCT DNC has to support additional
requirements of the RCT workflow. Data provenance capture
in TRANSFoRm implements traceability, which is necessary
both to support trust and transparency and to enable learning
and improvement in LHS processes.
On top of these shared components, three application
specific tools were built to support the use cases: epidemio-
logical study query workbench, clinical trial monitoring tool,
and a diagnostic support plugin for EHR systems.
The high-level overview of the software components is
shown in Figure 1.
4. Epidemiological Study Application
The epidemiological study TRANSFoRm software configura-
tion (Figure 2) is used in the genotypic-phenotypic T2D study
use case and consists of tools for secure, provenance-enabled
design and execution of eligibility queries and data extrac-
tions from heterogeneous data sources. Eligibility queries are
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Figure 1: High-level software components.
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Figure 2: Epidemiological study configuration annotated with steps in the query process.
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Figure 3: TRANSFoRm Query Workbench.
Figure 4: Concept search in TRANSFoRm Query Workbench.
formulated by the researcher in the query workbench (QWB)
web tool (Figure 3) using model-based constructs (Figure 2,
step 1). QWB users enter clinical terms into the system
which then presents the user with a list of corresponding
concepts from standard terminologies and classifications
(Figure 4). The researchers are able to use a data quality
tool, storing metadata about available practices and data that
reside in them, to restrict the search to practices with a high
registration percentage of the variables targeted in the study
(step 2). The queries are dispatched to the data sources via
the middleware (step 3) to the local data node connector.
This is a TRANSFoRm component that sits at the data source
and translates the generic CDIM-based query into a local
representation using the semantic mediator component (step
4) and subsequently presents that locally interpretable query
either to the data source directly or to a human agent for final
approval (step 5), before returning the result. Three types of
queries are supported: patient counts, flagging patients, and
data extraction. Results of count and flag queries are sent back
to the query workbench via the middleware (step 6a) and
can be viewed by the researcher in the QWB web tool. The
patient data extraction result is passed to a safe haven (step
6b), accessible only to the authorised researcher, using the
appropriate secure data transport mechanism.
5. Clinical Trial Application
The clinical trial software configuration (Figure 5) is used
in the GORD use case and consists of components needed
for design, deployment, and collection of trial data, backed
by provenance and secure authentication framework for
researchers. The trial data collection is supported using
electronic Case Report Forms (eCRFs) and Patient Reported
Outcome Measures (PROMs). The former are filled in via a
web browser by the clinician, while the latter are completed
by the patients using either web or mobile devices. Also
supported is the orchestration of data collection across
multiple clinical sites where the trials are taking place.
The TRANSFoRm architecture delivers important com-
ponents of clinical trials: patient eligibility checks and enrol-
ment, prepopulation of eCRF data from EHRs, PROM data
collection from patients, and storing of a copy of study data
in the EHR. The key component of the architecture is the
TRANSFoRm Study System (TSS) that coordinates study
events and data collections, usingHTML form templates with
bound queries for preloading data from the EHR.The studies,
represented using a custom extension of CDISC SDM/ODM
standard, are loaded into the TRANSFoRm Study System
(step 1). Whenever an interaction is required between the
Study System and EHR, for example, eligibility checks or
partial filling of eCRF forms form EHR data, a query is fired
off to the EHR via the data node connector (step 2). As in
the epidemiological study configuration, the DNC acts as a
single point of contact of TRANSFoRm components and the
local EHR. In addition to translating and sending queries to
the EHR (step 3), the DNC acts as a web server that displays
eCRF forms for the clinician to fill with study-required
information not present in the EHR. Once completed, the
form is submitted to both the study database and the EHR
for storage considering requirements for eSource data use in
clinical trials (step 4). The message protocol for this inter-
action is currently undergoing comparison evaluation with
the IHE standards [17]. The PROM data is collected directly
from the patients using web or mobile devices (step 5). The
software configuration for the GORD study undergoes a
formal Computer SystemValidation (CSV) process including
qualifications for installation, operation, and performance to
ensure that study system and study process have been Good
Clinical Practice- (GCP-) validated prior to being employed
in the GORD clinical trial use case. Because of the narrow
connection between EHR and study system, part of GCP-
validation is the assurance of data privacy and confidentiality
of the personal patient data.
6. Diagnostic Support Application
Diagnostic support software configuration (Figure 6: diag-
nostic support configuration) consists of tools for mining
new rules from health data sources and managing their
deployment into the knowledge base, upon which an evi-
dence service is operating to drive a diagnostic support tool
embedded into a local EHR system.
The primary function of the tool is to suggest to clinicians
diagnoses to consider at the start of the clinical encounter
based only on the existing information in the patient record
and the current reason for encounter [18]. It also allows
bottom-up input of observed patient cues (symptoms and
signs), independent of associated diagnosis, or top-down























































Figure 6: Diagnostic support configuration.
drilling into and selection of cues supporting specific diag-
noses.
The rules used in the diagnostic process are generated
by data mining tasks (step 0), which get manually curated
and fed through the evidence service into the Clinical
Evidence Repository. When the patient presents, the cues
entered or selected are then used to dynamically rank the
potential differential diagnoses (Figure 7). This is done by
the DSS plugin embedded into the EHR, sending data to the
evidence service (step 1), which queries the rules stored in
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Table 1: A table of outputs and exploitation plans.
TRANSFoRm output Exploitation plan
(1) Privacy model: a “zone” model with an explicit method of graphically depicting the
zones and operation of filters between zones Published method [15]
(2) Provenance infrastructure: based on the Open Provenance Model [REF], each
infrastructure component captures a provenance trace that enables reconstruction of an
audit trail for any given data element
Published method [16]
(3) Clinical prediction rule ontology based web service
The diagnostic ontology has been made
available as a public download in OWL
format on the TRANSFoRm website
(http://www.transformproject.eu/). A future
project is required to extend the data beyond
the three initial reasons for encounter
(4) Research data model
CDIM [12] and CRIM [13] have been
published. A full description of the use of
CDIM and CRIM in the construction of
data node connectors will be published and
made available on the TRANSFoRm website
(5) eCRF
Extension of CDISC ODM and SDM by the
incorporation of archetypes with references
to the CRIM and CDIMmodels will be
published and discussions are ongoing with
CDISC regarding future incorporation into
the standards. A reference implementation
of the clinical trial system will be maintained
within the European Institute. At present,
individual archetypes have to be written by
hand; discussions are in hand for the
production of an archetype authoring tool
(6) Data federation
A reference implementation of the
genotype-phenotype study system will be
maintained within the European Institute.
Search authoring tools will be available open
source
(7) DSS integration
The DSS is currently integrated with the
InPS Vision 3 system. Further work is
required to move this to a data node
connector/CDIM-based flexible system
Figure 7: Diagnostic support tool implemented as a plugin to InPS
Vision EHR system.
the Clinical Evidence Repository (step 2), before sending the
potential diagnoses back, annotated with levels of support
and confidence for the presenting case. Upon exiting the tool,
the coded evidence cues and current working diagnosis can
be saved back to the patient EHR (step 3).
7. Conclusions
TRANSFoRm demonstrated how a Learning Health System
can be implemented in European clinical research and prac-
tice. The full list of project outputs and the exploitation plan
for each are shown in Table 1 and promoted via an open
source model. TRANSFoRm will be a full participant in the
European Institute for Innovation through Health Data and
will make its tools and models available via the institute. In
addition, we are internationally active as participants and
promoters of the Learning Healthcare System. Via the LHS,
we are publishing models, standards, and tools to the world
research community. The UK serves as an exemplar of our
business model, with multiple EHRs participating in the
project aswell as theMedicines andHealthcare Products Reg-
ulatory Agency, Clinical Practice Research Datalink (CPRD).
CPRD currently extracts data from practices to a total popu-
lation of 8 million and links them to 20 other health datasets.
CPRD will be using the TRANSFoRm clinical trial tools,
in conjunction with additional reworking by a commercial
8 BioMed Research International
software vendor to create a full EHR-embedded clinical trial
facility for the UK Clinical Research Network.
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Method 
Our requirements were to develop a data mediation system based on a local-as-view 
approach which treats structural and terminological models as tightly bound and 
interdependent entities in order to fully present and share semantics to meaningfully use data 
in the LHS. 
In this article published by the Journal of the American Medical Informatics 
Association in 2013, we present our approach to address these requirements. (Ethier et al. 
2013) As a first step, methods to unify structural and terminological models were explored. 
To bridge the terminology divide, terminology servers are used to manage, curate and serve 
terminologies. The main open source (a TRANSFoRm requirements) systems are LexEVS 
and Bioportal. (Noy et al. 2009; LexEVS) A comparison between the two has been carried 
out by our team based on the requirements of a LHS. Bioportal is an extremely valuable 
resource, provides multiple access end-points (like SPARQL) and lowers entry costs as the 
main infrastructure is maintained by the National Center for Biomedical Ontologies at 
Stanford. (BioPortal SPARQL Query Browser) On the other hand, the centralized aspect 
means that a specific project cannot control the development of the platform. And while 
“private” ontologies can be loaded into the system, private partners in TRANSFoRm did not 
trust the platform enough to transfer corporate information to Bioportal. On the other hand, 
LexEVS is developed by a team at the Mayo clinic and used by multiple institutions. (Pathak 
et al. 2009) It can be installed and run locally giving the group complete control. It is also 
quite flexible. It supports multiple terminology formats, mappings between terminologies and 
value sets creation. 
Upon further analysis, useful parallels can be drawn between terminological requirements and 
structural requirements in mediation systems. Both require selection of elements based on 
various attributes. They also similarly need to support mapping creation to align concepts. 
(Shvaiko and Euzenat 2005) LexEVS was therefore evaluated to verify its capacity to support 
both terminological but also structural resources required for the LHS. The article presents the 
successful method created to achieve this. Using LexEVS permits operations on both 
terminological and structural (and information) models using the HL7 Common Terminology 
Services 2 standard. (CTS2 - HL7Wiki) It also supports the binding of both models on the 
same platform. As an added bonus, LexEVS capabilities like multi-lingual support and 
  22 
versioning, essential to support the evolution of various terminologies, can also be leveraged 
for structural models and mappings. (Overhage et al. 2012) 
 
Figure 2: Structural-terminological models binding example 
Figure 2 presents an example of structural-terminological bindings (structural models 
on the left, terminological models on the right). A concept from the mediation conceptual 
model (Diagnosis) is aligned with a local source database field identified as “Dx”. The 
framework expects UMLS codes as values for diagnosis, but constrained to a subset of codes 
with the relevant semantic type (“Disease or Syndrome”). This constraint can then be shared 
with the aligned concept (“Dx” field) in the local source, meaning that an ICD 10 code of R05 
(Cough) should not be present in the field since its semantic type is “Sign or Symptom”. This 
can serve as the basis for data consistency and quality verifications. The example also 
illustrates that the “Dx” field contains ICD 9 codes before 2008 but ICD 10 codes afterwards.  
Using the resources exposed by LexEVS, the basic unit to express the semantics of a 
quantum of data is a triplet: General model unique identifier | operator | terminology code(s), 
strings or numbers. To express a diagnosis of GORD for a patient, the following triplet could 
be created: OGMS_0000073;[IN];([UMLS:2015AA:C0017168]). 
The first part represents the general model unique identifier referring to diagnosis, the 
second is the operator and the last one represents a terminological code including the 
terminology name, version and code (UMLS release 2015AA, code C0017168 which 
represents Gastro-oesophageal reflux disease). The terminology list can contain codes from 
various terminologies, if necessary. (Taboada et al. 2009) This construct also ensure tight 
binding of structural and terminological information at the level of the query building blocks. 
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ABSTRACT
Objective Biomedical research increasingly relies on
the integration of information from multiple
heterogeneous data sources. Despite the fact that
structural and terminological aspects of interoperability
are interdependent and rely on a common set of
requirements, current efforts typically address them in
isolation. We propose a uniﬁed ontology-based
knowledge framework to facilitate interoperability
between heterogeneous sources, and investigate if using
the LexEVS terminology server is a viable implementation
method.
Materials and methods We developed a framework
based on an ontology, the general information model
(GIM), to unify structural models and terminologies,
together with relevant mapping sets. This allowed a
uniform access to these resources within LexEVS to
facilitate interoperability by various components and data
sources from implementing architectures.
Results Our uniﬁed framework has been tested in the
context of the EU Framework Program 7 TRANSFoRm
project, where it was used to achieve data integration in
a retrospective diabetes cohort study. The GIM was
successfully instantiated in TRANSFoRm as the clinical
data integration model, and necessary mappings were
created to support effective information retrieval for
software tools in the project.
Conclusions We present a novel, unifying approach to
address interoperability challenges in heterogeneous data
sources, by representing structural and semantic models
in one framework. Systems using this architecture can
rely solely on the GIM that abstracts over both the
structure and coding. Information models, terminologies
and mappings are all stored in LexEVS and can be
accessed in a uniform manner (implementing the HL7
CTS2 service functional model). The system is ﬂexible
and should reduce the effort needed from data sources
personnel for implementing and managing the
integration.
INTRODUCTION
Biomedical research increasingly relies on the inte-
gration of information from multiple data sources,
obtained either primarily for the purposes of
research, such as trial data and genetic samples, or
through secondary use of routinely collected data,
for example, electronic health records (EHR).
However, the heterogeneity of these data sources
represents a major challenge to the research task.1–3
Two levels of heterogeneity can be distinguished:
structural and terminological. First, information
models are used to represent the organization of
data structures in information systems.4–6 Variation
in their forms and approaches generates structural
heterogeneity of the data models. Second, numer-
ous medical coding systems (terminologies) are
used to represent diagnoses, procedures, and treat-
ments in health databases,7 frequently with
many-to-many mappings between them, creating
semantic heterogeneity, sometimes also referred to
as terminological heterogeneity.8
Rector8 mentions that these two types of hetero-
geneity, structural and semantic, are not independ-
ent as there are mutual constraints between the
information models and coding systems.9 This inter-
dependence corresponds to what Rector calls the
‘binding’ between an information model and a
coding system, and presents a notorious source of
ambiguity in clinical systems.4 At the time of coding,
implicit knowledge is sometimes used but not for-
mally represented in the information model. Some
models function under the closed world assump-
tion, whereby omission implies falsehood, while
others support the open world assumption in which
omission merely states that the information is not
available. Further complexity is caused by differ-
ences in granularity, depth, coverage and compos-
ition (single term vs expressions) between models.
This article proposes a uniﬁed framework for the
integration of heterogeneous information models and
terminologies to construct a single solution for struc-
tural and semantic interoperability. This approach is
currently being adopted in TRANSFoRm, a EU FP7
project that aims to support the integration of clinical
and translational research data comprehensively in the
primary care domain.10 11
BACKGROUND AND SIGNIFICANCE
Structural and semantic interoperability in biomed-
ical data has been explored in a number of initia-
tives. Given our interest in translational medicine
and data reusability, we focus here on those allow-
ing federated queries from multiple clinical reposi-
tories and EHR.
There have been attempts to create generic infor-
mation models to serve as standards, including
the OpenEHR reference model, the informatics
for integrating biology and the bedside (i2b2)
model, the HL7 reference information model and
the clinical data acquisition standards harmoni-
zation (CDASH).12–15 An ongoing international
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collaboration between standards organizations and industry
partners, the clinical information modeling initiative, aims at
bringing together a variety of approaches to clinical data model-
ing (HL7 templates, openEHR archetypes, etc) as a series of
underlying reference models.16 A similar endeavor is ongoing
with the biomedical research integrated domain group in the
research area.17 Nevertheless, many existing data sources are
not designed according to these initiatives.
Approaches to structural heterogeneity can be grouped in two
categories: extract-transform-load (ETL) systems and mediators
systems. In the former, the different data sources to be inte-
grated (eg, data warehouses) are all expected to conform to
some structural model. This is achieved by carrying out an ETL
process on an existing relational database to transfer the data
into a single target model. Multiple projects have been built on
this approach. The shared health research information network
(SHRINE) aims at bringing together various i2b2 clinical data
repositories.13 18 19 The i2b2 model is also used by other pro-
jects like TRANSMART.20 The Stanford translational research
integrated database environment, an initiative from Stanford,
uses the HL7 reference information model as a foundation
for their model while EU-ADR developed its own common
model.21 22 Finally, the electronic primary care research
network (ePCRN) project, focusing on the primary care
domain, based its structure on the American Society for Testing
and Materials continuity of care record information model.23 24
Other systems use a mediator approach to address structural
heterogeneity. Some central schema is mapped to the local
schemas of individual data sources, which retain their original
structure. These central schemas were initially described as
ontologies.25 Projects such as advancing clinico-genomic trials
in the cancer domain leveraged this approach.26 Other projects
implemented mediators in different ways. The biomedical
informatics research network (BIRN) and its follow-up initiative
the neuroscience information framework are using an XML
approach.27–29 The cancer biomedical informatics grid (caBIG)
is a long-standing National Cancer Institute (NCI)-driven initia-
tive to federate healthcare data with sources represented as
uniﬁed modeling language (UML) models.30–32 A similar model-
ing approach is used by the federated Utah research and transla-
tional health e-repository (FURTHeR) and electronic health
record for clinical research.33 34 None of these implementations
use vocabulary services to support their structural aspects.
The terminological needs of various projects are handled
internally. The SHRINE project uses a pivot terminology and
BIRN stores term mappings in a relational database.35 36 The
smart open services for European patients (epSOS) project is
developing an ontology to address the multilingual and
mapping needs of its community.37 38 Nevertheless, terminology
servers are often involved like Apelon DTS in FURTHeR and
Bioportal in ONCO-I2B2.39 40
The LexEVS terminology server, having originally been devel-
oped in the context of the caBIG initiative, is being used by
several projects (eg, ePCRN, NCI thesaurus browser).24 41 42
The web-based server bioportal also uses it as part of its infra-
structure.43 LexEVS permits uniﬁcation of all loaded terminolo-
gies under the LexGrid format (including ontologies expressed
as ontology web language).44 It allows a range of deployment
options, from a local installation to a grid service, and is avail-
able under an open source license. V.6 of LexEVS implements
the HL7 common terminology services 2 (CTS 2) service func-
tional model (SFM), although it does not conform to the HL7
CTS 2 OMG speciﬁcation because the speciﬁcation was ﬁnalized
after V.6 was released.45 46 Prior to our efforts, LexEVS
implementations have mostly been used to support termino-
logical information.
Binding between information models and terminologies pre-
sents a challenge in its own right. A number of projects men-
tioned above have developed their own solutions; nevertheless,
standards for metadata registries have been created to address
this question (eg, ISO 11179).47 Projects such as eMERGE and
caBIG use the cancer data standard repository (caDSR).48 It
stores data elements described by a deﬁnition of what is repre-
sented as well as the list of valid values. caBIG binds its UML
models with the terminologies through use of these data ele-
ments. eMERGE also uses the caDSR to harmonize local geno-
type and phenotype data elements. The binding of structure and
terminology has also been addressed in the context of HL7 with
the TermInfo initiative currently focusing on the use of
SNOMED CT in HL7 V3.49
All of these projects consider structural and semantic aspects
of interoperability to be distinct, leading them to be managed
separately, although the separation between structure and ter-
minology is drawn differently in different projects. Recognizing
their dependencies and that terminological and structural opera-
tions share a common set of requirements (through binding and
mappings), we hypothesized that a uniﬁed ontology-based
knowledge framework can facilitate interoperability between
heterogeneous sources, without having to create a separation
and different tools for management. Based on our analysis of
terminological solutions, we investigated whether LexEVS was a
functional tool to implement this approach.
In the next section, we present the framework and describe
the generic approach for each of its components. We then test
this method on a clinical study example from the TRANSFoRm
project, focusing on integrating two primary care data repositor-
ies, the NIVEL primary care database (NPCD)50 of the
Netherlands Institute for Health Services Research (NIVEL)51
and the general practice research database (GPRD)52 of the
UK’s Medicines and Healthcare Products Regulatory Agency.53
MATERIALS AND METHODS
The main aims of our work are to simplify the handling of het-
erogeneous data sources for the users and to minimize the inter-
operability implementation workload for the data sources. We
believe the mediation paradigm best meets these goals.25 Instead
of using ETL to enforce a uniform information model, our
framework uses mappings to relate local models to a general
information model (GIM). This also facilitates user operations
as they only need to interact with the general model and do not
need to be familiar with each data source’s information model.
The mediation framework has been constructed according to
the local-as-view principle.54 In this approach, each source
schema is deﬁned as a set of views on the global schema, as
opposed to the global-as-view principle in which the global
schema is deﬁned in terms of the sources. So the GIM does not
have to be derived directly from any source. Rather, it should be
built to construct a sound and logical view of the domain of
interest in order to make sure all required concepts are present.
This ensures scalability, as adding a new source does not necessi-
tate a modiﬁcation of the GIM. It also presents a more stable
model to the user.
In our framework, GIM is represented as an ontology, allowing
it to be stored in the LexEVS terminology server together with the
data source models (DSM) and the terminologies. Mappings
between GIM and data sources can then be uniformly created,
stored and leveraged as described below. In parallel, similar
methods can be used to handle terminological operations.
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The modeling infrastructure resides entirely within a termin-
ology server, enabling uniﬁcation of structural and semantic
modeling and operations within this server. Several types of
models are present:
1. The GIM
2. Models describing each data source (DSM)
3. Mapping sets between the sources and the GIM—one set
per source
4. Terminologies used to code the data elements (eg,
International Classiﬁcation of Diseases (ICD)-10 codes…)
5. Mappings between terminologies.
An overview of how the different models interact together is
presented in ﬁgure 1, which shows a user query being sent to
mulitple data sources. Security and other administrative issues
have been intentionally left out of this list in order to focus on
the relevant steps for this demonstration.
1. The query is expressed using GIM concepts
2. The mediation engine generates a speciﬁc query for each
data source
3. The data sources fulﬁll the requests
4. The returned dataset has its structure aligned with the
GIM
– DSM to extract which terminology was used to code a
given concept in the source
5. If possible and desired, the system can semantically align
resulting coded values based on the terminologies used by
one of the sources or a separate terminology. This oper-
ation uses:
– Terminologies and mappings between terminologies to
transcode the values.
General information model
The GIM is used to represent a uniﬁed view of the domain con-
cepts and their relationships. For example, date of birth,
diagnosis and patient are all relevant concepts in a clinical care
context. Each concept also has intrinsic properties. Given the
data integration function of the ontology and its role as a medi-
ation schema, we chose a realist approach using basic formal
ontology (BFO) 1.1 as the foundation of the model.55 56 The
implementation of BFO as a formal, description logics ontology
allows easier interaction with projects using semantic web tech-
nologies (like epSOS), or other parts of projects implementing
the framework. For example, the provenance service and the
decision support service from TRANSFoRm both rely on ontol-
ogies and will need to interact closely with the uniﬁed integra-
tion framework.
Figure 2 illustrates how ‘gender’ and its relevant attributes
represented in GIM are rendered once loaded in LexEVS.
The ‘codedWith’ properties of the concept support binding
between the information model and the relevant terminology
(or value set) and contribute to its semantics representation.
In this case, it indicates that values for this concept are to be
represented with the terminology named ‘gim_gender’ stored
in LexEVS. Multilingual capabilities are handled natively
within LexEVS by combining property values with a language
descriptor. When a translation is provided, this allows the
model also to propose a multilingual solution without resorting
to another system.
Data source models
A new DSM is deﬁned for every data source to be supported.
The goal of this stage is to provide enough information to the
system in order to translate a query based on the GIM into the
local language used to query the source. The exact nature of the
properties and relations will be related to the underlying type of
source to be modeled.
For example, a SQL data source ‘SA’ would have hierarchical
relations such as hasTable and hasField with other relations
representing the relations between the tables (oneToMany,
OneToOne…) with the keys on each side. Another data source
‘SB’ could be an XML document, with XPath as its query lan-
guage. A model fulﬁlling the same goal can be created describ-
ing nodes, elements and attributes.
A DSM fragment is illustrated in ﬁgure 3, representing a ﬁeld.
In terms of concept properties, we have some similarities with
the GIM but also speciﬁc properties for a SQL source concept.
The objectType property gives the nature of the concept
(ﬁeld) while the name of the object is in the description.
Multiple textual presentations (here Dutch and English) can be
Figure 2 General information model—partial representation of
‘gender’ attributes in LexEVS.
Figure 1 Architecture supporting model interactions based on LexEVS
for query mediation-based query resolution.
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created to provide translations in order to facilitate the use of
the information in multiple contexts. As with the GIM,
‘codedWith’ properties hold the name and versions of the ter-
minology (or local value set) used to code data for this concept
(a ﬁeld in this example). Note that this does not need to be the
same terminology in all DSM and GIM. This allows a DSM to
register the speciﬁc terminology (or value set) used to code the
information locally, irrespective of what is registered with GIM.
Mappings between a source and the GIM
A mapping set does not need to duplicate the concepts from the
model but simply reference them via their code and coding
scheme name. A relation is then created for each correspond-
ence between a GIM concept and a DSM concept.
We developed a generic mapping model deﬁning data trans-
formation operations to align source data values with the GIM,
supporting not only one-to-one mappings but also more
complex cases. One-to-one operations include simple mappings
such as a date corresponding to a date/time value, while a more
complex case would consist of two distinct but related ﬁelds.
For example, a symptom (a code from a terminology) can pos-
sibly denote multiple entity types (in GIM). For example,
‘abdominal pain’ can be used to code a ‘presenting complaint’, a
‘symptom’ or even sometimes a ‘ﬁnal diagnosis’ if no clear diag-
nosis emerges during the consultation. Some data sources,
instead of having three ﬁelds representing the three possible
entity types, will have two ﬁelds: one storing the actual
symptom code and one for the entity type. For example, ﬁeld A
would store the value ‘abdominal pain’, while ﬁeld B would
store the entity type ‘presenting complaint’ in the same record,
to distinguish it from someone with a diagnosis of abdominal
pain as part of their medical history.
In this case, instead of linking directly from the source to the
GIM, an intermediate concept is created in the mapping set.
This intermediate concept will hold the condition for this rela-
tion to be true. So, if our example maps to some concept
AP154 in GIM, the mapping would proceed as Field
A→Condition 1 (Field B=‘Value 1’)→GIM AP154, that is, Field
A represents GIM concept AP154 only if Field B=‘Value 1’.
Intermediate concepts can also be chained in order to combine
different operations.
The model also supports the creation of a virtual element to
capture implicit knowledge. For example, it could represent a
laboratory unit that might not be physically present in the data
source because it is always the same in the context of that source.
Similarly, the mapping model can support yes/no ﬁelds (eg, a
column denoting the presence or absence of diabetes), which
combines both the structural and terminological elements.
Terminologies
The UMLS presents a uniﬁed view of a large number of relevant
biomedical terminologies.57 It includes over two million con-
cepts from various vocabularies and millions of relationships. By
using concept unique identiﬁers—used to relate codes in differ-
ent terminologies but with a similar meaning—and semantic
groups, it facilitates terminology alignment. The UMLS can be
loaded directly in LexEVS 6, which supports all its features.
Additional LexEVS loaders are easily created to load termin-
ologies that are not yet supported. This was exempliﬁed by the
creation of a loader for the anatomical therapeutic chemical
classiﬁcation system (ATC 2011) in collaboration with the
LexEVS developers.
Mappings between terminologies
Once terminologies are loaded in LexEVS, mappings between
them can be created in a similar way as for the data models. For
some of them, relationships are readily available and can be
simply loaded into LexEVS. This is typically the case for termin-
ologies integrated in the UMLS.
For others, local mappings have to be created. For example, if
a hospital uses a local coding set to identify its laboratory tests,
it could be loaded into LexEVS. Subsequently, mappings
between this local set and logical observation identiﬁers names
and codes could be created. This would allow translations from
the local site to a more standard terminology, thereby facilitating
interoperability with other groups without having to recode
data locally or create a duplicate data warehouse.
When more than two terminologies are used, mapping sets
can be created between each of them or only to some selected
central (pivot) terminology, which then acts as a hub for trans-
lating concepts. A pivot terminology is optional in the GIM
framework and left for the users to decide on. In the absence of
a designated terminology, the user can choose one of the ter-
minologies supported in the selected sources to which the
others will attempt to map.
RESULTS
The ﬁrst implementation of GIM was realized as part of the EU
FP7 TRANSFoRm project, which aims at supporting patient
safety through integration of clinical and research settings,
workﬂows and data.11 The technology developed can facilitate
the interactions with individual EHR systems for trial recruit-
ment and follow-up, as well as diagnostic support. The
TRANSFoRm project also relies on a workbench to explore clin-
ical and research data repositories. To achieve this, signiﬁcant
challenges need to be overcome in the areas of interoperability
and methods for data integration.
Clinical data integration model: GIM instantiation
in TRANSFoRm
The clinical data integration model (CDIM) is the GIM instanti-
ation in TRANSFoRm, and covers concepts relevant to data
integration in primary care research such as medication, diagno-
sis, and laboratory tests. It is implemented as an ontology web
language ontology based on the BFO 1.1.56 It imports the
general medical science,58 the vital sign ontology59 and the
information artifact ontology.60 The ontology also integrates
concepts from existing ontologies such as the ontology for
Figure 3 Data sources models—partial representation in LexEVS of a
ﬁeld named ‘GESLACHT’ from a source SQL database.
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biomedical investigations,61 the gene ontology62 and the transla-
tional medicine ontology63 when possible.
The resulting ontology has 457 classes (102 unique to
CDIM) and 73 object properties (1 sub-property unique to
CDIM). Twenty-one novel CDIM classes had to be introduced
to represent and manage temporal aspects necessary in
TRANSFoRm. All required concepts, as deﬁned by use cases,
could be modeled in CDIM. Figure 4 presents a subset of
CDIM adapted to illustrate a subset of queries related to the
diagnosis of diabetes.
Instantiation of structural models, terminologies
and mappings
Two clinical data repositories were used to evaluate the suitabi-
lity of the framework for the project: NPCD from the
Netherlands and GPRD from the UK. Both their structures and
the terminologies used to code information are different. For
example, medication is coded with the British national formu-
lary (BNF) codes in GPRD but the ATC classiﬁcation is used in
NPCD, with diagnoses coded with read codes V.2 in GPRD and
ICPC V.1 in NPCD.
Structural models in XML were created for both sources
using a semi-automated tool and then loaded into LexEVS. The
NPCD database extract we used contained 60 521 anonymized
patient records, whereas the GPRD extract made available for
the project contained 5000 patient entries. Eight tables (181
ﬁelds) in NPCD and 10 tables (107 ﬁelds) in GPRD were con-
sidered in the structural models.
CDIM was mapped with 44 elements in NPCD and 47 in
GPRD. High level classes such as ‘processual entity’ are part of
CDIM and are essential to knowledge modeling but are not
expected to be used as mapping targets as they are too generic.
Twenty-nine mappings (32%) were one-to-one direct relations
between CDIM concepts and a data source structural element.
The other mappings included concatenation operations and con-
ditional mappings (including related tables). No virtual elements
were necessary for the current data source mappings. Figure 5
illustrates an example of a conditional mapping. Precise and
comprehensive knowledge of each data source and its real-life
usage was essential to achieve satisfactory mappings and
query results. Not all ﬁelds of the data sources are targets
for mappings, nor are all concepts in CDIM mapped to each
data source; their coverage typically differs from CDIM.
Nevertheless, all the relevant entities for the use cases were suc-
cessfully mapped. Figure 5 presents those mappings necessary to
illustrate the examples in ﬁgure 6.
Figure 4 Clinical data integration model subset focused on diagnosis.
Identiﬁers are in parentheses.
Figure 5 Mapping examples between general information model and
data sources models (general practice research database and NIVEL
primary care database). Identiﬁers are in parentheses.
Figure 6 Examples of query resolution as applied to TRANSFoRm
using clinical data integration model (ﬁgure 4), its mappings to the
data sources models (ﬁgure 5) and terminologies. Highlighted
segments represent each level-speciﬁc addition based on information
from the models served by LexEVS.
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Based on our use case and available data sources, we focused
on ICD-9 and ICD-10 codes, International Classiﬁcation of
Primary Care (ICPC) V.1 codes, read codes V.2 for diagnoses,
the ATC, the BNF for drugs, as well as on logical observation
identiﬁers names and codes for laboratory tests.
Evaluation
We evaluated the applicability of the GIM approach to
TRANSFoRm’s clinical trial use cases. We focused on the retro-
spective diabetes cohort study.64 This use case aims at identify-
ing eventual associations between single nucleotide
polymorphism and diabetes complications or responses to oral
antidiabetic drugs. Twenty-six relevant queries were identiﬁed
and were all successfully implemented, in conjunction with
appropriate terminological values. For example:
▸ Patients ≥35 years old
AND
((with a diagnosis of diabetes accompanying a prescrip-
tion or an episode of care)
OR (taking metformin OR a sulfonylurea medication in
last 5 years)
OR (having a laboratory test of glycosylated hemoglobin
>6.5%
OR a random glucose >11.0 mmol/l
OR a fasting glucose >7.0 mmol/l))
Figure 6 demonstrates different features of the LexEVS imple-
mentation of the framework. The ﬁrst example illustrates how
to create the local source query based on information contained
within CDIM and the DSM. The latter would contain ﬁeld and
table relations required to derive the SQL statement. By utilizing
the mappings shown in ﬁgure 5, the query is translated in the
local source query format.
Similar principles can be applied for multiple sources, but as
shown in the ﬁrst example of ﬁgure 6, the resulting dataset
structure is based on the local source. In the example, it is not
clear that ‘DIAGNOSE’ and ‘medcode’ carry a similar meaning,
especially as this equivalence is only true if a condition on the
ﬁeld ‘constype’ is applied. By adjusting the local query to main-
tain a reference to CDIM, the resulting datasets from two data
sources (NIVEL and GPRD) can be assembled in a coherent
structure as in example 2.
Although both result sets now share an identical structure, the
terminologies used to code the information are different. In
some situations, alignment might not even be possible, at least
not in a completely automated fashion as with ATC and BNF
for medication types. In this diabetes example, we consider the
‘coded with’ properties in the local DSM, as previously
described. For GPRD, ‘Non-insulin dependent diabetes mellitus’
in read codes V.2 can be related to an ICD-10 code (E11) by fol-
lowing mappings in LexEVS. The same can be done for NIVEL
with ICPC-1 code T90.02 to ICD-10 code E11. The ﬁnal
uniﬁed dataset is homogenous and consistent semantically as in
example 3.
DISCUSSION
Achieving interoperability between health data sources such as
EHR and registries is a challenging but crucial endeavor for
both designers and users of health information technology. The
structural and terminological aspects of data source interoper-
ability, while intrinsically linked, have traditionally been handled
separately.65 66 From a structural perspective, a number of pro-
jects have adopted a common model to which each source is
expected to comply, whether when inputting data (eg, CDASH
in the clinical research domain)15 or when data are being
extracted (eg, EU-ADR focusing on adverse event analysis).22
Other projects have opted for a mediation approach, with a
centralized knowledge model, often represented as an ontology.
XML and UML designs are also possibilities, as utilized in the
BIRN and FURTHeR projects, respectively. Our framework is
built around GIM as the central knowledge model, expressed as
an ontology with a realist approach based on BFO 1.1.
The semantic challenges are addressed either through
dedicated project-speciﬁc tools or through terminological
servers, such as the one used in the ePCRN project. The GIM
framework is novel in that it uses a terminological server not
only for handling semantic interoperability, but for structural
aspects as well.
Binding both terminological and structural aspects, when they
are managed separately, is a challenge that has previously been
handled through the use of metadata registries such as caDSR,
as used in the caBIG and eMERGE projects.30 67 The registries
allow data elements to be created in which a deﬁnition and a
list of permissible values is attached. Our framework avoids this
situation by handling the binding in the mediation structure, in
which both sets of models are located already. It allows data ele-
ments present in existing data sources to be described and inte-
grated readily in the context of GIM and allows the use of local
code value sets easily as they are stored in the framework.
Our approach represents a step beyond the traditional inter-
operability paradigm involving a different set of tools for
dealing with structural, terminological and binding challenges,
in that we present a uniﬁed framework that provides an integra-
tion solution for these facets inside a single structure. Our
LexEVS implementation of GIM, as demonstrated in the
TRANSFoRm project, allows a query to be expressed using clin-
ical concepts from a single generic model that is represented as
an ontology, and allows its translation into source-speciﬁc
queries, which then return the results from each source, simpli-
fying and standardizing the interoperability task.
Strengths and limitations
One of the biggest barriers to the usage of federated data sources
is the resource and effort expected from the data sources to par-
ticipate in a collaborative structure.3 In order to mend heterogen-
eity between two data sources, related elements must be mapped
to each other. Whether structural models, such as database
schemas, or terminologies are to be aligned, the processes share a
common subset of requirements.68 Multiple approaches have
been developed to address the issue.57 69 Our infrastructure does
not necessitate a priori substantial changes to the structure of the
data source. If desired, ETL may be used to transform the initial
data schema into a derived schema closer to GIM, and this could
facilitate the use of direct mappings. If an organization already
has a data warehouse, it might be used as is, thereby reducing
integration effort and avoiding data duplication.
The architecture presented decouples the interoperability
modeling aspects from the application itself. For some data
sources, especially EHR, exposing the structure of their data-
bases might not be possible or desirable. In this case, an instance
of LexEVS can be installed on a local server, allowing query
translation to happen at the local level.
From the maintenance perspective, the addition of a new
piece of information to a source will necessitate mappings to the
relevant GIM terms before becoming usable.9 Note that our
approach can leverage the GIM semantic richness to make this
mapping step easier.70 This occurred with the CDIM implemen-
tation of GIM in the TRANSFoRm project, in which we use
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‘codedWith’ properties to suggest concepts that might share
similar semantics. Similarly, distance between concepts in the
graph can be used to suggest related concepts. Mappings within
TRANSFoRm are currently created manually but should it be
expanded, mapping tools will be required in order to support
its development. Our LexEVS implementation supports most
attributes necessary to allow such work.70 This has recently
been identiﬁed as a core challenge to the ﬁeld by Shvaiko and
Euzenat,68 and we believe that our approach can contribute to
an alignment infrastructure, fostering collaboration.
There are a number of advantages to using LexEVS as the
implementation technology. The GIM ontology is stored in the
LexEVS terminology server, allowing us to leverage its two opti-
mization axioms: ‘fully restrict then query’ and ‘lazy loads’. The
former minimizes resource requirements by allowing the system
to restrict any query fully, including operations on sets (eg,
intersections, unions or differences) before running it against
the data source. The latter technique preferentially loads only
certain types of information in the ﬁrst pass while retaining a
pointer to load more information dynamically should this be
needed. Together, these facilitate efﬁcient query mediation on
heterogeneous data sources.
Our approach also beneﬁts directly from LexEVS capabilities
for handling versioning. Multiple versions of the models, ter-
minologies and mappings can coexist in the system, and be
maintained independently from our framework, removing the
need for a separate implementation of versioning. Similarly,
multilingual capabilities supported by LexEVS can be used for
many operations without resorting to an ancillary tool.
Once loaded and functional, the framework can leverage
intrinsic capabilities of LexEVS to create value sets (ie, subsets
of related concepts), which can then be used to handle termino-
logical needs (eg, codes used to represent drugs to treat dia-
betes) and manage GIM concept groups. For example, relevant
concepts related to laboratory tests can be grouped in order to
facilitate searching and browsing. This is different from other
efforts in which structural models are stored in project-speciﬁc
structures. Using LexEVS to manage GIM and DSM automatic-
ally provides the methods that implement the HL7 CTS 2 SFM,
and ultimately HL7 CTS 2 OMG, ensuring that the implemen-
tation remains maintainable and reusable.71
The level of automation for query translation and results
aggregation depends on the possibility of creating meaningful
mappings between relevant terms.72 73 We showed in our
example that mappings between different terminologies can be
utilized to automate the process fully for some situations.
Nevertheless, some terminology pairs do not lend themselves to
such an exercise. These include the ATC and BNF terminologies
for therapeutic substances.74 75 Their approach to classiﬁcation
varies in granularity, depth and coverage, leading for some
terms to one-to-many mappings or absence of related concept.
In such a scenario, the infrastructure can readily support a user
interface in which similar, but not necessarily equivalent, terms
in different terminologies used by different sources could be
suggested, edited and ﬁnally approved by the user instead of
being automatically chosen.
Applicability
The infrastructure is currently being deployed in the
pan-European TRANSFoRm project, with a view to deploying it
in other EU and US translational research projects in academia
and industry. Speciﬁc TRANSFoRm activities that require com-
bined semantic and structural integration include:
▸ Support for dynamic and persistent linkage between data
sources for widely scalable epidemiological studies.
▸ Support for clinical decision support embedded in the
EHR, enabling capture and recording of clinical diagnostic
cues in a controlled form.
▸ Support for real time linkage to a variety of different EHR
systems for extraction of clinical data elements into an
electronic case report form and write-back of controlled
data elements to the EHR to serve as an eSource for regu-
lated clinical trials.
Deploying CDIM as a uniﬁed framework in this setting
allows the project tools to have full control over the content and
structure of queries sent to data sources, and demonstrated its
applicability to multiple deployment scenarios, including distrib-
uted installations. This study showed that this uniﬁed frame-
work, supported by LexEVS, is a suitable platform in which to
achieve these tasks in the context of two exemplar databases.
The tool chosen in TRANSFoRm was LexEVS. Nevertheless, in
a different context, other tools such as Bioportal might also
have the potential to support the framework.
CONCLUSION
In this paper, we presented a novel, unifying approach to
address interoperability challenges in heterogeneous data
sources, by representing structural and semantic models in a
single framework. This represents a signiﬁcant departure from
the previous strategies for addressing interoperability in transla-
tional research, and it has been successfully demonstrated
within the context of the clinical research studies of the EU
TRANSFoRm project.
The advantage of this approach is that the systems using the
architecture can rely solely on GIM concepts, abstracting over
both the structure and coding speciﬁcities of the data sources.
Information models, terminologies and mappings are all stored
in LexEVS and can be accessed using the same methods (imple-
menting the HL7 CTS 2 SFM). The system is ﬂexible, and
should reduce the integration effort required from the data
sources, thereby lowering the cost of entry of this type of
research for smaller institutions, and removing the need for
larger institutions to invest in additional data warehousing.
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  32 
Implementation in primary care 
The approach described in the article published in JAMIA (2013) is one that is 
generalizable to multiple contexts, focusing primarily on providing a method to support 
binding of structural and terminological models in context of local-as-view data mediation. 
The next step was to implement it in the context of primary care to confirm that it could 
support the required operations specific to a LHS in primary care. 
More precisely, the concrete implementation of the general information model needed 
to be analysed. Named the Clinical Data Integration Model (CDIM), it is expressed as an 
ontology and its content relating to primary care is described in this Methods of Information 
in Medicine article published ahead of print in 2014. (Ethier et al. 2015)  
It is important to recognize that information models and terminological models are 
really on a continuum. Some very high level concepts like date of birth are more easily 
attributed to information models, while other extremely granular information like 
pseudohypoparathyroidism belong more naturally to terminologies. But concepts like diabetes 
are in the middle. Design choices applied to guide the creation of CDIM are presented in the 
article.  
The set of the requirements for CIDM to be used in primary care are presented in 
terms of clinical, research but also pragmatic aspects. Being expressed as an ontology, core 
design choices are also discussed including the realist versus cognitive approach to ontology 
development, or the importation of existing realist ontologies to build the intermediate level. 
(Grenon 2003; Grenon et al. 2004) 
Finally, advantages like support for provenance (audit) operations or reusability are 
contrasted with limitations of the approach like the lower control over content and definitions 
of concepts given the use of terminologies which are outside the control of TRANSFoRm. In 
the end, the article demonstrates that CDIM is flexible, modular and that it can support the 
semantic expressions required by a primary care LHS. 
© Schattauer 2014 Methods Inf Med 4/2014
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Summary
Introduction: This article is part of the  
Focus Theme of Methods of Information in 
Medicine on “Managing Interoperability and 
Complexity in Health Systems”.
Background: Primary care data is the single 
richest source of routine health care data. 
However its use, both in research and clinical 
work, often requires data from multiple clini-
cal sites, clinical trials databases and regis-
tries. Data integration and interoperability 
are therefore of utmost importance.
Objectives: TRANSFoRm’s general approach 
relies on a unified interoperability frame-
work, described in a previous paper. We devel -
oped a core ontology for an interoperability 
framework based on data mediation. This 
 article presents how such an ontology, the 
 Clinical Data Integration Model (CDIM), can 
be designed to support, in conjunction with 
appropriate terminologies, biomedical data 
 federation within TRANSFoRm, an EU FP7 pro-
ject that aims to develop the digital infra-
structure for a learning healthcare system in 
European Primary Care.
Methods: TRANSFoRm utilizes a unified 
structural / terminological interoperability 
frame work, based on the local-as-view media -
tion paradigm. Such an approach mandates 
the global information model to describe the 
domain of interest independently of the data 
sources to be explored. Following a require-
ment analysis process, no ontology focusing 
on primary care research was identified and, 
thus we designed a realist ontology based on 
Basic Formal Ontology to support our frame-
work in collaboration with various terminolo-
gies used in primary care.
Results: The resulting ontology has 549 
 classes and 82 object properties and is used 
to support data integration for TRANSFoRm’s 
use cases. Concepts identified by researchers 
were successfully expressed in queries using 
CDIM and pertinent terminologies. As an 
example, we illustrate how, in TRANSFoRm, 
the Query Formulation Workbench can cap -
ture eligibility criteria in a computable rep -
resentation, which is based on CDIM.
Conclusion: A unified mediation approach 
to semantic interoperability provides a flexi-
ble and extensible framework for all types of 
interaction between health record systems 
and research systems. CDIM, as core ontolo-
gy of such an approach, enables simplicity 
and consistency of design across the hetero-
geneous software landscape and can support 
the specific needs of EHR-driven phenotyping 
research using primary care data.
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1. Introduction
Primary care data is the single richest 
source of routinely collected health care 
data. However its use, both in research and 
clinical work, often requires data from 
multiple clinical sites with different health 
record systems and integration with clini-
cal trial and other types of medical data [1]. 
Data interoperability is therefore of utmost 
importance, and is typically implemented 
using a set of models and mappings [2]. 
There have been attempts to create generic 
information models to serve as standards, 
including the OpenEHR reference model, 
the HL7 Reference Information Model 
(RIM) and the Clinical Data Acquisition 
Standards Harmonization (CDASH) 
model [3 –7]. An ongoing international 
collaboration between standards organiza -
tions and industry partners, the Clinical 
Information Modeling Initiative (CIMI), 
aims at bringing together a variety of ap-
proaches to clinical data modeling (HL7 
templates, openEHR archetypes, etc.) as a 
series of underlying reference models [8]. 
Nevertheless, many existing data sources 
are not designed according to these ini-
tiatives [9].
TRANSFoRm is an EU FP7 project that 
aims to comprehensively support the inte-
gration of clinical and translational re-
search data in the primary care domain as 
part of a learning healthcare system [10, 
11]. Its vision is demonstrated through 
three use cases: a genotype-phenotype 
around type 2 diabetes, a randomized clini-
cal trial of treatment for gastroesophageal 
reflux disease and a diagnostic decision 
support system. It relies on software tools, 
such as a Query Formulation Workbench, 
a Study Manager and a Decision Support 
Ontological Evidence Service. They all 
need to access heterogeneous data sources. 
Moreover, the last two require the possibil-
ity of returning collected data back to the 
electronic health record (EHR) system. To 
that goal, the Clinical Data Integration 
Model (CDIM) was designed as the inte-
gration cornerstone for the project to en-
able interoperability between different 
types of data sources and different coun-
tries.
The mediation approach employed by 
CDIM allows structurally heterogeneous 
local sources to be used in distributed in-
frastructures [12]. A central information 
model is related to each local model via 
mappings. Queries are first expressed ac-
cording to the central model and then 
“translated” by the system for each local 
source. Each source therefore retains its 
structure and control over its data. BIRN, 
caBIG and Advancing Clinico-Genomic 
Trials piloted this approach in the biomedi-
cal domain [13 –15]. CDIM is the first 
mediation approach for primary care re-
search.
Other approaches have been explored. 
One strategy relies on creation and main-
tenance of a data warehouse, to which data 
from each local data source is transferred. 
If the local source does not share the struc-
ture of the data warehouse, an Extract-
Transform-Load (ETL) process is used to 
transfer and transform the data into the 
target structure. The i2b2 initiative is an 
example of such an approach [16]. A uni-
form and unique structure can then be 
used for queries. When local sources share 
a similar structure, data federation can be 
used, whereby instead of transferring data, 
queries are executed locally at source and 
the results aggregated. The ePCRN project 
explored this approach for primary care re-
search, by ensuring the structure of all its 
sources conforms to the American Society 
for Testing and Materials Continuity of 
Care Record (CCR) information model 
[17, 18]. The Shared Health Research In-
formation Network (SHRINE) uses a simi-
lar approach to federate i2b2 sources [19]. 
However, since TRANSFoRm has no con-
trol over the data sources’ structure and 
since sources will not allow TRANSFoRm 
to use ETL, these approaches could not 
meet our requirements.
2. Objectives
TRANSFoRm’s general approach relies on 
a unified interoperability framework, de-
scribed in a previous paper [20]. We devel-
oped a core ontology for an interoperability 
framework based on data mediation. This 
article presents how such an ontology, the 
Clinical Data Integration Model, can be de-
signed to support, in conjunction with ap-
propriate terminologies, biomedical data 
federation within TRANSFoRm, an EU 
FP7 project that aims to develop the digital 
infrastructure for a learning healthcare sys-
tem in European Primary Care.
3. Methods
The Clinical Data Integration Model 
(CDIM) was designed to represent clinical 
elements relevant to primary care and 
serve as a basis for data integration in the 
TRANSFoRm project. Data integration 
often relies on a combination of two types 
of models: information models (also called 
structural models) and terminological 
models (also referred to as semantic mod-
els). These two types of models, structural 
and terminological, are not independent as 
there are mutual constraints between the 
information models and coding systems 
[21] requiring these two models to be 
bound in order to fully assert their content 
[22].
For example, a field in a database might 
be named dx and contain the value T90. By 
binding the information model, where dx 
represents a patient diagnosis, with the ter-
minological model used, the International 
Classification of Primary Care 2 (ICPC-2), 
we can assert that this represents a diag-
nosis of non-insulin dependent dia-
betes.[23,24] The equivalent representation 
using CDIM is achieved by binding the 
class diagnosis (OGMS_0000073) a with the 
term T90 from ICPC-2.
TRANSFoRm utilizes a unified 
 structural/terminological interoperability 
framework, based on the local-as-view 
paradigm bringing together information 
models, terminologies and binding infor-
mation, as shown in ▶ Figure 1 [20]. The 
generic data queries expressed with CDIM 
are mapped to the local Data Source Model 
(DSM), so that they can be executed. Such 
an approach mandates the global informa-
tion model to describe the domain of inter-





a Throughout the text, ontology classes and proper-
ties will be italicized with RDF identifiers presented 
in parentheses. Here, the class diagnosis bears the 
rdf:id OGMS_0000073 since the class is imported 
in CDIM from the Ontology of General Medical 
Science.
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explored. ▶ Figure 2 illustrates how the dif-
ferent models can interact together, 
through an example using the General 
Practice Research Database (GPRD) and 
the NIVEL Primary Care Database 
(NPCD) as data sources [25, 26].
Both types of models are required (in-
formation and terminological) since they 
each carry unique types of information. 
Terminologies express generic concepts of 
disease or state without implying the clini-
cal context in which the data is created or 
used [27, 28]. The same concept can be 
used to represent a possible diagnosis, a 
confirmed diagnosis, or a comorbidity. It 
may also be used in the history section of a 
patient record to represent a problem that 
occurred years before or even in the pa-
tient’s family. Moreover, a terminology like 
the International Classification of Disease 
10 (ICD 10) is meant to be used by various 
systems (e.g., public health surveillance, 
electronic health records, billing systems) 
[29, 30].
On the other hand, information models 
usually focus on high level concepts (e.g., 
diagnosis) and omit particular represen-
tations of data (e.g., adenocarcinoma of the 
prostate), in order to be flexible and sup-
port binding with multiple terminologies, 
which might vary in depth and coverage. 
Furthermore, they provide the structure 
that is used to organize patient data in 
health records and databases (structural 
models).
Nevertheless, there is a grey zone where 
certain concepts might be found both in 
information models and terminologies. For 
example, should an information model 
contain concepts like Type 1 diabetes melli-
tus and Type 2 diabetes mellitus? Or, should 
it only contain the concept diagnosis, and 
rely on terminologies to support the rela-
tionships between these two diabetes con-
cepts, as they can also be found in ICD-
10-CM for example (codes E10 and E11)? 
This underlines the importance of recog-
nizing that information models and termi-
nologies are not discrete entities, but rather 
a continuum along which the appropriate 
abstractions are constructed.
When developing CDIM, if some infor-
mation was to be found in a recognized ter-
minology (e.g., diabetes concepts are pres-





Figure 1 Interoperability framework based on CDIM in context of the Query Formulation Workbench. 
CDIM and terminologies are bound together to express queries independently of specific sources. Data 
source models (DSM), CDIM to DSM mappings and terminology mappings are used to translate the 
query during the mediation stage in order to execute it on local sources and provide unified results.
Figure 2 Model interactions in the task of retrieving a list of patient identifiers and diagnoses. In the 
GPRD database, the “medcode” field contains a diagnosis only if the field “constype” is equal to 3 for 
the same record. (DSM: GPRD and NPCD; blue boxes – CDIM classes, grey boxes – terminological map-
pings).
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tion. Traditionally, these models have been 
dealt with separately but they are interde-
pendent and share requirements [21]. In 
order to address this interdependence and 
facilitate the framework’s design and de-
ployment, a decision was made to bring 
them together within one structure, and to 
rely on Mayo Clinic’s LexEVS open-source 
terminology server as the storage solution, 
given its versatility and ability to handle 
multiple custom models, including ontol-
ogies [36]. 
As a mediation schema, CDIM needs to 
support data integration from multiple 
types of data sources. Current data sources 
used in TRANSFoRm include relational 
and XML databases, both standards based, 
such as HL7 CDA and non-standard ones, 
so the current interoperability framework 
is designed to support this [37]. 
Two general approaches exist in terms 
of formal ontologies: the realist and the 
cognitivist approaches. A cognitivist ontol-
ogy aims at formalizing the concepts we 
use to categorize the world, as revealed by 
our common sense and our language: such 
an ontology has a cognitive and linguistic 
bias. For example, the Descriptive Ontol-
ogy for Linguistic and Cognitive Engineer-
ing (DOLCE) categories are thought of as 
cognitive artifacts, ultimately depending on 
human perception, cultural imprints and 
social conventions [38, 39]. On the oppo-
site side of the spectrum, a realist ontology 
aims at formalizing the real entities of the 
world, which we know through our best 
scientific theories [40]. In the biomedical 
domain, the OBO Foundry collection of 
interoperable ontologies is built upon the 
realist upper ontology BFO[41, 42]. The 
medical domain is seemingly a better fit for 
a cognitivist ontology, since it includes in-
formational objects and mental constructs, 
such as diagnoses. However, these can also 
be efficiently formalized with a realist ap-
proach, as illustrated by the Ontology for 
General Medical Science (OGMS) [43], 
which formalizes a diagnosis as an infor-
mational content entity about the health 
status of a patient.
CDIM was designed as a realist ontol-
ogy and uses Basic Formal Ontology (BFO) 
1.1 as the foundational ontology [44], 
based on BFO’s central role in the OBO 





only the “parent” concept was included in 
CDIM (e.g., Disease). However, exceptions 
were occasionally made for efficiency pur-
poses, when a concept would frequently 
appear in queries. Taking blood pressure as 
an example, a systolic blood pressure 
measurement of 100 mmHg could be ex-
pressed with two triplets, linked together: 
• physical examination = systolic blood 
pressure measurement
• measurement datum = 100 mmHg.
Yet, if included in CDIM, its expression 
only requires the assignments:
• systolic blood pressure measurement 
datum = 100 mmHg. 
Given the extensive use of such measure-
ments, including it in CDIM simplifies 
query construction.
3.1 Content Development
The specific requirements for primary care 
data were first gathered through dis-
cussions with experts in the field, as well as, 
through a sampling of various research 
criteria in order to get a broad view of the 
domain [31]. The continuum of primary 
care aims at following the patients from 
birth to death, including disease treatment 
and preventive care. As opposed to special-
ist care, primary care data tend to include 
longer follow-up time and a broader view 
of the patient, but with less detailed infor-
mation. The primary care patient popu-
lation reflects all degrees of disease severity 
and co-morbidity compared to disease spe-
cific records where sub-populations are 
 followed. The particular nature of primary 
care data makes it especially well-suited  
to support “real-world” evaluations or to 
study care trajectories [32]. 
Although many clinical concepts such 
as diagnosis, medication or demographics 
are not unique to primary care, two are 
specifically important in primary care: rea-
son for health care encounter and health care 
episode. The former captures the fact that 
patients often seek medical attention be-
cause of a sign or symptom that may or 
may not eventually lead to an established 
diagnosis. Within CDIM, Reason for health 
care encounter is represented as a role, in 
order to enable both symptoms and dis-
eases to be qualified as the main reason for 
the visit [33]. For example abdominal pain 
would have the role reason for health care 
encounter role during the initial visit, and 
Crohn’s disease or pancreatitis could hold 
this role in subsequent encounters.
The health care episode (often referred 
to as “episode of care”) is introduced to take 
into account the fact that patients will often 
see their primary care physician for longi-
tudinal follow-up. As a result, although 
multiple encounters might be coded with a 
diagnosis of major depression, they might 
all be related to the same major depression. 
Furthermore, the diagnostic problem may 
evolve during an episode of care as new in-
formation is gathered. Recognizing this is 
crucial to proper assessment of incidence 
and related measures [34]. CDIM captures 
this semantic using the class health care epi-
sode, with the axiom “health care episode 
has_ part some health care encounter”. A 
single encounter can then also be part of 
multiple health care episodes as multiple 
problems can be addressed during one 
visit.
In order to address the integrative 
requirements of primary care data, CDIM 
also contains organizational concepts, such 
as physical practices. In TRANSFoRm, this 
allows CDIM queries to refer to a specific 
set of practices as selected by the re-
searcher. Supporting organizational units 
in CDIM also allows a more finely grained 
control over data access security, as policies 
can be applied distinctly to different sub-
sets of data.
Genetic technology is rapidly evolving 
and the availability of genetic data is in-
creasing, introducing new research ques-
tions and paradigms. Masys et al consider 
requirements for levels of integration of ge-
nomic data into Electronic Health Records 
[35]. Following this approach, CDIM sup-
ports interpretive codes which can be 
readily used for automated processes for 
single nucleotide polymorphisms (SNP), 
but not the full sequence information.
3.2 Ontology
CDIM supports the unification of struc-
tural, terminological and binding informa-
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including OGMS, the Vital Sign Ontology 
(VSO) and the Information Artifact Ontol-
ogy (IAO) were directly imported into 
CDIM [45, 46]. CDIM also integrates 
classes from other ontologies such as the 
Ontology for Biomedical Investigations 
(OBI) and the Gene Ontology (GO) [47, 
48].
4. Results
CDIM introduced over 100 new classes 
and several additional properties and 
axioms, which in combination with im-
ported ontologies resulted in the total of 
549 classes and 82 properties. As CDIM is 
stored inside a LexEVS instance, all im-
ports are merged into a single .owl file, cre-
ated directly in Protégé through the Refac-
tor/Merge ontologies tool, enabling easier 
load processing in the framework.
Temporal aspects are rarely, if at all, 
covered in the existing ontologies that we 
imported. As these play a crucial role in de-
fining clinical eligibility criteria, we created 
25 new classes to express these concepts. 
Whenever possible, we relied on equivalent 
classes instead of using anonymous classes, 
in order to support operations not based 
on Semantic Web reasoning techniques. 
Equivalent classes provide URIs that are 
then used as mapping targets for the 
CDIM-DSM mapping models. Internal 
validity and consistency was checked using 
the semantic reasoner HermiT 1.3.8 [49].
CDIM design also required addition of 
some axioms to imported classes. For 
example, a diagnostic process can take a 
long time before completion and produc-
tion of a diagnosis. It is therefore important 
to identify the end of the process, in order 
to correctly attach temporal information to 
the resulting diagnosis. This temporal as-
pect is currently lacking in OGMS, there-
fore we added the following classes and 
axioms in CDIM:
• The equivalent class diagnostic process 
conclusion instant defined as
– “temporal_instant and (has temporal 
occupant some diagnostic process con-
clusion)”
• The class diagnostic process conclusion 
was created and defined as:
– a subclass of the BFO process bound-
ary class.
– it also bears the axiom “occupies tem-
poral region some diagnostic process 
conclusion instant”, linking it to the 
temporal information.
• The diagnostic process class was en-
riched by adding the axiom:
– “ ends_with some diagnostic process 
conclusion ” to define its final sub-
process as diagnostic process con-
clusion.
CDIM was evaluated in terms of its capac-
ity to support query definitions required by 
the three use cases in TRANSFoRm. The 
first one is an epidemiological study on 
genetic risk markers for response to treat-
ment in diabetes mellitus type 2. The main 
question is “Are well selected single nucleo-
tide polymorphisms (SNPs) in type 2 dia-
betic patients associated with variations in 
drug response to oral antidiabetics (Sul-
fonylureas)?”[50]. The second use case is a 
randomized controlled trial investigating 
on-demand vs. continuous use of proton 
pump inhibitors (PPIs) in treating gastroe-
sophageal reflux disease (GORD) and its 
impact on symptom relief and quality of 
life in patients [51]. Finally, the third use 
case consists of evaluating approaches to 
provide diagnostic decision support, based 
on existing EHR data, reason for encounter 
and captured clinical clues.
One of the major requirements for the 
first two use cases in TRANSFoRm is the 
ability to identify eligible patients in EHRs 
and other primary care data sources. Pre-
vious research found that two thirds of all 
information needed to assess the eligibility 
of a patient for a trial are related to disease 
history, namely disease, symptoms, signs 
and diagnostic or lab tests, and treatment 
history [31], which also applies to the 
TRANSFoRm use cases. One of the crucial 
aspects is to minimize misclassification, 
while identifying eligible patients. As also 
found by the eMerge project, it is impor-
tant to not solely rely on diagnostic codes 
to identify diagnoses, but to also use other 
patient characteristics like laboratory tests 
or medication to verify the diagnosis 
[52–54].
The data elements needed for these 
studies were described in detail by the pro-
ject’s clinical researchers to ensure concepts 
coverage in CDIM. The main clinical con-
cepts were: diagnoses (recent and medical 
history), laboratory tests, technical investi-
gations (upper endoscopy), medications, 
symptoms and signs (difficulties swallow-
ing, signs of gastrointestinal bleeding, un-
intentional weight loss), physical examin-
ation data (blood pressure, weight, height). 
The genetic concepts needed for the dia-
betes use case could be limited to SNPs. 
The following information also needed to 
be provided: moment of diagnosis; dates, 
values and units for all measurements; 
dates, number and dose for medication.
For example, a formulated pharmaceuti-
cal can be characterized through several 
data item entities, including active ingredi-
ent data item, dose form data item and 
strength data item. Such formalization can 
be made compatible with pre-existing 
norms – for example, RxNorm’s category 
semantic clinical drug form could be for-
malized as the association of CDIM classes 
active ingredient data item and dose form 
data item [55]. Additionally, the instruction 
given by a prescription can be formalized 
as a subclass of OBI’s directive information 
entity, composed of several directive infor-
mation entity parts. For example, the pre-
scription “take Metformin 500 mg 3 times  
a day during two weeks” is composed of  
“3 times a day” (which is an instance of 
 administration frequency item) and “during 
two weeks” (which is an instance of du-
ration of treatment period item).
Some items from the use cases have not 
been included in CDIM. These were the 
ones mostly focusing on habits (e.g., level 
of physical activity/sedentarism, dietary 
habits) or behavioral interventions (e.g., 
status of self-management education, or 
performance of self-measurement of blood 
glucose). Although very important con-
cepts, they were deemed too specific to a 
research area or very rarely encountered in 
current data sources. CDIM usage will be 
regularly reviewed to inform future classes 
additions and deletions. 
All concepts identified, as required by 
researchers, were successfully expressed in 
queries using CDIM and terminologies. 
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triplets using CDIM classes, operators and 
terminologies (or values) can be created 
and used in TRANSFoRm tools.
4.1 Application to TRANSFoRm
The TRANSFoRm Query Formulation 
Workbench provides a user interface for 
clinical researchers to create clinical 
studies, design eligibility criteria, initiate 
distributed queries, monitor query prog-
ress, and report query results. It captures 
eligibility criteria in a computable repre-
sentation, which is based on CDIM ontol-
ogy so the criteria can be translated into 
executable query statements on the data 
source side using CDIM to data source 
model mappings. They are then grouped to 
form application friendly reusable units.
Let us consider an example inclusion 
criterion for patients who had an HbA1c 
test result of ≥ 6.5% on or before the 
16/04/2013 date. The Laboratory Measure-
ment group aggregates relevant concepts 
closely related to the laboratory test class 
extracted from CDIM, such as test type, 
date of test and test value. It is one of seven 
categories (like demographics, medi-
cations, etc.) currently used within the 
Workbench. The structure allows new cat-
egories to be easily added as per user 
requirements.
The example criterion is specified by a 
user of the Query Formulation Work-
bench, as shown in Figure 3. The Labora-
tory Test artifact is presented to the user in 
the form of a template for entering values 
for operators and values. Resulting triplets 
would be:
• laboratory_Test_ Type_ ID   = 
[LOINC; 4548 – 4] b
•  laboratory_measurement_datum ≥ 6.5
• laboratory_measurement_unit_label  = 
[UO ; 0000187]c
• lab_result_ confirmation_ instant ≤
  2013/04/16
A query expressed in this way is passed to 
the data source, where a translation com-
ponent uses CDIM (and its mappings to 
the local source model) to convert the 
query into a representation understandable 
by the local data source and extract results 
to send back to the researcher.
5. Discussion
TRANSFoRm is one of several comple-
mentary initiatives that develop services 
and tools to foster more efficient research 
using EHR data. Furthermore, only in 
 aligning primary and secondary/tertiary 
care data can a full picture of patient’s clini-
cal evolution be constructed. Therefore, fa-
cilitating interoperability between TRANS-
FoRm and other initiatives is essential. 
Using an ontology, as the core model, 
allows for formal logic to be used to define 
classes and their relationships, promoting a 
shared, well defined view of a domain. It is 
possible to reason about data elements 
present over multiple sources, and define 
new relationships. 
Specific classes, such as reason for health 
care encounter or health care episode, were 
designed in such a way as to avoid incon-
sistencies with other common classes. For 
example, a reason for health care encounter 
was formalized as an entity bearing a 
special role that we called the reason for 
health care encounter role. Thus, it was not 
necessary to modify the class diagnosis, 
symptom and sign in our ontology so that 
they could be a reason for health care en-
counter, as all these entities can bear the 
reason for health care encounter role. There-
fore, the CDIM approach can reuse both 
existing terminologies (e.g., ICPC-2) and 
increasingly popular semantic web re-
sources such as SPARQL repositories [58].
The reusability of CDIM is thereby en-
hanced since a large part of the specific 
requirements can be handled by the bind-
ing of terminologies providing sufficient 
precision and coverage for the desired con-
text [59]. This facilitates ontology align-
ment and interoperability with other pro-
jects using ontologies, such as epSOS, that 
aims to develop a cross-border electronic 
health information transfer and also relies 
on BFO [60]. 
An additional benefit is that the neces -
sary references to ontologies and terminol-
ogies can be created and embedded within 
existing standards, such as the CDISC Op-
erational Data Model, which do not neces -
sarily support ontologies, least of all the 
native creation of complex data elements 
constrained against both a clinical and re-





Figure 3 Workbench criteria editor uses CDIM classes to create queries which can be applied to multiple primary care databases used by the TRANSFoRm 
project.
b Logical Observation Identifiers Names and Codes 
(LOINC) is a universal code system for identifying 
laboratory and clinical observations and the HbA1c 
test is represented by the code 4548–4 [56]
c Units are represented as Ontology of Units of 
Measurements (UO). The unit for HbA1c is % 
(ratio), with UO code value 0000187 [57]
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standards can thus be rapidly extended to 
support CDIM, without abandoning the 
existing standard.
The CDIM ontology is by definition ex-
tensible, but the question arises as to what 
extent CDIM should be extended as new 
concepts are required, or leave this to the 
terminology. It is to be expected that not 
every single point, possibly evaluated in a 
research project, will make its way in 
CDIM. Some niche concepts might never 
be included, in order to keep the ontology 
manageable and relevant to most users.
Nevertheless, extensively relying on ter-
minologies does imply that the project has 
much less control on content and defini-
tion of concepts. For example, the ICPC-2 
classifies diabetes as insulin dependent 
(T89) and non-insulin dependent (T90) 
diabetes. This has been revised and current 
approaches use mainly type-1 and type-2. 
Equivalences between these terms are not 
perfect as some type 2 “depend” on insulin 
for their treatment. However, this reflects 
the state of limitations for existing data. 
When an equivalence does exist between 
concepts, terminological heterogeneity can 
be mended by using inter-terminology 
mappings like those offered by the UMLS 
[62].
Of note, the local-as-view mediation ap-
proach mandates that the decision to in-
clude a concept or not must be based on 
relevance to the users and not to its avail-
ability (or not) in data sources: a concept 
useful for many queries will be included 
even if no current data source contains it. 
In this context, a high number of queries 
using a concept but returning no data is 
highly informative. As incentives are put in 
place to foster the use of EHRs, such infor-
mation might help focus such incentives in 
terms of research priorities.
TRANSFoRm uses data and process 
provenance, as a means to achieve tracea-
bility and auditability in its digital infra-
structure. The novelty of the TRANSFoRm 
provenance framework is that it links the 
provenance model, represented with the 
Open Provenance Model standard, to the 
medical domain models, by means of 
bridging ontologies, thereby enabling 
verification with respect to established con-
cepts [63]. CDIM is a key element in this 
approach, since it allows a uniform concep-
tualization of annotations in provenance 
traces that are produced by multiple tools 
and across national boundaries. This has 
direct impact on the ability of the system to 
be audited in a consistent manner regard-
less of its geographical location, e.g., a clini-
cal trial design conducted in Germany, or a 
record of data extraction for an epidemi-
ological study in France.
Genetic (and eventually proteomic and 
metabolic) primary observations will be 
more easily leveraged with time and as 
their availability increases. At some point, 
sequence structural variations and mu-
tations, as well as, gene expression data will 
be relevant to the researcher and such con-
cepts will also need to be included in 
CDIM. Nevertheless it is unclear, given the 
high heterogeneity inherent to the field of 
translational research, and the increasing 
use of genetic information in personalized 
medicine to which level of precision the 
models will need to abide by.
6. Conclusion
A unified mediation approach to semantic 
interoperability provides an extensible 
framework for interactions between health 
record systems and research systems. 
CDIM, as a core ontology of such an ap-
proach, enables simplicity and consistency 
of design across the heterogeneous soft-
ware landscape and can support the spe-
cific needs of EHR-driven phenotyping, 
using primary care data. This was demon-
strated in TRANSFoRm, where the soft-
ware tools such as the Query Workbench 
are agnostic of the structural and termino-
logical details of the data sources they in-
teract with. 
CDIM is flexible and modular by design 
as it can be bound to multiple terminol-
ogies, enabling new ways to approach data 
as the requirements of translational medi-
cine evolve and new domains like epi -
genetic become part of patient care. 
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Exemplar results 
This fourth article submitted to JAMIA in 2016 presents an exemplar application of 
the LHS and how it can leverage synergies between its components, here clinical and research 
activities. It describes how a LHS can facilitate and optimise conduct of prospective research 
in a primary care practice setting.  
Clinical trials have been in a long-term crisis, in terms of rising costs and poor 
recruitment, at least for the best part of a decade. (Reynolds 2011) However, increasing 
requirements for safety and effectiveness in routine healthcare demand efficient conduct of 
clinical trials in ‘real world’ settings. One solution to this problem is to reduce costs for 
clinical trials by recruiting with prompts in the electronic health record (EHR) system, at the 
same time doing this in routine clinical practice. 
Three of the most difficult tasks, when running trials in primary care in particular, are 
the identification of suitable research sites, recruitment of patients and the collection of the 
clinical outcome measures (through research forms). The unified interoperability framework 
implemented using CDIM as the conceptual model can help with these tasks. 
Patient data from EHR can be extracted and presented to the platform as an extensible 
markup language (XML) file. No specific export structure is forced on the EHR vendors. 
They all preferred to use XML but each used a different structure for their extraction. The 
XML documents containing patient data are integrated as data sources and are described 
using a local model (one per type of XML structure, in this case one per vendor) to participate 
in the mediation platform. The local models are then mapped to CDIM to enable correct 
semantic use. 
Once in place, various research activities can benefit from this approach. Feasibility 
studies can be run by executing the inclusion and exclusion criteria against each practice to 
identify sites with the most promising populations. A tool can be included in the EHR to 
identify potentially eligible patients for a study. With each new patient visit, patient 
information is extracted and inclusion/exclusion criteria are executed against his data. If an 
exclusion is raised, the patient is deemed not eligible and nothing will happen. If no exclusion 
is triggered, the patient is potentially eligible and a graphical notification (varying per EHR 
vendor’s choice) is turned on in the EHR to alert the physician. If the physician wishes to 
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include the patient, an electronic case report form is created by the research platform, 
available EHR data is preloaded in the form and the form is then presented to the physician. 
(Köpcke et al. 2013) 
In order to make this approach useful on a larger scale, a bridge to research standards 
(protocol, forms, data collection) is required. This is the second aspect demonstrated in the 
article. The Clinical Data Interchange Standards Consortium (CDISC) is an open, 
multidisciplinary, neutral, non-profit standards developing organization that has been working 
through productive, consensus-based collaborative teams, since its formation in 1997, to 
develop global standards and innovations to streamline medical research and ensure a link 
with healthcare. (CDISC | Strength Through Collaboration) It produces standards used by the 
research community to guide many processes from protocol descriptions to data collection. 
The key link is the Operational Data Model (ODM) which contains criteria and form 
structural elements, as well as data from these forms once filled in. (Bruland et al. 2012) By 
linking ODM with CDIM and the TRANSFoRm platform, a protocol can be drafted with 
ODM, distributed to multiple primary care research sites using different EHR products and be 
used locally transparently. The link between ODM and CDIM is what enables the automated 
execution of criteria on EHR data to identify patients and a transfer of information between 
the EHR and the research form to preload available information. 
As a result, a prospective randomized control trial can be developed using CDISC 
research standards, linked to queries compatible with the TRANSFoRm LHS and then 
executed in multiple practices simultaneously. 
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ABSTRACT 
Objective: The Learning Health System (LHS) requires integration of research into routine 
practice. ‘eSource’ or embedding clinical trial functionalities into routine electronic health 
record (EHR) systems has long been put forward as a solution to the rising costs of research. 
We aimed to create and validate an eSource solution that would be readily extensible as part 
of a LHS.  
 
Materials and Methods: The EU FP7 TRANSFoRm project’s approach is based on dual 
modeling, using the Clinical Research Information Model (CRIM) and the Clinical Data 
Integration Model of meaning (CDIM) to bridge the gap between clinical and research data 
structures, using the CDISC Operational Data Model (ODM) standard. Validation against 
GCP requirements was conducted in a clinical site. 
 
Results: Using the form definition element of ODM, we linked precisely modelled data 
queries to data elements, constrained against CDIM concepts, to enable automated patient 
identification for specific protocols and pre-population of electronic case report forms (e-
CRF).  
 
Discussion: While initiatives such as IHE profiles, and ISO11179 metadata repositories have 
been developed, these are too complex for implementation in a low-resource, heterogeneous, 
highly distributed environment, implied by a scalable LHS. The TRANSFoRm approach 
provides an ontologically-based alternative that allows precise prospective mapping of data 
elements in the EHR. 
 
Conclusion: We demonstrated that leveraging the EHR to identify patients and pre-populate 
e-CRF can be done using a standards-based, reusable approach based on a core information 
model (CRIM) and a model of meaning (CDIM) to bridge the gap between the clinical and 
research worlds. 
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INTRODUCTION 
Clinical trials have been in a long-term crisis, in terms of rising costs and poor recruitment, 
for the best part of a decade.[1] However, increasing requirements for evidence of safety and 
effectiveness in routine healthcare demand efficient conduct of clinical trials in ‘real world’ 
settings.[2] One solution to this problem is to reduce costs for clinical trials by recruiting with 
prompts in the electronic health record (EHR) system during routine clinical practice.[3] The 
concept of the Learning Health System (LHS) takes this a step further and envisages a health 
care organisation where routine EHR systems are the direct mediators of both research and 
knowledge translation activities.[4] Although scope exists for much of this learning to take 
place by the analysis of routine data, formal randomised controlled trials will always be 
required for regulatory purposes, where risks and benefits are finely balanced or where data 
has been conflicting.[5] 
 
In order to complete successfully a randomised controlled trial (RCT) it is necessary to: (1) 
establish the feasibility of the study eligibility criteria; (2) identify suitable sites; (3) identify 
suitable subjects; (4) obtain consent and collect baseline data; (5) randomise to intervention 
and alternative; (6) collect clinical follow up data; (7) collect patient related outcome data; 
and, (8) transfer data for analysis.[6] Three of the most difficult tasks, when running trials in 
primary care in particular, are the identification of sites and subjects and the collection of the 
clinical outcome measures.[7,8] It is proposed that a LHS, embedding research into routine 
EHR systems, could automate a substantial part of the trial’s screening process.[9] Namely, 
eligibility criteria can be tested against EHR patient data. Patients meeting at least one 
exclusion criterion will not be processed further, thereby saving substantial resources by not 
incurring manual review. Secondly, for patients potentially eligible, the eligibility form can 
be pre-filled with data present in the EHR, in order to minimise unnecessary manual entry. A 
similar process can be used to pre-populate electronic case report forms (eCRFs). In addition, 
clinical data collected within a trial should be made available in the EHR, in order to enhance 
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routine clinical care and safety monitoring.[10] The ability to place trial information in 
routine EHRs, at the point of collection, would be a significant step towards safer and more 
efficient clinical trials.[11] 
 
There has been a steady move away from paper case report forms (CRFs) towards electronic 
data capture (EDC) systems, enabling direct collection of data into digital form, referred to as 
eSource.[12] Good Clinical Practice principles need to be adopted to ensure that the requisite 
standards are in place for eSource, while changes are made to the data collection process and 
governing regulations to fit in with this electronic context. There are three models of eSource 
currently being explored: 1) entry into an EDC system with copying to the EHR, 2) entry into 
a 3rd party system with copying to both the EHR and the EDC and 3) collection within the 
EHR with copying to the EDC. Local preferences, maturity of EHR systems and sponsor 
requirements are likely to maintain this heterogeneous approach, emphasising the paramount 
importance of adherence to standards.  
 
There are two important standards bodies in this area, The Clinical Data Interchange 
Standards Consortium (CDISC) and Health Level Seven (HL7) International. Firstly, CDISC 
have established a suite of standards for Clinical Trials. (www.cdisc.org/foundation-
standards). These include specification of a trial protocol (Protocol Representation Model/ 
PRM) and its data model representing a CRF (Operational data Model/ODM), specification 
of study design (Study Design Model/SDM), specification of tabulated data (Study Data 
Tabulation Model/ SDTM) and standardised sets of defined data elements for use in the above 
(Clinical Data Acquisition Data Standards Harmonisation/CDASH). Semantic resources also 
include CDISC controlled terminology sets, maintained and distributed as part of the National 
Cancer Institute’s (NCI) Thesaurus, available within the NCI’s Enterprise Vocabulary 
Service; these terminology sets are also available via the CDISC eSHARE. Secondly, within 
the healthcare domain, HL7 provides interoperability standards, with the HL7 Reference 
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Information Model (RIM) and, more recently, the HL7 Fast Healthcare Interoperability 
Resources Specification (FHIR) being models of structure for health data capture and 
exchange. [http://www.hl7.org/implement/standards/rim.cfm and 
http://www.hl7.org/implement/standards/fhir/, respectively] The Biomedical Research 
Domain Analysis Model (BRIDG) provides a high level view of clinical research activities 
with links to HL7 RIM concepts. (http://www.bridgmodel.org) The Primary Care Research 
Object Model v 3 (PCROM v3) is a domain specific model for primary care trials that maps 
to BRIDG v3.[13] 
 
To enable a LHS for clinical trials, it is first necessary to consider how existing standards 
around EDC can be deployed as ‘e-Source’. There are parallels between the research 
requirements of Good Clinical Practice (GCP) and the needs of an EHR system, in terms of 
contemporaneous, complete, accurate records with audit of changes (controlled data) and 
secure, safe storage.[12]  
 
CDISC Healthcare Link (HCL) and Integrating the Healthcare Enterprise (IHE) 
There have been several efforts to go beyond simple semantic interoperability, in order to 
enable CDISC standards to be used to support EHR systems as eSource as part of the CDISC 
HCL initiative. The principal mover in this has been IHE (www.ihe.org), through a 
collaboration representing the clinical trials community (e.g., Contract Research 
Organisations CROs, Biotechnology & Pharmaceutical industry) and EHR vendors.[14] IHE 
has developed a set of profiles for this purpose. The two relevant profiles are Retrieve Form 
for Data Capture (RFD) and Retrieve Process for Execution (RPE). An additional content 
profile, the Clinical Research Document (CRD), enables data to be extracted from an EHR 
system using HL7’s Continuity of Care Document (CCD) specification, with data elements 
specified via CDASH and used to pre-populate an eCRF provided by a specified form 
generator. The RPE profile specifies when in workflow the forms should be completed. 
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Several proof-of-concept studies using IHE profiles have been completed. These include, 
integration of Common Data Elements from NCBI CaBIG EVS into the RFD profile,[15] and 
STARBRITE, a single site proof of concept implementation within a heart failure clinical 
trial.[16] STARBRITE showed that, in the context of two live patient encounters, valid data 
could be obtained from the EHR; however, significant challenges in precise semantic 
definitions of extracted information remained. Strikingly, the fact that in this setting, a 
cardiology clinic, the CRF was more precisely defined and contained more finely grained 
information, than a contemporaneous clinic note, led to the suggestion that the CRF should be 
the primary source and the EHR a subset of this information. 
 
TRANSFoRm Project 
The European FP7 TRANSFoRm project aimed at developing an infrastructure for a Learning 
Health System in European Primary Care (www.transformproject.eu). Primary Care 
represents the ultimate low-resource, heterogeneous, highly distributed environment, 
especially when the multi-language, multi-health system dimensions of Europe are added. As 
part of this vision, we have developed a modular, model-based system for conducting clinical 
trials and implemented it within five different EHR systems in four European member states. 
TRANSFoRm studied the progress of IHE during 2012-13 and examined its capability 
alongside the requirements of a TRANSFoRm use-case and proposed evaluation study.[17] 
There would be significant challenges for TRANSFoRm in implementing the current IHE 
approach. Only single EHR systems had been harnessed to deploy standard forms and pre-
populate them with limited data from the EHR. In each case, the data collection requirements 
of the study shared, or at least conformed to a minimum set of data elements defined in 
CDASH, and that the EHR system was capable of supporting the technical infrastructure 
required to operate the CRFs. The requirements implied a large academic centre for 
conducting trials and with support for a complex IT infrastructure. The TRANSFoRm unified 
interoperability framework takes into account the necessity for structural and terminological 
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models to be bound together in order to derive the full semantic meaning of data.[4,18] It is 
based on the mediation method with a local-as-view paradigm. This is especially important 
since TRANSFoRm does not control the source of data, the EHR, and cannot force a common 
structure to support data federation. TRANSFoRm therefore had to consider the requirements 
of multi-site, multi-system data collection with a low resource overhead, such that the LHS 
can encompass all of a healthcare system, not just large academic centres. In addition, 
existing limits on the coverage of CDASH and the need to add new data elements has limited 
the adoption of eSource to demonstrator projects. What is required is a readily extensible 
framework, enabling researchers to define clinical data elements to research standards like 
CDISC and to semantically align them on native EHR systems data. TRANSFoRm has taken 
an approach of using existing CDISC standards, but referencing a core data model, expressed 
as an ontology, to provide a flexible and more streamlined approach.  
 
In this paper, we describe TRANSFoRm’s approach to embedding clinical trial functionality 
within the EHR systems and enabling the pre-population of eCRFs directly from the EHRs, 
where the data is available, and the potential of recording of CRF data, collected during 
research, within the EHR system. This paper describes the methods we adopted to create 
semantically enriched and model-based extensions to existing standards, how we implement 
these in live EHR systems, and how we validated the technical functionality of the approach. 
 
MATERIAL AND METHOD 
General approach 
TRANSFoRm’s dual-level modelling approach separates the stable domain information from 
the heterogeneous data sources[19] to achieve structural and semantic interoperability 
between different actors in the LHS (clinical investigators, EHRs, researchers, CRFs).[18–20] 
The first level defines the requirements and workflow of the research process. In our 
implementation, this role is fulfilled by the Clinical Research Information Model 
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(CRIM),[13] a domain-specific implementation of BRIDG.[21] So, it is the role of CRIM to 
establish data elements in research workflows, e.g. query structures for retrieving patient 
study data from aggregated EHR data repositories. At the second level, the clinical primary 
care domain is specified, using the Clinical Data Integration Model (CDIM) ontology,[22] 
that fleshes out CRIM concepts with well-defined clinical concepts.  
 
CDIM offers a unified view of the primary care domain and enables users to work with data 
and express queries using neutral clinical concepts, without needing any knowledge about the 
specific schema of the target data source. CDIM has been developed as a realist ontology, all 
of whose classes have instances in the real world, and works in conjunction with medical 
terminologies that provide concrete instantiations. CRIM and CDIM models together specify 
the data flow through TRANSFoRm's LHS infrastructure. 
 
ODM and Dual Modelling 
The CDISC Operational Data Model (ODM) is a vendor neutral, platform-independent XML 
format for interchange and archive of clinical study data, designed to facilitate regulatory-
compliant acquisition, archive and interchange of data and metadata for clinical research 
studies. (http://www.cdisc.org/odm). ODM's <FormDef> element captures eCRF 
composition and structure, with <ItemGroupDef> elements used to group related items 
(e.g. a systolic blood pressure measurement value, the unit of measure and the time at which 
it was measured), with <ItemDef> elements containing specific item metadata.  
 
While TRANSFoRm was conceived as a dual modelling approach, with specific requirement 
of pre-populating forms from the EHR and writing back to the EHR, ODM has not been 
designed with this in mind. Nevertheless, a natural parallel exists and we used 
<ItemGroupDef> to define the research unique identifier, referencing research data 
queries expressed using CRIM, and <ItemDef> to define clinical data elements referencing 
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the CDIM ontology. As both these elements are contained within <FormDef>, the necessary 
model constraints are applied. 
 
In order to embed an EHR data extraction request into ODM, <ItemGroupDef> was 
extended by adding a <QueryId> child element, containing a unique identifier linking the 
item group with the corresponding query as illustrated in figure 1. CDIM is used to annotate 
<ItemDef> through its <Alias> element, which allows binding to an external model 
using the context attribute (e.g. CDIM_2.2) and the value attribute (e.g. CDIM_000070). In 
this way, TRANSFoRm’s dual-level modelling enables data interoperability between EHR 
patient data and the ODM. 
 
 
Figure 1 : Models interactions. 1) Link between ODM and the queries. 2) Semantic 
mediation translating and executing the query on the patient extract. 3) Pre-populating data 
from the EHR. 
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The CDIM terms embedded into the CRIM queries are organised into archetypes, computable 
expressions of a domain content model in the form of structured constraint statements, based 
on a reference model.[20] The TRANSFoRm archetypes are defined using the openEHR 
archetype definition language (ADL) and reference CDIM classes to ascertain semantics. 
While openEHR uses a hierarchical reference model,[23] TRANSFoRm uses a simpler event-
based tabular structure, making it more compatible with CDISC data formats and patient data 
structures present in the current clinical data landscape. Archetypes are then used as part of 
Data Extraction Query, which also contains the rest of the logic to be applied (e.g. select first 
blood pressure, or most recent…) and is related to the corresponding <ItemGroupDef> 
through the <QueryId> element. This query does not contain source specific structural 
information and is used for every source. Once the embedded Data Extraction Queries have 
been translated for the specific source by the TRANSFoRm interoperability framework and 
executed, the results are annotated with CDIM concepts and placed in the proper 
<ItemDef>, as identified by the <Alias> element. 
 
Validation Process 
Preparation for the gastro-oesophageal reflux disease (GORD) evaluation study took place 
between late 2013 and early 2015 in Poland, beginning with the integration of the vendor 
system (mMedica from Asseco Poland S.A.) and the TRANSFoRm platform through a single 
platform component, the data node connector (DNC), which brokers communication with the 
TRANSFoRm study system and other platform components. The intention of the validation 
study was to ascertain the accurate functioning of the TRANSFoRm tools and to carry out a 
GCP certification. 
 
A simulated study with 10 process scenarios was designed.[24] The software was installed in 
practices and data collection scenarios carried out by Polish clinicians and TRANSFoRm staff 
acting as patients. The training plans were also designed and tested with pilot users. The 
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installation and regular operation of TRANSFoRm components, including data collection 
tools, TRANSFoRm study system and the data node connector, were documented through a 
set of Installation Qualification, Operation Qualification and Performance Qualification tests, 
all performed on the pilot trial site. The development teams involved in software production 
were themselves assessed in terms of training, software quality assurance procedures and 
institutional policies.  
 
RESULTS 
Implementation of the research platform components and workflows 
The overview of the TRANSFoRm implementation approach for embedding clinical research 
into clinical care is shown in figure 2. The TRANSFoRm Study System (TSS) is centrally 
hosted at a secure location and holds the study information and protocols, defined via 
ODM/SDM files. It also acts as the research repository for the collected eCRF data. Data 
collection form templates are automatically created from ODM definitions, extended with 
generic query definitions and later instantiated as EHR-specific queries for each clinical site. 
 
 
Figure 2: TRANSFoRm project research platform 
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The coordination of study activities at the local level is performed by the data node connector 
(DNC) components, which sit locally to the EHR instances, or a single instance in case of a 
centrally hosted EHR. All research data capture operations (e.g. eligibility checking), eCRF 
pre-population and manual eCRF completion, are orchestrated and performed by the DNC. 
Thus the data flow between the EHR and the DNC remains local to the EHR and only data 
identified for research purposes is sent to the research repository in line with the project’s 
security and data protection framework.[25] The TSS cannot issue commands to any DNC, 
only the DNC can initiate communication with the TSS. The DNC can pull data from the TSS 
but the TSS cannot push data to nor pull data from the DNC as initiator of the communication. 
The latter is important as often the DNC will sit behind a clinical organisational firewall.  
 
The DNC is started with the host EHR system and obtains from the TSS information about 
the currently active study protocols and their eligibility criteria. The generic study definitions 
are then translated by the Semantic Mediator (SM) component into locally executable queries. 
When a patient arrives for a consultation, his record is sent to the DNC as an XML document, 
where it is checked for eligibility. The TRANSFoRm platform does not mandate a specific 
structure or model for that file and indeed, many different file structures are used in the 
project. While the TRANSFoRm platform could also support other types of data structure 
such as relational databases, the XML patient record extract was the preferred solution by the 
EHR vendors.  
 
When a presenting patient is found to be potentially eligible for a study, the DNC notifies the 
clinician of the eligibility via a pop-up message requesting completion of eligibility checks 
and consent/randomisation. Thereafter when the recruited patient presents at the practice, the 
DNC retrieves the appropriate eCRF forms from the study system, transported as HTML 
forms parameterised for pre-loading and storage of field values, together with the 
corresponding CDISC ODM document container with the ClinicalData section parameterised 
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to store the data values entered into HTML fields. The generation and parameterisation of the 
HTML and ODM documents is performed by the TSS based on a pre-established ODM to 
interface translation, OID, QueryID and CDIM alias. Using this information, the DNC can 
correctly pre-load form fields by applying the queries to the patient data extract and inserting 
the resulting values at the corresponding place in the form. The pre-loaded HTML form can 
then be presented to the clinician for validation and entry of data items that have not been pre-
loaded. The form can either be embedded into the EHR or accessed through a web browser. 
 
Once approved, the form is submitted to the DNC where data is inserted in the ODM file. The 
DNC then sends the ODM document containing the responses from the form to the TSS for 
research activities. It also sends the associated ODM files and HTLM forms to the EHR for 
auditing purposes and reviewing by clinicians at a later date, if required. The EHRs currently 
partnering with TRANSFoRm do not store the form field data as individually coded facts, but 
as a single artefact which can be viewed as a whole. While the mappings between the patient 
data extract and CDIM could potentially be used to support granular transfers back to the 
EHR, the vendors preferred not to explore this aspect in the first version. 
 
While the EHR triggers the DNC when a new patient arrives for consultation, the tasks of 
presentation, filling and acquisition of form data are all orchestrated by the DNC. 
 
Data Flow and Document Examples 
The study ODM document contains the form details that are relevant to the study data 
collection. A section of the ODM document describing a question about a history of GORD 
for a patient is presented in figure 3. Of note, the ODM includes multilingual support as 
required in TRANSFoRm. 
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Figure 3: ODM example 
 
The ODM form elements are translated into HTML form elements suitable for web or mobile 
devices using standardised templates. The English HTML form of the first ODM item in 
figure 3 is presented in figure 4. 
 
 
Figure 4 : HTML form example 
 
When the DNC receives the ODM and HTML form, it uses the related data extraction query 
to start the pre-population process. The ‘hidden input’ element is used to carry the anchor for 
pre-loading while not disturbing the user experience. As illustrated in figure 4, the element 
contains the associated QueryId value as well as the target CDIM concept. Prior to display, 
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the DNC will insert the pre-loaded value using the hidden field and at display time the script 
will load the value from the hidden field into the visible field. The hidden field also carries a 
trace of the value used during pre-loading even if the visible text field value is changed by the 
user. This is extremely important for audit purposes. A similar approach is used to generate 
other types of HTML elements like textboxes. 
 
The QueryId is a reference to a Data Extraction Query. Temporal functions and other 
conversion functions are hosted there, such as the LAST function illustrated in figure 5 
representing the GORD diagnosis example, as well as one or more target CDIM concepts.  
 
 
Figure 5: Data Extraction Request example (archetype element collapsed). OGMS_0000073 
represents the diagnosis and CDIM_000012 the moment at which the diagnosis was 
established. 
 
Based on the list of diagnoses fetched from the patient’s data, it will take the last entry. Then, 
before transferring data, if the data element annotated with OGMS_0000073 has content, it 
will return the value “YES” otherwise, it will return “NO”. The archetype code has been 
collapsed in figure 5 to facilitate reading but is presented in figure 6.  
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Figure 6: Archetype extract 
 
The archetype defines the required elements for this data operation (e.g. diagnosis related 
information), CDIM annotations and constraints. In this example, we are looking specifically 
for a patient diagnosis (OGMS_0000073) of GORD (as expressed by the chosen terminology 
codes). To express a diagnosis of GORD in a family member would use another CDIM code 
but the same terminology codes. 
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CDIM, in conjunction with relevant terminologies, allows expression of precise, complete 
and fine-grained clinical concepts as required by a LHS (answering the needs of users as well 
as catering to data sources with varying granularity). This simple method is anchored into a 
solid model (CDIM) and allows for a high level of granularity and precision when taking into 
account the various operators as well as the significant coverage of terminologies, including 
the UMLS. 
 
Validation study  
In order to achieve Good Clinical Practice (GCP) certification, the TRANSFoRm system 
underwent a series of tests, including Installation Qualification (IQ), Operational 
Qualification (OQ) and Performance Qualification (PQ). These tests established the 
functional correctness of the system, with respect to the requirements and specification, and 
also establishing the integrity of the data that is output from the system. The non-functional 
aspects examined included training materials, technical support, skill level of the 
development teams, and software quality assurance procedures. 
 
Post-installation support was provided by members of the TRANSFoRm and vendor teams 
covering the use of the updated vendor software and supporting TRANSFoRm software. 
Most issues arose from the sequencing of forms to be filled within the EHR system. In the 
cases where this was implemented by the vendor, we encountered forms submitted in an 
invalid order. Extensive logging by the TRANSFoRm DNC meant that a full record of these 




TRANSFoRm has shown that the process of integrating clinical trial process and data 
management into the EHR system can both be based on CDISC standards and be largely 
Ethier et al.  Submitted to JAMIA January 2016 
accomplished by a separate research system (the TSS), minimising the workload on EHR 
vendors. This is important in lowering the barriers to adoption and increasing the uptake of 
the LHS, whilst still using current data standards. All a vendor has to do to use our approach 
is to produce a data source model describing its XML patient data schema and its mapping to 
the CDIM, as well as providing an API, or equivalent, for communication with the DNC.  
 
We did not use the full ISO 13606 archetype model, which is more complex than our needs, 
but an archetype-based approach. The potential drawback of this is that, although ADL can be 
used to construct the archetypes, the lack of a formal dual-ontology means that OWL-based 
and similar techniques cannot be used to validate these archetypes.[26] Nevertheless, given 
the formal ontology nature of CDIM, relationships between the concepts used in the 
archetype can be ascertained. At present TRANSFoRm lacks a simple expression builder, as 
exists for ISO13606, for researchers to author ODM and SDM compliant XML containing 
bound data elements with appropriate ontology references (via <Alias>). This would not be 
difficult to develop but lies outside of the scope of the project. 
 
The approach we outlined is generalizable to other domains as different domain specific 
models can be created. We used higher level concepts to ensure future compatibility by using 
BRIDG for CRIM and building CDIM from middle level ontologies.[27,28] Standards, like 
the ISO11179 for metadata registries, were designed to allow the creation of various data 
elements with different level of granularity and detail. While this flexibility is essential to 
define data elements purely for research purposes, when applied to clinical interoperability, 
this can quickly lead to a profusion of slightly varying data elements. This is especially 
problematic when put in context of organizing data flows between the research data structures 
and the EHRs. Mappings need to be created between EHRs and data elements. All these 
slight variations can confuse and complicate mapping creations and maintenance. Moreover, 
to work effectively, links between the EHRs and the data elements need to be established 
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prospectively in order to avoid the need to create a new mapping each time a new data 
element is derived with a slightly modified definition.  
 
The ISO11179 standard has been used to define and store common data elements, most 
notably in the NCI CaDSR. The latest revision of ISO11179 Ed 3 contains a new registry 
metamodel, separating the concept layer of a data element from its representation 
(http://metadata-standards.org/11179/). This applies to both individual data elements and sets 
of concepts, so for example the concepts ‘sex’ and ‘genetic karyotype’ are related as data 
elements and conceptual domains with separate data element representations. Attempts have 
been made to directly represent ODM data elements using this new metamodel, serving the 
same basic requirement that we were attempting to solve with TRANSFoRm. This proved not 
to be possible as all the required attributes of ODM, and clinical representations found in 
EHRs could not be represented.[29] By using two alias, one to a metadata repository and one 
to CDIM, the <ItemDef> element can become an explicit link.  
 
We propose a model, based on formal ontology, representing a shared understanding of the 
domain that will provide precise definitions, in this case CDIM.  The adoption of CDIM to 
represent a shared ‘model of meaning’ allows the separation of definition from 
implementation.[18] ODM becomes the key standard, with references binding item 
definitions to CDIM and embedding the research meaning as a precisely defined query, 
structured and guided by CRIM. By associating the standards and the models using an 
archetype-based approach we were able to keep the implementation simple, using a connector, 
rather than requiring EHR vendors to implement a complex stack of templates and profiles. 
The project has proven its success in being able to implement this approach across five 
different systems in four separate countries, all running the same research protocol.  
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As described earlier, an alternative approach has been taken by IHE/HCL whereby the 
process of integration is undertaken by EHR vendors. The TRANSFoRm approach should not 
be seen as a competitor to IHE, but an attempt, in the context of an academically-led project 
to streamline the process of using CDISC standards.  Table 1 compares the TRANSFoRm and 
HCL/IHE approaches. 
 
Requirement HCL TRANSFoRm 
Form specification ODM ODM 
Research CDE definition CDASH CDIM Ontology 
Research CDE storage and 
distribution 
CDISC SHARE (ISO11179) Not implemented but would 
be ISO11179 MDR 
Research CDE mapping to 
clinical DE 
DEX Archetype. CDIM ontology 
referenced by ItemDef Alias 
Pre-population specification 
of query 
SDM (xpath) via DEX SDM (xpath) via pre-
specified queries referenced 
by ODM ItemGroupDef 
QueryID 
Pre-population extraction of 
EHR data 
RPE and CRD Via Data Node Connector 
and EHR API 
Semantic mapping CDASH – restricted code set TRANSFoRm Terminology 
Service (LexEVS) augmented 
by manual term selection and 
binding 
Display of CRFs RFD – proforma 
implemented by EHR system 
Via Data Node Connector 
and EHR API 
Data storage from CRFs Archive TSS (vie Data Node 
Connector) 
Audit and change control Archive Provenance model 
Security and authorisation  TSS (inherited from local 
authorisation) 
 
Table 1: Key differences between HCL and TRANSFoRm. HCL - CDISC Healthcare Link; 
ODM – Operational Data Model; CDE – Common Data Element; CDASH – Clinical Data 
Acquisition Standards Harmonization; CDISC SHARE – Shared Health and Clinical 
Research Electronic Library; MDR – Metadata Repository; DEX – IHE Data Element 
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Exchange; SDM – Study Design Model; RPE – IHE Retrieve Protocol for Execution; CRD – 
IHE Clinical Research Document; RFD – IHE Retrieve Form for Data Capture; TSS – 
TRANSFoRm Study System, 
 
A defining principle of a Learning Health System is that it is universal, and we therefore need 
to be able both to define meaning at system level via an ontology and also enable 
incorporation of legacy systems where there is not the resource to develop and maintain 
separate infrastructures for research within the clinical system. Both the TRANSFoRm and 
IHE approaches can co-exist with, for example, CDASH data elements adopting a reference 
to CDIM (or another ontology). Another easy way to bind both research and clinical 
definitions is to use the <ItemDef> element as a pivot by using two aliases: one to CDASH 
and one to CDIM. Maintaining clinical meaning across higher levels of abstraction should be 
seen as desirable in the context of the LHS. The recent completion of SHARE by CDISC, 
creating a single repository of both CDISC standards and artefacts from forms to data 
elements, offers potential to develop an integrated solution whereby TRANSFoRm data 
elements and queries could be made available via SHARE. The approach presented here has 
been successfully implemented and the next step, ongoing, is to evaluate the performance of 
the TRANSFoRm approach in a real-world clinical trial against traditional methods.[17] Once 
the clinical value has been established, further studies will investigate the impact of the LHS 
paradigm on the throughput of clinical trials in practices and associated financial impact. 
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Discussion 
A learning health system requires close coupling of care delivery, research and 
knowledge translation. This aims at an even tighter link than B2B originally proposed with 
emphasis on development of knowledge discovery. This evolution is well described in an 
article by John Westfall et al. published in the Journal of the American Medical Association 
in 2007. (Westfall et al. 2007) While presenting great potential, it also creates new 
requirements. One of the core requirements to achieve this is transparent, semantically correct 
data sharing across every step of the way. 
Moreover, B2B has been deployed and tested mostly in hospital settings, with only a 
few projects like ePCRN exploring new avenues in primary care. As such, an international 
LHS including primary care has not been previously attempted and the TRANSFoRm project 
offered an interesting opportunity to explore and test approaches for complex LHS data 
sharing needs. This section will discuss the advantages and limitations of the design 
approaches selected for the framework. Other projects intersecting this work will also be 
discussed. 
Data requirements in LHS 
Given the multitude of organisations involved (care, research and knowledge 
translation), copying data to a central location for sharing is not possible for political and 
governance reasons. This is compounded in context of a LHS including primary care 
(multiple, fragmented organisations) across multiple countries (each with different regulatory 
frameworks). (Weber 2015) This same context also precludes data federation as an option. 
Many organisations already have data repositories and will not change or duplicate them. 
Both XML and relational databases data sets are present and already part of larger systems to 
cater to other missions.  Finding a single data structure that could fit both LHS needs and the 
other institutions requirements could not be accomplished. 
Data Mediation 
As a result, data mediation emerges as the approach of choice to support a LHS 
including primary care. Data sources to be part of the LHS are a mix of public and private 
organisations, each with a tight budget. They receive demands to participate in multiple 
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projects, each asking time and resources to develop solutions to provide data to a specific 
platform. As such, it becomes very clear that a core requirement is to minimize resources 
asked from the data sources to participate in the LHS, but also, often overlooked, to maintain 
participation over time. 
This last requirement informs the analysis of global-as-view versus local-as-view 
approaches in data mediation. A previously described, DM is structured around a central, 
conceptual model used to support query expression for data sharing. It also contains local 
models describing each local data source. Each pair (the central model and a local model) 
then needs to be aligned in order to allow a query based on the central model to be translated 
into a locally executable query. In a GAV system, the central model is a view of the sum or 
union of each local model. As a result, any change in the local sources can bring a change in 
the central model and possibly affect mappings of other local sources as there are interactions 
between sources to create the central model. This would go against the goal of minimising 
resources required of sources. When discussed with potential participants, there was a strong 
desire on their side to be able to make changes to their local structure without affecting the 
whole system in order to to retain their independence. By forcing a change in the central 
model, it can also have a snowball effect on subsystems relying on the central model. In 
context of a LHS, this is especially important given the target of achieving a tight coupling 
between each component. 
Local-as-view mediation 
Given the above, despite potentially lower performance in query translation and 
increased mapping complexity, the local-as-view approach was chosen. In LAV, a central 
model is to be built independently of the sources it will integrate. It is based on the users’ 
view of the domain, independently of the availability of data in sources envisioned to be 
initially part of the system. Each local source then creates a model (data source model – 
DSM) to describe its structure and terminological use. Afterwards, mappings starting from the 
central model to the local model are created. Direct one to one mappings are not always 
possible so operations like conditions or union are allowed in the mapping model. In order to 
facilitate translations, only binary functions are allowed. They can be chained using 
intermediate results as input for another function. 
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This approach has the virtue of isolating each source. Any change affecting one source 
does not affect the others. If a local modification is applied to part of one source, only the 
mappings affected need to be updated. If this cannot be done immediately, they can simply be 
deactivated with the effect that these data elements will not be visible to the system until 
remapped. Nevertheless, the unaffected mappings can be kept and used by the system in the 
meantime. So this approach allows very granular isolation of modifications, benefiting both 
the sources (less pressure during modifications) and the platform (minimisation of data 
unavailability). 
Nonetheless, once mappings are completed, other benefits also emerge. One of the 
most common questions from users is about knowing where what type of information is. 
Once the system is in place, by surveying the mapping models for each source, the system can 
easily determine what elements from the central model are available in each source by 
extracting the concepts from the central model present in the mapping model. If a data 
element from a source is not mapped to a central model element, then it is not visible on the 
platform. Extracting this for each source makes it possible to create a metadata registry for 
each source. This registry can dynamically be updated by reanalysing the model set at a 
regular interval. 
Model management 
After a DM LAV has been selected, it raises another important question: how to 
pragmatically manage the various models necessary for the system to function and be 
maintained overtime. While structural models are omnipresent in DM systems, once must not 
forget the importance of terminological information to enable efficient data sharing. In 
addition, Rector previously demonstrated that these two models are interdependent and 
require binding together to derive the full semantics of data. 
Semantic interdependence 
Structural and semantic models have traditionally been managed separately. Structural 
models have been mostly managed using project-specific structures with information being 
expressed using XML or UML. (Stanford and Mikula 2008; Unified Modeling Language 
(UML)) The models are kept separate from the terminologies and are not accessible using 
recognized standards through these systems. On the terminological side, open-source, well 
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developed terminology servers like LexEVS and Bioportal have been available and used in 
multiple projects. LexEVS now complies with the HL7 CTS 2 standard which facilitates loose 
interactions between components interacting with projects using LexEVS instances. 
One common way to handle this situation, especially in the research world, has been to 
use metadata registries (MDR). Allowing the creation of data elements with definitions and 
fixed permissible values, most MDR offer a lot of flexibility. This is appreciated by the users 
creating data elements as they can create a multiplicity of similar, but not quite identical 
objects that can suit exactly their needs. Each research project is different and may require 
slightly different data elements. 
On the other hand, a LHS rests on a different paradigm. At the core of it, it aims at 
sharing data and the common subset of data to be shared between research, care and 
knowledge transfer includes EHR and clinical repositories sources, but also genomic data. 
This data is obviously used for care, but also, as mentioned previously to preload information 
in research forms or to contextualise alerts from decision support systems. It so requires a 
coherent and comprehensive view of the clinical domain shared by all participants in the 
system. This does not align well with a MDR where each participant can create personalized 
data elements. 
Moreover, a MDR does not allow a unified approach to the interdependence of these 
models as the resulting platform might contain three different sub-systems: one for structural 
models, one for terminologies and one to host the MDR. Moreover, when analysed in context 
of data mediation, a MDR creates additional challenges. Assuming that the MDR could be 
seen as the central model for data mediation, each element would require a set of mappings to 
each local model. This would imply important resources to be invested by each local source to 
be invested in creating mappings for each slightly different data element.  
Some approaches used by projects like the Electronic Medical Records and Genomics 
(eMERGE) network in the United States involve mapping data elements to existing 
terminological resources like SNOMED or the NCIt to provide some anchor to a standardized 
pivot. (Kho et al. 2011; Pathak et al. 2011) Nevertheless, mappings are not restricted to a 
single resource and different users can create different mappings based on the same 
information (e.g. diabetes is present in multiple terminologies and some are not part of the 
UMLS). The resources used for mapping can also contain ambiguity or incoherence between 
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each resource. Since the LHS does not have control over these terminological resources, it 
cannot ensure a coherent model to support mediation. Finally, while some degree of binding 
can happen at the central model level with a MDR, binding at the local level is not addressed.  
A unified framework 
A new approach was therefore needed to allow optimal binding between both model 
types in context of DM LAV. Firstly, it binding must happen both at the local but also at the 
central level in the DM system. Therefore, as a first step, we included explicit links between 
relevant data structures (e.g. fields or xml element content) and terminologies used to code 
data in these elements. Secondly, upon further comparison, in context of DM, both structural 
and terminological models require alignment. The requirements to achieve these are quite 
similar and so a platform supporting one should theoretically provide a strong basis for the 
other. (Shvaiko and Euzenat 2011) 
We consequently studied existing platforms, especially LexEVS. As previously 
mentioned, LexEVS is well suited as a terminological server to be used within a LHS. Its 
distributed modes of access (Java, as well as SOAP and RESTful web services) and standard 
compliance (HL7 CTS 2) facilitate its insertion in the platform. The fact that it can be 
deployed specifically for, and under the control of, the project also makes it a good candidate. 
We then explored if we could expand its use to support structural models within a DM 
system. LexEVS is an open-source software and supports customs extensions. At the core 
LexEVS allows multiple terminologies, expressed in multiple formats (e.g. UMLS, MedDRA, 
OBO) to be all imported in the server and served uniformly. LexEVS comes with loaders out-
of-the-box to support the most common format, but custom loaders can be built very easily. It 
also supports mapping files to express mappings between the terminologies (more generically, 
between the models) stored in the server. 
Based on the metamodel developed for the DSM, we built a LexEVS loader to import 
each DSM instance. We took a similar approach to allow the import of the mappings between 
DSMs and the central model. As a result, the central model, local models, terminologies, 
binding between each type of model and within each category can all be stored, managed and 
accessed within a single system, LexEVS. And all these activities can be accomplished using 
methods proposed by the HL7 CTS 2 standard. 
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The resulting platform can be seen as a unified structural/terminological framework. 
The similarity between terminological and structural operations mentioned previously also 
extend to pragmatic characteristics offered by LexEVS. For example, the server natively 
supports versioning. In case of a change to the central model, a new version can be created 
and made available without disturbing operations based on the previous version. Mappings 
can also be versioned and can limit their validity to specific versions of the central model or 
DSM. Elements can be de-activated without being deleted by altering the “isActive” property. 
Multi-language facilities are also built-in greatly, easing the support of international project 
like TRANSFoRm which was deployed with four countries using four different languages. 
Content is also clearly separated from the hosting platform itself. 
One remaining challenge is the absence of tools to facilitate the creation and validation 
of the DSM and mapping of instances required to include a source in the system. In 
TRANSFoRm, the models were created manually by the researchers, in collaboration with the 
data source personnel. While tool creation was not in the project scope, it is clear that these 
tools would be required to support an independent, larger-scale LHS.  
CDIM ontology 
While the unified framework described above brings intrinsic benefits, the exposed 
surface of the system is the central conceptual model itself. Queries to be issued to the system 
need to express their semantics through it. Naturally, as mentioned previously, in order to 
share data, participants in the LHS must first share a coherent view of the domain at hand. It 
draws a clear parallel with ontologies. While multiple specific definitions have been 
proposed, they are generally understood to be sharable and reusable representations of 
knowledge for a domain. (Gruber 1995; Burgun 2006) While multiple constructs have been 
referred to as ontologies, the group of formal applied ontologies to support the biomedical 
domains has been growing over the last few years. 
Two general approaches exist in terms of formal ontologies: the realist and the 
cognitivist approaches. A cognitivist ontology aims at formalizing the concepts we use to 
categorize the world, as revealed by our common sense and our language: such an ontology 
has a cognitive and linguistic bias. For example, the Descriptive Ontology for Linguistic and 
Cognitive Engineering (DOLCE) categories are thought of as cognitive artefacts, ultimately 
depending on human perception, cultural imprints and social conventions. (Gangemi et al. 
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2002) On the opposite side of the spectrum, a realist ontology aims at formalizing the real 
entities of the world, which we know through our best scientific theories. In the biomedical 
domain, the OBO Foundry collection of interoperable ontologies is built upon the realist 
upper ontology BFO. (Grenon et al. 2004; Smith et al. 2007) The medical domain might be 
spontaneously seen as a better fit for a cognitivist ontology, since it includes informational 
objects and mental constructs, such as diagnoses. However, these can also be efficiently 
formalized with a realist approach, as illustrated by the Ontology for General Medical Science 
(OGMS), which formalizes a diagnosis as an informational content entity about the health 
status of a patient. (Ceusters and Smith 2015) This is well exemplified by the growing body 
of ontologies present in the OBO foundry.  
We therefore chose to develop CDIM as a realist ontology with the aim of reusing as 
many existing, well-developed classes as possible. It uses Basic Formal Ontology (BFO) 1.1 
as the foundational ontology, based on BFO’s central role in the OBO Foundry. (Grenon 
2003) Several OBO Foundry ontologies, including OGMS, the Vital Sign Ontology (VSO) 
and the Information Artifact Ontology (IAO) were directly imported into CDIM. (Goldfain et 
al. 2011; The Information Artifact Ontology (IAO) is an ontology of information entities 
based on the BFO) CDIM also integrates classes from other ontologies such as the Ontology 
for Biomedical Investigations (OBI) and the Gene Ontology (GO). (Ashburner et al. 2000; 
Brinkman et al. 2010) 
Primary care concepts and temporality in CDIM 
While existing initiatives were leveraged, two aspects were identified with incomplete 
coverage. Firstly, while a large spectrum of the clinical domain applies to both primary care 
and specialized care, the former relies on concepts not necessarily exclusive to it, but certainly 
more central to the domain than secondary or tertiary care. One example of such concept is 
the reason for health care encounter. While the reasons to see an endocrinology specialist 
focusing his practice on diabetes might be self-evident, primary care physicians tend to see 
patients with undifferentiated presentations (e.g. abdominal pain instead of appendicitis). We 
therefore needed to create primary care-oriented classes. When adding such classes, we 
designed them in such a way as to avoid inconsistencies with other common classes. For 
example, a “Reason for health care encounter” was formalized as an entity bearing a special 
role that we called the “reason for health care encounter role”. Thus, it was not necessary to 
modify the classes diagnosis, symptom and sign in our ontology so that they could be a reason 
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for health care encounter, since all these entities can bear the reason for health care encounter 
role. This facilitates interoperability operations with other projects using the same core and 
intermediate level ontologies. 
It also facilitates binding with terminologies. Various terminologies contain terms with 
varied semantic groupings. For example, the International Classification of Primary Care 
(ICPC-2) contains both symptoms and diagnoses. CDIM can contain binding information to a 
value set containing only ICPC-2 symptoms (amongst others) for the “symptom” class, as 
well as another binding to another value set for diagnosis. When querying for “reason for 
health care encounter role”, the relevant terminological values for ICPC-2 can be construed as 
the union of value sets bound to the classes that can bear the role. 
On the other hand, design choices were made with the help of the users in regard to 
some concepts around habits (e.g. level of physical activity/sedentary, dietary habits) or 
behavioural interventions. While definitely present in the primary care domain, they were not 
given importance by the users in terms of impact on current research or knowledge transfer 
activities. 
Secondly, temporal aspects are rarely, if at all, covered in the existing ontologies that 
were imported. On the other hand, temporal information is essential to express biomedical 
queries as illustrated by the TRANSFoRm use cases, but also in other projects like EHR4CR, 
a European project focusing on the re-use of hospital clinical data for research. (Coorevits et 
al. 2013) To better address these needs, temporal classes were created where necessary. We 
tried to use equivalent classes when possible. Anonymous classes could be used in this 
context but equivalent classes provide a unique identifier (URI) to be used as a target for a 
CDIM-DSM mapping. For example, the class “diagnostic process conclusion instant” (the 
moment at which a diagnostic process produces a diagnosis) is expressed as: 
– “temporal_instant” and (“has temporal occupant” some “diagnostic process 
conclusion”) 
In the end, over 100 classes were created in the CDIM ontology, including more than 
25 to address temporal aspects. Several new object properties and axioms were also created. 
LexEVS already contains a loader supporting the Web Ontology Language (OWL) formatted 
files. While the original ontology file imports the necessary ontology (e.g. OGMS) or 
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ontology segments through the MIREOT process, they are all merged into a single OWL file 
prior to import into LexEVS in order to facilitate the loading process. (Courtot et al. 2011) 
Advantages of using an ontology as a central model for a LHS 
Using an ontology as the central model of our data mediation system brings important 
advantages. It permits (and can enforce) formal definitions for the expressed concepts as 
classes, with examples and synonyms. One of the roles of the central model is to allow a clear 
and unambiguous mapping with the DSM. The high clarity achieved in CDIM facilitates 
mapping creation with the DSM. 
Although the TRANSFoRm requirements for data usage were to return data according 
to a tabular format and given the fact that no participants in the TRANSFoRm LHS expressed 
the need to use a Semantic Web approach to share data, no formal tools were developed to 
present data through a SPARQL endpoint for example. Nevertheless, CDIM being an 
ontology, it could be used to bridge data for sources using a triple store for example. 
Frameworks like R2RML (relational databases to RDF mapping language) are now available 
to expose relational data as a virtual SPARQL endpoint. (R2RML: RDB to RDF Mapping 
Language Schema) 
An often overlooked aspect of data sharing platforms is provenance but the domain 
has been active over the last few years and has seen the emergence of the Open Provenance 
Model standard to act as a core framework. (Curcin et al. 2014) Provenance is essential as a 
means to achieve traceability and auditability in a digital infrastructure of data, tools, 
processes and agents. The novelty of the TRANSFoRm provenance framework is that it links 
the provenance model to the medical domain model, by means of bridging ontologies, thereby 
enabling verification with respect to established concepts. CDIM is a key element in this 
approach, since it allows a uniform conceptualization of annotations in provenance traces that 
are produced by multiple tools and across national boundaries. This has a direct impact on the 
ability of the system to be audited in a consistent manner regardless of its geographical 
location, e.g., a clinical trial design conducted in Germany, or a record of data extraction for 
an epidemiological study in France. 
It is important to note that a realist ontology represents the world according to the best 
available theories. It is therefore by default an organic, dynamic entity which will grow and 
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evolve. The characteristics of LexEVS described above help the process to be structured and 
non-destructive to the ongoing activities.  
One key area that will likely expand over the next years or even months will be the 
genomic (and eventually proteomic and metabolic) observations. The TRANSFoRm use-case 
required mostly single-nucleotide polymorphism (SNP) support. At some point, sequence 
structural variations and mutations, as well as, gene expression data will be relevant to the 
researchers and clinicians, and such concepts will also need to be included in CDIM. (Masys 
et al. 2012) However it is unclear, given the high heterogeneity inherent to the field of 
translational research, and the increasing use of genetic information in personalized medicine 
to which level of precision the models will need to abide by. 
Terminology mappings 
While DM LAV is based on a central model and mappings to local sources, the 
terminological alignment activities cannot exclusively be based on a central, sometimes called 
pivot, terminology. Given the international nature of the system, various national and 
international standards need to be supported. The point of view and the approach chosen to 
build each terminology differs with the result that a direct, one to one mapping cannot always 
be created. One of the most salient examples is found in diabetes. Previously, diabetes was 
viewed as insulin-dependent diabetes mellitus or non-insulin dependent diabetes mellitus. The 
view later changed to diabetes mellitus type 1 and type 2. Yet, no direct equivalence, valid in 
each context, can be made between both visions. Some type 2 diabetes cases require insulin as 
a treatment. Some sub-types of diabetes mellitus are also emerging like latent autoimmune 
diabetes of adults which can be seen as diabetes mellitus type 1.5! 
For some queries, researchers using sources coded with both insulin dependence view 
and type view might elect to equate type 1 with insulin dependence. For some others, it might 
not be possible. It is also possible to complement terminological mappings with restrictions 
based on other clinical characteristics to arrive at the desired patient population. 
So in our unified framework, one-to-one and one-to-many mappings are stored in the 
system and used automatically for query expansion. In case of contextual mappings or 
uncertain alignments like the diabetes example above, terminological mappings can be 
reviewed by the user and selected at the time of query building. 
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TRANSFoRm outcome 
The project was successfully implemented in 5 countries. Data sources ranging from 
EHR and clinical repositories to genomic data sets were successfully queried to support each 
component and complete the three use cases: epidemiological research, randomized control 
trial and decision support system. Regarding the RCT, it was implemented with five different 
EHR vendors. CDIM triplets [CDIM | operator | value] were able to provide sufficient 
expressiveness to support the required criteria and data extraction queries when inserted in 
query models. 
The system was well accepted by the different participants. Its distributed nature 
facilitated its adoption by the various parties and the chosen approach was deemed acceptable 
in regard of the intellectual property of the industrial partners (like EHR vendors). 
Other projects and future work2 
Other initiatives are emerging in the learning health systems field. The definition 
retained for our work requires coupling the three components previously discussed. 
Nevertheless, other initiatives have been published and described as LHS while not 
embracing, at least at the moment, the full LHS cycle. Some focus on binding research and 
care data. For example, PEDSnet is described as a national paediatric learning health system 
but focuses on knowledge generation with the help of clinical data. Based on available 
publications, it does not formally address the knowledge transfer part of the cycle for now. 
(Forrest et al. 2014)  
Regional initiatives like Path and Portal are also emerging with similar goals, first and 
foremost building observational cohorts from multiple centres based on care delivery and 
administrative data. (Amin et al. 2014; McGlynn et al. 2014) Others are discussion platforms 
like the American Society of Blood and Marrow Transplantation Clinical Case Forum, an 
online secure tool to enhance interaction and communication among hematopoietic cell 
transplantation professionals. (Barba et al. 2015)  
                                                 
2 The reader is referred to the articles presented previously for a discussion of the projects predating 
TRANSFoRm. This section will focus on more recent initiatives. 
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The Scalable Collaborative Infrastructure for a Learning Healthcare System (SCILHS) 
is another project aiming at building a LHS. (Mandl et al. 2014) It requires data to be loaded 
in what is described as a “side car” which provides tools based on the I2B2 data warehouse 
and federated queries are based on SHRINE. (Weber et al. 2009; Murphy et al. 2010) If 
another data warehouse already exists, its needs to be replaced by the side car or data needs to 
be duplicated. The initial goal was to identify patient cohorts from care delivery data in major 
hospital centres. They are now looking into using the Patient Centred Oriented Research 
Common Data Model (expressed as a relational model) as a pivot to support querying other 
sources not structured as I2B2, moving toward data mediation. (PCORnet Common Data 
Model (CDM) - PCORnet) At this point, knowledge transfer is not part of the system yet but 
they built a functional interface to allow for patient engagement directly on the platform 
which is a novelty and holds promises to increase social acceptance for this type of system 
and also to improve recruitment and patient participation.  
The EURECA project aims to support the development of cancer research tools by 
providing a homogeneous framework to access data from EHR systems and clinical trial 
systems. (EURECA | Home) Its common model is based on HL7 RIM. Data loading through 
ETL in the common DW is executed from HL7 V3 messages (that must be generated by the 
participating sites). It then provides query federation through the platform. It explicitly 
includes clinical and genomic data but uses pivot terminologies (SNOMED CT, LOINC and 
HUGO Gene Nomenclature Committee). (Alonso-Calvo et al. 2015; Ibrahim et al. 2015) As 
opposed to TRANSFoRm, they have chosen to store terminologies in a semantic repository 
(Sesame server). It offers an interesting avenue in terms semantic web opportunities, but 
many challenges remain in using such models expressed with description logic with a view to 
do reasoning. (Bodenreider et al. 2007; Ceusters et al. 2007; Schulz et al. 2007; Cheetham et 
al. 2015) While this project targets a specific domain (oncology) and as such might not 
encounter all the challenges of a more generic approach, it covers knowledge transfer with an 
explicit module regarding guidelines usage. This could provide important information for the 
future development of this aspect in the LHS. The project is ongoing. 
While not labelled as such, other initiatives have a similar goal of leveraging hospital 
data to support clinical research. The EHR4CR project (Electronic health record for clinical 
research), partly funded by the pharmaceutical industry, deployed its infrastructure in Europe. 
(De Moor et al. 2015) It was designed to support I2B2 data warehouses, as well as those 
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structured following its common data model based on the 
«A_SupportingClinicalStatementUniversal» model, a component of the Study Design sub-
group, proposed by the HL7 Regulated Clinical Research Information Model (RCRIM) Work 
Group. (Ouagne et al. 2012) Hospitals need to have their data warehouse structured according 
to either format to participate. Federated queries can then be issued to the system based on a 
developed eligibility criteria query language shown to allow a good expressivity. (Bache et al. 
2015) EHR4CR uses a pre/post processing approach where fairly generic mini queries are 
created to extract groups of related data elements (e.g. diagnosis). (Bache et al. 2013) For a 
given eligibility criterion, the data group is first extracted and then further processed within 
the local EHR4CR node. This requires moving significant amount of data out of the DW each 
time but the group mentions post-processing allows more flexibility in query complexity as it 
is not limited by the relational database query language. This has been tested with I2B2 and 
the local DW schema. TRANSFoRm has been targeting a larger variety of sources 
(genomic/clinical; primary EMR/national repositories; relation databases/xml…) and in the 
context of primary care, but it tested a smaller set of eligibility criteria.  
The Observational Medical Outcomes Partnership was a public-private partnership 
that was established to inform the appropriate use of observational healthcare databases for 
studying the effects of medical products, with a clear focus on drug safety surveillance. 
(Ogunyemi et al. 2013) A large portion of the project addressed challenges inherent to use of 
observational study in terms of statistics and analytical processes. But in order to achieve this, 
large cohorts were necessary and collaboration to share data was sought through its 
membership. One of the major outcomes of the project is the OMOP common data model. 
(Overhage et al. 2012) Presented as a relational model, it is well described and is supported 
by the community. ETL scripts are available for many EHRs. (Common Data Model | 
Observational Medical Outcomes Partnership) This work was done in parallel with 
TRANSFoRm and the development of CDIM. While focused on drug safety and not 
expressed as an ontology (so it is missing explicit, actionable relationships between concepts 
other than keys and belonging to a table), it has been used in many projects and validated and 
could inform part of the development of CDIM in the future in order to align common 
concepts to facilitate future interoperability. 
Other European projects like the European Medical Information Framework project 
(EMIF) also aims at creating an environment for efficient re-use of health data. (Bastião Silva 
  81 
et al. 2015) EMIF is currently at the pilot project phase in a hospital in Spain. (Mayer et al. 
2015) 
In terms of primary care, one of the most developed project is the electronic Primary 
Care Research Network (ePCRN). It also focuses on research and also requires all data 
sources to be structured according to the American Society for Testing and Materials 
Continuity of Care Record (CCR) information model before being integrated on the platform, 
thereby being more along the lines of federation. 
Overall, tendencies from the projects above can be identified. They mostly target 
relational data sources and rely on data warehousing with federation. No direct use of EHR 
data is included (other than to feed a DW) and most require a specific DW to be used (mostly 
I2B2). Finally, they are mostly targeting integration of hospital data into research workflows, 
and this might explain part of the differences between our approach as implemented in 
TRANSFoRm and these projects. 
Opportunities 
In order to help new participants use the platform, tools will need to be created to 
facilitate development of the various models necessary for DM. Interesting resources could be 
used to facilitate the data source model creation. An unofficial relational database “crawler” 
was created to produce skeletons of relation DSM, similarly for XML documents. Much work 
has also been done the domain of ontology alignment and some could be used to narrow 
targets sets during mapping creation. Likewise, lexical similarity and proximity calculations 
within CDIM and the DSM could be used to try to identify related concepts. An approach an 
approach similar to the one presented here was presented by Mate et al. as a way to organise 
and guide ETL activities to an I2B2 DW. (Mate et al. 2015) While not using a unified 
platform, they did create various tools to facilitate mappings between source and the central 
model. Given the similarity of the two approaches at the structural mapping level, further 
investigation of the existing tools could indicate synergies between both projects. These tools 
could also be extended to make use of the structural-terminological bindings found in the 
unified framework to do data consistency and quality verifications in local sources.  
One very interesting initiative ongoing at this time is the Fast Healthcare 
Interoperability Resources (FHIR) initiative hosted under the HL7 organisation and currently 
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in the Draft Standards for Trial Use 2 stage. (Anwar and Doss 2015) It consists in a set of 
predetermined data models (called “resources”) which are modular and can be extended with 
local extensions and focuses on data exchange. If EHRs are to implement this widely as an 
export format for patient data, it might become interesting for a LHS to provide pre-defined 
mappings between FHIR structured patient extracts and CDIM, thereby lowering resources 
required by EHRs to participate. 
Nonetheless, the most promising next step might be to expand and formally test the 
system using tertiary and secondary care data sources. This is essential to be able to address 
health care trajectories. While intra-institution processes and outcome are important, some 
important questions can only be answered by uniting data from various levels in order to get a 
clear picture for a patient. It is not rare for example that a patient treated in a highly 
specialized cancer care centre is later on transferred to his regional hospital or even his 
primary care practice. In this context, to be able to evaluate long term outcomes from 
therapies dispensed in the cancer centre, longitudinal data from both hospital and primary care 
needs also to be taken into consideration. Similarly, important knowledge can be discovered 
on predisposing factors and disease evolution by assembling data from the initial clinical 
presentation in the primary care office with the hospital data. 
This approach is also essential so that physicians can use the system to explore the 
care they provide to their patients. To be able to visualise how they treat patient in their 
practice and how these patients fare in the long run, it is necessary to include care received in 
external institutions. 
Nonetheless, to explore the path outlined above, an important issue will need to be 
addressed. Patient data linkage is currently largely done on a per-project basis. A previous 
analysis demonstrated that at a regional level, patients having data in multiple institutions can 
create complexities in data selection and analysis. (Weber 2013) Moreover, ethical rules 
governing this are not always explicitly communicated to the community and automated 
systems that could facilitate linkage coupled with learning health systems remain to be 
developed. 
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Conclusion 
The concept of the learning health system is fairly new but has gained a lot of traction, 
including in high audience journal outside of the medical informatics community, for example 
in the New England Journal of Medicine. (Hamburg and Collins 2010) It is also well 
represented in the top journal of the medical informatics discipline. The LHS can provide 
important benefits for clinical care, research and knowledge transfer activities but sharing data 
and knowledge efficiently and correctly is an important challenge. 
The LHS presents important requirements in terms of data interoperability and data 
sharing. Popular approaches like data warehousing, whilst useful as at an institutional level, 
cannot be used as the core support for data integration in the LHS given the governance and 
resources necessary to implement it. Data mediation has compelling characteristics in this 
context. A local-as-view data mediation approach was successfully implemented through the 
TRANSFoRm project and supported the required data sharing activities outlined by its use 
cases. 
Even though Rector identified the strong interdependence between structural and 
terminological models when using health care data, most projects handled them separately. 
This work presented a novel, unifying approach to address this requirement. From local 
models to the central model to the queries, the framework supports and facilitates binding 
between structural and terminological information in an explicit way. This represents a 
significant departure from the previous strategies for addressing interoperability in 
translational research, and it has been successfully demonstrated within the context of the 
clinical research studies of the EU TRANSFoRm project. 
This is achieved in part by an innovative use of the LexEVS terminology server, 
expanding its role to host all the models required by the framework. The added benefits 
include access to structural models through standardized methods as well as versioning and 
multi-language capabilities. 
CDIM, as a core ontology of such an approach, enables simplicity and consistency of 
design across the heterogeneous software landscape and can support the specific needs of 
EHR-driven phenotyping, using primary care data. CDIM is flexible and modular by design 
as it can be bound to multiple terminologies, enabling new ways to approach data as the 
  84 
requirements of translational medicine evolve and new domains like epigenetics become part 
of patient care. 
The framework presented here can serve as a strong foundation to expand knowledge 
about the necessary systems to support a LHS, from tools to maintain the system, to 
integration of hospital sources to patient data linkage. 
In the end, the unified framework is flexible and should reduce the integration efforts 
required from the data sources, thereby lowering the cost of entry of this type of research for 
smaller institutions, and removing the need for larger institutions to invest in additional data 
warehousing. 
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Web Resources 
BioPortal SPARQL Query Browser at <http://sparql.bioontology.org/> 
CDISC | Strength Through Collaboration at <http://www.cdisc.org/> 
Common Data Model | Observational Medical Outcomes Partnership at 
<http://omop.org/CDM> 
CPRD | Clinical Practice Research Datalink at <http://www.cprd.com/> 
CTS2 - HL7Wiki at <http://wiki.hl7.org/index.php?title=CTS2> 
EURECA | Home at <http://eurecaproject.eu/> 
ICD-10 Version:2008 - E10 at 
<http://apps.who.int/classifications/icd10/browse/2008/en#/E10> 
ICD-10 Version:2008 - F32 at 
<http://apps.who.int/classifications/icd10/browse/2008/en#/F32> 
ICD-10 Version:2008 - J18 at 
<http://apps.who.int/classifications/icd10/browse/2008/en#/J18> 
LexEVS | LexEVS - NCI at <https://wiki.nci.nih.gov/display/LexEVS/LexEVS> 
Ontario Cancer Registry | Cancer Care Ontario at 
<https://www.cancercare.on.ca/ocs/csurv/stats/ocr/> 
PCORnet Common Data Model (CDM) - PCORnet at <http://www.pcornet.org/pcornet-
common-data-model/> 
R2RML: RDB to RDF Mapping Language Schema at <http://www.w3.org/ns/r2rml> 
Read Codes | Read Codes - Health & Social Care Information Centre at 
<http://systems.hscic.gov.uk/data/uktc/readcodes> 
SNOMED CT | The Global Language of Healthcare at <http://www.ihtsdo.org/snomed-ct> 
The Information Artifact Ontology (IAO) is an ontology of information entities based on the 
BFO at <http://code.google.com/p/information-artifact-ontology/> 
Unified Modeling Language (UML) at <http://www.uml.org/> 
WHO | International Classification of Diseases (ICD) | WHO at 
<http://www.who.int/classifications/icd/en/> 
WONCA | International Classification of Primary Care | WONCA at 
<http://www.globalfamilydoctor.com/groups/WorkingParties/wicc.aspx> 
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Annexe : Synthèse des travaux et résultats en français1 
La recherche translationnelle 
La recherche translationnelle a été précédemment décrite en utilisant l’acronyme 
anglophone B2B : Bench to the bedside, de la paillasse au lit du patient. Dans ce paradigme, 
les idées émergent des activités de recherche fondamentale et la recherche translationnelle 
B2B visait à augmenter l’utilisation des nouvelles approches découvertes par les scientifiques 
pour les soins aux patients. Le concept a, par la suite, évolué vers la fin des années deux mille 
pour inclure « back to the bench », où une vision bidirectionnelle était développée. Cette 
évolution tire en partie son origine dans l’augmentation de la disponibilité des données 
génotypiques et phénotypiques. 
Aujourd’hui, une quantité énorme de données est créée par les équipes traitantes lors 
de la provision des soins aux patients. Ces données permettent une utilisation pour la fouille 
de données et la génération de nouvelles hypothèses, au lieu de cantonner cette dernière aux 
activités de recherche fondamentale. Néanmoins, les soins de santé sont prodigués par un 
écosystème complexe où les patients interagissent avec plusieurs cliniciens faisant partie de 
plusieurs institutions pour des épisodes de soins ponctuels (ex. une pneumonie) ou lors de 
plusieurs visites reliées à un même problème (ex. le suivi de l’hypertension ou du diabète). 
Bien qu’initialement surtout disponibles dans les centres hospitaliers universitaires, les 
données cliniques sont maintenant créées lors de la majorité des actes de soins, et ce, même 
lors des activités de la première ligne (médecine de ville) dans plusieurs pays. Les patients 
participent aussi à plusieurs protocoles de recherche où diverses données biomédicales sont 
créées et stockées sous forme digitale. Finalement plusieurs systèmes experts comme les 
systèmes d’aide à la décision (SAD) génèrent aussi beaucoup de données lors de leur 
utilisation. Avec tous ces pôles de création de données, il devient difficile d’obtenir une image 
claire, complète et unifiée des interactions d’un patient avec le système de santé. 
Cette nécessité de lier les données de patients provenant de plusieurs sources 
hétérogènes mandate le développement de méthodes standardisées afin de représenter 
                                                 
1 Le lecteur est invité à se référer à la version complète (en anglais) de la thèse pour les références scientifiques 
pertinentes. 
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l’information à partager. Les terminologies et les vocabulaires contrôlés jouent un grand rôle 
à cet effet. Toutefois, plusieurs terminologies disparates peuvent aussi créer de l’hétérogénéité 
et les initiatives comme l’UMLS (Unified Medical Language System) permettent de relier les 
terminologies entre elles au niveau conceptuel (équivalence et subsumption). Afin 
d’opérationnaliser l’utilisation de ces ressources, des outils comme LexEVS et Bioportal ont 
été développés. Néanmoins, plusieurs défis persistent dans ce domaine. 
Différentes caractéristiques du système de santé expliquent cet état de fait. Plusieurs 
systèmes informatiques coexistent dans une même institution, mais remplissent différents 
rôles (pharmacie, laboratoire, finances). Plusieurs compagnies offrent des systèmes pour ces 
activités, mais les données créées sont structurées et modélisées différemment. La granularité 
varie aussi beaucoup entre les données des médecins de ville, des hôpitaux et des registres 
populationnels (comme les registres de cancer). En ajoutant les barrières administratives et 
géographiques (les patients sont parfois traités dans plusieurs pays en Europe), la 
fragmentation des données devient importante.  
Le système de santé inclut aussi les activités de recherche qui s’y déroulent. Les défis 
de recrutement sont importants et les coûts, substantiels. C’est d’autant plus vrai en contexte 
de recherche incluant la première ligne où chaque site, un cabinet de médecin, comprend 
relativement peu de patients. Il est donc difficile, mais essentiel de bien choisir les sites.  
Finalement, les activités de transfert des connaissances prennent de plus en plus 
d’importance. On les retrouve tant au niveau populationnel (ex. politiques de santé publique) 
qu’au niveau patient (ex. les outils d’aide à la décision). Néanmoins, plusieurs difficultés 
apparaissent lorsque ces activités de transfert de connaissances ne sont pas bien arrimées avec 
les autres activités du système de santé et des populations ciblées. Par exemple, plusieurs 
systèmes d’aide à la décision sont ignorés par les cliniciens étant donné la présence d’alertes 
non pertinentes trop fréquentes, le phénomène étant appelé « alert fatigue » dans la littérature 
anglo-saxonne. Afin d’améliorer la pertinence du système, il est essentiel d’obtenir des 
informations au regard de la population traitée et du patient index à qui s’applique une alerte. 
Tel que mentionné ci-haut, afin d’avoir une image complète du patient, on ne peut pas se 
limiter aux données disponibles dans l’institution de référence. 
En tenant compte des différentes caractéristiques et des défis rencontrés lors de la 
distribution des soins de santé, de la recherche et des activités de transfert des connaissances, 
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il apparaît clair que la recherche translationnelle, qui touche à tous ces domaines, doit 
travailler à développer des outils qui permettent d’unifier l’échange de données dans le 
système entre ces activités qui sont, au finale, très interdépendantes. 
Les systèmes de santé apprenants 
Une réponse possible à ces défis a commencé à émerger il y a quelques années sous la 
forme des systèmes de santé apprenants. Initialement proposé graduellement par McGinnis et 
Friedman, le concept propose un arrimage serré et cohérent entre la provision des soins, la 
recherche et les activités de transfert des connaissances.  
 
Figure : Système de santé apprenant 
Afin de permettre à un cycle similaire de bien fonctionner, une connaissance partagée 
de la sémantique des données échangées est essentielle et c’est un défi d’interopérabilité 
important dans un contexte avec autant de sources hétérogènes. De plus, il est maintenant 
établi que l’étude des maladies complexes requiert l’intégration efficace des données de 
génomique, de protéomique, ainsi que des données environnementales et phénotypiques.  
Le projet Translational Medicine and Patient Safety in Europe (TRANSFoRm), un 
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santé apprenant déployé en Europe et supportant les soins de première ligne. Nous avons donc 
développé notre approche unificatrice et l’avons testée dans le cadre de TRANSFoRm. 
Les défis d’interopérabilité biomédicale dans un contexte de systèmes de 
soins de santé apprenants 
Hétérogénéité des sources de données 
L’hétérogénéité découle des différentes caractéristiques des sources considérées. 
Premièrement, la structure de la source de données elle-même peut s’appuyer sur différentes 
technologies (ex. les bases de données relationnelles, les fichiers Extensible Markup 
Language – xml – les documents avec valeurs séparées par des virgules – csv…) qui varient 
en plus selon l’implémentation spécifique préconisée par la compagnie proposant la 
technologie. De plus, le monde biomédical peut être modélisé de plusieurs façons, selon 
plusieurs angles, en fonction de l’auteur et des prémisses de modélisation. Finalement, le 
niveau de granularité peut aussi varier. Donc, même si plusieurs éléments sont largement 
repris dans le monde de la santé, par exemple la date de naissance ou le numéro de dossier de 
santé du patient, ils seront souvent modélisés différemment. L’ensemble de ces aspects est 
identifié dans ce travail comme « hétérogénéité structurelle ». 
Deuxièmement, afin de faciliter les échanges d’informations, plusieurs terminologies 
et vocabulaires contrôlés ont été créés dans le monde biomédical. Ils permettent une 
utilisation uniforme et constante des termes partagés par les utilisateurs. On peut ici citer des 
exemples internationaux comme la classification internationale des maladies dixième édition 
(CIM 10), la classification internationale des soins primaires (ICPC) ou la nomenclature 
systématisée de la médecine (SNOMED). Néanmoins plusieurs terminologies sont utilisées à 
un niveau national comme les Read Codes au Royaume-Unis. De plus, les logiciels et 
plateformes qui sont utilisés dans les systèmes de santé contiennent plusieurs codifications 
internes (ex. 1 pour les hommes et 2 pour les femmes) qui ne sont pas standard et qui peuvent 
même être la propriété exclusive des sociétés ayant créé ces logiciels. Globalement, ces 
aspects sont identifiés ici comme l’hétérogénéité terminologique.2 
                                                 
2 Certains auteurs utilisent le terme « hétérogénéité sémantique » à cet effet, mais tel que démontré dans ce 
travail, déterminer la sémantique (signification) d’une donnée nécessite l’intégration des aspects structurelles et 
terminologiques. 
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Interdépendance des modèles structurels et terminologiques 
Les deux types d’hétérogénéité et les modèles sous-jacents peuvent être décrits 
séparément tels que présentés ci-haut, mais sont au final très interdépendants. Afin de pouvoir 
déterminer la sémantique (signification) complète d’une donnée, les modèles structurels et 
terminologiques doivent être intégrés. 
Par exemple, le code E11 de la terminologie CIM 10 réfère à l’entrée E11 qui contient 
plusieurs informations pertinentes pour comprendre la signification du code, incluant son 
intitulé : Diabète sucré non insulino-dépendant. Les pathologies incluses et exclues sont aussi 
mentionnées (ex : exclusion du diabète de grossesse). Néanmoins, ceci nous donne seulement 
une connaissance partielle de ce qui est représenté par cette instance de code E11. Est-ce qu’il 
représente un diagnostic pour le patient index (ce patient souffre de diabète) ou est-ce 
l’indication qu’un membre de la famille souffre de diabète ? Est-ce un diagnostic fait à 
l’admission, alors que l’histoire n’est pas encore très claire, ou est-ce un diagnostic final lors 
du congé d’une hospitalisation ? Est-ce un diagnostic fait par un interne ou un patron ?  
Pour les événements ponctuels, par exemple les pneumonies (J18 dans la CIM 10), le 
code peut représenter une pathologie existante au moment de l’entrée de la donnée ou plutôt 
faire référence au fait que le patient a souffert d’une pneumonie dans le passé. Les choses sont 
encore plus complexes pour les maladies épisodiques comme les dépressions majeures (F32 
dans la CIM 10). Un deuxième code pour un même patient 18 mois après le premier peut 
représenter un suivi de l’épisode de soin initié 18 mois plus tôt ou représenter un tout nouvel 
épisode de dépression. Ces variations sont d’autant plus importantes lorsqu’on essaie 
d’intégrer les codes de plusieurs institutions. Il est alors bien hasardeux de faire une extraction 
simple des codes sans prendre le contexte structurel en compte, car c’est lui qui contient les 
éléments d’information pour compléter la sémantique des codes terminologiques. Bien que ce 
défi ait été identifié par A. Rector il y a quelques années pour les informations cliniques, 
l’ajout des données « omic » incluant l’épigénomique ajoute un niveau de complexité. 
Autres exigences 
Étant donné que plusieurs institutions doivent participer au système de santé 
apprenant, chacune évoluant potentiellement dans un environnement légal et administratif 
différent, une simple copie de toutes les données vers un site central n’est pas possible. De 
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plus, plusieurs institutions ont déjà plusieurs systèmes en place, structurés et encodés d’une 
certaine façon afin de répondre à leur mission première. Au final, les systèmes de santé 
apprenants ne contrôlent pas ces organisations et ne peuvent donc pas imposer des 
modifications à la structure des données existantes ou futures. D’ailleurs, étant donné la 
quantité importante de projets qui demandent la coopération des organisations de santé avec 
des budgets limités, il est important de minimiser les ressources nécessaires pour participer à 
un système de santé apprenant. 
Finalement, le système de santé apprenant se doit de supporter les approches 
prospectives. Contrairement à d’autres domaines, plusieurs requêtes qui devront être 
exécutées par le système de santé apprenant ne seront pas connues à l’avance. De nouveaux 
concepts et de nouvelles façons d’interagir avec les données émergeront dans les prochaines 
années et le système devra être capable de les supporter. De la même façon, toutes les sources 
ne seront pas connues au jour un. Le système doit donc être capable de croître organiquement 
et d’intégrer de nouvelles sources en limitant au maximum les impacts négatifs sur le système 
déjà en place. Conséquemment, l’approche choisie pour gérer l’interopérabilité ne pourra pas 
être développée statiquement, sur la base des exigences obtenues de focus groupe ou du 
contenu disponible dans les sources connues au départ. 
Revue des approches disponibles en regard de la gestion de 
l’interopérabilité dans le cadre des systèmes de santé apprenant 
supportants les soins de première ligne 
Les approches pour l’intégration de données peuvent être classifiées en deux grandes 
familles : les entrepôts de données et la médiation de données. Certaines approches sont aussi 
présentées comme étant de la fédération de données, ce qui peut être vu comme un cas 
spécifique de médiation de données où chaque source présente la même structure et utilise les 
mêmes terminologies pour encoder l’information. 
Les entrepôts de données représentent l’approche la plus connue avec des initiatives 
largement utilisées comme Informatics for Integrating Biology & the Bedside (I2B2) dans le 
domaine biomédical. C’est une approche souvent utilisée pour intégrer des sources de 
données sous le contrôle d’une même institution en utilisant le paradigme ETL (Extract 
Transform and Load) pour charger les données des sources vers un dépôt central. Récemment, 
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les modélisations les plus utilisées étaient les approches multidimensionnelles (ex. flocons ou 
étoiles), mais d’autres approches sont aussi présentées dans la littérature. Pour plus de détails, 
le lecteur est invité à se référer à une revue de la littérature récente par Khnaisser et al (2015). 
Néanmoins, pour un système de santé apprenant cette approche, qui nécessite que les données 
quittent les barrières institutionnelles pour aller dans un dépôt unique, n’est pas possible. 
C’est d’autant plus vrai pour le projet TRANSFoRm en contexte européen avec plusieurs 
pays participants et des législations différentes. 
La fédération de données a été utilisée avec succès par plusieurs réseaux de recherche 
comme BIRN dans le domaine de la neurologie ou le projet ePCRN (electronic Primary Care 
Research Network). Il s’agit de réseaux distribués, constitués de sources structurées 
identiquement. Par exemple, dans le cas d’ePCRN, les données doivent être structurées selon 
le modèle de l’American Society for Testing and Materials continuity of care record. 
Similairement, basée sur l’initiative I2B2, la plateforme SHRINE permet de fédérer des 
entrepôts de données I2B2. Étant donné le fait que les sites partagent la même structure, une 
même requête peut être exécutée à chacun des sites et les résultats peuvent être agrégés 
facilement par la plateforme centrale. Néanmoins, afin d’obtenir un tel système, les 
institutions doivent se coordonner et accepter d’utiliser une seule structure. Dans le contexte 
des systèmes de santé apprenants allant des soins de première ligne aux hôpitaux spécialisés, 
ce n’est pas possible. De plus, plusieurs institutions ont déjà un entrepôt de données et ne 
veulent pas le changer ou dupliquer les données, car cela autmenterait leur charge de travail. 
Néanmoins, des formes plus génériques de médiation de données sont présentées dans 
la littérature. La médiation implique avant tout un modèle conceptuel central qui permet 
d’exprimer les éléments de données nécessaires aux requêtes. Ce dernier est lié aux sources, 
modélisées elles aussi, par des liens de mise en correspondance (« mappings »). Les requêtes 
exprimées avec le modèle central sont par la suite envoyées aux sources où elles sont traduites 
pour être exécutées localement. 
Afin de créer les mappings entre le modèle central et les modèles des sources, un 
niveau doit être construit comme une « vue » de l’autre. On peut donc identifier deux sous-
types de médiation de données : « global-as-view » et « local-as-view ». Le premier implique 
que le modèle central est la vue. Il est donc dérivé étroitement de l’ensemble des sources 
présentes et de leur contenu. Historiquement, cette approche a présenté de meilleures 
performances, mais cet aspect ne tient pas compte des avancées technologiques récentes. 
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Cependant, l’aspect le plus problématique dans le cadre d’un système de santé apprenant 
dynamique est la dépendance du modèle central par rapport aux sources et donc, une certaine 
interdépendance des sources à travers les mappings. Si l’une change, le modèle central change 
et les mappings peuvent potentiellement devoir être ajustés aussi. Dans un contexte où les 
responsables du modèle central ne contrôlent pas les sources, des incohérences peuvent 
apparaître rapidement, mais subtilement. Ce n’est donc pas souhaitable dans le cadre d’un 
système de santé apprenant. 
L’approche « local-as-view » dérive plutôt son modèle central des exigences des 
utilisateurs, indépendamment des données disponibles dans les sources présentes à un temp 
« t ». Les modèles des sources sont donc plutôt considérés comme des vues du modèle 
central. Toute donnée des sources ne faisant pas partie des mappings ne sera pas accessible 
par la plateforme. Néanmoins, certains concepts du modèle central peuvent ne pas être liés à 
une source sans créer de problème. Le système résultat d’une telle approche représente un 
modèle stable et pertinent pour les utilisateurs et permet des mappings flexibles et 
indépendants pour chaque source. C’est donc l’approche qui a été retenue pour développer 
notre plateforme unifiée d’intégration de données pour les systèmes de santé apprenant. 
Même si l’approche de médiation « local-as-view » est une bonne candidate, elle n’a 
jamais été déployée dans un tel contexte. Bien que des projets comme caBIG aux États-Unis 
d’Amérique ou Advancing Clinico-Genomic Trials (ACGT) en Europe aient implémenté 
l’approche dans le domaine de la cancérologie avec des données de recherche en milieux 
hospitaliers, elle n’a jamais été testée en contexte de soins de première ligne. De plus, les 
initiatives répertoriées traitent les modèles structurels et terminologiques de façon 
indépendante. Nous proposons donc ici une approche unifiée pour supporter l’interopérabilité 
des systèmes de santé apprenants supportant les soins de première ligne basés sur la médiation 
de données en utilisant une approche « local-as-view ». 
TRANSFoRm Project 
Le projet TRANSFoRm (http://www.transformproject.eu), qui s’est terminé le 30 
novembre 2015, a permis le déploiement d’un système de santé apprenant pour la première 
ligne en Europe. Trois cas d’utilisation ont été conçus pour orienter son développement. 
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Le premier consistait à exécuter un protocole de recherche rétrospectif visant à étudier 
le lien entre certains profils génétiques et la réponse aux sulfonylurées (une classe de 
médicaments) chez les diabétiques en utilisant les registres cliniques de première ligne. Le 
deuxième mandatait la mise en place d’une étude randomisée contrôlée sur le reflux gastro-
œsophagien et la prise des inhibiteurs de pompe à proton (une classe de médicaments) à partir 
des données des dossiers électroniques des cabinets de ville dans quatre pays et en utilisant les 
logiciels de cinq sociétés différentes. Le dernier cas d’utilisation posait son focus sur les 
systèmes d’aide à la décision pour le diagnostic en maximisant l’utilisation des données 
contenues dans les dossiers électroniques des cabinets de médecin pour augmenter la 
pertinence des alertes et leur effet sur l’augmentation de l’acuité diagnostique. 
L’article publié dans Biomedical Research International en juin 2015 présente le projet 
et ses diverses composantes avec plus de détails (Delaney et al. 2015 – voir la thèse principale 
pour une copie). 
Méthode  
L’article de Ethier, et al publié dans le Journal of the American Medical Informatics 
Association en 2013 (voir thèse principale pour une copie), présente la méthodologie 
générique de l’approche proposée et implémentée dans TRANSFoRm. Pour supporter la 
médiation, des mappings doivent être créés tant au niveau structurel que terminologique. Pour 
ce dernier, plusieurs outils standardisés (ex : HL7 Common terminology services 2) existent. 
Le serveur terminologique LexEVS a été choisi étant donné la possibilité de l’installer 
localement et donc d’avoir un meilleur contrôle pour le projet. Il présente aussi plusieurs 
caractéristiques intéressantes comme le support multi-langues (essentiel en Europe) et le 
support de versions multiples et simultanées, entre autres.  
De plus, en analysant les exigences des opérations au niveau des modèles structurels 
dans le cadre de la médiation de données, des parallèles nombreux sont apparus avec les 
exigences pour l’utilisation des terminologies. Nous avons donc validé avec succès 
l’utilisation de LexEVS pour stocker et servir dans un même système les modèles 
terminologiques et structurels. Cette approche, beaucoup plus efficace et complète, a permis 
une intégration des deux types de modèles. L’application de contraintes mixtes et inter-reliées 
entre les deux types de modèles en est aussi facilitée. 
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Implémentation de l’approche en soins de première ligne 
Le modèle central a été implémenté concrètement pour les soins primaires et a été 
nommé le Clinical Data Integration Model (CDIM). L’article de Ethier et al. publié « ahead of 
print » en 2014 dans le journal Methods of Information in Medicine décrit l’approche et les 
principales caractéristiques.  
CDIM est une ontologie réaliste basée sur l’ontologie de haut niveau BFO (Basic 
Formal Ontology). Les ontologies existantes ont été réutilisées au maximum pour favoriser 
l’interopérabilité (ex. Ontology of General Medical Science, Information Artifact Ontology, 
etc.). Néanmoins, plusieurs concepts qui sont, sans être exclusifs, essentiels aux soins de 
première ligne, ne se retrouvaient pas dans les ontologies existantes (ex. « reason for 
encounter »). Nous avons donc ajouté les classes nécessaires ainsi que deux nouvelles 
relations. Les aspects temporels sont essentiels afin d’exprimer les requêtes biomédicales, 
mais ils sont présentement peu exprimés dans les ontologies existantes. Nous avons donc 
ajouté des classes afin de bien exprimer la temporalité nécessaire pour les requêtes des cas 
d’utilisation. 
Tel que mentionné précédemment, il faut les informations provenant de l’arrimage des 
modèles structurels et terminologiques pour exprimer une sémantique complète et cohérente. 
Les concepts dans la plateforme sont donc exprimés sous forme de triplets contenant 
« identifiant CDIM | opérateur | valeur(s) (ex. code terminologique) ». Bien que certains 
concepts comme la date de naissance sont naturellement attachés à CDIM et que d’autres très 
spécifiques comme le pseudohypoparathyroidisme soient plus naturellement orientés vers les 
terminologies, certains comme les signes vitaux sont dans une zone grise. Les décisions et 
méthodes de construction sont donc aussi présentées. 
Résultats : exemple d’application 
L’article récemment soumis à JAMIA en 2016 illustre l’application concrète de la 
plateforme unifiée. Dans ce cas-ci, l’article présente le fonctionnement de l’intégration de la 
recherche clinique dans le processus de soins en première ligne. La plateforme permet 
d’utiliser les standards de l’organisation Clinical Data Interchange Standards Consortium 
(CDISC), qui sont largement utilisés dans l’industrie de la recherche, pour décrire le protocole 
et les données nécessaires à sa réalisation. Par la suite, en utilisant CDIM et les données dans 
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le dossier électronique, le système permet l’identification de sujets potentiellement éligibles 
pour un protocole de recherche en exécutant les critères d’éligibilité. Par la suite, si le sujet est 
inclus, les formulaires de recherche sont pré-chargés avec les données déjà présentes dans le 
dossier électronique. Finalement, une copie des formulaires de recherche est envoyée au 
serveur de recherche alors qu’une autre est stockée dans le dossier électronique. 
Le protocole a été déployé avec succès dans quatre pays, cinq différents dossiers 
électroniques et trois langues différentes. 
Discussion3 
Le concept des systèmes de santé apprenant est relativement nouveau, mais prend de 
l’ampleur rapidement avec plusieurs initiatives qui émergent. Aux États-Unis d’Amérique, 
des projets en pédiatrie comme PEDSnet, ou  le « Scalable Collaborative Infrastructure for a 
Learning Healthcare System », qui a une visée plus large du côté adulte, sont présentement en 
développement. Néanmoins, malgré l’appellation « système de santé apprenant », l’aspect 
transfert des connaissances est peu ou pas formalisé dans ces systèmes qui visent 
majoritairement à pouvoir utiliser les données de soins pour la recherche. Du côté européen, 
le projet Eureca tente de développer une plateforme intégrée pour la cancérologie mais qui 
inclut nommément le transfert de connaissances, plus spécifiquement des lignes directrices. 
D’autres projets comme EHR4CR (Electronic health record for clinical research) ont 
travaillé dans le domaine de la recherche translationnelle, mais au niveau hospitalier et en 
supportant des entrepôts de données I2B2 ou du format natif et spécifique au projet. Bien que 
relié exclusivement au domaine hospitalier, le projet a attentivement étudié plusieurs 
protocoles de recherche et des centaines de critères d’éligibilité. Le projet TRANSFoRm a, 
quant à lui, couvert plus de types d’activités (incluant le transfert de connaissances) et de 
types de sources (xml/relationnel, dossier électronique/registre…), mais beaucoup moins de 
critères. L’expérience du projet EHR4CR pourrait donc être très intéressante afin d’affiner le 
modèle de requête et CDIM dans TRANSFoRm. 
D’autres projets comme OMOP (Observational Medical Outcomes Partnership) ont 
été développés dans le cadre spécifique de l’étude de la sécurité des médicaments. Bien que 
très différent au niveau de l’approche et du domaine, le modèle d’information OMOP, plus 
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restreint que CDIM, a par contre été largement validé et réutilisé par la communauté. Il 
pourrait donc informer les futurs développements de CDIM. 
Au final, des tendances peuvent être identifiées. La majorité des projets visent 
l’intégration de bases de données relationnelles et s’appuient sur une approche fédérant des 
entrepôts de données (ex. I2B2 et SHRINE). Il n’y a pas d’utilisation directe des données des 
dossiers électroniques (autre que pour les transférer dans un entrepôt de données) et plusieurs 
exigent l’utilisation d’un type d’entrepôt de données précis. Finalement, les projets visent 
principalement à intégrer les données hospitalières dans le flux de la recherche clinique. Ces 
particularités peuvent expliquer une partie des différences entre notre approche telle 
qu’implémentée dans TRANSFoRm et les autres projets. 
Conclusion 
Les systèmes de santé apprenants prennent de l’ampleur et sont même discutés dans 
les publications à large lectorat comme le New England Journal of Medicine. Cette vision de 
la recherche translationnelle mandate des exigences particulières en termes d’interopérabilité. 
Bien que les entrepôts de données soient souvent utilisés pour l’intégration de données, les 
systèmes de santé apprenants polyvalents requièrent d’autres approches et la médiation de 
données a été utilisée avec succès dans le projet TRANSFoRm. 
Même si Rector a identifié l’interdépendance forte entre les modèles structurels et 
terminologiques il y a quelques années, les deux sont encore presque exclusivement traités 
indépendamment. L’approche présentée par ce travail démontre qu’une plateforme unifiée et 
basée sur la médiation peut permettre de supporter les activités d’un système de santé 
apprenant supportant les soins de première ligne, et ce dans plusieurs pays européens. 
Ceci résulte en partie de l’utilisation innovante de LexEVS afin d’unifier et de coupler 
les deux catégories de modèles mais aussi des choix de design pour le modèle conceptuel 
central, l’ontologie CDIM. La plateforme présentée peut d’ailleurs servir de fondation afin 
d’explorer plus avant certaines opportunités comme l’intégration plus large de données 
hospitalières et les outils nécessaires à sa pérennisation. 
