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ABSTRACT 
Let P be a polytope in R” containing the origin in its interior, and let P* be the 
algebraic dual polytope of P. Let Q c R” X [0, 11 be the (n + 1).dimensional polytope 
that is the convex hull of P X { 1) and P* X (0). For each face F of P, let Q(F) 
denote the convex hull of F x {l} and F* x {0}, where F* is the dual face of P*. 
Then Q is an antiprism if the set of facets of Q is precisely the collection {Q(F)} for 
all faces F of P. If Q is an antiprism, the correspondence between primal and dual 
faces of P and P* is manifested in the facets of Q. In this paper, necessary and 
sufficient conditions for the existence of antiprisms are stated and proved. 
1. INTRODUCTION 
This paper is concerned with the structure of the facets of an (n + l)- 
dimensional polytope Q which is the convex hull of the dual n-polytopes P 
and P*. Specifically, let 
The motivation for studying the facets of Q comes from the construction of 
subdivisions for PL homotopy algorithms; see e.g. [ 11. In general, the facets of 
Q may be quite arbitrary, but in some cases the facets of Q reflect the dual 
correspondence between the faces of P and P*. (This duality relationship is 
formally defined in Section 2.) That is, the facets of Q may be generated by 
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FIG. 1. A prism and an antiprism. 
the convex hull of dual faces of P and P*. When this happens, Q is called an 
antiprism. The reason for this term is suggested by Figure 1, where the left 
figure is a prism and the figure on the right, which looks like a toy drum, is an 
antiprism. 
A natural question now arises, namely, for which polytopes P is the 
corresponding polytope Q an antiprism? (See e.g. [2, p. 661.) This paper 
answers the question completely when P* is the ulgebraic dual of P, that is, 
necessary and sufficient conditions (on P) for Q to be an antiprism are 
derived. The question remains open for combinatorial dual polytopes, i.e., 
given a polytope, does there exist a combinatorially equivalent polytope P 
and a combinatorial dual polytope P* such that Q is an antiprism? In the 
next section the notions of combinatorial and algebraic duality of polytopes 
are rigorously defined, the theorem is stated, and examples are given. 
2. DUALITY AND ANTIPRISMS 
Let P be an n-polytope in R” containing the origin in its interior. The 
algebraic dual polytope of P is defined to be 
P*= {y~R”:yrP<l}. 
The abbreviated notation yTP < 1 means yrx < 1 for all x E P. P* is also an 
n-polytope with the origin in its interior. For each face F of P, 
F*= {y~P*:y~F=l} 
is the associated dual face of P*. It can be shown that dim F + dim F * = n - 1. 
A combinatorial dual polytope of P is any polytope R for which there is a 
one-toone inclusion-reversing correspondence between faces of P and faces 
of R. Note that P* with the correspondence F 0 F* is one combinatorial 
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dual of P. The rest of this paper is concerned solely with the algebraic dual 
polytope P * . 
Let Q c R” x [0, l] be generated from the convex hull of P and P*, i.e., 
Q=cvx{Px{1},P*x{O}}. 
A vector in R” X [0, l] can be represented by (x, t), where x E R” and t E R 
is between 0 and 1. If (x, t) is a vertex of Q, then t = 0 or 1. Clearly Q is an 
(n + 1)dimensional polytope with “horizontal” facets P X {l}, P* X (0) and 
“vertical” facets of the form cvx{ F, x {l}, F, x {0}}, where F, and F, are 
nonempty faces of P and P* respectively. Let Q(F) = cvx{ F X {l}, F* X 
(0) }, where F is a face of P. Q is an antiprism if the set of facets of Q is 
{Q(F): F is a face of P}. If Q IS an antiprism, the correspondence between 
primal and dual faces of P and P* is manifested in the facets of Q. 
What type of polytope P can serve as the base (or top) of an antiprism? 
The answer turns out to be quite simple; the condition involves every face of 
the polytope P. Let p, denote the orthogonal projection of the origin onto 
the affine hull of F, and let ri F be the relative interior of F. The relevant 
condition is 
PROJECTION CONDITION (PR). p, E ri F for all faces F of P. 
This projection condition characterizes the polytopes that give rise to anti- 
prisms: 
THEOREM 2.1. Q is an antiprism if and only ,if P satisfies the projection 
condition (PR). 
Three examples follow-in the first two P gives rise to an anti&km, but 
not in the third. . 
EXAMPLE 2.1 (P = n-octahedron). Take P to be the n-octahedron de- , 
fined by 
O=cvx{e’, -e’:iEN}, 
wheree”istheithunitvectorinR”and N={1,2,...,n}.Thedualpolytope 
to 0 is the n-cube defined by 
C=cvx{s:si=+lor -1, iEN}. * 
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FIG. 2. The antiprism 0”‘. 
It follows easily from Theorem 2.1 that the polytope 
is an antiprism. Figure 2 shows the polytope Q(l) for n = 2. 
EXAMPLE 2.2 (P = regular n-simplex). Define the regular n-simplex 
s=cvx{s’,s2 )...) sn+l}, 
where si+’ E R” is defined to be 0 in the first i - 1 coordinates, i//m 
in the ith coordinate, and - l//jr> in coordinates j = i + 1,. . . , n. 
Each vertex s i has length /m, and each edge has length 1. The dual 
of S is also a regular n-simplex and is given by 
T=cvx{t1,t2 )...) tn+l}, 
where t i = 2( n + l)xj + isj. The duality of S and T can be shown using the 
facts (s’)rs’ = n/2(n + 1) and (s ) i *sj = - 1/2(n + 1) for i # j. The polytope 
which is also an antiprism, is shown in Figure 3. 
EXAMPLE 2.3. In this example n = 2 and the polytopes under considera- 
tion are 
u=cvx{ u’=(l,l)r, U2=(2,1)r, u”=( -3, - 2)“) 
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and its dual, 
v=cvx {v’=(3, -5)‘, 2=(-3,4)r, c”=(O,l)r}. 
FIG. 3. The antiprism Q’“‘. 
The edges of U are given by Ei = cvx{ u’,uitl}, i = 1,2,3 (where the 
superscripts are regarded modulo 3). The corresponding dual vertices are 
ET 7 *i+2, i = 1,2,3. But 
is not an antiprism, because 
is not a facet of QC3) (see Figure 4). The polytope U does not satisfy (PR) 
because the projection of the origin onto aff E, does not lie in the relative 
interior of E,. 
FIG. 4. The polytopes U and V. 
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3. PRELIMINARIES 
Throughout this paper F represents an arbitrary k-dimensional face of P, 
and F* is the dual (n - k - l)-face of P*. The columns of the matrix V ( W ) 
are the vertices of F (F*). The matrix product V’W is the matrix of ones, 
ee? Let p,, be the orthogonal projection of the origin onto the affine hull of 
F*. Then the projection condition for the dual polytope is 
PROJECTION CONDITION (PR*). p,, E ri F* for all faces F* of P*. 
The following hyperplanes are important in the proof of Theorem 2.1: 
H(c)= {zER":c~z=c~c}, 
H(c,l)= {z~R”:c~z=l}, 
H(c,t)= {z~R”:c~z=t}, 
where c is a nonzero vector in R” and 2 is defined to be max{ d E R : H( c, d ) 
n P # 0 }. The vector c E R” is normal to each of the parallel hyperplanes 
H(c), H(c, l), and H(c, t). The hyperplane H(c, e) can be thought of as 
being moved in from infinity until it just meets the polytope P. Also, 
H( c, 2)~’ P is the set of optimal solutions to the linear program max c?r 
subject to x E P. Related to the projection conditions are 
SUPPORTING HYPERPLANE CONDITION (SH). H(p,)n P = F for all faces 
Fof P, 
and 
SUPPORTING HYPERPLANE CONDITION (SH*). H(p,,)f’P* = F* for all 
faces F* of P*. 
One fact that is useful in the proof of the antiprism theorem involves faces 
of polytopes that are “beyond” hyperplanes. For a given hyperplane H(c), 
the set A c R” is said to be beyond H(c) if A c H(c)+ = {z E R”: cTz > cTc}. 
Also, A is beneath H(c) if A is contained in the other closed half space, i.e., 
if A & H(c)- = {x E R”: cTz < c’c}. If A is neither beyond H nor beneath 
H, then H splits A. For the next two lemmas P is an n-polytope containing 
the origin in its interior, F is a k-face of P, k < n - 2, and H = H(c) is a 
hyperplane satisfying H n P 2 F and H n P # F. Note that H is not neces- 
sarily a supporting hyperplane of P. 
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LEMMA 3.1. Zf G is a face of P containing F and dim G = dim F + 1, 
then either G is beyond H or beneath H. 
Proof. Suppose the conclusion is not true, i.e., H splits G. Then there 
are points x, LEG such that cTx > cTc and cry < c’c. Choose X ER, 
0 < h < 1 so that 
z=Xx+(l-X)y 
satisfies cTz = cTc. Clearly x E G n H. 
If z E F, then since F is a face of G, x and y must be in F, a 
contradiction. If z E G but z E F then 
GGaff{F,z} c H, 
which is a contradiction. W 
LEMMA 3.2. There exists a face G of P that is beyond H and contains F. 
Proof. If H is a supporting hyperplane of P, then G = H n P is a face of 
P containing F that is beyond H. So for the remainder of the proof, assume 
that H splits P. 
The proof proceeds by induction on I = n - k. If 1= 2, i.e., dim F = k = n 
- 2, then F is contained in two facets, G, and G,, of P. By Lemma 3.1, 
each G, is either beyond or beneath H. If neither were beyond H, then both 
would be beneath H-which implies that P is beneath H and H is a 
supporting hyperplane, a contradiction. Thus, either G, or 6, is beyond H. 
Now assume the result for 2,. . . , 1. The face F is the intersection of all 
facets Gi of P that contain F. The result is true if some facet Gi is beyond H. 
If every Gi is beneath H, then H is a supporting hyperplane, a contradiction. 
Otherwise H splits one of the facets, say G,. The induction hypothesis applies 
to the polytope G,, giving a face G of G, that contains F and is beyond H. 
But G is also a face of P, and so the induction is finished. W 
4. THE PROOF OF THE ANTIPRISM THEOREM 
Proof of necessity of (PR) in Theorem 2.1. Let Q(F) = cvx{ F X {l}, F* 
X (0) } be a facet of Q. Then Q(F) = H n Q for some hyperplane H = 
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{(z,8)~R”xR:crz+(l-8)0=1}. If F=0 or F=P then p,~riF, so 
assume otherwise, and hence also assume c # 0. Since 0 E int P, (z, 8) = (0,l) 
EH, SO 6~0. NOW Hn(Rn~{O})=H(~,l)~{O}, SO H(c,l)nP*=F*, 
andbyLemma4.lbelow,c~riF.AlsoH~(R”~{l))=H((l/6)c,1)~{l), 
so H((l/G)c,l)nP = F and (1/6)c ~riF*. By Lemma 4.3, c=pF, so 
p, E ri F and (PR) holds. n 
LEMMA 4.1. w~riF CJ H(w,l)nP*=F*. 
Proof * (Grtinbaum [2, p. 471): Recall H(w, 1) = {z E R”: zurz = l}. 
Clearly F* c H(w,l)nP*. Suppose .z E P*, x P F*. It suffices to show 
x E H(w, 1). For some x1 E F, z’x, < 1. Since w E ri F, write w = XX, +(1 
- X)x, for 0 < X < 1 and some x2 E F. Then w*z < 1 and so z P H(w, 1). 
*: By hypothesis, w*z = 1 for z E P* if and only if z E F*. Since 
aff F = {x E R”: x*F* = l}, w E aff F. Since H(w, 1) is a supporting hyper- 
plane of P*, w*z < 1 for all z E P*. Hence w E P, so w E F. Suppose 
w P ri F. Then w E ri G for some face G of P, G _C F, G # F. So by the first 
part, H( w, l)n P* # F*, which is a contradiction. n 
LEMMA 4.2. Suppose there is a vector c and a scalar 6 such that c E aff F 
and ScEaffF*. Thenc=p,, 6c= p,,, ad 6 = l/cTc. In particular, pF* = 
(l/VIF)PF, where TJ, = ( P,)*P~. 
Proof. The projection p, is the unique solution to the quadratic program 
minxTr subject to xEaffF, where affF= {xER”:YAwithVA=x, eTA= 
l}. Since the Karush-Kuhn-Tucker conditions are necessary and sufficient for 
an optimum, it follows that 
{pF} =affFn{x:3 nERwithVTr=ne}. 
Note that 0 E aff F and so p, + 0, which implies (pF)*pF = ATVTpF = v > 0. 
Hence the previous relation can be strengthened to 
LetA={r:VTX=e},andforB~R”letspsB={ax:xEB,aER,a>0} 
be the set of strictly positive scalar multiples of elements of B. It can be 
shownthat A=affF*={x:Wp=x, eTp=l}; hence 
{ pF } = aff F n sps(aff F*) 
A THEOREM ABOUT ANTIPRISMS 107 
and similarly 
{pF,} =affF*nsps(affF). 
Now it is easy to see that 
sps{ pF} = sps{ pF.} = sps(aff F)nsps(aff F*). 
Suppose x E aff F and ax E aff F. Then since 0 @ aff F, a must be equal 
to 1. Now c E sps(aff F)nsps(aff F*) implies c = apr for some scalar a. But 
CE affF and p,~affF, so a=1 and c= pF. Similarly 6c= p,. and so 
pp* = 6p,. n 
A special case of the preceding lemma has a simpler proof, which is 
presented next. 
LEMMA 4.3. Suppose c E ri F and 6c E ri F*. Then c = p, and SC = p,*. 
Proof To show c = p, it suffices to show that c is orthogonal to F. By 
Lemma 4.1, H( SC, l)n P = F, so x, y E F implies x, y E H(Sc, 1). Thus 
(SC)% = (8c)ry = 1, so cr(r - y) = 0 and c is orthogonal to F. The result 
6c = p,, follows by duality. W 
The proof of sufficiency naturally separates into showing the set of facets 
of Q contains {Q(F): F is a face of P } and showing the reverse inclusion. 
The first assertion follows from the next two lemmas. 
LEMMA 4.4. Z’he conditions (PR), (PR*), (SH), and (SH*) are equiv- 
alent. 
Proof 
H(p,J)= {dp,JTs=l} 
= {~:(p,*)~z=l/q~}, where v~=(P~)~P~ 
= { z:(P,*rZ = (P,*YP,*} 
= Mp,.). 
Thus by Lemma 4.1, (PR) and (SH*) are equivalent; similarly (PR*) and (SH) 
are equivalent. 
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To show (PR) * (SH), suppose H(p,)n P + F. It suffices to find a face G 
of P with the projection of the origin onto the affine hull of G (call this point 
g ) not in ri G. By Lemma 3.2, there is a face G of P beyond H( pF) that 
contains F; hence x E G implies 
(PFYX a (P,)TP,. (4.1) 
Assume that F is the maximum dimension face with H( p,)f’ P # F. Thus 
H(g)nP=G and XEG implies 
gTx zz g’g. (4.2) 
Assume that p, E ri F (otherwise the lemma is true) and pF # g (otherwise 
g E ri G). Since p, E G and g is the unique projection of the origin onto 
aff G, 
g’g < (PJPF. (4.3) 
Now if g E ri G, using (4.1) (4.3) and (4.2) it follows that 
hYg 2 (P,YP,> g’g = (PFL? 
which is a contradiction. By duality (PR*) * (SH*) and the lemma is proved. 
n 
LEMMA 4.5. ZfP satisfies (PR), then Q(F) = cvx{ F x {l}, F* X (0)) is 
a facet of Q. 
Proof. Define the hyperplane H= {(z,0)~R”~R:(p~)rz+(1-~~)0 
= l}, where qF=(pp)‘pF. Now H n(R” x(1})= H(p,)x{l}, so by (SH) 
Hn(Px{l})=F~{l}. Also H~(R”x{O})=H(~,,)X{O}, SO by (SH*) 
Hn(P*x{O})=F*x{O}. Hence HnQ=Q(F). 
It remains to be shown that dim Q(F) = n. Since dim F = k and dim F* = 
n - k - 1, the matrices 
have rank k + 1 and n - k, respectively. Choose k + 1 (n - k) linearly 
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independent columns to form 
The claim is that 
has rank n + 1. Suppose there are vectors X and p such that VX = W/J and 
e“X = e’p = 0. Then (pA)*(Vh) = (V’h)T*p = h’ec”p = 0, so V’h = Wp = 0. 
Now since A and B have full column rank, X = p = 0, which proves 
rank C = n + 1. Clearly C has the same rank as 
v w 
D= eT () . 
/ I e 7 e7 
Except for the last row of ones, the columns of D are vertices of O(F), so 
dim p( F ) = n. n 
LEMMA 4.6. ZfP satisfies (PR) and c E ri F, then H(c, i2)n P c F. 
Proof. It suffices to show that z E F if 2 solves the linear program (LP) 
max c’x subject to x E P. For each face F, of P, let p, be the projection of the 
origin onto the affine hull of F,. Since each p, E ri F, the p,‘s induce a natural 
triangulation of the boundary of P. (This triangulation is similar to the 
barycentric subdivision but with the barycenter of each face replaced by pi.) 
Hencewrite~=C~=,X,p,,whereX~>O,i=l,...,Z,e“X=l,andthefaces 
F, are ordered so that F, c F, c . . c F, = F. Consider (LP, ) max ( P,)~x 
subject to x E P. By (SH) the solution set of (LP,) is precisely F,. Hence 
(PiJTP1 2 (Pt)?” (4.4) 
for all i = 1,. . . , I and x E P (since p, E FI). Multiplying the above inequali- 
ties by X, and adding gives c’pr >, crx for all x E P, and SO p, solves (LP). 
- solves (LP) then cTz = T c p,. But by (4.4), (p )Tz G (p,)“p, and so 
(pi)Yz r(pi)rpl for i = l,..., 1. In particular (pr)I= =‘(~i)~pr, so 2 solves 
(LP,) and z E F,. Hence z E F and the lemma is proved. W 
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LEMMA 4.7. Zf P satisfies (PR) and G is a facet of Q, then G = cvx{ F 
x{~},F*X{O}} forsomefaceFofP. 
proof. Let G = H n Q for some supporting hyperplane H given by 
H= {(~,~):cTz+&9=l}. Suppose H~(P*x{O})=F*X{O} and Hn(P 
x(l))= F’x{l} f or some face F* of P* and face F’ of P. Now H n(Rn x 
to))= Wc,l)x{O}, so by Lemma 4.1, c E ri F. By Lemma 4.6, H n( P X 
{I})~FX{l}, so F’cF. But dimF’<dimF would imply dimG<n, 
contradicting dim G = n. Hence dim F’ = dim F and F’ = F. n 
Proof of sufficiency of (PR) in Theorem 2.1. Immediate from Lemmas 
4.5 and 4.7. n 
5. CONCLUSIONS 
The polytope Q(i) in Example 2.1 is an antiprism because the octahedron 
0 satisfies (PR). In fact, for each face F of 0, p, is the centroid of F, defined 
by 
where the vertices of F are columns of V, and j is the number of columns of 
V. By Lemma 4.4, the cube C satisfies (PR), a fact that is easily shown 
directly. For each face F of S in Example 2.2, p, is also the centroid of F, so 
S satisfies (PR) and Q(‘) is an antiprism. The polytope Q@) is not an 
antiprism, because U does not satisfy (PR). By Lemma 4.4, neither U nor V 
satisfies (PR) or (SH). 
The proof of Lemma 4.6 suggests an algorithm for solving the linear 
program (LP) max crx subject to x E P, when P satisfies (PR). The algorithm 
starts by setting A’ = max{ h > 0: Xc E P } and z1 = A%. Then zi lies in some 
facet, say F1, of P. If zi = prl, then z1 is optimal for (LP). Otherwise, the 
(i + 1)st step of the algorithm is to set A’+’ = max{ h > 0: p,, + h(.z’ - pFL) 
E P} and ,zicl = p,, + Ait’(z’ - pFk). Then zi+’ lies in a face F’+’ of P, 
and dim F’+‘< n-i. If zi+’ = ~~“1, then zi+’ solves (LP); otherwise 
continue. Because the dimension of F’ strictly decreases at each step, and 
because p, = F when F is a vertex of P, the process must terminate in at 
most n steps with some point z*. The proof of Lemma 4.6 shows that z* is 
an optimal solution to (LP). For this algorithm to be practical, it must be 
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known a priori that P satisfies (PR). #ether such polytopes arise naturally 
in any linear-programming problems is not known. 
As remarked earlier, the answer to the antiprism question for combina- 
torial dual polytopes is unknown. Theorem 2.1 is potentially useful for 
answering this question. If it can b e shown that every polytope has a 
combinatorial equivalent that satisfies (PR), then every combinatorial type of 
polytope can serve as the base of an antiprism. 
The author would like to thank Curtis Eaves for his helpful comments, 
and thank Louis Billera for the proof of Lemma 3.2 and suggesting Lemma 
4.3. 
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