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Quasi-1D flow models based upon mean-line analysis are quite popular for design and
performance evaluation of multistage axial and centrifugal compressors. However, they
are not so readily used for analyzing the dynamic behavior of the compressor. In this
work, an unsteady 1D axial-centrifugal compressor model is developed, whereby the stage
elements, i.e., rotors and stators are modelled as diffusing streamtube elements. The analysis,
being independent of any stage aerodynamic force and work terms, accurately predicts the
performance of axial and axial-centrifugal compressors by the incorporation of various
loss mechanisms compounding to stagnation pressure losses within stage elements. The
off-design performance, especially close to the surge and choke line, is captured using
novel models, particularly developed for incidence/sudden turning and mixing losses. These
inlet turning and mixing loss models constitute an important feature of this work and are
implemented by the inclusion of a single model parameter. This parameter called mixing
loss factor, is then tuned for nominal shaft speed and is subsequently used to predict
the compressor performance for different speeds ranging from 50% to 105%. The surge
line is also accurately predicted by correlating the slope change criteria of constant speed
characteristic curve to the instability onset point, which aligns well with the suitable choice
of critical/stall incidence angle for the stage elements. Furthermore, the tuned model is used
to predict the performance of the axial-centrifugal compressor at the aforementioned range
of speeds. The diffuser loss, diffuser incidence angle and throat Mach number are calculated
for the well-known UTRC-High Efficiency Centrifugal Compressor (HECC) and the results
are validated with data from the literature.
The dynamic communication between two connected streamtubes is established using
a novel boundary element called Compact Interface Element (CIE), which is developed
by making use of the characteristics-based approach. The CIE achieves reference frame
transformation between the successive diffuser elements and also incorporates complex loss
xxi
mechanisms due to sudden flow turning, mixing, shocks etc. Within the streamtube, 1D
time-dependent conservation equations are solved using the second-order accurate Kurganov-
Tadmor scheme, while at the boundary between the streamtubes, the dynamic compact
element updates the interface conditions in time.
Another aspect of compressor operation is the observance of aerodynamic instabilities
as the compressor is throttled towards stall. Several simulations indicate onset of insta-
bilities close to the peak of compressor characteristic when a large plenum is present at
the compressor end. Without any end plenum or low speed operation, it is found that few
stable points exist on the positively-sloped portion of the characteristic curve. Importantly,
Greitzer’s B-parameter provides a good qualitative validation of the instability onset point.
Further throttle closure, however, leads to oscillations, where the low frequency mode
represents the fundamental axial mode of the compressor. It is shown that the instability
modes obey a general Rayleigh’s criterion, where they are affected by the phase between
pressure fluctuations and shaft power addition oscillations.
The model finds applications in compressor design and analysis where the simulation
results together with the test data using pressure signatures, provide the identification of
stalling and choking stages.
xxii
CHAPTER 1
INTRODUCTION AND LITERATURE REVIEW
1.1 Problem Motivation and Background
In modern aircraft engines, the operation of compression system is vital for the performance
of overall gas turbine. The thermal efficiency of Brayton cycle (or Joule cycle) which
still constitutes the core thermodynamic cycle of air-breathing engines is limited by the
temperature ratio (Tr) across the compressor. For a reversible adiabatic process, the
thermal efficiency (ηc) can be related to a more commonly used performance parameter, i.e.,







where γ is the specific heat ratio of the working fluid, essentially air.
However, compression systems are often prone to aerodynamic instabilities especially
when operating close to the peak of constant speed characteristic curve. Such instabilities
manifest themselves in the form of rotating stall and/or surge which could be detrimental for
the performance of overall system. A number of studies [1, 2, 3, 4, 5, 6] in the past have
focused on analyzing these instabilities using theoretical, computational and experimental
means. While extensive literature is available on the theoretical and experimental studies,
recent advances in computational tools have made it possible to analyze three-dimensional
aerodynamic instabilities in a multistage compressor [7].
From a designer’s point of view, a novel computer program which could perform
accurate and reliable pre- and post-stall analysis of a generic compressor is a highly sought
after engineering tool. Mean-line methods employing quasi-1D analysis are quite popular
for design and steady state performance evaluation of axial, centrifugal and mixed-flow
1
compressors. However, they have not been so readily used for dynamic performance analysis
of the compressors used in gas turbines. It was shown by Moore and Greitzer [1] in their
seminal work that an axial compression system operating in rotating stall has significantly
different equilibrium curve than the axisymmetric characteristic. They further pointed
out that the occurrence of surge does not only depend upon the operation of compressor
and connected ducts, but also on the dynamics of entire system within which it is placed.
Henceforth, the outcomes of this study indicate that it is imperative to predict the overall
compressor performance operating at design and off-design conditions, and in particular,
the inception of instabilities.
Heavy-duty gas turbines requiring high compression ratio generally employ twin-spool
compressors: a Low Pressure Compressor (LPC) and a High Pressure Compressor (HPC).
Some aero-engines, particularly those employed in rotorcraft, achieve this overall pressure
ratio by combining axial stages with single or multiple high pressure ratio centrifugal
stages. Earlier studies have focused on developing computational codes for either axial or
centrifugal compressor. However, a unified modelling strategy encompassing both the axial
and centrifugal components is necessary for such mixed flow machines. As a centrifugal
compressor can produce higher per stage pressure ratio, issues like efficiency and stability of
the overall axial-centrifugal compressor could be significantly different than the individual
stages. For comprehensive understanding, it is essential to develop both steady and unsteady
models as it is evident that a compressor undergoing transients performs quite differently
compared to its steady state behavior.
A detailed analysis of rotating stall requires at least two-dimensional modelling approach
with the inclusion of circumferential flow gradients. As an initial step, however, this work
undertakes a quasi-1D unsteady flow analysis of axial-centrifugal compressor by modelling
blade passages as diffusing streamtube elements with compact interfaces or velocity addition
junctions. In this approach, each blade row has been modelled in its own reference frame,



































Figure 1.1: Multistage axial compressor modelled as successive diffusers with velocity
addition junctions
shows a schematic diagram depicting multistage axial compressor stages modelled as
successive diffusers with velocity addition junctions where the incoming velocity vector
gets transformed into relative reference frame of the corresponding row through tangential
velocity addition.
However, for any useful dynamic compressor analysis for surge/stall predictions, a steady
state performance evaluation is vital, especially when the compressor is operating at off-
design conditions. A constant speed operating line in such case is generally a smooth curve,
often marked with a surge inception point. One could model the steady state performance
by extracting the blade aerodynamic forces, and apply them as source terms in the flow
governing equations. A number of earlier studies [8, 9, 10] have followed a similar approach
for computing the steady state by time evolution of the unsteady flow equations. This
approach is capable of capturing compressor performance. However, it is limited by a
number of issues. First, for applying the distributed blade forces as source terms, it is
required to have stage-wise compressor maps for each rotor and stator. In most cases,
such detailed data is difficult to obtain or might be unavailable for a particular compressor.
Further, this approach does not account for relative rotation between the rotors and stators,
so acoustic events like wave transmission and reflection occurring at the row inlet cannot be
properly captured. To overcome these limitations, this work focuses on solving the governing
flow equations in curvilinear coordinate system within local reference frame, where the flow
velocity always points in the direction of local mean-line. Further focus is on validating
model results with test data of various compressors by the inclusion of novel loss model
which estimates stagnation pressure losses occurring due to various mechanisms (details
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of which are presented in sections 2.1.3 and 2.1.4). Using this more intuitive approach
which is independent of any external aerodynamic sources, this work addresses the complex
compressor issues like losses and instabilities.
1.2 Compressor Performance Evaluation
In this section, various approaches for modelling a compression system both in the steady
state and transient operation are discussed. Broadly, the existing compressor simulation
models could be classified into the following categories in terms of increasing complexity.
1. The so-called lumped parameter model [11] where only temporal dependence of flow
variables is resolved. This leads to a coupled system of ordinary differential equations
which can be advanced in time for obtaining both the steady state and transient results.
DYNGEN, a popular computer program developed by Sellers and Daniele [12] at
NASA Lewis Research Center for the performance analysis of turbojet and turbofan
engines, is an example of such lumped parameter model. As a viable simulation tool,
DYNGEN can perform transient analysis of many multi-spool engine configurations,
given the relevant component maps and pertinent design-point parameters.
2. A dynamic model which includes both the spatial and temporal gradients in govern-
ing flow equations, thus results in partial differential equations. For modelling the
compressor instabilities, it is necessary to include axial flow dependence as a locally
generated stall event in a multistage configuration might not get detected in a lumped
parameter model.
3. A detailed three-dimensional CFD model which solves viscous, compressible flow
equations through the multistage compressor configuration.
Although three-dimensional CFD simulations are warranted for obtaining a detailed flow
picture, complex modelling issues related to losses cannot be so easily dealt with, especially
during preliminary design stages. A lumped parameter model, on the other hand, might be
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insufficient for handling the matters of compression system instabilities. Hence, this work is
in the direction of developing a quasi-1D dynamic model by retaining necessary terms in
the governing equations, thus enabling the capture of crucial flow physics.
1.2.1 Stable Operation and Compressor Map
The basic task of a compressor used in a gas turbine is to increase the air pressure so
that the combustion process becomes efficient. A compressor can operate at various shaft
speeds and mass flow rates, hence its performance is generally expressed as a function of
percent of corrected shaft speed in the form of so-called compressor map. A compressor
map is generated for a particular compressor after core rig testing or by detailed computer
simulations. A typical compressor map, as shown in Figure 1.2, depicts total pressure ratio
and adiabatic efficiency versus corrected mass flow for various shaft speeds. The design
Figure 1.2: A compressor map showing surge line and choke line, Ref. [13]
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point is marked on the map at 100% speed, shown by an open circle in Figure 1.2. At
low mass flow rates, the stable operation of the compressor is limited by the aerodynamic
instabilities as shown by the surge line on the left side of the map. On the right side, there is
a slanted choke line which further limits the compressor operation at high mass flow rates.
Under the stable operation, small transients generated due to flow disturbances die down
and the compressor settles into steady state given by a fixed point on the compressor map.
In practice, the steady state or equilibrium point can be determined by the intersection of
exit throttle curve and the compressor operating line.
1.2.2 A Review of Previous Modelling Approaches
Several conceptual studies have focused on the development of modelling tools that could
generate and further analyze such compressor performance curves. During model develop-
ment virtually a number of design and flow parameters appear, which could easily become
unmanageable to be quantified accurately. Mean streamline aerodynamic analysis due to
its owning simplicity and usefulness have turned out to be a preferable choice by many
compressor designers.
Veres [14] at Glenn Research Center developed a mean-line computer code called
COMDES for conceptual sizing of axial and centrifugal compressors during early design
phase. The code which was based on the compressible fluid flow equations could be used to
evaluate compressor performance both at design and off-design conditions. Particularly at
the off-design operation, the compressor stages were matched aerodynamically by varying
inlet guide vanes and stator geometry angles. At part-speed operation, this variable blade
geometry helped in having a safe compressor operation by improving the overall surge
margin. At the nominal speed, COMDES was designed to provide a better understanding
of the aerodynamic parameters like diffusion factor and stage loading. The losses due to
rotor incidence and inlet guide vanes reset angle were estimated at off-design using simple
empirical models. Further correlations for compressor surge were proposed for NASA stage
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37 and NASA 74-A compressors, providing accurate estimates for most speeds.
Another compressor research work at NASA by Steinke [15] led to the development of
STGSTK program. This program which was written in FORTRAN implemented mean-line
stage-stacking method which could be used for predicting both the stage and cumulative
compressor performance. STGSTK which was based on one-dimensional compressible
flow equations was relatively simple in comparison to two and three-dimensional models,
and minimized model complexity to maintain high computational efficiency. The code
also provided with an option to input non-dimensional stage characteristics or to calculate
the same using aerodynamic inputs available from other compressor design codes. Some
correlations were used from experimental data to model real flow effects induced by high
inlet blade relative Mach numbers. Further options were also provided to modify the rotor
design deviation angles at the off-design conditions. The real flow adjustments were made
to stage characteristic for part-speed operation by expanding the flow coefficient range and
changing the stage adiabatic efficiency level.
Schmidt [16] developed an off-design axial-flow compressor code at NASA Lewis
Research Center, which could predict the off-design aerodynamic performance of fans and
multistage compressors. This program, being an improvement on previous studies, modelled
two-dimensional steady axisymmetric flow in the meridional plane (r-z) and used streamline
curvature method for performing calculations at the stations located outside the blade rows.
This program included empirical loss and deviation correlation models and was capable of
incorporating bleed flows as well as blade geometry adjustments for the first five stators. As
only the profile and shock losses were taken to be the stagnation pressure loss mechanisms,
the program, as a result, validated well the performance of fans and moderately-loaded
multistage compressors. However, it required large reset adjustments for highly-loaded
multistage compressors.
Johnson [17] developed one-dimensional, stage-by-stage steady model for performance
analysis of multistage axial compressor and validation of the loss and deviation correlations.
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His proposed stage stacking method was different from the traditional simplified approaches,
in a sense that it did not require any stage characteristic, but it calculated the stage perfor-
mance using the mechanism of losses and blade exit flow deviation correlations. The loss
and deviation curves, which were obtained using two-dimensional cascade tests, depicted
large drag/loss coefficients for high positive and negative blade incidences, and large flow
deviations for only high positive incidences. The effect of boundary layer blockages were
simulated by reducing the inlet and exit flow areas to match the design-point axial velocities
given in the literature. Overall, the two compressors undertaken for model calibration and
analysis studies showed good match with the test data, though predicted higher choked flow
rates for most speeds. As only generic correlations were used, it was repeatedly stressed
that the loss and deviation curves can be replaced as desired by the user.
Several years of compression system modelling efforts at Arnold Engineering Develop-
ment Center (AEDC) resulted in the development of a compressor program called DYNamic
Turbine Engine Compressor Code, DYNTECC [18]. This program, which was developed
for quasi one-dimensional unsteady analysis of multistage compressors, numerically solved
Euler equations with aerodynamic source terms using an explicit finite difference method.
The stage force and work inputs were provided by a set of quasi-steady characteristics
which incorporated various regions like pre-stall operation, rotating stall and reverse flow
region. Since a compressor operating under rotating stall has relatively quick dynamics,
the quasi-steady characteristics were modified using a first-order lag equation for accurate
simulations of the post-stall events. The analysis capabilities of the program were demon-
strated through unsteady flow simulations and were validated with experimental results.
Stability limits of single and dual-spool compressors were detected at various speeds and
the stall initiating stage was identified using the pressure traces. Post-stall analysis of the
ten-stage single-spool axial compressor showed the occurrence of rotating stall and validated
the stage behaviors well with the experimental data. Further, the single-spool distortion
analysis investigated the effects of inlet temperature and pressure distortions, in which case
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the temperature distortions were found out to be more severe and detrimental in reducing
the overall stall margin.
To demonstrate the applications of CFD analysis on multistage compressor performance
and design, Mansour and co-workers [19, 20] from Honeywell Engines & Systems used
a three-dimensional, viscous code called “APNASA” based on an Average-Passage Flow
Model (originally developed by J. J. Adamczyk [21] at NASA Glenn Research Center),
for steady flow simulations through the multistage compressors. The code, which was first
used to validate and calibrate the performance of two different multistage axial-centrifugal
compressors, eliminated the empiricism associated with the axisymmetric through-flow
models by accurately capturing the blade-passage boundary layers and exit flow deviations.
Overall, the radial distribution of pressure and temperature obtained from this CFD code
matched well with the test data, and further, detailed flow features near the end wall regions
were predicted accurately. Moreover, the axisymmetric through-flow model was employed
in conjunction with the APNASA code to obtain the design-intent conditions. The design-
intent profiles were then specified as the inlet conditions for single-row analysis of a new
compressor whose results compared well with the multistage APNASA results if the right
amount of blockage was used. Through detailed blade design and optimization, the results
from APNASA program were deemed quite good and led to significant cost savings in a
new engine development program.
Turning attention to the centrifugal and mixed-flow compressors, Aungier [22] performed
mean streamline analysis of centrifugal compressor stages and compared the predictions
with experimental data of over one hundred different stages. The work was mainly focused
on impeller performance prediction methods and complemented previous models developed
by the same author for vaned and vaneless diffusers [23, 24]. The model included work
input terms due to impeller blades, windage and disk friction, seal leakage, and recirculation.
The slip factor formulation was based on the paper by Wiesner [25], which holds valid when
the impeller mean-line radius ratio is below some limiting value. Additionally, a corrected
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slip factor was used when the actual radius ratio exceeded this limiting value. Extensive
validation studies were conducted for stages with flow coefficients ranging from 0.009 to
0.15 and the results were found out to be good for turbocharger stages having pressure ratios
up to 3.5.
NASA designed a single-stage high pressure ratio centrifugal compressor called CC3 in
1970s for use in advanced gas turbine engines, power generation and rotorcraft applications.
The CC3’s impeller which could be used with both vaned and vaneless diffusers was
computationally analyzed by Kulkarni et al. [26]. The undertaken RANS computations
investigated two turbulence models, i.e., k-ε and k-ω with nominal (6.8 million grid points)
and refined (14 million grid points) meshes. Considering overall compressor performance,
the refined k-ω model predicted total pressure ratio and efficiency within one percent of
the test data, and was generally more accurate than both the nominal and refined k-ε cases.
However, the k-ω model predicted lower choked flow rate than the data due to slightly
larger growth in pressure side boundary layer leading to extra blockage. This study was
useful in understanding the choice of turbulence model and grid density on the compressor
performance predictions.
Recent collaborative efforts between NASA and United Technology Research Center
(UTRC) towards the development of a new compressor have led to “High Efficiency Cen-
trifugal Compressor” (HECC) which has higher overall pressure and temperature ratio than
the CC3 compressor. With design intent adiabatic efficiency of more than 88% (ηp,tt), HECC
was successfully tested by Braunscheidel et al. [27] at NASA Small Engine Components
Test Facility at Glenn Research Center. The test results demonstrated overall lower pressure
ratios and adiabatic efficiencies than the design intent, however, comparison of spanwise
distribution of local pressure coefficients at impeller exit was quite good. It was found
that the minimum loss of each sub-component did not occur at the same flow rate due to
discrepancies with the design-intent performance. The HECC choked due to the choking of
the vaned diffuser leading to higher losses close to the choked flow rate. But the diffuser
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loss levels were significantly reduced as the compressor was throttled towards the stall.
Galvas at NASA Lewis Research Center [28] worked on developing a FORTRAN
program for predicting the off-design performance of the centrifugal compressors. Empirical
correlations were used for modelling losses at the nominal and part-speed operations. A
brief theoretical approach on enthalpy loss calculations particularly due to inlet guide vanes,
inducer non-optimal incidences, blade-loading, skin and disk friction, recirculation, vaned
and vaneless diffusers was presented. However, the shock losses were neglected throughout
the program. Importantly, the compressor operating range was correlated with the vaned
diffuser leading edge Mach number with an assumption that this component governed the
compressor surge point location. The choking, on the other hand, was controlled by the
inducer at 100 percent speed and by the vaned diffuser at part-speeds. Overall, the model
predicted pressure ratios quite well, however, predicted efficiencies were considerably lower
than the experimental values. While operating close to the nominal speed, choked flow rates
were also not predicted adequately as the choking was mainly governed by the impeller
rather than the vaned diffuser. Some of the predictions could have been better if shock losses
were included in the analysis.
In study by Li et al. [29], an axial-radial combined compressor was simulated through
the numerical solution of 3D RANS equation with Spalart-Allmaras turbulence model.
Specifically, the focus was on analyzing the influence of circumferential inlet distortion on
centrifugal impeller inlet flow at various spanwise locations. The wake characteristics varied
along the span with maximum distortion and losses occurring at low blade span, i.e., near
the hub. Blade loading which is important from the structural point of view, turned out to
vary in periodic fashion versus stator pitch angle, with its maximum amplitude occurring at
the blade leading edge.
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1.2.3 Parametric Effects on Compressor Performance
Variability in a number of geometry and flow parameters can affect the compressor per-
formance both in positive and negative sense. A brief overview of few of the important
parameters like blade sweep, dihedral, swirl distortions, tip clearance etc., is presented in
this section.
It has been reported in literature [30] that compressor blade aerodynamic efficiencies
can be improved by introducing forward sweep and/or positive dihedral, i.e., having a
high obtuse angle between the suction surface and end-wall. Sasaki & Breugelmans [31]
studied sweep and dihedral effects in a linear compressor cascade using three-dimensional
measurements inside the blade passage. In this analysis, both forward and backward swept
blades were investigated, where the sweeping was introduced only near to the end-wall
regions. In their experimental research, the forward swept blades generally led to lower
losses when the incidences were small. On the other hand, the losses were higher or nearly
the same as the straight blades for larger incidences. This was mainly due to the flow
separation that occurred on the blade suction surface around mid-span as a result of large
adverse pressure gradients. The backward swept blades, in comparison, always resulted in
higher losses than the straight blades. Incorporation of positive dihedral was more effective
than forward sweep, which lowered the losses over a wider range of incidence angles.
Overall, the flow measurements showed that, in most cases, forward sweep and positive
dihedral led to lower losses.
Garzon & Darmofal [32] worked on quantifying the role of blade geometric variability
on compressor performance indicators typically aerodynamic performance, pressure ratio,
and overall efficiency. A principal-component analysis (PCA) based approach was used
to build a high-fidelity probabilistic model which was then combined with a compressible,
viscous blade-passage analysis to estimate the aerodynamic performance statistics. For their
flank-milled integrally bladed rotor, the impact of geometric variability was found out to
be low, however, for elevated geometric variability levels the mean loss turned out to be
12
20% higher than the nominal value. A similar result was also obtained for a multistage
compressor using a mean-line model, where elevated geometric variability levels resulted in
near 1% drop in the compressor efficiency.
The gap between blade tip and end-wall plays a major role in the local and overall com-
pressor aerodynamic performance. In general, increasing the blade tip clearance deteriorates
the compressor performance by lowering down the pressure ratio and overall efficiency
due to the increased flow leakage. In first-of-a-kind research, Graf et al. [33], studied the
effect of non-axisymmetric tip clearance on axial compressor performance and stability
through theoretical and experimental tools. It was found that in comparison to axisymmetric
tip clearance, this kind of clearance turned out to be more detrimental, which lowered the
compressor performance and reduced the stall margin significantly. Using a reduced-order
fluid-mechanic model, the authors were able to identify the key model parameters like
local pressure rise characteristic slope, flow inertia parameter, wavelength of asymmetry,
which manipulate the sensitivity of clearance asymmetry on the compressor performance.
Further, they were able to validate the roles of these parameters using the test results. Their
parametric analysis concluded that (a) compressor with steep characteristic close to the peak
pressure is more sensitive to tip clearance asymmetry, (b) decreasing the wavelength of
asymmetry/nonuniformity improves the overall stall margin.
Sheoran et al. [34], investigated the performance of a single-stage compressor in the
presence of inlet swirl distortions using three-dimensional CFD analysis. A realizable k-ε
turbulence model with wall functions was employed for performing flow computations
using the commercial code FLUENT. An interesting part of their research was detailed
classification of various swirl patterns using three main swirl descriptors, namely Swirl
Intensity (SI), Swirl Directivity (SD) and Swirl Pair (SP ). For example, the twin swirl
pattern shown in Figure 1.3 with fixed SI value and no overall direction is denoted by
SD = 0 and SP = 1.0. However, as co-rotating swirl becomes dominant, the offset swirl
pattern with fixed SI value gets identified by SD > 0 and 0.5 < SP < 1.0. Through their
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Figure 1.3: Twin swirl and offset positive swirl patterns at Aerodynamic Interference Plane
(AIP), Ref. [34]
combined compressor-swirl generator CFD analysis, it was shown that co-rotating/positive
bulk swirl decreases the operating flow rates, pressure and temperature ratios, while counter-
rotating/negative bulk swirl increases them. Other complex inlet swirl patterns like twin and
offset swirl result in intermediate values. In their analysis, the shifts in compressor curves
were mainly due to the reduction in adiabatic efficiencies as a result of distorted inflows.
It is common for centrifugal compressors to operate with both vaned and vaneless
diffusers with former being more common industry practice. Inoue & Cumpsty [35]
performed experimental investigations of flow discharging from impeller to vaned and
vaneless diffusers. Their test results showed that vaned diffuser, in comparison to vaneless
diffuser, led to significant amounts of flow reversal close to vane leading edges. However,
the strength of reversed flow became weak as the number of vanes was increased. The
compressor operation with vaned configuration was clearly helpful in reducing the flow
unsteadiness and circumferential nonuniformity within the diffuser.
1.2.4 A Brief Discussion on Loss Mechanisms
Achieving high efficiency for turbomachines is a major goal of most designers and gas-
turbine operators. As a turbine operates in favorable pressure gradient environment, it is
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relatively easier to design a high efficiency turbine compared to a compressor. However,
in recent years due to the advancements in computational technologies, CFD and other
detailed design tools have played an important role in the development of highly efficient
compressors [27]. This section is devoted to a short discussion on various mechanisms which
contribute to the loss of stagnation pressure, hence reduce the efficiency of turbomachines.
Denton in his seminal paper [36], utilizing over 20 years of experience, has given
a comprehensive overview of various loss mechanisms occurring in turbomachines. He
presented the idea that losses should be dealt in terms of entropy generation rates as by
using this approach, useful thermodynamic relations can be easily formulated from basic
theory without loss of generality. Further for a compressor, the flow is mostly adiabatic and
for small changes between the static and stagnation conditions, the stagnation pressure loss
(shown as overall pressure ratio, ps2/ps1) and efficiency (ηc) can be represented in terms of








Some of the important mechanisms leading to direct or indirect efficiency reduction in axial
and centrifugal compressors are described next.
Boundary Layer Loss
Due to their viscous nature, boundary layers are inherently non-isentropic and lead to
significant entropy generation. Inside compressor blade rows, the boundary layers are
mostly turbulent and depending upon flow conditions could be quite thick on end-walls and
near blade aft regions. The complexity of boundary layers is explained in a series of four
papers by Halstead et al. [37, 38, 39, 40], where they dedicated their efforts in analyzing,
assessing and describing the development of boundary layers in axial compressors and
15
turbines. Overall, the entropy generation within two-dimensional boundary layers can be
calculated by figuring out the dissipation coefficientCD (see Ref. [36]), for various Reynolds
numbers and integrating the same over blade surfaces.
Incidence/Turning Loss
Except at the design point, the stages of a multistage compressor are rarely perfectly matched.
Flow entering a stage element at off-design conditions has to turn suddenly to follow the
blade profile. This leads to the loss of stagnation pressure known as incidence or turning
loss, with possible leading edge flow separation.
Mixing Loss
Mixing occurs in regions of high shear typically close to the blade trailing edges and end-
walls. Wake issuing from the trailing edge becomes uniform as the high momentum flow
mixes up with the low momentum flow. This process essentially creates entropy and is
referred to as mixing loss.
Shock Loss
Particularly in transonic compressors, the flow in front rotors in blade reference frame could
be supersonic. This results in the formation of shocks attached to the blade leading and
trailing edges, thus leading to losses. Depending upon the Mach number of incoming flow,
the loss of stagnation pressure could be significant. The expression for total pressure ratio















The above expression shows that the loss of stagnation pressure is approximately 1% for
M = 1.23, however reaches staggering 28% for M = 2.00. While shocks are effective
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means of compression, it is generally advisable to reach the desired compression through a
series of oblique rather than normal shocks.
Tip Leakage Loss
Flow leaks from the high pressure to low pressure side due to the gap between blade tip and
end-wall. A jet issuing from the gap mixes up with the suction side flow and leads to losses
due to (a) irreversible expansion and mixing process, (b) increase in mass flow rate within
the blade passage causing reduction in the pressure rise.
Heat Transfer Loss
Any transfer of heat from a high temperature to low temperature zone is an irreversible
process and creates entropy. Although most compressors operate with nearly adiabatic con-
ditions, small turbochargers could have significant amount of heat loss to the surroundings.
However, the heat transfer losses are generally important for turbines where the coolant
fluid takes some of the heat away from blades causing a lower overall machine work output.
End-wall and Trailing Edge Losses
The losses close to the end-wall region in a compressor cascade are dominated by the
secondary flows which arise as a result of thick boundary layers and significant flow turning.
As the boundary layers develop in adverse pressure gradient environment, they tend to
separate and promote the formation of secondary flows like passage vortices. Further, the
boundary layers leaving the blade surface at the trailing edge mix out and lead to additional
trailing edge losses. A detailed analysis of these complex flows is only possible through the
solution of three-dimensional Navier-Stokes equations.
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Disk Friction Loss
In a centrifugal compressor, the flow leaving the impeller leaks into the side of backplate
and creates entropy through viscous torques which act on the rotating disk. This is known
as disk friction loss and can be estimated by calculating the skin factor coefficient on the
rotating surfaces exposed to the flow. Additional entropy generation might occur when the
heat released due to viscous dissipation mixes up with the mainstream flow and so increases
the work input of downstream stages, if any.
In their seminal work, Koch and Smith [41] from General Electric company devised a
method for predicting the efficiency potential of both low and high-speed compressors at
design conditions. They considered a total of four sources of losses, namely blade profile loss,
end-wall boundary layer loss, shock loss and part-span shroud loss. Further, they validated
their method with test data for a number of low and high-speed compressors with wider
ranges of aspect ratio, solidity, clearance, stagger angle and reaction. In another study by
Koch [42], a stall prediction methodology was developed where the maximum pressure rise
capability of multistage axial compressors was correlated with passage geometry parameter.
Effects of a number of parameters like Reynolds number, blade tip clearance, blade axial
length, vector diagrams etc., were identified. Being simple in approach, this kind of stall
prediction methodology can be employed for preliminary design analysis.
While the literature review in this section highlights the importance of compressor
performance prediction methods at various stable operating conditions, it is equally important
to have a good idea of prediction methodologies when the stable operation is no longer
possible and the compressor encounters instabilities.
1.3 Overview of Compressor Instabilities
Instabilities in compression systems have always been a crippling problem for gas turbine
engine designers and airline operators. Fundamentally, a state of any dynamical system
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can be said to be unstable if a small disturbance in system variables grows in space or
time, necessarily unaided by any external forcing. Numerous studies in the past have tried
to model a compressor by considering it as a dynamic component of an overall system,
connected to various ducts and volumes. One of the well-known research work in this regard
was conducted by Greitzer [43] where he considered a compact pump connected to a duct
cavity on its discharge side and interfaced with the ambient on its suction side. The duct
cavity was joined into a plenum with a throttle connected at its end. The mass flow through
the entire system was controlled by the throttle which essentially discharged to the same
pressure as the ambient. Greitzer modelled the pumping system as a lumped parameter
model by developing a mechanical analogy to mass-spring-damper configuration. Using
this system, he was able to prove that in the case of a large end plenum, the system becomes
dynamically unstable when the pumping characteristic curve (i.e., pressure versus mass flow
plot) changes its slope from negative to positive.
The study conducted by Greitzer was quite novel in its approach and can be used to
elucidate the important concepts of static and dynamic instability [44].
• Static Instability, is mainly operational in nature and is related to steady state charac-
teristics of the system. For a compression system, the static instability arises when
the slope of compressor characteristic curve becomes larger than the slope of throttle
curve. In mass-spring-damper system, this corresponds to having negative spring
constant, essentially resulting in exponential growth of disturbances. Mathematically,
this can be expressed as
SC > ST (1.5)
where SC is the slope of compressor characteristic curve and ST is the throttle curve
slope. This criterion for static instability can be observed on the left side of Figure
1.4, where the points A and C are stable and B is unstable.
• Dynamic Instability, on the other hand, is related to unsteady behavior created due
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Figure 1.4: Static and dynamic instabilities in a compression system, Ref. [44]
to flow imbalances inside the compression system and the ability of throttle to pro-
vide necessary damping. In the second order mass-spring-damper system, dynamic
instabilities arise when the overall system damping becomes negative. This leads
to a general instability criterion, which can be expressed in terms of well-known
B-parameter [45] as shown below:












where U is compressor shaft speed, c is acoustic speed, Vp is volume of end plenum,
Ac is compressor duct area, and Lc is length of compressor duct.
While the static instability is just an operational limit, it is the dynamic instability which is
generally observed in practice when the compressor is throttled to low mass flow rates.
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1.3.1 Rotating Stall and Surge
The aerodynamic instabilities in compression system appear in the form of two modes:
rotating stall and surge. Rotating Stall which was first observed in 1940’s, can be described
as a single or multiple propagating stall cells in circumferential direction, which move from
blade to blade in the direction of compressor shaft rotation. This produces continuous loading
and unloading of the blades resulting in large blade vibrations, which could ultimately lead
to structural failures. It should be further noted that due to the system hysteresis effects, the
rotating stall initiated by closing of throttle cannot be mitigated just by opening it again.
Surge, on the other hand, is often described as an instability of compression system rather
than just of compressor itself, and is a large amplitude oscillation which, once initiated,
results in complete breakdown of flow inside the compressor.
Owing to considerable interest, several researchers have focused their attention on
developing fundamental understanding of rotating stall and surge. Any fluid dynamic model
development in this direction, in turn, has always focused on the notion that the surge is a
large amplitude unsteady oscillation of annulus-averaged flow, which is independent of the
circumferential location. Hence, many unsteady 0D or 1D modelling approaches, bereft of
gradients in the circumferential direction have proved to be sufficient for the simulation of a
compressor surge cycle. On the other hand, rotating stall is a circumferentially propagating
non-axisymmetric disturbance, but can be made steady in a frame of reference moving at a
fraction of shaft speed, essentially the stall speed. Moore [3] followed a similar approach
for analyzing rotating stall in multistage axial compressors, and modelled stall as a modal
perturbation propagating with some unknown speed. The propagation speed was found by
solving the eigenvalue problem obtained by matching pressure across the complete system
including compressor, inlet and exit ducts, guide vanes and plenum. However, experiments
performed by Day [5] clearly indicated that modal perturbations are not always present prior
to stall, and when present, have little effect on the formation of stall cells. His research led to
the conclusion that modal perturbations and formation of finite amplitude stall cells are two
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different phenomena, occurring roughly at the peak pressure of compressor characteristic.
An earlier work by Emmons et al. [46] was focused on analyzing the rotating stall using
linearized analysis by assuming infinitesimal disturbances. As his analysis undertook only
small deviations from the equilibrium position, it was not capable of predicting the finite
amplitude stall cells.
Non-linear models, due to the limitations of linear models, have been the focus of many
subsequent studies. Moore & Greitzer [1, 2] built a general non-linear fluid dynamic model
to encompass both rotating stall and surge type of disturbances. Their research was mainly
concentrated on the evolution of post-stall transients and role of different parameters on the
final state of the system. Hot wire measurements taken by Greitzer at rotor inlet in another
study [45] are in shown Figure 1.5. An often mentioned distinction between the rotating
stall and the surge cycle can be seen from the figure, that the frequency of rotating stall is
typically one order of magnitude higher than that of the surge.
The value of earlier described B-parameter plays a key role in the evolution of post-stall
transients into pure rotating stall or pure surge. Greitzer found that for their compression sys-
tem model, above some critical value of B-parameter, large amplitude surge like oscillations
Figure 1.5: Rotating stall and surge cycle measurements at compressor inlet, Ref. [45]
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get encountered at the stall line; while below this critical value it is the rotating stall which
gets exhibited. One way to manipulate B-parameter is by changing the plenum volume at
the compressor end, thereby enabling the appearance of both kinds of instability modes.
Another parameter studied was the compressor length, and it was shown that the smaller
values of compressor length prefers evolution of transient behavior into surge, whereas
larger values tend to stabilize into rotating stall.
1.3.2 Instability Onset Criteria
It is quite clear that several previous researchers have tried to develop a generalized instability
onset criterion which could hold valid for various geometry parameters and compressor
designs. Leiblein [47] proposed a parameter called Diffusion Factor (Df ), based upon the
growth of boundary layers on suction surface in adverse pressure gradient environment to
predict the onset of stall. His experimental work on two-dimensional cascades showed that
around Df value greater than 0.6, the losses increase rapidly leading to flow separation
and stall. However, stall of a particular stage barely represents the instability of entire
compressor. It is well-known and has also been reported in the literature that a multistage
compressor can operate in a stable manner with one or several stalled stages.
Another popular instability criterion which is still in use is the one proposed by Dunham
[48]. He stated that the rotating stall would be initiated at the peak of total-to-static pressure
rise characteristic (ψTS) plotted versus axial velocity parameter (φ). This criterion has
been successfully derived by other investigators also. Most extensive of all is Moore-
Greitzer’s work on compression systems as described earlier. Using a lumped fluid dynamic
model, they were able to re-derive the zero-slope of pressure characteristic as the instability
criterion. It was also shown by Greitzer [43] that the zero-slope might not be a necessarily
valid criterion for all the compressors. Exceptions were found for high-speed compressors
where the stall inception occurred on the negatively-sloped region of the characteristic curve.
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1.4 Objectives of this Thesis
The literature review and discussion presented in this chapter outline the important com-
pressor related issues like performance evaluation at various speeds, losses estimation and
compression system instabilities. While some work has been done on the mean-line compres-
sor code development, fundamental stagnation pressure loss mechanisms are still unclear to
many compressor designers. Specifically at the off-design operation, when the stages do
not operate at their design blade angles, moderate to severe blade stalling and so generated
flow non-uniformities give rise to stagnation pressure losses. Developing accurate models
for capturing these losses based on physical arguments is a challenging task and sometimes
require tuning of several model parameters. In the scenario of HPC being a centrifugal stage,
a unified mean-line approach with a general loss model for axial-centrifugal compressor has
still not been pursued.
During the unsteady compressor operation, rotating blade rows communicate with
stationary ones through the propagation of acoustic waves. In a compressor simulation
program, it is important to establish this communication through a dynamic interface between
the row elements. Regarding the compressor stability, Greitzer’s lumped system model
[45] for axial compressors has been an accepted norm in the turbomachinery community.
However many underlying assumptions in his model limit it to be used as a generalized
stability criterion. It would be interesting to observe the behavior of overall configuration
when a centrifugal stage gets attached at the end of axial stages. Practical experience
suggests that under some conditions, an axial-centrifugal compressor can operate in stable
manner even if the front stages are stalled. In this regard, it would be important to figure out
where the overall compressor surges leading to the complete breakdown of flow.
This work addresses the above issues by developing a quasi-1D unsteady compressor
fluid dynamic model applicable for both the axial and centrifugal configurations. Objectives
of this work are identified as follows:
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• Develop a steady flow model for axial-centrifugal compressor by capturing essential
stagnation pressure losses using a novel loss model with minimum tuning parameters.
• Establish dynamic interaction between two neighboring blade rows rotating relative
to each other and integrate it within the underlying numerical scheme employed for
the solution of governing equations.
• Perform dynamic analysis of the axial-centrifugal compressor for various operating
conditions and estimate the instability initiation point on the compressor curve.
• Demonstrate compressor stalling and choking phenomena using dynamic simulations
and further investigate “abrupt stall” occurrence on the negatively-sloped region of
the compressor characteristic.
Subsequent chapters of this thesis are organized as follows. Chapter 2 discusses steady
and unsteady fluid dynamic model along with various loss models using streamtube analysis
for the axial-centrifugal compressor. Chapter 3 presents the numerical solution of governing
equations and the dynamic compact interfaces along with the boundary conditions. Chapter
4 assesses the compressor model and validates the steady state results against the measured
data. Results for the axial-centrifugal compressor and UTRC-HECC are also presented.
Chapter 5 explores compressor instabilities through dynamic simulations and also investi-
gates compressor choking, low-speed stall and abrupt stall phenomena. Chapter 6 performs
sensitivity studies on compressor performance with respect to the geometry parameters.




STREAMTUBE FLUID DYNAMIC MODEL DEVELOPMENT
A compressor performance model development requires detailed fluid dynamic analysis of
the machine and associated components under various operating conditions. In this chapter,
a quasi-1D streamtube based mean-line analysis of flow through the compressor blade
passages is discussed. For a stage element, say rotor or stator, the annular space between the
hub and shroud forms a streamtube, and the aerodynamic blades guide the flow through this
streamtube. Similarly, a multistage compressor can just be considered as a combination of
consecutive streamtubes with alternating reference frames.
In the next sections, theoretical steady and unsteady models based upon conservation
principles applicable for axial, centrifugal or mixed flow compressors are presented. For
the axial stages considered in this study, the mean-line inclination with respect to the axial
direction is not very significant. Therefore, while analyzing the flow just through the axial
stages, the contribution of mean-line inclination to streamtube cross-sectional area has been
particularly ignored.
2.1 Steady State Model
For evaluating the steady state performance, the blade passage within a stage element, say a
rotor or stator, is modelled as a diffuser section which continuously raises the static pressure.
As flow enters the rotor from stator or vice-versa, there is a jump in stagnation pressure and
stagnation temperature due to the tangential velocity addition or subtraction as shown in the
Figure 1.1. In the diffuser section, stagnation temperature can also change due to the work
done by centrifugal force if the mean-line has significant radial inclination. But in the case
of pure axial stage with relatively small mean-line inclination, the mean-line radius remains
nearly constant. As a result, the work done by centrifugal force comes out to be zero, which
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further keeps the stagnation temperature same within the diffuser section. The stagnation
pressure, however, lowers down due to the losses which turn out to be a significant part of
the proposed model development process.
To start with, an ideal stage diffusion process in an axial stage is considered, which
is further modified to obtain the general stage equation with the inclusion of stagnation
pressure losses.
2.1.1 The Ideal Diffusion Process in Axial Compressor Stage
Consider a steady flow of ideal fluid passing through an axial blade passage as shown in
Figure 2.1. Flow enters the passage at non-zero angle of attack or incidence angle α, with
effective area being Aicos(βi+α) and leaves with the effective area of Aecos(βe). Although
the difference between Ai and Ae could be small, it is the difference between blade angles
(βi − βe) which is generally significant and governs the overall flow turning. The stage
diffusion process can be understood by considering the conservation laws for mass and






































































Here, Ψ is an indicator of extent of flow diffusion taking place inside the passage and is a
function of blade geometry and angle of attack. For large inlet angles βi + α, the value of Ψ
is small and particularly for βi + α = 90 degrees, Ψ = 0. Under this condition, equation















Through a careful observation of equation (2.6) for typical values of inlet Mach number,
it can be witnessed that in this case the exit static pressure is essentially same as the inlet
stagnation pressure, which implies complete flow diffusion. However, it can also be noticed
that inlet velocity in this case is normal to the flow area which amounts to zero mass flow
through the passage.
For positive angle of attack (α > 0), the incoming area Aicos(βi + α) is smaller than
the flow area which would be observed just after entering the passage, i.e., Aicos(βi). This
area change amounts to sudden flow turning, which being equivalent to sudden expansion
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in a channel, therefore results in stagnation pressure losses. Modelling these inlet turning
losses constitutes an important feature of this work. On the contrary, for negative angle of
attack (α < 0), the area of incoming stream is larger than the inlet passage area. This results
in sudden flow contraction and if incoming Mach number is too high (though still subsonic),
the flow could choke essentially choking the entire compressor. In this case, the sudden drop
in compressor pressure, as generally observed for high mass flow rates, would be obtained.
However, if the incoming flow Mach number is quite low to create a choked throat, the stage
may go into a “negative stall” (i.e., stall at high negative angle of attack).
2.1.2 General Stage Equation with Losses
The ideal diffusion process does not account for stagnation pressure losses which might
occur due to various mechanisms as discussed later. To model a general stage diffusion
process, let us consider two points inside the passage, say 1 and 2, and represent the flow
diffusion from 1 to 2 as a difference between isentropic process and stagnation pressure loss
(∆ps,loss) as shown below:







During the diffusion process, the stagnation temperature between these two points could
change due to the work done by the centrifugal force. By energy balance, this work done
can be integrated to calculate the stagnation temperature at point 2 as shown below:









For both the compressors and turbines, loss of stagnation pressure is generally quantified in
terms of loss of dynamic pressure [36]. The pressure loss coefficient (ωloss) representing
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After the introduction of above definition for the pressure loss coefficient (ωloss), the stage







(1− ωloss) + ωlossp2 (2.10)
To simplify this analysis, let us introduce another variable f which is purely a function of
Mach number M and specific heat ratio γ, and relates the stagnation temperature to static
temperature as shown below:






















Figure 2.2: Plot of function f versus Mach number for γ = 1.4 with f ∗ calculated at M = 1
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The plot of f versus mach number M for γ = 1.4 is shown in Figure 2.2, which indicates
that f remains bounded between 0 and 1 even though Mach number could be unbounded.
Equation (2.10) can be completely represented in terms of function f if the static pressure p,
and stagnation pressure ps are obtained in terms of f .
For steady quasi-1D analysis, the mean-line velocity is given by
V =
√


















where A is the flow cross-section area. Using the perfect gas equation (p = ρRT ) and





























where γ is the specific heat ratio. By substituting the expressions from equations (2.15) and
(2.16) into equation (2.10) and making use of equation (2.8), the following single equation






















Equation (2.17) is the general stage equation where the right hand side, i.e., G can be
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completely determined for a given compressor geometry, inlet condition and an underlying
loss model. This enables the calculation of f2 which upon using relations given by equations
(2.13)-(2.16) provides all the flow variables at point 2. Clearly for no losses (ωloss = 0) and
negligible changes in mean-line radius (r2 = r1), it is the pure flow diffusion that governs
the stage exit condition.
2.1.3 Estimation of General Losses
The performance of an industrial compressor, far from being ideal, can be accurately
predicted by the inclusion of a novel loss model encompassing various physical mechanisms.
This section considers models for different direct and indirect sources of stagnation pressure
losses, and essentially gives an estimate of ωloss term featured in the stage equation (2.17).
Shock and Inlet Turning Losses
As mentioned earlier, streamline entering a stage element at non-zero incidence or attack
angle has to turn suddenly for following the blade passage, which essentially leads to
stagnation pressure loss. It is assumed that this sudden inlet turning results in flow separation
at the blade leading edge with further reattachment at some downstream distance. At positive
angle of attack, the turning process is represented as flow through a channel with sudden area
expansion as shown in Figure 2.3. Similarly at negative angle of attack, the area of incoming
stream is larger than the passage area, which is analogous to sudden flow contraction process,
also shown in the figure.
Often for a transonic compressor operating at high speeds, Mach number in blade relative
frame could turn out to be more than 1.0, thus making the flow locally supersonic. In such
a case, a normal shock is modelled at the passage inlet and the Mach number behind the
shock is calculated using the following relationship:
M1
2 =
(γ − 1)Min2 + 2
2γMin


































Figure 2.3: Inlet turning process where the flow entering at positive angle of attack is
represented as sudden expansion, while the flow entering at negative angle of attack is
shown as sudden contraction
The post-shock condition is then used as the inlet condition for the turning element. The
flow contraction results in the formation of a throat which is identified as the smallest area
in the turning element. For positive angle of attack (α > 0), the throat area At is taken to be
same as the inlet area A1. However, at negative attack angle (α < 0), there is a severe area
reduction and the throat area is given by Weisbach formula [49] as written below:
At
A2






Overall, the complete inlet turning process has been divided into two steps: a) an
isentropic flow contraction between the inlet and throat with no stagnation pressure loss, b)
subsequent expansion from the throat to exit resulting in loss. The mathematical equivalent
of the first step can be expressed as
pst = ps1 (2.21)
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Depending upon the inlet angle of attack, the throat area is either kept same as the incoming
stream area or calculated using equation (2.20). This in turn is used to calculate the throat
function ft using equation (2.22) and subsequently throat Mach number Mt using equation
(2.12). Particularly for negative angles of attack, if At/A1 is too low, the throat Mach
number could turn out to be supersonic (physically an impossible situation). In practice,
however, the throat becomes choked imposing an upper limit on the throat Mach number,
i.e., Mt = 1.
For expressing second step of the turning process, it is assumed that the flow separa-
tion occurring due to sudden area change maintains a constant static pressure across the
throat cross-section. By taking flow to be incompressible and neglecting viscous effects,
momentum balance equation between the throat and the exit can be simply written as
ṁ(V2 − Vt) = A2(pt − p2) (2.23)
Using the expressions for velocity and static pressure in terms of function f , the above

















The two-step inlet turning process expressed in terms of equations (2.22) and (2.24), is
required to be solved by invoking Weisbach formula using areas A1 and A2. After solving
for f2, the pressure loss coefficient given in equation (2.9) determines the loss due to inlet




















The turning process, however, does not consider losses that could occur due to the flow
separation inside a blade passage and subsequent mixing which can become quite severe as
a result of flow non-uniformities. When the flow conditions are close to stall, separation
initiates near the blade leading edge with no downstream flow reattachment, essentially
making the second step of turning process a constant pressure expansion. Under such
extreme condition, equation (2.23) becomes
p2 = pt (2.26)









Both inlet turning and blade passing mixing can now be expressed using a single sliding
scale equation by introducing mixing loss factor 0 ≤ ξml ≤ 1, as a model parameter. ξml

























It can be observed from the above equation that ξml = 0 implies no mixing losses and
equation (2.24) is recovered back. On the other hand, ξml = 1 results in maximum mixing
losses, essentially giving back equation (2.27). For calculation purposes, the sliding scale





The loss due to wall friction turns out to be significant if thick boundary layers develop
over the compressor blades and end-wall casing. To account for this loss, the theory of flow
inside pipes has been taken into consideration, where the pressure loss ∆p gets expressed in









where l is the length of pipe and Dh is the hydraulic diameter. The friction factor λ is related
to local Reynolds number Re as shown by Schlitchting [50] for pipes of different shaped
cross-sections like triangular, square, rectangular etc. Particularly for turbulent flow inside a






For the case of low to moderate Mach numbers, the friction loss represented as stagnation
pressure loss can be approximated by the loss of static pressure, i.e., ∆ps,loss = ∆p. Using











where σ = l/Dh is the representative blade solidity. For typical flow conditions inside the
blade passages, Reynolds numbers are well above 10000 resulting in λ to be less than 3%.
For unsteady flows, however, local wall shear stress τw is required to be determined for
inclusion into the flow equations. For quasi-1D analysis, this is estimated by writing a force












Comparing the above relationship with the definition of wall shear stress, it can be seen
that the skin friction coefficient Cfw is 1/8th of the friction factor λ. Further, the above
relationship represents wall shear force per unit area. For calculating the force per unit
length (as generally is required for mean-line analysis), τw must be multiplied by local
streamtube width b. In the unsteady model (as would be discussed in section 2.2), above
analysis is kept as a guideline for setting Cfw value. However, for better model tuning a
slightly modified value has been used.
Tip Leakage Loss
During cascade testing, blades arranged in linear or annular fashion are firmly attached to
the hub and shroud, thus allowing no flow leakage from one blade passage to another. In
an actual compressor, on the other hand, there is a small but finite clearance between the
blades and casing installations through which flow can leak from the high pressure to low
pressure or suction side. The bulk stagnation pressure loss model, in this case, has been
approached by calculating the kinetic energy of the leakage jet that gets dissipated. Details
of the underlying theoretical model for tip leakage loss are shown in Appendix A. Further,
the reader can refer to the paper presented by Mishra et al. [51] for a primitive formulation.










where λtip is non-dimensional parameter representing the ratio of tip gap to blade height, σ
is the blade solidity, and θc is the camber angle. Through this analysis, it can be observed
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that a high solidity blade leads to lower stagnation pressure loss. Equation (2.34) is in a
good agreement with the approach and corresponding measurements presented by Senoo
and Ishida [52].
Trailing Edge Flow Deviation
Flow leaving the trailing edge of a blade passage generally deviates by some angle δdev
from the design blade angle βe. Although the trailing edge deviation does not impose any
stagnation pressure loss directly, it changes the total blade passage diffusion by reducing the
effective flow turning. In most cases, the deviation approach based upon Carter’s rule [53,





where m is a parameter dependent on stagger angle and blade airfoil, θc is the camber angle,
σ is the blade solidity, and n is an exponent typically close to 1.0 for small inlet flow angles,
but drops to 0.5 for high inlet flow angle values. For the purpose of 1D compressor flow
modelling in this study, the following expression for the trailing edge flow deviation angle








The above developed loss model is now used to predict the losses in a virtual cascade test,
results of which are shown in Figure 2.4. In this prediction, the mechanism of extra mixing
losses has been ignored, i.e., ξml is set 0. This simplification is expected to underpredict
losses at angles close to the stall. Since the stall may occur at relatively low negative angles
of attack, one should perceive the results at negative incidence as being overly optimistic.
Still, there is a significant agreement with the published results of the cascade test. The
model in its basic form (i.e., ξml = 0) shows that an increase in inlet Mach number from 0.4
to 0.8 has relatively mild effect on the increase of losses. This finding is well supported by
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Stagger angle = 40 deg, M = 0.8
Stagger angle = 40 deg, M = 0.4
Stagger angle = 20 deg, M = 0.8
Stagger angle = 20 deg, M = 0.4
Flow Choking
Figure 2.4: Turning losses prediction in a virtual cascade test at various inlet Mach numbers
and stagger angles
the data obtained by Andrews [55]. Contrary to the mild effect of the Mach number, the
stagger angle appears to have a significant effect on the losses, a sensitivity also reported
by Yocum and O’Brien [56]. A seemingly subtle yet important fact is that flow choking
is encountered at M = 0.8 when the angle of attack is only slightly negative, thus not yet
close to the stall.
2.1.4 Estimation of Centrifugal Stage Specific Losses
The losses introduced in the previous section due to off-design incidence, shock formation,
wall friction, etc., are quite general and has been used for calculating losses in both the axial
and centrifugal compressors. Exception is the trailing edge deviation which is implemented
only for the axial stages. This section deals with losses specific to the centrifugal stage. Due
to the finite number of impeller blades, a slip factor has also been included.
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Disk Friction, Blade Loading and Recirculation Losses
Disk friction loss is due to the viscous torque exerted by the fluid moving in the side gap or
backplate onto the impeller or rotating component. In comparison to other frictional losses,
this loss component could be quite significant for an impeller rotating at high tip speeds. In
this research work, NASA computational model of 1970’s developed at Lewis Research
Center (LRC) [28] has been taken as the reference for calculating centrifugal stage specific
losses. To start with, losses are first represented in the form of an enthalpy loss function and
are subsequently converted into an overall stagnation pressure ratio. Since the majority of
impeller losses discussed here occur inside the vaneless space or close to the impeller exit,
the resulting overall pressure ratio is imposed across the vaneless space, i.e., between the












is the Reynolds number calculated using impeller exit rotational velocity Ue, exit diameter
De, and the compressor ambient conditions. The subscript e denotes the impeller exit value
and ṁ is the mass flow rate.
Blade loading loss accounts for secondary flow effects due to high tangential blade-to-
blade pressure gradients and the boundary layers. According to NASA LRC model, this
loss component is directly related to the impeller exit speed Ue and the diffusion factor Df .
























In the above expression, the subscript i, tip denotes the tip value at impeller inlet, NI is the
number of impeller blades and KBL has a value 0.75 for conventional impellers and 0.60 for
impeller with splitter blades. The dimensionless head qaero is the ratio of total enthalpy rise





which comes out to be unity from classical energy conservation approach across the impeller.
Recirculation loss occurs when the fluid inside the vaneless space gets recirculated back
into the impeller leading to extra work input and impeller efficiency reduction. The enthalpy
loss due to recirculation, as shown below, is a function of impeller exit absolute flow angle






The loss mechanisms, as discussed above, are incorporated as an equivalent stagnation
pressure ratio across the vaneless space. Converting the sum of enthalpy loss functions into











where Tse is impeller exit stagnation temperature. Now according to the pressure loss





Upon knowing the impeller exit conditions, the above impeller losses are implemented in
the centrifugal stage model to calculate the diffuser entry conditions.
Losses in Vaned Diffuser
Vaned diffusers are generally advantageous over vaneless ones as they achieve the required
diffusion or pressure rise over smaller effective length. The flow discharging from the
impeller has high velocity, which upon entering the diffuser could lead to supersonic flow
and thus to shock formation. The shock loss and the incidence loss, as discussed in the
previous section 2.1.3, are incorporated in compact form at the diffuser entry. Subsequently,
the wall friction and tip leakage losses are also implemented.
Few studies like [57] have shown that the diffusers with large expansion angle could
lead to flow separation inside the passage. To quantify the loss due to separation, let us
consider the separation process inside two different passages as shown in Figure 2.5. In the














Figure 2.5: Separation process inside a two-dimensional (a) diffuser, (b) backward facing
step
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longer remain attached in the adverse pressure gradient environment. In the vaned diffusers,
this gradual separation can be observed experimentally, however difficulties in quantifying
such process renders the modelling efforts fruitless. In the present model, separation in
backward facing step, as shown on the right side, is taken as the reference for quantifying
the diffuser separation loss. To approach this problem, the sudden expansion process as
shown systemically in Figure 2.3 has been considered. Upon balancing momentum between
the throat and exit of the step, equation (2.24) gets recovered, which after transforming into
a quadratic equation can be written as
ax2 + bx+ c = 0 (2.45)
where x =
√
1− f2 and the coefficients a, b and c are given by
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It should be noted that ωstep,loss can be obtained for a range of subsonic and supersonic flows
in the inlet. Once the step loss ωstep,loss is calculated, the inline separation loss is estimated
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using a separation degree factor 0 ≤ Dsp ≤ 1, assigned to the diffuser. The separation
degree factor Dsp, is a function of diffuser geometry and shaft speed.
ωsp,loss = Dsp · ωstep,loss (2.48)
To obtain the Dsp value, a comprehensive diffuser data analysis is required that can provide
a correlation measure. However, from the measured data of the very compact diffuser of
HECC [27], mentioned in Chapter 1, a value between 0.3 to 0.4 seems to provide a good
agreement as long as the diffuser is not close to the choke. After a certain high throat Mach
number, Dsp increases gradually and reaches a value of 1.0 as the diffuser chokes.
Slip Factor Formulation
Flow leaving the impeller blades hardly follows the design blade exit angle and deviates by
some degree. This is known as fluid slip and is quantified in terms of a slip factor σ. One
of the possible reasons for this is the existence of tangential pressure gradient in response
to the Coriolis force near the blade outlet. High pressure at the leading blade face and low
pressure at the trailing blade face result in nonuniform velocity distribution at any radial
location. Particularly at the impeller exit, the tangential velocity becomes high enough so
that the flow leaves at angle β′e deviating from the original blade angle βe.
Slip factor depends upon a number of parameters, namely number of impeller blades,
amount of boundary layer blockage, extent of flow separation, blade geometry, etc. Wiesner
[25] presented a review of various methods that can be used for the estimation of slip factor.
One of the popular expressions proposed by Stanitz [58] is given by
σ = 1− 1.98
NI(1− φecot(βe))
(2.49)
where NI is the number of impeller blades, φe is the exit flow coefficient, and βe is the
blade exit angle. For high exit blade angle (βe > 45 deg.), as typically is the case for the
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compressors studied in this work, equation (2.49) is approximated as
σ = 1− 1.98
NI
(2.50)
2.1.5 Vaneless Space and Interstage Gap Model
The use of a zone between the impeller and vaned diffuser in which the flow can expand
without vanes to subsonic speed is very common [44]. Flow leaving the impeller enters the
vaneless space at an absolute angle α1 and leaves at an angle α2, as shown in Figure 2.6.
For one-dimensional analysis, the vaneless space model is approached by conserving mass,
energy and angular momentum across the two radii, i.e., r1 and r2.




















where A1 and A2 are radial cross-section areas depending upon local radius and streamtube
width b. The conservation of energy is essentially embedded in the above equation, which
makes the stagnation temperature same at the two radial locations. It should be further
observed that the vaneless space is not required to be isentropic and could have significant






Figure 2.6: Flow direction at the inlet and exit of vaneless space
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of overall stagnation pressure ratio (see equation (2.43)) are implemented in compact form
across the vaneless space.












In a more specific case where the width of streamtube is constant throughout the vaneless
space, the function g(r2/r1) is just unity. Conservation of angular momentum dictates
r1V1sin(α1) = r2V2sin(α2) (2.53)
and further using f formulation for velocity, i.e., equation (2.13) results in
r1sin(α1)
√
1− f1 = r2sin(α2)
√
1− f2 (2.54)














Equations (2.54) and (2.55) represent a system of two equations with two unknowns, i.e., α2
and f2 which can be obtained in an iterative manner. Since f is bounded between 0 and 1,
first a value for f2 > f1 is guessed and then α2 is calculated using equation (2.55). Next,
it is checked whether the values of f2 and α2 satisfy equation (2.54), else the guess for f2
is updated. The process is repeated until the iterations converge. Finally upon using the
relations given by equations (2.13)-(2.16), all other flow quantities at the exit of vaneless
space are obtained.
In a similar fashion, interstage gaps dictated by a stagnation pressure ratio ps2/ps1 can
be treated. In this case, the width of streamtube generally changes across the gap, hence the
function g(r2/r1) turns out to be slightly important.
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2.1.6 Inclusion of Compressor Bleed Ports
Air is bled from the compressor mainly for cooling turbine blades and improving the stability
margin. To incorporate the bleed ports in the steady state analysis, let us consider that the
air is bled at a constant mass flow rate ṁb, as shown in Figure 2.7. In turn, this changes the
downstream flow condition which is required to be evaluated. In case of bleed air stagnation
enthalpy hsb being same as the upstream value hs1, it can be shown by conservation of
energy that the downstream stagnation enthalpy does not change, i.e., hs2 = hs1. Further
the mass conservation implies
ṁ2 = ṁ1 − ṁb (2.56)
An important thing to consider while incorporating bleed ports is to minimize the losses.
Considering no loss of stagnation pressure due to the bleed port, the downstream stagnation
pressure ps2 remains same as the upstream stagnation pressure ps1. Upon using equation















With known upstream state and using equation (2.56), the above equation can be solved for
f2. Since hs2 and ps2 are already known, other required flow variables are obtained using










Figure 2.7: Compressor bleed port with incoming and outgoing flow streams
47
2.1.7 Flow Separation and Stall Considerations
Stall is traditionally associated with severe flow separation. The flow could separate inside a
blade passage if the inlet angle of attack or incidence angle is large. A common notion is
that a stage stalls when the static pressure rise over the stage reverses its slope with respect
to the flow coefficient. The question, however, is what shall be the effect of such a stall on an
individual stage and on the compressor as a whole. In many cases, compressor stall refers to
the point where the compressor as a whole loses stability and plunges into surge. However,
surge is a dynamic response of the entire machine and is not representative of the stall of an
individual stage. In fact, the compressor may be able to operate stably with one or more
stalled stages, or otherwise may get into surge with most of its stages operating without
a stall. In general, as shown in Figure 2.8, flow separates close to the blade trailing edge
leading to small mixing losses. However, when the incidence angle in combination with
other loading parameters crosses the critical/stall value, the boundary layer could separate
right at the leading edge, thus inducing high losses.
In this model, two different of kinds of stall have been considered: (a) the progressive
or gradual stall where the pressure rise characteristic of the compressor gradually changes
its slope, (b) the abrupt or sudden stall where the compressor characteristic drops suddenly
and attains larger slope than the throttle characteristic. The mixing loss factor ξml in case of
gradual stall changes smoothly, hence leads to continuous loss progression. However, as
Incidence angle 
increases
Trailing Edge, Partial Separation Leading Edge, Full Separation
Figure 2.8: Trailing edge separation which gets converted to leading edge separation as the
incidence angle increases
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the separation occurs at the leading edge, a sudden jump in losses leads to sharp dynamic
transition pushing the compressor into violent stall. In this case, ξml reaches its maximum
value of 1.0.
2.2 Unsteady Streamtube Analysis
The steady analysis including general stage diffusion model can be used for predicting the
performance of a compressor operating without any transients. In this section, an unsteady
model based upon streamtube analysis including centrifugal work and force terms in the
flow governing equations is considered. The mean streamline within the streamtube is a
smooth curve in three-dimensional space, whose rotation around the shaft axis results in
a surface of revolution. The flow conservation equations are formulated by following this
mean streamline and the surrounding streamtube.
2.2.1 Mean-line Construction
Consider mean-line m (m-line) which is the trajectory of bulk flow through the streamtube
element defined by the passage between two blades. In general case, the mean-line lies
on the surface of revolution as shown in Figure 2.9. An element dm is associated with a
nominal cross-section area A, which represents the area of the surrounding streamtube and a
characteristic width b, which represents the shape factor of this surrounding streamtube. The
orientation of the m-line is defined by the stagger angle β and radial angle η with respect to
the axial direction. The equation of the m-line can be derived by considering basic frame of
reference to be the rotation axis x and radial coordinate y with corresponding unit vectors
~i and ~j, respectively. The z-direction with corresponding unit vector ~k, according to right
hand rule, points outwards perpendicular to the xy plane. Next, consider a plane containing
the point of m-line whose unit vectors ~i′ and ~j′ are on plane xy, but are rotated by angle η in
the counter-clockwise direction. The third unit vector ~k′ always points out of this xy plane,
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Figure 2.10: Schematic of curved streamtube with the mean-line in xz plane
is tangent to the line m at the corresponding point and lies on the plane ~i′~k′ as shown in
Figure 2.10. This vector overlaid on the trace of m is shown at the bottom of Figure 2.9 at
two places, one representing mostly the axial flow and other transitioning to the radial flow.
From Figure 2.9, ~m can be represented in terms ~i′ and ~k′ as
~m = cos(β) · ~i′ − sin(β) · ~k′ (2.58)
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Since the flow cannot cross the bounding surface and vector ~j′ is normal to ~m, the third
vector ~nm in the streamline system can be calculated as
~nm = ~m× ~j′ = sin(β) · ~i′ + cos(β) · ~k′ (2.59)
Further, the unit vectors ~i′, ~j′ and ~k′ are just the rotational transformations of Cartesian unit
vectors. This gives
~i′ = cos(η) ·~i+ sin(η) ·~j
~j′ = −sin(η) ·~i+ cos(η) ·~j
~k′ = ~k (2.60)
Substituting equation (2.60) into equations (2.58) and (2.59) results in
~m = cos(β)cos(η) ·~i+ cos(β)sin(η) ·~j − sin(β) · ~k
~nm = sin(β)cos(η) ·~i+ sin(β)sin(η) ·~j + cos(β) · ~k (2.61)
It can be verified that the magnitude of each unit vectors ~m and ~nm is unity.
|~m| =
√
cos2(β)cos2(η) + cos2(β)sin2(η) + sin2(β) = 1
|~nm| =
√
sin2(β)cos2(η) + sin2(β)sin2(η) + cos2(β) = 1 (2.62)
Scaling the mean-line unit vector ~m and making it dm in magnitude leads to
~dm = cos(β)cos(η)dm ·~i+ cos(β)sin(η)dm ·~j − sin(β)dm · ~k (2.63)
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On the other hand, the mean-line differential vector can also be represented in terms of
Cartesian variables as
~dm = dx ·~i+ dy ·~j − dz · ~k (2.64)








It is to be noted that in the axial stages where the inclination angle η is small, all the
geometrical parameters are represented in terms of x, namely r(x), η(x) and β(x). For
obtaining mean-line in this case, the upper formula in equation (2.65) is used. In the radial
stage, however, η approaches 90 degrees and hence x is replaced by r as the independent
variable such that the geometrical functions become x(r), η(r) and β(r) and the bottom
formula is used. After numerically integrating equation (2.65), the desired mean-line
functions r(m), η(m) and β(m) and the corresponding mean-line area A(m) are obtained.
As shown in the next section, these mean-line quantities are used for formulating the
mean-line flow equations.
2.2.2 Flow Governing Equations
In some streamtube sections, the m-line is attached to a stationary row (inlet duct, IGV,
stator, diffuser section) and in other sections, it is in a non-inertial rotating frame attached to
the rotor. The accelerating rotating frame introduces inertial forces, namely the centrifugal
force and the Coriolis force. The centrifugal acceleration is always in the direction of the
unit vector ~j and its magnitude is Ω2r. The components of centrifugal acceleration along
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and normal to m coordinate are given by
Fcentrif,m = Ω
2r~j · ~m = Ω2rcos(β)sin(η)
Fcentrif,n = Ω
2r~j · ~nm = Ω2rsin(β)sin(η) (2.66)
The Coriolis force per unit mass is given by
~FCor = 2~Ω× ~V = 2ΩV (~i× ~m) = 2ΩV (sin(β)~j + cos(β)sin(η)~k) (2.67)
where V is the mean-line velocity amplitude. The cross product implies that the resultant
force is perpendicular to both ~Ω and ~V . Since ~V is oriented alongm, the Coriolis acceleration
has no component along the m-line. The component along ~nm is
FCor,n = 2ΩV sin(η) (2.68)
It can be seen from above that the effect of Coriolis force is null when η = 0 and is maximum
in pure radial flow, i.e., η = 90 degrees.
Now considering the mean-line differential element as shown in Figure 2.10, the conser-














(ρV hsA) = ρV AΩ
2rcos(β)sin(η)− Cq (2.70)






(ρV 2A) = −A ∂p
∂m
+ ρAΩ2rcos(β)sin(η)− CfρV 2b (2.71)
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where Cq represents the heat loss due to cooling and is taken to be zero, Cf is the friction
coefficient representing wall friction, Ω is the shaft angular speed, η is the inclination of












In addition to the above equations, the perfect gas law is used to relate the thermodynamic
variables
p = ρRT (2.73)
Equations (2.69)-(2.73) represent any configuration that can be encountered in a compressor
including pure axial, pure centrifugal, or mixed flow. Considering now the energy equation
without any time-derivatives and assuming no heat losses, the energy equation gets reduced
to the following form:
∂
∂m
(ρV hsA) = ρV AΩ
2rcos(β)sin(η) (2.74)
This equation shows that for an adiabatic, pure axial stage where η = 0 degrees (i.e., radius
of the mean-line is constant), the total enthalpy is constant along the stage implying
ρV hsA = constant (2.75)
On the other hand, in a radial impeller where η = 90 degrees, there is a total enthalpy
increase as a result of the work done by the centrifugal force. Also as pointed out earlier,
whenever there is a change in the reference frame from stationary to rotating and vice-versa,
a source of lateral velocity is applied, which raises the stagnation temperature and stagnation
pressure.
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2.3 Summary of Streamtube Fluid Dynamic Model
In this chapter, a quasi-1D fluid dynamic model for predicting the steady and unsteady
performance of a multistage axial-centrifugal compressor has been developed. Few key
features of the model are summarized below:
• Instead of approaching compressor from the aerodynamic point of view, a successive
diffusers based philosophy has been adopted, which makes the analysis independent
of any external force/work function.
• Differentiating a real stage from an ideal one, models for various mechanisms of
losses have further been developed, which can predict the general stage performance
through the evaluation of ωloss term.
• By performing stage-by-stage mean-line calculation with transformations at the rotor-
stator interfaces, the model is expected to estimate the operating curves for multistage
transonic compressors including both the axial and centrifugal stages at various speeds.
• The unsteady streamtube model based upon conservation principles results in a
system of partial differential equations. Clearly, these equations are applicable within
a diffuser passage, however there is a need of boundary interface that can establish
the communication between two streamtube segments in a dynamic manner. This is a
crucial part of this work and is dealt systematically in the next chapter.
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CHAPTER 3
NUMERICAL METHOD AND DYNAMIC COMPACT INTERFACES
The equations (2.69)-(2.73) are model partial differential equations (PDEs) and govern the
flow dynamics within the passages of rotors and stators. Since, an analytical solution of the
governing equations is not possible, these equations are required to be solved numerically.
Further, between the sections, an interface is required to accommodate frame transformation
that manifests itself as a source of normal velocity addition. In addition, within the interface,
“sharp” flow changes such as passage through shock waves, sudden flow turning and intense
mixing need to be also accommodated. The theory and implementation of this interface
form a novel part of this work. This chapter focuses on introducing a central-difference
based numerical scheme and a dynamic interface, referred to as Compact Interface Element
(CIE) herein, which can be seamlessly integrated within the central scheme.
3.1 Numerical Scheme
While solving the Euler equations using numerical methods, it is common to employ
some kind of interpolation like linear or higher-order within the cell, which thus leads to
the so-called Riemann problem at the cell interface. Exact Riemann solvers that follow
the eigenvalues or characteristic velocities of the flow equations and the corresponding
eigenvectors are, by nature, very suitable for the solution of these equations cast in the
conservative form. However, due to the inherent complexities of the iterative procedure
required for finding the eigenvectors, approximate Riemann solvers like Roe, HLL solver,
etc., became more popular. Roe solver [59] is very robust and has high resolution near the
shocks and other discontinuities. However, in a general case with source terms, decomposing
conservation equations into eigenvalues and the respective eigenvectors might be a time-
consuming task. In a paper by Mohanraj et al. [60], modifications to the Roe scheme for
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inclusion of source terms were established. Still, finding the eigenvectors of the linearized
Jacobian matrix involves significant computational efforts. In contrast, Riemann-solver-
free central schemes, which rely on flux calculations directly in terms of physical fluxes,
are straight forward and thus are computationally alluring. However, the original stable
central scheme introduced by Lax [61] was of low resolution. Significant modifications
by Kurganov and Tadmor [62] enabled high resolution while keeping the advantages of
simplicity and computation efficiency of the central scheme. The so-called KT scheme
can be used in both fully-discrete form (converting PDEs directly into algebraic equations)
and semi-discrete form (converting PDEs first into ODEs). The semi-discrete formulation
has been followed and the resulting system of ODEs is then solved in time using modified
Euler’s method.
The model PDEs after slight modifications can be rewritten as a general one-dimensional
























+ ρAΩ2rcos(β)sin(η)− CfρV 2b
ρV AΩ2rcos(β)sin(η)− Cq

The semi-discrete form of the conservation law using central differencing at the jth location













In the KT scheme, numerical fluxH is written in terms of physical flux F after reconstructing
the conserved variable inside a cell centered at jth location. The flux Hj+1/2 at the interface












where U+j+1/2 and U
−
j+1/2 are linearly reconstructed variables at j + 1/2 location correspond-
ing to the jth and (j + 1)th cells respectively and are given by
U+j+1/2 = Uj+1 − Sj+1
∆mj+1,c
2




The second term on the right side of equation (3.4) is the numerical dissipation component
and is essentially zero when there is no discontinuity across the interface. aj+1/2 is the
maximum local wave speed and is mathematically represented as















where V is the mean-line velocity and c is the local speed of sound. Following the above
steps, Hj−1/2 can be similarly expressed in terms of U+j−1/2 and U
−
j−1/2. In the equation














where θ ∈ [1, 2] (3.7)
The minmod operator returns the term with minimum magnitude along with its sign if all
terms have the same sign and returns zero otherwise. θ is the dissipation parameter and
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can be varied from 1 to 2 to reduce the dissipation of numerical scheme. When θ = 1,
and assuming that all terms have the same sign, the minmod operator chooses the least
amplitude derivative resulting in dampening of the spurious oscillations, but enhancing
numerical diffusion. With larger values of θ, the minmod operator delivers a derivative
larger in magnitude than the minimum but always lesser in magnitude than that based upon
the central difference. This lessens the numerical damping, bounded by the least diffusive
central difference term.
After explicit calculation of the flux and source terms at each time-step, the semi-discrete
form, i.e., equation (3.2) is integrated using modified Euler’s method. Let us denote the right
hand side of equation (3.2) as J(Unj ) calculated at j
th spatial location and nth time step. The
modified Euler’s method involves predictor-corrector steps similar to the first order Euler’s
method, where the conservative variable Uj at tn + ∆t is calculated by averaging its value
at the end of the two steps as shown below:
U∗j = U
n
j + ∆t · J(Unj )
U∗∗j = U
∗







Above integration strategy being second-order accurate in time makes the overall numer-
ical scheme second-order accurate both in space and time. This central-difference based
numerical scheme is implemented only at the internal nodes which are not on the rotor-
stator interfaces or the external boundaries with the ambient. Furthermore, as can be seen
from above, for updating an internal node in time, information at two upstream and two
downstream nodes is required. Consequently, the above scheme needs to be replaced by a
different scheme (or modified thereof) near the interfaces and boundaries. This issue has
been addressed after the discussion of compact interfaces that follows herein.
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3.2 Compact Interface as a Boundary Element
The communication between two neighboring streamtubes belonging to different elements,
say rotor 1 and stator 1, does require not only change of frame, but also the inclusion of
inlet turning and mixing losses in a dynamic manner. In addition to this, the flow processes
that take place in the vaneless space are also required to be included inside the compact
interface. Further complexity is due to the fact that rather than dealing with a boundary
between the computational domain and the ambient, a boundary between two computational
domains needs to be considered [63]. Proper application of boundary conditions is always a
challenging issue and has not been fully resolved. Particularly, the general approach that
each boundary treatment is unique in nature and needs to be tailored to the internal scheme
is reflected in the paper by Griffin and Anderson [64]. Another interesting work by Poinsot
and Lele [65] approached the subject of boundary conditions in a more fundamental way
and established that the framework of characteristics is the most general way to approach
this subject. Still in their work, they were looking for explicit algebraic connections between
the characteristics to provide the required relationships. To meet the challenges associated
with the development of a dynamic interface, a general approach has been followed, which
should be able to work in any possible scenario, while being entirely independent of the
numerical scheme that is used in the internal domain. Details of the developed theoretical
framework are shown in the Appendix B, but a brief implementation procedure is described
in this section.
Consider a regular grid point N which marks the interface between a rotating and a
stationary element, and subsequently bifurcate this point into two nodes: an upstream node
and a downstream node as shown in Figure 3.1. These two node points shown as NU and
ND in the figure, thus constitutes an internal domain or Compact Interface Element (CIE).
In a discretized geometry, CIE becomes a control volume satisfying the conservation laws.










Figure 3.1: Compact Interface Element (CIE) with upstream and downstream nodes showing
incoming and outgoing waves for subsonic flow
compressible Euler equations at each node can be represented in terms of three incoming,
known characteristic waves (L1D, L2U , L3U ) and three outgoing, unknown characteristic
waves (L1U , L2D, L3D). For example, at the upstream node NU , the time-derivatives of
mass, momentum and energy fluxes can be written using the amplitudes of characteristic
waves LiU ’s where i = 1, 2 and 3 as shown below:
∂
∂t





































































+ (ρV AΩ2rcos(β)sin(η))U − Cq
(3.11)
where λ1U = VU−cU , λ2U = VU and λ3U = VU+cU are the velocities of characteristic waves
for the upstream node and c is the speed of sound. It can be noted that the above equations
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include streamtube area variation and source terms for better accuracy of the procedure.
In a similar way, the conservation equations can also be written for the downstream node
ND using the amplitudes of characteristic waves LiD’s where i = 1, 2 and 3. To update the
flow variables in time at both the nodes, it is required to determine all the incoming and
outgoing waves. The incoming waves represent the flow information coming from inside
the compressor domains, and so their amplitudes are related to the spatial gradients of flow




























The above gradients in terms of mean-line coordinate m are calculated using one-sided
differences in the relevant direction. For determining the outgoing waves, three additional
relations are required to be specified along with the equations (3.12)-(3.14). Based upon the
physics of CIE, following relations are proposed as governed by the conservation laws:
1. Conservation of mass: The incoming mass flux at NU should be same as the outgoing
mass flux at ND. This gives
(ρV A)U = (ρV A)D (3.15)
2. Conservation of energy: The interface is adiabatic and does not generate or lose
energy in any form. Hence, the total enthalpy on either side of the interface must be
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3. Conservation of momentum: Figure 2.3 shows that the inlet turning process results
in the formation of a throat having cross-section At. This inlet turning process is
implemented in CIE, and as a result, one could approach the throat from both the
upstream and downstream nodes. In either case, Mach number at the throat should
come out to be the same, which readily gives the necessary matching condition as
(Mt)U = (Mt)D if (ft)U ≥ f
∗
(Mt)U = 1.0 if (ft)U < f
∗ (3.17)
At high subsonic inlet Mach number, the throat could get choked (particularly valid for
high mass flow rates or high compressor speeds). In such case, the bottom condition
shown in equation (3.17) must be used.
The throat Mach number Mt is related to the f value at the throat, i.e., ft according to the
equation (2.12). It should be stressed that the upstream Mach number (Mt)U is calculated
using (ft)U which satisfies equation (2.22) if the throat is approached from the upstream
node. Similarly, the downstream Mach number (Mt)D is determined using (ft)D which
satisfies the sliding scale equation (2.28).
A general procedure for updating the flow variables at the CIE’s upstream and down-
stream nodes at every time step is summarized as follows:
1. Calculate the incoming characteristic wave amplitudes (L1D, L2U , L3U ) using equa-
tions (3.12)-(3.14) by taking one-sided gradients. The characteristic velocities λ1D,
λ2U and λ3U are essentially evaluated at the respective nodes.
2. Guess initial values of unknown characteristic wave amplitudes (L1U , L2D, L3D) and
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update the flow variables at each node in time using equations (3.9)-(3.11) for the
upstream node and similar equations for the downstream node.
3. Calculate the differences between left and right hand sides of the equations (3.15)-
(3.17) and formulate an error vector containing three components (details of the
procedure for a compact orifice are shown in Appendix B).
4. Perturb the unknown characteristic amplitudes one at a time, obtain 3 × 3 Jacobian
matrix and determine the corrections for the initial guesses of the unknown amplitudes
using Newton’s method (details of the procedure are shown in Appendix C).
5. Go back to the previous step and repeat until the iterations converge as the specified
tolerance criteria is met.
6. With all the characteristic amplitudes known, integrate the compressible flow equations
to determine the state at the next time step.
Note that in the case of flow choking, the above described procedure breaks down into
two sub-steps. The first step uses the bottom condition of equation (3.17) to obtain the one
unknown characteristic amplitude at the upstream node, i.e., L1U . The second step utilizes
equations (3.15)-(3.16) and formulates a 2 × 2 Jacobian matrix during Newton’s iterations
for determining the unknown amplitudes, i.e., L2D and L3D.
3.3 Treatment for External Boundaries
The computational domain with streamtube sections and Compact Interface Elements is
bounded at the ends by the inlet and outlet nodes. The boundary conditions at these ends are
specific cases of the more general compact interface present between two domains (discussed
in details in the Appendix B) and as such can be handled in a similar way. The treatment
for these boundaries has been done using the characteristics-based approach, where the

















Figure 3.2: Direction of characteristic waves at the domain boundaries
three wave amplitudes (L1, L2, L3) associated with the boundary element are required to be
determined for updating the compressible flow equations at every time step. Each boundary
is treated based upon the conditions known at that boundary.
3.3.1 Inlet Boundary
At the inlet, there is one characteristic wave L1i which emerges from the domain and travels










where the wave velocity λ1i = Vi − ci, is calculated at the inlet boundary. To evaluate the
unknown wave amplitudes (L2i, L3i), it is necessary to impose two additional constraints.
The inlet boundary is exposed to the ambient and in the case of isentropic inlet, below two
conditions get imposed:
1. Total Pressure: The total pressure at the inlet node should be same as the ambient
pressure,
(ps)i = pamb (3.19)
2. Total Temperature: Similarly, the total temperature should be equal to the ambient
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temperature,
(Ts)i = Tamb (3.20)
Specifically, two error functions are formulated using equations (3.19) and (3.20). Thereafter,
Newton’s iterations, as shown in appendix C, are performed to evaluate L2i and L3i.
3.3.2 Outlet Boundary
The compressor exit is connected to a choked throttle and there is only one unknown
amplitude L1e corresponding to one constraint. The known wave amplitudes are calculated



















where λ2e = Ve and λ3e = Ve + ce. Flow from the compressor exit to the throat of choked
throttle is taken to be isentropic, and the throat area At is expressed in terms of compressor
exit area Ae and Mach numbers at those two locations. Using compressible flow area ratio







2 + (γ − 1)Mt2















In the above, the choked throttle area A∗ is specified according to a particular throttle setting
and then used as the necessary error formulation condition to determine the unknown wave
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amplitude L1e.
3.4 Inclusion of Large Plenum as a Lumped Element
A large plenum can be included as a lumped element at the compressor end. Here, the
problem is approached by neglecting any kinetic energy inside the volume, thus ignoring
the propagation of acoustic waves that would otherwise be present inside a real plenum.
Consider the schematic shown in Figure 3.3, where the flow enters the plenum at a rate ṁin
and leaves towards ambient through a throttle at flow rate ṁout. Assuming the exit flow state
to be the same as the plenum state, an energy balance across the volume gives
d
dt
(MpcvT ) = ḣs,in − ḣs,out = ṁincpTs,in − ṁoutcpT (3.25)
where Mp is the mass of air in plenum, Ts,in is the total temperature of inflow and T is the





where Vp is the plenum volume, and uniform pressure and temperature is assumed inside the










Figure 3.3: Schematic of lumped plenum connected to the compressor exit
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whereK is the throttle constant and governs the throttle position. Now substituting equations





Tp = ṁincpTs,in (3.28)
In addition to the energy conservation equation, the conservation of mass gives




Equations (3.28) and (3.29) can be integrated in time to update the plenum pressure and
mass. Further, the plenum temperature can be updated using equation (3.26).
Note that under steady state, the plenum temperature is same as the inflow total tempera-







where the combination of ṁchar and pchar is a stable point on the compressor characteristic
curve. Hence, K can be easily updated during the unsteady simulations to achieve a different
point on the compressor curve.
The above discussed lumped plenum model can be easily integrated within the outlet
boundary condition. As shown in Figure 3.2, the exit boundary needs only one characteristic
amplitude L1e to be determined. The necessary error condition can be formulated by
first calculating ṗ from equation (3.28), which is here referred to as ṗplenum, and further
matching the same with ṗ evaluated at the exit node from the 1D compressible flow equations
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(3.9)-(3.11). This can be easily expressed as
(ṗ)e = ṗplenum (3.31)
3.5 Numerical Considerations for Nodes Adjacent to Compact Interface
This section addresses the case of numerical integration at the nodes adjacent to the compact
interface. It should be noted that the central-differencing based KT scheme requires informa-
tion at a total of five grid points, including two ahead and two behind. Consequently, when
an interface or a boundary is approached, this scheme cannot be applied as the adjacent
nodes will require points beyond the interface. For example, if the interface is denoted by
node N , updating state variables at the node N − 1 using the KT scheme would need data
at N − 3, N − 2, N − 1, N and N + 1 grid points. This would, in turn, violate the interface
condition and thus would prevent compact interface element to behave as the boundary
element. Therefore, an alternative scheme that requires only one extra point at each side is
required at the points adjacent to the interface or boundary. For this purpose, the three-point






The numerical flux H in this case is the same as the physical flux F , which implies
Hj+1 = F (Uj+1)
Hj−1 = F (Uj−1) (3.33)
3.6 Summary
The central-difference based numerical scheme considered in this chapter is essentially a
Riemann-solver-free scheme, which directly calculates the numerical fluxes in terms of the
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physical fluxes, so can be easily implemented. Further, the discussed characteristics-based
theoretical framework of treating dynamic compact interface as a boundary element presents
a general approach for incorporating complex loss mechanisms in the compact form. The
choking of the compressor is entirely governed by the choking of one of the compact
interfaces implemented between the blade rows. The boundary conditions, in a similar way,
have been treated by adopting the characteristics-based approach.
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CHAPTER 4
MODEL ASSESSMENT AND VALIDATION STUDIES
In this chapter, the streamtube model as described earlier is used to predict the performance
of a four-stage axial compressor with and without a centrifugal stage attached behind it.
First, the ideal performance of the axial compressor, i.e., without any losses is predicted.
Next, the steady model is tuned by introducing losses and making use of the measured data.
Finally, the performance of axial-centrifugal compressor is predicted using the tuned model.
Thereafter, a general instability criteria is proposed, which is further validated with the
measured data.
4.1 Geometry and Ideal Compressor Performance
The flow path through the simulated compressor is shown in Figure 4.1. The annulus of the
axial compressor contains a total of nine blade rows including Inlet Guide Vanes (IGVs),
four rotors and four stators. In the nominal configuration, a throttle is placed at the exit

















Figure 4.1: Schematic of flow path through the axial-centrifugal compressor
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fixed throttle position, if stable, thus determines the equilibrium point on the compressor
characteristic curve.
Let us first consider the axial stages of this Honeywell compressor terminated at the exit
of stator 4. The ideal stage diffusion model, as described in section 2.1.1, is now implemented
to perform the stage-by-stage calculations at nominal speed (100% RPM). Figure 4.2 shows
a comparison plot between the compressor performance with ideal diffusion process and the
measured data at the nominal speed. The mass flow rate and stagnation pressure ratio have
been normalized by suitable reference states. The efficiency has also been normalized by
reference value as will be done in the rest of this thesis. As can be clearly seen, the ideal
compressor generates significantly higher stagnation pressure, typically more than three to
four times than the actual compressor in the relevant range of operation. It should be noted
that in this ideal process, the pressure ratio continuously rises as the flow rate is decreased.
Further, the adiabatic efficiency is calculated out to 100%. Additionally, the compressor
fails to choke even at very high flow rates. The reason behind this deviation between the
ideal and actual performance is the loss of stagnation pressure in the diffusion process of
actual stage. Due to the absence of losses, this ideal diffusion process fails to capture the
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Figure 4.2: Comparison of ideal compressor performance with the measured data for
four-stage axial compressor at 100% speed
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actual compressor performance. Moreover, the compressor operating line fails to curve
properly at high and low flow rates, thus excluding the critical phenomena like flow choking
and stalling, which essentially govern the stable range of operation.
4.2 Model Tuning and Steady Performance Results
The steady state model incorporates losses as a mechanism to predict the performance of
the four-stage axial compressor whose ideal performance was shown in the previous section.
For any useful model prediction, the losses need to be tuned in as accurately as possible.
For this, two tuning processes, as explained next, are tried.
4.2.1 First Tuning Process
The model tuning, as shown in Figure 4.3, has been done using the measured data at the
100% speed. To start with, the mixing loss factor ξml is taken to be zero, which leaves the
inlet turning process independent of any external model parameter. The wall friction and tip
clearance losses have been included in all the predictions, which come out to be around 3%
for this high-speed compressor. The trailing edge deviation leading to near 20% reduction in
the turning angle has also been accounted. The null mixing losses result in predicted choked
flow as 0.7% higher than the measured value. Further, upon reducing the mass flow rate,
the stagnation pressure ratio comes out to be significantly higher and reaches about 30%
larger value at the measured surge flow rate. The predicted efficiency for the desired flow
rates, however, seems to follow the data points quite closely. At the measured surge data
point, the flow rate is frozen and the parameter ξml is gradually increased, which results in
significant drop in the pressure with negligible change in the efficiency.
When the predicted pressure reaches the measured value, the mixing loss factor ξml
which comes out to be around 1.78% is frozen and the entire operating line is traced by
increasing the flow rate until the choking occurs. As can be seen in Figure 4.3, the efficiency
hardly changes even though the mixing losses are increased substantially, while a significant
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k = 1.78%
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Figure 4.3: Adjustment process of ξml at 100% speed for model with ξml = k
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Figure 4.4: Predicted and measured pressure ratios and efficiencies at various compressor
speeds for model ξml = k with k = 0.0178
pressure drop is observed. This looks little surprising at first glance since an increase in
mixing losses in a stage would induce higher losses in that stage. However, looking into the
model’s stage-by-stage predictions, it is found out that indeed the losses in the front stages
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do increase with increase in ξml. However, these excess losses cause a temperature increase,
thus velocity increase which tends to reduce the angle of attack in the succeeding stages.
This reduction in the angle of attack further decreases the stagnation pressure rise and at the
same time causes a decrease in the turning losses. This actually results in the back stages to
gain efficiency, ultimately keeping the overall compressor nearly neutral with respect to the
total efficiency change. Further, it can be observed from Figure 4.3 that the pressure as well
as the efficiency follow closely the data points and choking happens at a flow rate less than
1.4% of the last measured data point.
Once the parameters of the model get established, they are not perturbed any further. For
part-speed predictions, only the IGVs and stators’ angles get modified as prescribed for that
particular speed. The vanes schedule, as can been seen in Table 4.1, shows that IGVs and
first stator are reset to high angles for better matched stages at speeds below 90%. Next, the
performance maps are predicted in large range of speeds from 50% to 105%, and the results
are shown in Figure 4.4. Here, some intermediate speed lines have been omitted for better
clarity of the figure. Figure 4.4 shows that the model predicts the maximum flow at each
speed with good accuracy but fails to curve properly near the surge flow rate, and further
overpredicts the pressure ratios for most speeds. A neutrality of the slope as suggested by
the data near the surge line does not get replicated, thus leading to the conclusion that this
tuning process contains some deficiencies. As a result, a second tuning process, as explained
next, is performed to improve the predictions.
4.2.2 Second Tuning Process
The tuning parameter ξml is an indicator of the extent of mixing within each stage element,
i.e., rotor and stator. Since each stage operates at a different incidence angle, in this second
tuning process, ξml is taken to be a function of the incoming angle of attack α. A linear
symmetric relationship of the form ξml = k|α| seems to work well, where k is used as
the tuning parameter. As shown in Figure 4.5, first the null mixing branch is traced with
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Figure 4.5: Adjustment process of dξml/d|α| at 100% speed for model with ξml = k|α|
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Figure 4.6: Predicted and measured pressure ratios and efficiencies at various compressor
speeds for model ξml = k|α| with k = 0.0025
k = 0%/deg and at the measured surge flow rate, k is slowly increased starting from the
maximum pressure ratio. This causes a reduction in pressure ratio in the form of a vertical
drop where a good match is obtained for k = 0.25%/deg. During this tuning process
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too, isentropic efficiency hardly changes as an increase in losses in the front stages gets
compensated by lower losses in the last stages, essentially keeping the overall efficiency
nearly the same. Next, the pressure ratio is traced for higher flow rates with this k value,
which as can be seen from the figure results in exact match for the choked flow rate.
After establishing the model parameter k, pressure ratios and efficiencies are predicted
for different compressor speeds ranging from 50% to 105% as shown in Figure 4.6. The
measured data for various speeds has also been shown for quick comparison, which points
out a good match for the stagnation pressure ratios and choked flow rates. Note that the
last case of 50% speed does not have any measured data for the comparison. As can be
further noted, the model closely follows the data points and captures correctly the slope
of pressure characteristics near the surge line. The choked flow rate also turns out to be
predicted accurately for all the speeds, except for 105% at which it is calculated out to be
slightly higher than the measured value. The surge line has been drawn by taking the critical
angle of attack to be 17 degrees, which coincides well with the near neutral slope of the
characteristic curves (except for the 105% speed case) as they cross the surge line. This stall
condition (α > αc), being simple in nature, is so-chosen to match the surge data point at the
100% speed and seems to follow the surge points at other speeds quite well.
As for further validation, the model with the same tuned parameters, i.e., 3% wall friction
and tip leakage losses, around 20% trailing edge deviation and k = 0.25%/deg is used to
predict the performance of NASA stage 37 [68] which is a highly loaded inlet stage. As can
be seen from Figure 4.7, the agreement is pretty good for pressure ratios and efficiencies in
speeds ranging from 50% to 100%. The mass flow rate and pressure ratio have been shown
in the dimensional form since the data for NASA stage 37 is available in the open literature.
A slight overprediction of the choked flow rate can be seen at speeds close to the nominal
one. This mismatch can also be witnessed in the four-stage compressor for 105% speed,
which thus indicates a slight underprediction of high-speed losses.
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Figure 4.7: Predicted and measured pressure ratios and efficiencies for NASA stage 37 at
various speeds using the tuned model
4.2.3 Further Assessment of Model Predictions
To further assess the model, individual stages of the four-stage compressor are analyzed.
Figure 4.8 depicts the incidence or attack angle to various stage elements as a function
of normalized flow rate at the 100% speed. It can be seen that it is the stator 4 which
experiences highest angle of attack between the surge and maximum flow rates, and thus is
going to stall first. Other stage elements remain below 11 degrees incidence. However, as the
flow rate is increased, the incidence angle rapidly decreases for all the stages. Particularly
for stator 1, the angle of attack is first to reach the zero degree mark, and thus becomes the
cause of compressor choking due to the choking of turning element. Further, normalized
pressure rise over each stage versus mass flow rate is plotted in Figure 4.9. The figure shows
that stator 4 and much more so rotor 4 operate at positive pressure slope in large range of
flow rates without destabilizing the compressor. Thus, it seems that the individual stage
stall that occurs gradually, i.e., the soft stall is affecting the stability of the compressor by
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Figure 4.8: Predicted angle of attack (deg.) to various blade rows as a function of normalized
flow rate for 100% speed
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Figure 4.9: Predicted normalized pressure rise over various blade rows as a function of
normalized flow rate for 100% speed
contributing to the overall pressure characteristic of the compressor, but by itself might not
be sufficient for destabilizing the compressor.
79
Table 4.1: Summary of comparison between model predictions and measured data
Speed
NC%












attackIGVs S1 S2 S3
105% 0 0 0 0 1.05 1.07 S1 S4
100% 2 0 0 0 1.00 1.00 S1 S4
97% 6.3 0.3 0 0 0.94 0.94 S2 S4
95% 13 2 -1.5 -3 0.86 0.85 S1 S4
92% 20 2.5 -2.3 -3 0.78 0.77 S1 S4
84% 30 10 1.5 -3 0.61 0.59 S1 S4
80% 33.4 12.7 5.5 -3 0.55 0.53 S1 S4
70% 36 16 4.8 -3 0.46 0.45 S1 S3
50% 40.6 20.8 3.5 -3 N/A 0.31 R4 R2
A summary of choked flow rate comparison between the model and measured data is
presented in Table 4.1. The choked stage and likely to stall stage with highest angle of attack
are also noted for various speeds. It can be seen that at high speeds, the compressor chokes
at the first stage and likely to stall at the last stage. However for low speeds, the stalling
stage moves to the front. With the exception of 50% speed, it is mostly one of the front
stages which chokes the compressor. Overall, the comparison between predicted and choked
flow rates is quite good and differs at most by 3%.
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4.3 Overall Predictions for Axial-Centrifugal Compressor
After estimating the axial compressor performance, the tuned model is now used to predict
the performance of axial-centrifugal compressor by adding centrifugal stage specific losses
as mentioned earlier in the section 2.1.4. The turning, mixing, wall friction and tip leakage
losses have also been included.
Figure 4.10 shows predicted pressured ratios for the entire axial-centrifugal compressor
at different speeds. The axial compressor results, as obtained earlier, have also been shown
on the left axis for reference. The peak pressure ratio of 1.0 at the nominal speed, as shown in
the figure, is calculated by normalizing the axial-centrifugal pressure ratios using a different
reference state. Importantly, it is found that at 92% speed and above, the axial-centrifugal
compressor chokes due to the choking of stator 1, i.e., an axial stage. Below that speed, it
is the vaned diffuser that chokes before any of the axial stages. Especially at low speeds,
the difference between the choked flow rates of the two compressors is quite significant,
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Figure 4.10: Predicted pressure ratios for the axial-centrifugal compressor at various speeds
using the tuned model. The axial compressor predictions and data are shown for reference.
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reaching approximately 39% for 50% speed and 18% for 70% speed.
Looking into the instability criteria for speeds 80% and above, the axial-centrifugal
compressor reaches neutral slope at relatively higher flow rate than the axial one. Hence, it
can be predicted that in case of large plenum present at the compressor end, the compressor
would surge close to the peak pressure of constant speed curve. Therefore, it is the dynamic
instability nearly governed by Greitzer’s B-parameter [43] that leads to the compressor surge.
Note that in the case of axial compressor, however, fundamental mode like rotating stall
could manifest itself as the instability mode before any surge/reverse flow appears. The surge
line, as shown in Figure 4.10, is drawn by taking the peaks of pressure characteristics, except
for the 105% speed at which it is the abrupt stall of stage 4 that causes total flow breakdown.
The axial compressor data shows that the surge point occurs very near to the peak of constant
speed characteristic, which thus illustrates that this data is possibly collected by adding a
large volume at the compressor end. Clearly, the role of plenum is quite crucial in dictating
the surge boundary and would be explored in more details in the next chapter. However, at
the 105% speed, instead of gradual slope change, it is the severe stalling of a highly-loaded
stage which leads to stage breakdown and so plunges the compressor into surge.
The low-speed operation of the axial-centrifugal compressor, i.e., below 80% is different
than the high-speed operation in a sense that both the choking and surging are controlled
by the centrifugal stage. Considering its lower choked flow rates than the axial compressor,
even though one or several of the axial stages might have been stalled, the compressor
would still operate in a stable manner due to the efficient centrifugal stage. This can also be
observed from the efficiency plots as shown in Figure 4.11, where at low speeds and close
to the choked flow rates, the overall compressor is more efficient than the axial compressor.
For close to the nominal speed operation, however, the addition of centrifugal compressor
marginally changes the adiabatic efficiencies, and particularly for 100% and 105% speeds
even reduces its peak value.
The flow field inside a centrifugal compressor is generally more complex than the axial
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Figure 4.11: Predicted adiabatic efficiencies for the axial-centrifugal compressor at various
speeds using the tuned model. The axial compressor predictions and data are shown for
reference.
compressor and hence is more difficulty to analyze. An often mentioned feature in the
literature [69], which can also be noted from Figure 4.10, is the small difference between the
surge and choked flow rates at speeds close to the nominal one. Clearly, soon after getting
out of the choke, the axial-centrifugal compressor will experience instabilities. Hence, it
is crucial to maintain enough surge margin for rotorcraft/aircraft engines operating with
the centrifugal compressors at high pressure ratios. Nevertheless, the issue of compressor
instabilities would be explored in details in the next chapter through the simulation of
unsteady flow model.
A summary of model predictions for the overall compressor is shown in Table 4.2. As
mentioned earlier, at 92% speed and above it is the axial compressor that chokes first. Below
that speed, compressor choking occurs due to the choking of vaned diffuser. Predicted first
to stall stage is noted in the last column of the table, however, the stalling of a stage might
or might not lead to compressor surge, i.e., complete flow breakdown. At and above 80%
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Table 4.2: Summary of model predictions for the axial-centrifugal compressor
Speed
NC%









IGVs S1 S2 S3
105% 0 0 0 0 1.07 Axial (S1) Centrif.
100% 2 0 0 0 1.00 Axial (S1) Centrif.
92% 20 2.5 -2.3 -3 0.77 Axial (S1) Centrif.
80% 33.4 12.7 5.5 -3 0.52 Diffuser Centrif.
70% 36 16 4.8 -3 0.37 Diffuser Axial (S3)
50% 40.6 20.8 3.5 -3 0.19 Diffuser Axial (R2)
speed, the centrifugal stage is predicted to stall first. However, one of the axial stages is
likely to stall first at speeds lower than 80%, but might not initiate surge as the neutral slope
of overall pressure characteristic would still have not been reached.
4.3.1 HECC Comparison and Diffuser Losses
NASA HECC was designed in collaboration with UTRC to represent the last stage of axial-
centrifugal compressor, typically used in rotorcraft engines. The centrifugal compressor was
successfully tested by Braunscheidel et al. [27] at NASA Glenn Research Center and was
computationally analyzed by Medic et al. [70]. The predictions from the 1D model with the
tuned parameters are now used to validate the results mentioned in the UTRC report.
Figure 4.12 presents incidence angle to the diffuser for nominal and low-speed (70%
RPM) cases versus corrected flow rate along with the measured data. To validate the data,
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Figure 4.12: Comparison of predicted HECC diffuser incidence angle with data
model is applied solely to this centrifugal compressor without any front axial stages. As can
be seen from the figure, the results perfectly match with the data except for the choked flow
rate at the 70% speed, which is found to be slightly lower. Moreover, it is also observed that
the diffuser operates at negative incidence for a wider flow range without introducing any
“negative stall”. As the compressor is throttled towards choke, Mach number at the diffuser
throat is noted as shown in Figure 4.13. For both the speeds, throat Mach number initially
decreases as the flow rate is increased, however, as the throat gets choked Mach number
rapidly climbs up to the sonic value, thus choking the diffuser.
Figure 4.14 shows diffuser losses for HECC versus corrected mass flow rate, which
again demonstrates a good match between the data and present model predictions. Close to
the design point, losses are near to minimum, but reach high values for off-design conditions.
The diffuser choking can also be demonstrated through this figure as the loss of incoming
dynamic head rises steeply, reaching more than 80% close to the choke point. To calculate
the vaned diffuser losses in the four-stage axial plus one-stage centrifugal compressor, the
tuned model is further utilized. Figure 4.15 notes the diffuser losses for various speeds. For
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Figure 4.13: Diffuser throat Mach number for HECC at two speeds
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Figure 4.14: Comparison of predicted HECC diffuser losses with data
80% speed and below, since the compressor choking is controlled by the vaned diffuser,
the losses are found to be high near the choked flow rates. For higher speeds, on the other
hand, they more or less remain constant to around 20% value. Two particular features in the
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Figure 4.15: Losses in vaned diffuser for Honeywell axial-centrifugal compressor at various
speeds
Honeywell compressor simulation: (a) occurrence of maximum 80% diffuser losses at the
70% speed, (b) presence of nearly 20% losses at the nominal speed similar to the HECC
suggest that this centrifugal diffuser might have been designed on the lines of HECC.
Furthermore, a good match between the model results and HECC data demonstrates that
the developed 1D model successfully captures majority of the impeller and diffuser losses.
The predictions related to stage choking, diffuser incidence angle and diffuser separation
losses also turn out to be quite accurate.
4.4 Evaluation of Trailing Edge Deviation Model
In the 1D model, flow deviation at the trailing edge is estimated according to the Carter’s
rule [53, 54] as depicted in equation (2.35). Deviation angle at the trailing edge of an axial





The parameters m and n are now varied from their tuned values of 0.2 and 1.0 respectively.
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Figure 4.16: Trailing edge deviation model evaluation with choked flow rate variation shown
versus parameters m and n















Figure 4.17: Trailing edge deviation model evaluation with surge flow rate variation shown
versus parameters m and n
Figure 4.16 and Figure 4.17 illustrate changes in the choked and surge flow rates respectively
for the four-stage axial compressor as the model parameters are modified. These flow rates
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turn out to be more sensitive towards parameter m. A zero deviation from the geometric
trailing edge, i.e., m = 0 could lead to incorrect predictions with nearly 1% error in the
choked flow rate and 4% error in the surge flow rate. The parameter n, however, shows
less sensitivity towards these flow rates and if taken to be zero would bring about less than
0.5% error. This is due to the near unity solidity (σ) of the axial stages, thus making this
parameter less important for this compressor.
4.5 Instability Criterion and the Case of High-Speed Stall
As discussed earlier and shown in Figure 4.6, both the model and data agree that for the
four-stage Honeywell axial compressor, stability gets lost when the overall characteristic
changes slope. This is known to be true for a compressor operating with a large B-parameter
which can easily be manipulated by changing the end plenum volume. In such a case, the
compressor would become unstable close to the peak of overall characteristic, eventually
leading to surge/flow reversal. However, for a compressor with low B-parameter or no end
plenum, few stable operating points on the positively-sloped side of the characteristic could
be obtained. As would be shown through the unsteady simulations, the instability mode
which subsequently appears on the unstable branch then manifests itself in the form of an
oscillatory pattern resembling an axial/longitudinal mode.
In some cases, typically at high speeds, the compressor loses stability even on the
negatively-sloped side of the characteristic. The model can now be used to simulate this
case when stability is lost due to an abrupt change in a stage characteristic initiated by
sudden increase in losses. This scenario is simulated by introducing a sharp change in the
mixing loss factor ξml. In extreme cases, the change is abrupt and this parameter assumes
its maximum possible value, i.e., ξml,stall = 1.0. For the discussion that follows, it shall
be assumed that a stage that reaches 17 degrees angle of attack on the negatively-sloped
side gets into such stall. For example, a high-speed close to 105% is chosen at which
the compressor gets out of the choked conditions without stall, but upon slight flow rate
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reduction crosses the critical angle of attack at one of the stages when the compressor
characteristic is still at sharp negative slope. This behavior of the compressor characteristic
is shown in Figure 4.18. The solid lines are the model predictions and the unconnected
symbols are the data at 105% speed, shown here for reference. Let us now consider the
process starting with the throttle line that intersects point 1 on the choked branch. As the
throttle is closed, point 2 is reached where the compressor gets out of the choked conditions
and as the throttle is gradually closed, point 3 is obtained where the angle of attack of stator
4 reaches 17 degrees. Now, this stator stalls followed by a sharp drop in the characteristic to
point 3′. This imbalance between the throttle and compressor characteristic would drive a
tremendous pressure wave from back to front which upon arrival at the compressor inlet
will get reflected as a strong expansion wave. These strong waves would cause flow reversal
and the compressor would then plunge into surge. Point 4 which is depicted with a dashed
throttle line is theoretically a stable point but there is no way to reach it without experiencing
violent stall in the process. Thus, with this kind of stall the compressor cannot operate with
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Figure 4.18: Compressor pre- and post-stall characteristics at high-speed with criticality
criterion invoked, the unconnected symbols are 105% speed data
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a fully stalled stage.
Camp & Day’s study [71] on spike and modal stall phenomena also demonstrates
this critical incidence idea. Their simple model illustrates that compressor stalls on the
negatively-sloped side if the critical incidence value is reached. On the other hand, if the
peak of overall characteristic is reached before the critical incidence value, the compressor
would stall through modes occurring at the peak.
4.6 Summary
The model validation and assessment studies in this chapter provide a viable way to bench-
mark the reduced-order 1D model. It has been shown that the tuning parameter ξml plays
a crucial role in the overall predictions. For the four-stage axial compressor, the choked
flow rate and surge point at various speeds are accurately predicted when ξml is modelled
as a function of incoming angle of attack α. For the other three compressors (NASA stage
37, axial-centrifugal and HECC), the tuned model provides reasonable results and correctly
validates the compressor performance data trends. Regarding the instability criterion, the
steady model illustrates the neutrality of characteristic slope as a valid criterion for nominal
and part-speeds. In case of a complete stage breakdown, however, the compressor cannot
operate in a stable manner even when the slope of characteristic is still negative.
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CHAPTER 5
DYNAMIC MODEL EVALUATION AND COMPRESSOR INSTABILITIES
Continuing on to further analyze the proposed compressor fluid dynamic model, this chapter
evaluates the dynamic performance using the unsteady runs. First, the four-stage axial
compressor is simulated and its performance on the choked side is demonstrated. Next,
the crucial area of compressor instabilities is explored by analyzing the loss of stability for
different B-parameter values. In this chapter, the B-parameter has been simply manipulated
by changing either the end-volume size or the compressor shaft speed. Further distinction
between the stall at low and high speeds is done using the unsteady simulations. Finally,
the performance of axial-centrifugal compressor is simulated on the stall side for both the
speeds.
5.1 Unsteady Simulation of Axial Compressor
In this section, the results of unsteady simulations for the four-stage axial compressor, as
discussed earlier, are presented. The nominal configuration of the simulated compressor is
shown below in Figure 5.1. In this configuration, stator 4 discharges into the plenum which
















Figure 5.1: Geometry of simulated four-stage axial compressor with an end plenum
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1 ft., the B-parameter is calculated out to be around 0.94. According to Greitzer’s theory
and associated measurements [45], this is above the critical value at which the instability
modes get transitioned from rotating stall to surge. The dynamic behavior of the compressor
is also investigated with reduced B-parameter when the throttle is connected directly to the
exit of stator 4.
A transient simulation requires an initial distribution of state variables for the time-
marching procedure. For this, steady form of the flow equations (2.69)-(2.73) are solved
over the mean-line to provide the necessary initializer routine. The inlet is at standard
sea-level conditions (p = 101.325 kPa, T = 288.15 K) and no other model parameter is
varied except for the skin friction coefficient (Cfw) which is tuned to match the nominal
choked flow rate between the steady initializer and stage-by-stage calculations as described
in the previous chapter. First, a mesh sensitivity study is conducted to validate the numerical
procedure, as shown in Table 5.1. Considering a stable point on the negatively-sloped side
of the compressor characteristic (point 1 in Figure 5.2), the table shows that with maximum
CFL number of 0.92, the variations in pressure and mass flow rate between the nominal and
refined grids appear only after four decimal places. These results are deemed good and for
all the subsequent calculations in this chapter, the nominal grid has been used.
Table 5.1: Summary of mesh refinement study using two different grids
Case ∆m ∆t Max. CFL
number
Exit ṁ Exit p
Nominal Grid 1.52 mm 0.2 µs 0.92 0.984641 0.919642
Refined Grid 0.76 mm 0.1 µs 0.92 0.984653 0.919680
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5.1.1 Throttling and Choking at the Nominal Speed
The inclusion of a “large” plenum in 1-D scheme may be done in two ways. If the plenum
has large enough aspect ratio, it can be included as a part of the waveguide passages in
the scheme, where the governing equations as discussed in the Chapter 3 are solved. This
requires proper interface to the compressor on one side and throttle on the other. Otherwise,
the plenum can be evaluated as a lumped volume in which the velocity is negligible and the
pressure is uniform throughout the volume. In the results shown below, both the approaches
are followed to demonstrate the choking process.
With a real plenum present, Figure 5.2 shows the progression from an initial stable point
towards and into the choked branch. The steady points shown in this figure as well as in the
other figures are obtained from the initialization procedure which is part of the numerical
scheme. In the initializer routine, a flow rate is set and the pressure distribution along
the compressor is calculated. The required throttle area is also calculated as a part of the
initializer routine by assuming the throttle to be choked. The calculated spatial distribution
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Figure 5.2: Mass flow rate and exit static pressure response at 100% speed for operating
points 1 to 4 with a real end plenum
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of flow variables and throttle opening are subsequently used as the initial conditions for the
time marching scheme. After an initial settling time in which any small deviations from the
calculated steady state are settled, the throttle is switched to a 3% area increase followed
by another settling period. This process is repeated three times. Points 1 and 2 are on part
of the characteristic in which the flow is not choked at any location along the compressor.
Points 3 and 4 are on the choked branch where one or more stages experience choking
conditions. The time traces of the mass flow rate at the inlet and exit show that upon each
throttle change, the mass flow rate at the throttle surges up and subsequently settles down,
whereas the flow rate at the inlet grows gradually, eventually matching the flow rate at the
exit. At the switch between point 3 and point 4, flow rate at the inlet experiences no change
and the flow rate at the exit overshoots initially, but eventually settles to the flow rate of the
previous throttle setting.
Following the same process with a lumped plenum, Figure 5.3 illustrates the three
throttle switches with area change of 3% after each settling period. Clearly in comparison to
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Figure 5.3: Mass flow rate and plenum pressure response for operating points 1 to 4 with a
lumped plenum
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the real plenum, the response is much faster with inlet flow rate closely following the exit
flow rate. There is hardly any overshoot except in the case of last switch when the choking
happens, and a very small overshooting occurs. In contrast to the real plenum case, second
throttle switch, in this case, does not choke the compressor, but settles to just below the
choked flow rate. Since the lumped plenum suppresses the wave interaction phenomena, for
all the subsequent simulations in this chapter (unless mentioned specifically), the plenum
is included as a real geometric component with prescribed volume and length. Note that
due to the large plenum to compressor exit area ratio, the incurred losses are higher in a real
plenum, thus leads to lower pressure ratios.
Let us now look into the details of the wave structure in the plenum and compressor
section for the dynamic simulation results shown in Figure 5.2. The area ratio of the
plenum to compressor exit is about 13:1, large enough to represent a near solid wall for
waves impinging from the plenum side and an open end for the waves impinging from the
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Figure 5.4: Time snapshots of wave front from 0-1 ms evaluated from the previous steady
state (tss = 0.15 s)
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for the impinging waves. The low Mach number and length of the plenum imply that about
2/3 of a millisecond is needed for a wave moving at the speed of sound to traverse the
plenum in each direction. However, once the wave enters the compressor from the back, it is
significantly slowed down by the opposing mean flow velocity in the compressor passages.
As a result, it takes about 4 ms for the wave to traverse the distance from the throttle to inlet.
To be able to follow the relatively small variations in the pressure and flow rate which
follow this throttle switch, incremental differences from the previous steady state are shown.
Accordingly in the following figure, at t = 0 ms, the pressure and flow rate are uniformly
zero across the compressor. Figure 5.4 shows the wave formation dynamics for the first
millisecond after the throttle is stepped from point 1 to point 2 as depicted in Figure 5.2. It
shows a steep expansion wave moving from the throttle to the left and reaching the interface
with the compressor in about 0.75 ms. The impinging expansion wave is partially reflected
as an expansion wave and partially transmitted into the compressor. Because of the high
area ratio, the reflection is almost full as evident by the near doubling of the amplitude of
the reflected wave. It should be noted that the transmitted pressure wave has essentially the
same amplitude as the reflected wave.
Figure 5.5 shows lower time resolution snapshots of the spatial distribution of the flow
rate and static pressure following the throttle switch from point 1 to point 2. As already
shown for one millisecond after the switch, the red line corresponding to t = 1 ms shows
that the expansion wave which originated at the throttle opening and caused a rush of flow
at the exit has moved through the plenum into the compressor and has partially reflected
as an expansion wave that has further traveled half way through the plenum back towards
the throttle. One millisecond later at t = 2 ms, this expansion wave has already impinged
on the throttle side and has gotten reflected also as an expansion wave, almost reaching the
compressor-plenum interface, shown as the green line. Meanwhile, the initial wave inside
the compressor keeps propagating towards the inlet, also shown as the green line. At t = 3
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Figure 5.5: Mass flow rate and pressure deviation corresponding to Figure 5.2 evaluated
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Figure 5.6: Mass flow rate and pressure deviation corresponding to Figure 5.2 evaluated
from the steady state (tss = 0.45 s). Inlet remains unperturbed due to the choking of front
part of the compressor (stator 1).
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reflected back from the throttle side, again propagating into the plenum as an expansion
wave, the front of which is evident as the black line nearing the middle of the plenum. By
t = 4 ms, the front of the black line has impinged on the compressor interface, traveled back
and is just about to impinge on the throttle side, shown as the magenta line. This process
continues with ever so diminishing wave amplitude, which gradually decreases the plenum
pressure. While the waves are bouncing inside the plenum, they are of course affecting
the flow in the compressor too. By looking at the flow rate and pressure variations in the
compressor, it can be seen that at t = 3 ms (black line) the front of the initial wave has
not yet reached the inlet. By t = 4 ms, the wave front has reached the inlet as evident by
the change in flow rate at the inlet (magenta line). The interval of 45-50 ms shows that
the compressor has nearly settled at the new operating condition, except inside the plenum
as seen through the small deviations in the flow rate. Interestingly, it can be seen that the
wave formation in the plenum assumes the fundamental longitudinal mode. In the interval
of 95-100 ms, all plots have been converged as the compressor has reached the new steady
state. The scenario following the switch from point 3 to point 4 is shown in Figure 5.6, and
is very similar to the switch between point 1 and point 2 discussed above. But it can be seen
here that the front half of the compressor experiences no change in pressure and mass flow
rate, indicating the location of the choked point to be the inlet to stator 1.
5.1.2 Compressor Stability Loss with Plenum
Let us now turn attention to the throttling schedule shown in Figure 5.7. In this run, the
mass flow rate decreases as the throttle is closed in steps and the pressure increases until in
the last step, the compressor loses stability resulting in an escalating drop in the pressure
and flow rate. Figure 5.8 shows the high resolution time snapshots of the pressure wave
structure in the first 1 ms after the throttle step from point 1 to point 2. It is similar to the
previous scenario of throttle opening, except for the fact that the waves are now compression
rather than the expansion waves.
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Figure 5.9 shows the corresponding snapshots of the waves during the first 5 ms following
the switch from point 1 to point 2. The scenario is very similar to the choking process
discussed above, hence has been left to the reader to follow the back and forth motion of
the waves. Also similar to the response of throttle opening, at the end of the first 5 ms, flow
through the plenum is still vastly different from the flow through the compressor. However,
it could be understood that 100 ms later, the flow through the plenum will perfectly match
to that of the compressor, figures not shown for the sake of brevity.
Let us now turn to analyze the critical switch between points 3 and 4 that ends ultimately
with the loss of compressor stability. The behavior in the first five milliseconds, shown
at the top of Figure 5.10, is very similar to that after switching from point 1 to point 2.
However, t = 5 ms trace (cyan line) of the flow rate shows that flow through the compressor
is dropping at an accelerated rate in comparison to the first switch. Plots of the traces
between 6-11 milliseconds as shown in Figure 5.10, confirm that the flow through the
compressor is indeed dropping in increasing fashion, even if the pressure ratio is still
0.85 0.9 0.95 1











































Figure 5.7: Mass flow rate and exit static pressure response at 100% speed for operating
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Figure 5.8: Time snapshots of wave front from 0-1 ms evaluated from the previous steady
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Figure 5.9: Mass flow rate and pressure deviation corresponding to Figure 5.7 evaluated
from the steady state (tss = 0.15 s) showing the propagation of compression wave and
reflections from the compressor-plenum interface
increasing across the compressor. This divergence ultimately leads to a flow reversal at
t = 49.5 ms corresponding to the surge. It is important to notice that the gradual flow
divergence in the first 10 ms is manifested almost uniformly along the compressor, thus
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Figure 5.10: Mass flow rate and pressure deviation corresponding to Figure 5.7 evaluated
from the steady state (tss = 0.45 s) showing sudden drop in mass flow rate and compressor
pressure
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motion across the compressor has little to do with the mechanism that is responsible for this
divergence. In essence, the behavior of the system follows more or less like the compressor
dynamics described by Greitzer’s model [1, 2]. Accordingly, the loss of stability that occurs
once the overall characteristic of the compressor is near its peak is associated with the
B-parameter which increases with the plenum volume. Thus, one might expect that the
dynamics of the compressor will be significantly altered if the plenum is eliminated and a
throttle is attached at the exit of the last stator or in its vicinity.
5.1.3 Compressor Stability Loss without Plenum
The behavior of the compressor without a plenum is shown in Figure 5.11 for a sequence of
step closings of the throttle along the marked points. In this configuration, the compressor
successfully operates at point 3 which is beyond the peak as is evident in the pressure time
trace showing that at the throttle setting 3, the pressure is lower than that at the throttle
setting 2. Moving yet further to the left results in oscillations that ultimately reach limit
0.85 0.9 0.95 1














































Figure 5.11: Mass flow rate and exit static pressure response at 100% speed for operating
points 1 to 4 without end plenum
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cycle of about 4% peak-to-peak amplitude near the throttle end. The oscillations have two
distinct frequencies, a low frequency near 100 Hz and a high frequency of about 4 kHz.
These oscillations are addressed in the next section, but first a comparison is done between
the transitions to the steady points obtained with and without the plenum.
Comparing the time traces in Figure 5.11 to those in Figure 5.7, it can be seen that
without the plenum, the time response to the step change in the throttle is much shorter. After
further examining the pressure traces, overshoot with faster settling can be seen compared to
the slower and much less overshooting monotonic convergence that occurs when the plenum
is connected. Examining the mass flow rate and pressure variation distributions after the
first switch as shown in Figure 5.12, the progression of the initial front can be followed,
shown as the red line at t = 1 ms, the green line at t = 2 ms and the black line at t = 3
ms that is about to impinge on the inlet. Analysis of the pressure past this point is difficult
because the sharp stationary jumps at the interfaces obscure the more subtle pressure wave
fronts propagating back and forth along the compressor. On the other hand, the flow rate
distribution variation is much easier to contemplate because the flow rate is continuous,
and therefore, there are no jumps across the interfaces. It is thus easier to follow the wave
propagation in the flow rate snapshots. Particularly, the black line shows the distribution of
the compression front just before it gets reflected as an expansion wave from the inlet. Note
that the left moving compression wave has high pressure at the back, (which is the right side
of the front) and low pressure upstream (in the left side of the front), and so it enables flow
from right to left. Thus combined with mean flow to the right, the effect of the compression
front is to reduce the flow rate in the wake of the propagating front. The reflected expansion
wave that moves from left to right having low pressure in the left of the front and high
pressure ahead is likewise enabling flow from right to left, further lowering the flow rate
in the wake of the front. Since the speed of the front from left to right is about three times
more than the speed from right to left, a 1 ms interval cannot catch a good snapshot of the
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Figure 5.12: Mass flow rate and pressure deviation corresponding to Figure 5.11 evaluated
from the steady state (tss = 0.1 s) showing the propagation of compression front
To get the propagation of the reflected wave, ten snapshots have been made between the
3 ms and 4 ms interval, as shown in Figure 5.13. As can be seen, the propagation of front of
the expansion wave is clearly detected in the flow rate snapshots and is all but unobservable
in the background of the stationary structures of the pressure distribution. It is worth noting
that this front of the flow rate loses its sharpness by the time it gets reflected from the throttle
and moves to the left, shown as the cyan line at t = 5 ms in Figure 5.12. In comparison, the
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Figure 5.13: Mass flow rate and pressure deviation in time interval of 3-4 ms evaluated from
the steady state (tss = 0.1 s) showing the reflection from compressor inlet
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and Figure 5.9, keep their sharpness with no apparent deterioration. The deterioration of
the wave fronts in the compressor is because of the dissipative impedance of the interfaces
between the rotors and stators.
5.1.4 A Brief Discussion about High Frequency Oscillations
This section is dedicated to address the high frequency oscillations of about 4 kHz that
dominate the limit cycle shown in Figure 5.11. The period of the oscillations of about 0.25
ms is about three orders of magnitude longer than the 0.2 microsecond time step of the
simulation program, thus suggesting that these oscillations are not due to the numerical
artifacts. To get an idea about the spatial distribution of the amplitude of the high frequency
mode, first a high pass filter is applied to the pressure distribution, then the absolute value
of filter output is taken, and further, the result is passed through an appropriate low pass
filter. The final output at t = 0.4 s is shown in Figure 5.14. In the inlet duct, the amplitude
distribution assumes the classical shape of standing wave in a cavity without sources. At
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Figure 5.14: Spatial distribution of the amplitude of high frequency mode
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the interfaces R1-S1 and R2-S2.
Such variations suggest that it is the source of oscillating energy which provides driving
or damping at the interfaces. According to Rayleigh’s criterion, which is widely used in
thermoacoustics [72], pressure oscillations are maximally amplified/attenuated when heat
addition is in phase/out of phase with the pressure oscillations. In the compressor, there is no
heat addition from external source, rather there is kinetic energy addition due to the rotation.
Therefore, it is interesting to examine the addition of kinetic energy in the compressor. The
addition of the kinetic energy per second from the shaft is given by
∆Eke,shaft = (U
2 − 2UVesin(βe))ṁe (5.1)
where U is the shaft circumferential velocity and the subscript e denotes the velocity and
mass flow rate at the row exit. Figure 5.15 shows the shaft power contribution at the various
interfaces as the throttle is switched along the points 1 to 4 as shown in Figure 5.11. It is
worth noting that the shaft power addition at the exit of the rotors such as R2-S2 and R3-S3
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Figure 5.15: Shaft kinetic power addition provided at the rotor-stator interfaces for the
throttling process shown in Figure 5.11
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Figure 5.16: Oscillating pressure and shaft power addition at the compact interfaces along
the compressor
109
is much less than that at the exit of corresponding stators such as S2-R3 and S3-R4. This
seems to be the result of conservative diffusion load in the rotors that dictates relatively high
angle βe at the rotor discharge; tangential component of the velocity negates the addition of
rotating velocity and thus reduces the addition of shaft power.
Figure 5.16 shows the pressure and shaft power addition at the various interfaces for
the last millisecond of throttle switch 4, see Figure 5.11. It can be seen that the interfaces
R1-S1 and R2-S2 have high pressure amplitude and high shaft power amplitude that are
in supporting phases. This is the reason behind the sharp increase in the mode amplitude
at these interfaces as seen in Figure 5.14. On the other hand, at the S1-R2 interface,
oscillations of both pressure and shaft power are smaller and close to 90 degrees phase apart,
thus implying no amplification/suppression as per Rayleigh’s criterion. This is corroborated
by the smooth transition of the mode through this interface as shown in Figure 5.14.
The above discussion of the driving mechanism of the pressure oscillations brings to the
conclusion that all oscillations, including and particularly those associated with the rotating
stall, should obey the same physics. Overall, they are impacted by the phase between the
static pressure and shaft power addition. The fact that the rotating stall has a non-uniform
circumferential distribution does not play any role in determining the growth or decay of
the oscillations, as for a fixed point on the circumference, the velocity oscillations and the
corresponding shaft power response are related in exactly the same way as if the oscillations
are axisymmetric.
5.1.5 Loss of Stability at a Low-Speed
After investigating the compressor stability loss at the nominal speed, this section is focused
on stability loss of axial compressor at a low-speed (70% RPM). Figure 5.17 demonstrates
the unsteady response as the throttle is closed in successive progressions by 4% during
each switch. Starting from point 1 which is a stable point, throttle closure leads to point
2 which also settles to a stable state. Further step on throttle results in point 3 which lies
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close to the peak of constant speed characteristic. At point 3, the unsteady response contains
both the high and low frequency oscillations as described earlier. Although this point is
stable, subsequent closing of the throttle causes a sudden drop in the mass flow rate and exit
pressure, thus pushes the compressor into surge.
In this run, the plenum has been used as a real geometric component. In comparison
to the nominal speed case, shown in Figure 5.7, this case shows both the high and low
frequency modes before stall, mostly due to reduced B-parameter value. It is to be noted
that these modes were actually absent before stall in the nominal speed simulation with
plenum, and were seen only in the no plenum simulation (Figure 5.11), i.e., with the reduced
B-parameter. After the second switch, the unsteady flow response depicts the low frequency
mode to be decaying, but the appearance of high frequency mode makes these oscillations
diverge. Nevertheless, a clear drop in pressure and mass flow rate is observed after the last
switch as the operating point crosses the peak of compressor characteristic.
The progression of compression waves upon first throttle switch is illustrated in Figure
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Figure 5.17: Mass flow rate and exit static pressure response at 70% speed for operating
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Figure 5.18: Mass flow rate and pressure deviation at low-speed corresponding to Figure
5.17 evaluated from the steady state (tss = 0.15 s)
5.18. A quick comparison of the first five milliseconds with the nominal speed case (i.e.,
Figure 5.9) shows that the compression wave initiating at the plenum exit reaches the inlet
in less than 3 ms. This is slightly lower than the nominal speed case where the compression
front took around 4 ms to reach the inlet. This is due to the lower velocity of the oncoming
flow, hence wave travelling with effective velocity of V −c takes less time to travel upstream.
Furthermore, the back and forth progression of compression wave can be seen in this case
also and is quite similar to the nominal speed case.
5.2 Unsteady Simulation of Axial-Centrifugal Compressor
After discussing the axial compressor unsteady results, this section focuses on simulation of
the axial-centrifugal compressor, nominal configuration of which can be seen in Figure 4.1.
In order to investigate the behavior of the compressor deep into the stall branch, as has been
done in the case of the axial compressor, compact throttle is applied after the 90 degree bend,
also shown in Figure 4.1. Starting at just below the choked flow rate at 100% speed, the
high frequency oscillations develop even at operating points which lies on the right side of
the peak. Moreover, moving further into the choked branch does not affect the generation of
these oscillations as seen through the unsteady simulation in Figure 5.19. These oscillations
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Figure 5.19: Presence of high frequency oscillations when the axial-centrifugal compressor
is operating near and in choked conditions
are similar in nature to those observed during the axial compressor response without plenum,
see Figure 5.11. It is, however, to be noted that the high frequency oscillations in the axial
compressor appear only at a point well onto the left side of the characteristic at conditions
which are rarely, if at all, encountered during rig tests. It is, therefore, difficult to estimate if
such high frequency oscillations would appear during a real compressor operation. However,
the high frequency oscillations encountered in the axial-centrifugal compressor, as shown in
the Figure 5.19, are at a point well within the expected operating regime of the compressor.
Let us now consider the following two questions:
1. Can a high frequency acoustic resonance mode be excited in a real compressor?
2. What is the cause of excitation of the resonance mode in the present 1D model?
The answer to the first question is a yes! Day et al. [73] measured high frequency oscillations
of around 10-13 times the shaft frequency in two of the four high-speed compressors.
Hellmich & Seume [74] noted the following features of acoustic resonances in real machines.
1. They occur as non-synchronous pressure fluctuations at discrete frequencies.
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2. The acoustic field in most cases has a helical structure.
3. In most cases, vortex shedding is assumed to be the excitation mechanism driving the
resonance.
In addressing the second question above, it is to be recognized that in a complex 3D
compressor flow environment, there are a number of factors which can amplify or damp
out the resonance modes. In the present mean-line model, these modes are expected to get
decayed due to the friction term which is included in the momentum equation. In addition,
the dynamic compact interfaces between the blade rows have complex losses which are,
in general, non-linear terms and may act to augment or suppress the resonance modes. It
should be kept in mind that those terms have inherent empiricism which was introduced
to achieve a good correlation with the measured steady state characteristics. For instance,
the mixing loss parameter ξml was changed from ξml = k to ξml = k|α| during the second
tuning process to correct the slope of the characteristics near the surge line. In the latter
form, ξml is modulated by the dynamic variations in the incidence angle α. Hence, it is
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Figure 5.20: Unsteady response of the axial compressor at nominal speed with low pass
filtering of the term k|α| with time constant of 1 ms
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conceptualized that this kind of term needs to be filtered by a low pass filter in such way
so as to minimize the unintended effect upon the dynamic response. Figure 5.20 shows
unsteady response of the axial compressor without any plenum along the marked points
shown in the Figure 5.11. A low pass filter with time constant of 1 ms is applied to the term
k|α|. The significant effect is evident in the fast damping of the high frequency oscillations
at point 4. It should, however, be noted that the damping of this high frequency mode
decreases as more points on the left side are approached. Thus, it is expected that as the
compressor is further throttled towards left and the slope of the characteristic steepens, this
mode would become unstable.
5.2.1 Comparison between Nominal and Low-Speed Cases
The loss model of the centrifugal stage includes more coupling terms that are highly non-
linear and thus are subjected to the low pass filtering. These include ∆hDF (equation (2.37)),
∆hBL (equation (2.39)) , ∆hRC (equation (2.42)) and the vaned diffuser loss (equation
(2.48)). Subsequent to the application of filter, results of the throttling schedule at the
nominal speed without plenum are shown in Figure 5.21a. Starting from point 1 which
lies close to the choked branch, 0.6% closing of the throttle leads to another stable point.
Subsequent throttle closure shifts the operating point near to the peak pressure, marked by
point 3, which in this case also turns out to be stable. This is in accordance with B-parameter
value which gets significantly lowered due to the absence of any end plenum. A further
0.6% closing of the throttle after point 3 destabilizes the compressor, which is associated
with the escalating drop in the exit pressure and mass flow rate. An important thing to note
is that the inlet flow rate responds very quickly to the throttle changes with highly damped
response. Overall, the simulation shows smooth operation on the right side with transition
towards stall as the compressor is throttled in steps to the left side. Further, Figure 5.21b
confirms that similar to the case of axial compressor, the addition of plenum destabilizes the
compressor near to the peak, thus leads to surge.
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Figure 5.21: Mass flow rate and pressure response at 100% speed for the axial-centrifugal
compressor showing (a) stability loss to the left of the peak without plenum, (b) stability
loss near to the peak with lumped plenum
To analyze the last throttle switch which leads to overall compressor instability, pressure




















t = 0 ms
t = 1 ms
t = 2 ms
t = 3 ms
t = 4 ms



























t = 0 ms
t = 1 ms
t = 2 ms
t = 3 ms
t = 4 ms
























t = 6 ms
t = 7 ms
t = 8 ms
t = 9 ms
t = 10 ms



























t = 6 ms
t = 7 ms
t = 8 ms
t = 9 ms
t = 10 ms

























t = 25 ms
t = 26 ms
t = 27 ms
t = 28 ms
t = 29 ms

























t = 25 ms
t = 26 ms
t = 27 ms
t = 28 ms
t = 29 ms




 = 0.35 s
(f)
Figure 5.22: Mass flow rate and pressure deviation corresponding to Figure 5.21a evaluated
from the steady state (tss = 0.35 s) depicting escalating drop in the flow rate
to Figure 5.21a, are shown in Figure 5.22. As the flow rate plot shows, the compression front
that gets initiated due to throttle step travels towards the inlet and reaches there in nearly
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5 ms. However, the sharpness of the compression front deteriorates due to the diffusive
compact interfaces. Moreover, the sharp discontinuities are clearly visible in the pressure
deviation plot, with most significant being the impeller-diffuser interface. During the next 5
ms (6-11 ms), both the flow rate and pressure drop along the compressor while trying to
achieve the next operating point on the left side. This sudden drop in the mass flow rate
manifests itself almost uniformly across the compressor, leading to the flow reversal at
around t = 30 ms. Here, the flow reversal first occurs inside one of the axial stages as seen
in the figure.
Next, the operation of the axial-centrifugal compressor without plenum at part-speed is
studied. It is expected that with reduced B-parameter that accompanies the reduced shaft
speed, the compressor should be able to avoid surge at some points to the left of the peak.
Figure 5.23 illustrates the throttling process towards stall at the 70% speed. Following the
marked points as shown, it can be seen that points 1, 2 and 3 are stable, even though point 3
lies slightly to the left of the peak. Further closing of the throttle by 1.5% leads to point 4
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Figure 5.23: Mass flow rate and pressure response at 70% speed for the axial-centrifugal
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Figure 5.24: Flow rate and pressure deviation at low-speed corresponding to Figure 5.23
evaluated from the previous steady state (tss = 0.15 s)
where the acoustic resonance in the form of high frequency mode gets excited. In this case,
the high frequency mode is excited at a point which is not expected to get achieved when a
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plenum is coupled to the compressor.
Figure 5.24 shows the wave propagation snapshots after the first throttle switch at
t = 0.15 s. The compression front that gets originated upon this throttle switch propagates
towards the inlet, which now takes around 3.5 ms to travel upstream. A less travel time
compared to the nominal speed case is kind of expected due to the lower velocity of the
oncoming flow. Similar to the nominal speed case, a sharp peak is clearly visible in the
pressure deviation plot at the diffuser inlet. After 100 ms, the new state shows that although
the axial compressor results in nearly the same exit pressure as the previous throttle setting,
the centrifugal compressor keeps on operating efficiently, thus providing higher overall
pressure at point 2 compared to point 1.
5.3 Stability Loss due to Abrupt Stage Collapse
Finally, the effect of stability loss mechanism caused by “collapse” of a stage (i.e., stall of a
stage) is investigated. The loss of stability, discussed so far, develops while the slope of the
characteristic is still significantly lower than the slope of throttle characteristic. Here, a more
radical possibility is discussed where the compressor characteristic slope becomes larger
than that of the throttle line as depicted in Figure 5.25. This case leads to much more violent
loss of stability and it is referred to as “stall” for the purpose of discussion presented further.
The simulated configuration of axial compressor is the same as that discussed earlier (Figure
5.1) with the nominal plenum present at the back of the compressor. Stall is triggered by
setting ξml = 1.0 in equation (2.28) when the angle of attack to the inlet of any of the
stages increases above 17 degrees. This abrupt change is supposed to emulate a sudden flow
separation that in turn would cause an abrupt change in the compressor response. Figure 5.26
records the pressure and flow distribution snapshots in short intervals before and after the
stalling event. The event initiates at 27.5 milliseconds after the last switch when the angle of
attack of stator 4 becomes larger than 17 degrees. It can be seen that a large pressure pulse
is created just ahead of the inlet to stator 4 and starts to progress forward as a compression
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Figure 5.25: Mass flow rate and static pressure response at 100% speed depicting loss of
stability to the right of peak pressure when stator 4 crosses the critical/stall angle of attack
front while moving backward as an expansion front as evident by the undershoot of pressure
at the back edge of the pulse. Considering that the location of the stall is near the plenum,
the expansion wave pressure signature is all but unrecognizable when it travels through the
plenum, but is very evident upstream as the compression wave moves forward towards the
inlet. Nevertheless, the dramatic influence on the flow rate is evident at both upstream and
downstream of the stalling stage as the negative flow pulse progresses fast into the plenum
as well as towards the inlet. In such an event, one can expect that a pressure gauge capable
of fast enough response will jump in front of the stalling stage and drop down at the back of
the stage, thus providing the identification of the stalling stage.
In a more realistic scenario, however, the compressor may first lose stability due to
the change of slope of the characteristic as shown in Figure 5.10. During this relatively
slow process of about 45 ms, the flow rate through the compressor decreases significantly.
Further during this process, the angle of attack to all the stages increase until at one of the
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(f)
Figure 5.26: Flow rate and pressure deviation distribution during the development of stall
taken from switch at tss = 0.30 s corresponding to Figure 5.25
much faster pressure variation of the fractions of a millisecond, as described above. This
case has been simulated by increasing the stall trigger angle of attack to 20 degrees. Figure
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Figure 5.27: (a) Time history of pressure sensor readings during a stall event, (b) refined
pressure signals during last few milliseconds
5.27 shows the pressure history recorded by the virtual sensors located between rows along
the compressor. This simulation shows that a sharp pressure jump appears as far back as
the exit of rotor 4, while a clear pressure drop appears at the exit of stator 4, thus correctly
identifying stator 4 as the source of the stall. However, this is only a partial indication of the
stall, as the compressor pressure was already diverging for around 45 ms before the actual
appearance of stall. The development of this instability prior to the stall is apparent by the
gradual pressure drop at the back of the compressor, which starts after 20 ms of the last
throttle step (analogous to the third switch, point 4 in Figure 5.7). It is interesting to note
that in the front three stages, pressure was going up even as the pressure at the back was
already decreasing starting from the exit of rotor 4. This pressure reversal at the back is the
indication of stability loss and the flow rate at that time thus indicates the stability limit.
5.4 Summary
In this chapter, the unsteady responses of axial and axial-centrifugal compressor have
been simulated using the mechanism of dynamic compact interfaces which can be seen
as general boundary conditions between two domains (see Appendix B). In particular, the
entire dynamics of the compressor occurs due to the addition of kinetic energy by the
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main shaft and the mechanisms of stagnation pressure losses. Further, the framework of
characteristics-based approach provides the right tool to implement this dynamics in a 1D
model in simple and convenient manner. By setting the appropriate throttle position, features
like compressor choking and stalling have been simulated along with pressure signatures
that correctly give identification of the choking and stalling stages.
Furthermore, it has been demonstrated that with a large end plenum, the compressor
becomes unstable close to the peak of constant speed characteristic curve. This correlates
well with Greitzer’s simplified theory which introduced B-parameter. With low B-parameter,
i.e., simulations without any end plenum or low shaft speed, left side operation on the
positively-sloped region is possible. But subsequent closing of throttle, therefore, pushes
the compressor into an unstable operation. Instability modes prior to the stall have been
detected in both the axial and axial-centrifugal compressors. Significantly, the simulation
suggests that a general Rayleigh’s like criterion that relates the oscillating energy addition
to pressure fluctuations can be devised to predict the ultimate stability of the compressor
without the need to refer to a specific mode including rotating stall. Finally, the model has
been used to simulate the pressure sensor responses in a virtual test environment, where the
stall is initiated by sudden stage collapse.
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CHAPTER 6
PARAMETRIC STUDIES AND STABILITY ENHANCEMENT
The main advantage of 1D model is that it can be easily used to implement the sensitivity
studies for the purpose of design optimization and improvement of stability margin. A
design procedure, in general, is an iterative process where the reduced-order quasi-1D
model can perform these iterations in short time. This chapter explores the sensitivity of
compressor performance with respect to IGVs and stationary vane deflections.
6.1 Effect of IGVs Deflection on Compressor Performance
The guide vanes placed in front of the compressor direct flow to the first rotor at optimal
angle. During the part-speed operation, these Inlet Guide Vanes (IGVs) are moved and set
to a different angle for optimal performance.
In this section, sensitivity of the axial and axial-centrifugal compressor with respect to
IGVs setting is studied using the steady model at the nominal speed (100% RPM). Figure
6.1 depicts the pressure ratio versus normalized flow rate for 2 degrees IGVs variation from
the default setting. As shown, a 2 degree IGVs closure (+2 deg) reduces the choked flow
rate by approximately 2%. In a similar manner, a 2 degree opening of IGVs (-2 deg) from
the nominal setting increases this flow rate by 2%. While this linear relationship seems
trivial, there is an increase in peak pressure for both the compressors as the IGVs are opened.
Upon first look, this might give a false impression regarding optimal IGVs angle. But by
carefully looking at the efficiency plots, as shown in Figure 6.2, it becomes clear that this
improvement in peak pressure ratio is associated with lower overall efficiency. Similarly, the
reduction in peak pressure ratio, as the IGVs are deflected by +2 deg, is accompanied with
improved compressor efficiency. Hence, the default IGVs setting is, therefore, a trade-off
between the maximum pressure ratio and maximum efficiency, thus leading to the design
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Figure 6.1: Predicted pressure ratios for the (a) axial, (b) axial-centrifugal compressor for 2
degrees IGVs deflection from the nominal setting
intent performance.
The axial-centrifugal compressor, on the other hand, is comparatively less sensitive to
IGVs deflection. Apart from the difference in the choked flow rate which is governed by
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Figure 6.2: Predicted efficiencies for the (a) axial, (b) axial-centrifugal compressor for 2
degrees IGVs deflection from the nominal setting
one of the axial stages, the pressure ratios and efficiencies away from the choked branch,
i.e., for lower flow rates, converge onto the same curve for the different IGVs settings.
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6.2 Stationary Vane Deflection for Stability Enhancement
Next, the deflection sensitivity of final stationary vane (Stator 4) of the four-stage axial com-
pressor from its nominal setting is studied. First three stators of this industrial compressor
are designed to be variable geometry to optimize the part-speed operation. The fourth stator
S4, however, is stationary and has been kept for the design optimization purposes.
For conducting S4 deflection sensitivity study, it is first offset by a selected value (in
degrees) and then the compressor steady results are evaluated. The pressure ratios for axial
and axial-centrifugal compressors for 5 degrees offset of stator 4 are shown in Figure 6.3. As
can be observed, a positive offset leads to higher stage diffusion, thus increases the pressure
ratios for both the compressors. Contrary to the earlier case of IGVs deflection, in this case,
the adiabatic efficiencies hardly change (figures not shown for the sake of brevity). This
gives an indication that this particular stator is not set to its optimum inlet and exit angles,
thus needs to be optimized for maximum performance. Since at the nominal speed, the
compressor choking is governed by the first axial stage, small S4 deflections do not affect
the choked flow rate.
Next, the variations in surge flow rate for both the compressors with S4 deflection are
obtained, results of which are shown in Figure 6.4. Note that in the case of large plenum
attached behind the compressor, the peak is identified as the surge point, hence has been
taken to represent the surge flow rate. As shown in the figure, the deviation in surge flow
rate is minimal for below 10 degrees of S4 deflection. However, as the deflection is further
increased, the surge flow rate reduces and at 15 degrees deflection decreases by nearly 1%.
Clearly, a higher surge margin can be achieved if the stator 4 is offset by 15 degrees or more.
However, it is found that a further deflection of stator 4 shifts the choking stage from front
to the back of the compressor, thus reduces the choked flow rate substantially. This kind of
sensitivity study can be done at part-speed operation also, to further improve the stability
margin at those speeds.
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Figure 6.3: Predicted pressure ratios for the (a) axial, (b) axial-centrifugal compressor for 5
degrees stator 4 deflection from the nominal setting at 100% speed
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CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK
This chapter summarizes conclusions from the research work described in this thesis and
outlines few recommendations for future work.
7.1 Conclusions
The main focus of this research has been on the development of a quasi-1D streamtube based
fluid dynamic model through a generic compressor containing both the axial and centrifugal
stages by modelling stage elements as successive diffusers. The relative rotation between the
consecutive elements has been accounted through the inclusion of velocity addition junctions
by the construction of vector diagrams as the reference frame is switched. During the steady
state operation, an ideal compressor generates significantly higher pressure around three
to four times the actual operation. But with the inclusion of appropriate mechanisms for
stagnation pressure losses, the compressor pressure ratio gets lowered and matches with the
measured data for an industrial compressor.
The conclusions and main findings of this study can be summarized as:
• 1D model based upon the mean-line analysis presents a viable tool to evaluate com-
pressor performance during both at design and off-design operations. High fidelity
CFD models along with core rig test data provide validation cases for the 1D model,
thus help in benchmarking it for industrial or research use.
• Most of the compressor simulation tools work by taking input from the user in the
form of aerodynamic/blade sources typically represented in terms of work and force
coefficients. However, the model developed in this work is entirely independent of
external source terms, and predicts the compressor performance through the mech-
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anism of losses. The model is designed to capture off-design losses, wherein most
important of all are the losses occurring due to inlet turning and subsequent blade
passage mixing, which are incorporated after the formulation of the so-called sliding
scale equation.
• Simplicity of the model lies in the fact that by the tuning of a single parameter
(representative of mixing loss inside a passage) at the nominal speed, it is able to
accurately predict the surge flow rate, peak pressure ratio and choked flow rate of the
four stage axial compressor and is further able to validate NASA stage 37 performance
at a range of speeds. It is found that the tuning process works well if the mixing loss
factor ξml is taken to be dependent on the conditions of stage incoming flow. Further,
the predicted surge line using the tuned model matches well with the measured one.
• The general framework of following mean-line through the streamtubes of stage
elements is physically more intuitive than just following the axial or radial coordi-
nate. First, a mean-line can be easily constructed to track the flow quantities by
accommodating both the axial and radial stages, which might not be possible in the
framework constituting a single coordinate system. Second, since the axial flow is not
same as the bulk flow, hence one might mistakenly assume an axial flow feature to
be representative of the bulk flow. The mean-line, on the other hand, follows general
blade direction, hence is a better approximation to the bulk compressor flow.
• An important contribution in this work is the formulation of novel dynamic compact
interfaces to establish communication between the neighboring stage elements. It has
been demonstrated that such an interface acts as a general boundary condition between
two domains and can be easily modified to include various complex mechanisms like
vaneless space losses, incidence loss, shock loss, trailing edge deviation etc.
• The dynamic performance of compressor is further demonstrated through unsteady
simulations. Greitzer’s theory which introduced B-parameter is validated by illus-
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trating that a compressor becomes unstable close to the peak of constant speed
characteristic when simulated with large end plenum. With reduced B-parameter,
the compressor is able to operate on the left side of the peak, but settles into a limit
cycle if throttled further. The transients observed during the onset of instabilities thus
mimic test data and provide identification of stalling stage through the mechanism of
expansion and compression waves.
• Further, it has been conceptualized that the instability modes including rotating stall
occurring close to the peak of characteristic curve must be connected to the phase
between pressure and shaft power oscillations through Rayleigh’s criterion.
7.2 Model Usage in Design and Diagnostics
Importantly, the developed model for the compressor unsteady flow analysis can find
applications in design and diagnostics. As a design tool, it would be possible to examine
the effects of bulk and distributed volumes on the stability margin of the compressor. As
was shown that given a large enough volume of end plenum, the compressor loses stability
once the pressure characteristic reaches a local peak. However, simplified models such as
described by Greitzer are insufficient in predicting how the compressor stability changes
when the plenum volume is sufficiently reduced. This is due to the fact that the simplified
models do not account for the “real” compressible flow effects which indicate that significant
operation margin can be gained by volume reduction.
Another important aspect of instability in gas turbine is the link between combustion
driven oscillations in the combustor and the compressor. It is possible that natural modes
of the combustion system could couple with the natural modes of the compressor, thus
studying these natural modes and their respective damping is of interest to the gas turbine
designer. As a diagnostic tool, the model can be used in conjunction with the test results
to find out the reason and process through which the compressor loses stability. Further,
the measured pressure signals along the compressor may be correlated with the simulated
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results so that the origin of the divergence can be traced. Oftentimes, it is found that the
compressor loses stability even at a negative slope of the characteristic. Such a case, which
is not uncommon, suggests that at least one stage went through a sudden radical change in
the flow pattern. The model in conjunction with the measured data can identify the “faulty”
stage. The results, as shown in Chapter 5, demonstrate this scenario by creating a sudden
change in the loss function of a stage.
7.3 Recommendations for Future Work
In regard to the work presented in this thesis, further research can be conducted in the
following directions:
• During the entire model development process, primary focus has been on the elimina-
tion of external source terms in the model equations and inclusion of only necessary
terms. To comply with this, the flow governing equations retain only skin friction,
centrifugal force and work terms. However, more complex loss mechanisms like
separation loss, tip and endwall losses which are mainly three-dimensional in nature,
can be converted into 1D functions and included as source terms in the unsteady
equations. Ideally, this should be approached by using entropy generation function
corresponding to each loss mechanism as described in the literature [36] and deriving
an equivalent 1D drag function, wherever possible.
• To identify stages undergoing rotating stall and to calculate the stall speed, the quasi-
1D model needs to be converted into a 2D model by including circumferential flow
gradients in mass, momentum and energy equations. The comprehensive work done
by Moore [3] on rotating stall was mainly concentrated towards obtaining modal
solutions for the flow perturbations. In a general case, however, additional work
is needed to obtain numerical solutions of the 2D governing equations using high
performance computational tools.
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• In the first and second tuning processes, mixing loss factor ξml is tuned to match the
measured pressure ratio at the surge flow rate. To make these tuning processes more
robust, various compressor test data are required to develop a correlation measure
for ξml. Significant cost-savings during new compressor development program can
be achieved, if losses inside the compressor are successfully predicted using the
correlation measure.
• As the 1D model is relatively easy to handle, future work could be focused on new
compressor design and geometry optimization. A number of iterations, typical of
preliminary design stages, can be conducted in relatively short time to arrive at the
desired geometry. Moreover, the sensitivity of geometry and model parameters on the
compressor performance needs to be studied.
• The unsteady results from the 1D model accurately predict surge point and choking
stage, and provide reliable estimates of the throttle change transients, at least on the
qualitative level. For further benchmarking the unsteady model, the simulation results






A SIMPLIFIED THEORETICAL MODEL FOR TIP LEAKAGE LOSS
EVALUATION
In order to model the tip clearance losses, the static pressure difference across the pressure
and suction side needs to be estimated first. Let us consider the coordinate system shown in









where ∂θ/∂m is the change in the flow path angle, b is a characteristic lateral dimension
corresponding to channel width and blade height, and ∂p/∂n is the gradient of pressure
normal to the primary flow path. Using a simplifying assumption that channel width is
nearly the same as blade height, the flow path area A can be written as






Figure A.1: Schematic of flow leaking as a jet over the blade tip clearance
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where θc and lc are the camber angle and blade chord length respectively. As per the











Now, let us take Sgap as the area over which the flow leaks into the adjacent blade. Assuming
a rectangular cross section for flow leak, Sgap gets written down as
Sgap = δgaplc (A.7)
where δgap is the tip clearance length. With a given pressure difference, the flow leakage




Going back to equation (A.6) and noting that the bulk flow rate ṁ is given by
ṁ = ρV A (A.9)
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Substituting equation (A.10) into equation (A.8) and using equations (A.2), (A.5) and (A.7),








In this analysis, it has been assumed that the area A is defined by a square cross-section
of dimension b× b, which means that the blade height is equal to b. Thus, the term δgap/
√
A







The leakage losses occur as the kinetic energy imparted to the tip jet gets eventually
dissipated. This relative reduction of kinetic energy after the dissipation is directly related
to the stagnation pressure loss given in the equation (2.9). Based on this, the loss coefficient















































It should be noted from above that large non-dimensional tip gap (λtip) and low solidity (σ)
result in high loss.
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APPENDIX B
COMPACT INTERFACE ELEMENT: A GENERAL BOUNDARY CONDITION
Boundary conditions are a subject of significant confusion that oftentimes bring upon
improper implementation. The common perception of boundary is the interface between the
computational domain and the ambient. However, the most general case should address the
interface between two computational domains as shown schematically in Figure B.1, the
classical boundary with the ambient thus being a special case.
Domain I Domain II
Figure B.1: Schematic of two computational domains with an interface and boundaries
Figure B.2 shows the iterative process at an internal point in the computational domain.
Assuming an initial distribution of state variables, the spatial derivatives are obtained and by
using Euler equations with the spatial derivatives, the time derivatives are computed, which
in turn are integrated in time to update the state variables. At time t, the switch, as shown
in the diagram, allows the current state variables as the initial conditions and henceforth












Figure B.2: Block diagram of the computational process at an internal point
Figure B.3 shows a block diagram of the computational process at the interface between
141
the two domains. In contrast to the internal point where the spatial derivatives obtained from
the spatial distribution of the state variables are operated through Euler equations, here the
spatial derivatives at the interface are modified before entering the Euler equation operation.
Since, as would be seen, the focus is on using any general condition across the interface, the
modifications to the derivatives cannot be calculated in a straightforward manner. Instead,
this is required to be done using a trial and error process. Thus, upon obtaining the time
derivatives from the Euler equations, a “trial” integration is done to obtain candidate states at
the two sides of the interface. The next step requires evaluating the closeness of the proposed
states to satisfy the matching conditions across the interface. It should be stressed that the
interface could be quite complicated, for example, it might consist of frame transformation
followed by vaneless compact space and subsequent expansion. The only condition available
here is a vector of error functions pertaining to the conditions that need to be satisfied. Thus,
the performed integration result is not returned to the computational domain until the errors
are small enough, at which point the small error flag, through the switch, allows inclusion
of the boundary states in the two domains. In the one-dimensional flow, there are three
independent state variables. So, it would be not incorrect to assume that the error function
will have three components as well. Thus, it can be guessed that the derivative modifier


























































State variables from boundary point, Domain I
State variables from boundary point, Domain II






Figure B.4: Direction of characteristic waves at a grid point inside the domain
modifications is the characteristics method, the notation of which is shown in Figure B.4.
There are three characteristic velocities associated with the one-dimensional Euler
equations [75] as shown below:
λ1 = V − c
λ2 = V
λ3 = V + c (B.1)
where c is the speed of sound, corresponding to three waves (as shown in Figure B.4), whose



























With the above definitions, Euler equations including streamtube area variation and source
terms assume the following form:
∂
∂t
































































+ ρV AΩ2rcos(β)sin(η)− Cq
(B.7)
Now considering the Compact Interface Element (CIE) with upstream node NU and
downstream node ND, there are six characteristics, as can be seen in Figure 3.1, three at
the upstream side and three at the downstream side. Respectively, there are six governing
equations with (B.5)-(B.7) implemented at both the upstream and downstream nodes. The
characteristics L2U , L3U , and L1D are those which arrive at the interface from inner domains.
These characteristics are determined from the spatial distribution of state variables (B.2)-
(B.4). The other three characteristics L1U , L2D and L3D enter each respective domain
from the other domain after being modified by the boundary, those characteristics are thus
determined by the boundary conditions. These boundary or matching conditions set the
error functions through which the correct values of the three unknown characteristics could
be found. Thus, after setting any arbitrary states at each side of the interface, the matching
conditions are then used to calculate the corresponding error vector.
For demonstrating this, let us consider the following example of flow through an orifice
plate shown schematically in Figure B.5, where the flow may be choked or unchoked. The
flow converges isentropically from the inlet side to the throat and expands non-isentropically
with losses downstream until it gets reattached to the wall at the end of the compact interface.












Figure B.5: Compact orifice element
condition is conservation of mass which implies
Aiρiui = Aeρeue (B.8)


















The third condition is obtained by calculating the Mach number at the throat. In the inlet








2 + (γ − 1)Mi2



















On the downstream side, the relationship between throat discharge and exit section using
the continuity equation gives
Atρtut = Aeρeue = ṁ (B.12)
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The momentum equation is evaluated by assuming a uniform pressure distribution at the
back wall where the throat terminates and at the exit where the flow is reattached. This gives
ṁ(ue − ut) = Ae(pt − pe) (B.14)

















It is worth noting that equation (B.15) can be transformed into a quadratic equation by
substituting x =
√
(1− ft). Denoting ft calculated by equation (B.11) as ftU and ft
calculated by equation (B.15) as ftD, the matching requirement for both the choked and
unchoked orifice is given by
f1U =

ftD if ftU ≥ f ∗
f ∗ otherwise
where f ∗ is the sonic value. The three error functions can now be summarized as




























ftU − ftD if ftU ≥ f ∗
ftU − f ∗ otherwise
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APPENDIX C
NEWTON’S METHOD FOR FINDING UNKNOWN CHARACTERISTIC
AMPLITUDES
This section summarizes Newton’s method for determining the three unknown characteristic
waves (L1U , L2D, L3D) from the prescribed physical relations (3.15)-(3.17). Let us denote
three unknown wave amplitudes as variables say L1U = x, L2D = y, and L3D = z. Now for
a given initial guess for (x, y, z) = (x0, y0, z0), three error functions can be formulated as
shown below:
E1(x0, y0, z0) = (ρV A)U − (ρV A)D
















E3(x0, y0, z0) = (Mt)U − (Mt)D if (Mt)U < 1.0 (C.1)
The above error functions are calculated at each time step by integrating equations
(3.9)-(3.11) at the upstream node and similar equations at the downstream node. First, it is
checked whether the maximum absolute value of each of the three error functions is below
the specified tolerance:
max(|E1(x0, y0, z0)|, |E2(x0, y0, z0)|, |E3(x0, y0, z0)|) < tol (C.2)
where the tolerance value is taken as tol = 10−6. If for the initial guess values, equation
(C.2) is not satisfied (which generally happens), then small perturbations are introduced to
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the initial guesses as shown below:
x1 = x0 + δx, y1 = y0 + δy, z1 = z0 + δz (C.3)
Next, sensitivity of the error functions to these small perturbations are calculated by obtaining






























E3(x0, y0, z0 + δz)− E3(x0, y0, z0)
δz
(C.4)
The perturbations (δx, δy, δz) should be small enough to render accurate calculations for
the local partial derivatives and at the same time should not be below the machine precision.
Next, corrections (∆x, ∆y, ∆z) to the initial guesses are determined by expanding the error
functions E1, E2 and E3 in Taylor series around (x0, y0, z0) and equating the resulting error


































By solving equation (C.5), corrections to the initial guesses for the unknown wave amplitudes
are obtained. Before obtaining the new characteristic amplitudes after this first iteration,
it is generally better to scale the corrections by a relaxation factor ξ to ensure gradual
convergence. Hence, the new amplitudes (L1U , L2D, L3D) are given by
xnew = x0 + ξ∆x, ynew = y0 + ξ∆y, znew = z0 + ξ∆z (C.6)
Using the updated values of xnew, ynew, and znew, the errors are further calculated as per
equation (C.1). Then, the equation (C.2) is checked, and if required, the process is repeated
until the convergence is achieved.
It should be noted that the procedure described above is quite general and can be followed
in a similar manner to implement the inlet boundary condition with two error functions and
the outlet boundary condition with one error function.
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