In this expository paper we compute Hankel determinants of some sequences whose generating functions are given by C-fractions and derive orthogonality properties for associated polynomials.
Introduction
The Hankel determinants of the coefficients n f will be denoted by   , 0 ( ) det . n a   This conjecture led me to investigate this problem. Afterwards I learned that an equivalent result had already earlier been found by Victor I. Buslaev [4] with another proof. and study some typical examples.
Some preliminary results about continued fractions and Hankel determinants
Let us begin with some well-known facts about continued fractions. 
.
Let us assume that 1 1, 
Here (2.2) reduces to
with initial values 0 ( ) 0 A x  , 1 ( ) 1 A x  and 0 ( ) 1 B x  , 1 ( ) 1.
B x 
As a generalization of orthogonal polynomials we define polynomials ( )
with initial values 0 ( ) 1 r x  and 1 ( ) . r x x  It is easily verified that
The polynomials ( ) k r x and ( ) k B x are related by
. By induction we get
More precisely we get 
Proof
Observe that by (2.3)
Therefore we get the series expansion
the series expansion of ( ) f x coincides with the expansion of ( ) ( )
for the first 1
Therefore the coefficients of
we see that the coefficients of ( ) ( )
Another equivalent formulation gives
Proposition 2.3
Let  denote the linear functional on the polynomials defined by
Remark
The identities (2.12) and (2.13) generalize the concept of orthogonality and (2.7) is an analogue of the three-term recurrence of orthogonal polynomials.
For some polynomials ( ) k r x a simple formula can be found. To this end we define the polynomials
Note that by elementary row operations ( ) n p x can also be expressed as
We will need some generalizations of 
In view of our applications we note the following special case:
This well-known result follows from
with the Catalan numbers 
The proof is almost the same as in [1] . 
Then we get with elementary column operations 
t s t s t s t s t s t s t s t s t s s s t s t s t s t s t s t s t s t s t s s s s t s t s t s t s t s t s t s t s t s s s s s t s t s t s t s t s t s t s t
                           2 43 3 2 3 4 0 5 1 4 0 6 1 5 2 4 0 7 1 6 2 5 3 4 3 4 5 0 6 1 5 0 7 1 6 2 5 0 8 1 7 2 6 3 5
s t s s s s t s t s t s t s t s t s t s t s t s s s s t s t s t s t s t s t s t s t s t s
                               0
s t s t s t s s s s t s t s t s t s t s t s s s s t s t s t s t s t s t s t s t s t s s s s t s t s t s t s t s t s t s t s t s t s t s t s s s s t s t s
                                
t s t s t s t s t s t s t s t s t s t s t s t s t s
Finally with elementary row operations we get 
s t s t s s s t s t s t s s s t s t s t s t s t s t s s s t s t s t s t s t s t s t s t s t s s s t s t s t s t s t s t s t s s s s s s s s s s s
                                 6 1 7 0 5 3 6 2 7 1 8 0
s t s t s t s t s t s
By iterating this prodecure we get finally 
t s t s t s t s t s t s t
                                           10 2 0 3 0 1 0 2 0 3 2 12 03 13 0 4 11 0 2 12 03 13 0 4 3 2 2 13 0 4 2 3 14 05 21 12 0 3 2 2 13 0 4 2 3 14
t s t s t s t s t s t s t s t s t s t s t s t s t s t s t
The last determinant obviously equals 
s t s t s t t t t s t st st t t t s t s t s t t t t
                               Corollary 2.2 Let 1 ( ) . 1 ( ) f x axc x   (2.27) Then     1 1 , 0 , 0 det det n n n i j i j i j i j f a c        (2.28) and     1 1 , 0 , 0 det det . n n n i j i j i j i j f a c        (2.29) Example 2.2 0 1 2 0 1 2 1 ( , , , , ) 1 1 1 1 f x a a a a x a x a x        (2.30) implies             1 2 0 1 2 0 1 2 3 4 5 2 2 2 1 , 0 det , , , . n n n n i j n n i j f a a a a a a a a a a a          (2.31)
Proof
Here we have and 
and vanish for all other values of 0.
We want to prove that
Remark
This theorem has also been proved by V.I. Buslaev [4] with another method.
It would also be interesting to have formulae for the Hankel determinants of 
This means that the last column can be reduced to 
To prove the other assertion observe that (2.12) implies that at least one column in (2.14) can be reduced to the zero column and therefore
Now expand the determinant with respect to this column and iterate
As an example consider     
First we give two well-known examples from this point of view. 
The most important special case and prototype for many papers on Hankel determinants is If we define the Fibonacci polynomials
In this case (2.12) and (2.13) are equivalent with
In this case there is also a simple recursion for ( ). 
a a a a a a  a a a a a  a a a a a a   a a a a a a a a  a a a a a a a a a a  a a a a a a a a  a 
