Introduction
It is a privilege to contribute to the memory of A.W.H. (Bill) Phillips in this volume. We both knew Bill as a teacher and later colleague, so we commence our section with some personal recollections of our first acquaintanceships. Then we turn to a consideration of the many ways in which Phillips influenced econometrics, focusing on three main aspects (control theory, moving-average errors in dynamic models, and exogeneity). For a recent brief history of the development of dynamic modelling at LSE, including Phillips's role in this, see Mizon (1995) ; also, Rex Bergstrom relates his work to that of Bill Phillips and notes the stimulus he received in Phillips (1993) .
Personal recollections

Initial contacts
GEM first became aware of Bill Phillips when he visited the Economists' Bookshop following an interview at the London School of Economics for admission to the undergraduate BSc(Econ) degree course. Having previously studied economics from a single textbook in school, he was overwhelmed by the vast array of economics books, arranged not only alphabetically but by subdiscipline. Looking for an inexpensive and less daunting purchase, he came across a section containing very short pamphlets and published versions of public lectures. From this section, he found a copy of an inaugural lecture entitled 'Employment, Inflation and Growth' (Phillips, 1962) . The combination of subject matter and price attracted him, and so he was soon reading and learning from Bill Phillips. Topics covered in this lecture included: discussion of the role of econometric models in economic policy analysis, emphasis on the value of feedback control mechanisms using proportional, derivative and integral controls in economic analysis, and interpretations and modifications to the 'Phillips curve' of Phillips (1958) , which was to play an important role in macroeconomics during the 1960s and 1970s. During his subsequent studies at LSE, GEM began to realise the importance of the material in this lecture. Also GEM has a vivid memory of listening, at the end of the first year of his studies when Phillips and Bergstrom ran a meeting describing the statistics and econometrics courses that were available to second and third year students, to two quietly spoken, neatly dressed, New Zealanders concisely explain the regulations concerning econometrics-based degrees, and describe without embellishment the content of the courses that they were to teach. They presented the case for following their courses in the way that they knew best, by their quiet enthusiasm. In the years that followed, GEM for one has rarely regretted following that path, and Pravin K. Trivedi (a contemporary of GEM as a student at the School) recently confirmed in personal conversation that Phillips's infectious enthusiasm for econometrics was also an important factor in his career choice.
In addition to having direct contact with Phillips in the econometrics courses, GEM's attention was drawn to his contributions to economics by reading R.G.D. Allen's Mathematical Economics (Allen, 1963) , a recommended text for mathematical economics courses at the time.
Chapter 3 on the acceleration principle contained an exposition of material from Phillips (1954) .
The importance of dynamics in economic models was highlighted by the discussion of the time form of lagged responses in chapter 8, based on Phillips (1957) . Chapter 9 provided an introduction to basic ideas in the theory of economic regulation, the use of control theory -including feedback control via proportional, derivative, and integral control mechanisms -and the characterization of economic systems in flow diagrams, which had their physical counterpart in the Phillips hydraulic machine. Indeed, Frank Paish's lectures, as a part of an applied economics course, were given in a room with the Phillips hydraulic model of the linkages of stocks and flows in the economy hidden under a dust cover. The implicit contrast between the application of control theory to dynamic economic systems patiently awaiting its time, and the less formal intuitive understanding of market interactions, which via a cylindrical slide rule was made more numerically concrete, was striking.
DFH first met Bill Phillips at the LSE in 1966, and had the stimulating experience of being taught by him as an MSc student. The Phillips curve was already a famous concept and that paper (Phillips, 1958) was mandatory reading on the Quantitative Economics course, albeit jointly with Sargan (1964) (Denis ran that option!). DFH had also heard of the Phillips machine, although not witnessed it in action, so Phillips was a decidedly 'big name'.
Notwithstanding his fame, Phillips was a kindly and helpful person, if very private and shy.
He was always encouraging one to persevere, despite all the obvious difficulties one could see.
The warmth and sympathy that exuded from Phillips in his teaching relationship with students did not override the impression of a mysterious character. Whether the mystery resulted from his reaction to earlier episodes in his life (particularly being held as a prisoner of war by the Japanese) we can only conjecture. Max Steuer suggested to us that it was partly due to Phillips having come to social science through sociology -but never feeling at home there -so he was mainly self-taught in economics. His one real teacher was James Meade (who unfortunately died late last year), who quickly recognized Phillips unusual intelligence. This, combined with Phillips's creativity and his oblique view of economics, meant he was somewhat of an outsider.
Nevertheless, Phillips played a key role in modernising the economics department at the LSE, winning the support of even Lionel Robbins to introduce mathematics and econometrics.
Phillips the teacher
His undergraduate lectures on 'Statistical Methods in Economics' were models of clarity, given by a person sympathetic to the problems experienced by students coming to econometrics for the first time. It was during these lectures that many LSE students gained an understanding of material in the early econometrics textbooks by Johnston and Goldberger, and acquired a better insight into the content of the previous lecture course given by Denis Sargan. As a teacher of graduate courses for the MSc in Mathematical Economics and Econometrics, Phillips was equally brilliant. His lectures on optimal control of linear systems were masterly, and his contributions to the Quantitative Economics seminar always helpful and revealing. In that seminar, Bill and Denis would debate the merits of alternative modelling approaches, whether to use moving-average or autoregressive errors, and how effective economic policy could be, and we listened in awe (see Hendry and Wallis, 1984 , for an overview of Sargan's contributionit was an exciting time to be at LSE). One of these seminars each year was concerned with the modelling of wages and prices, and it was a rewarding experience for the participants to be guided through the existing literature and receive numerous suggestions for further research topics from Phillips and Sargan arguing about money-wage versus real-wage models, on which topic both had published seminal work.
Phillips the researcher
Coming from an electrical engineering background to economics, Phillips was in the forefront of the researchers seeking to develop formal models of the economic system (also see Tustin, 1953) . Bill Phillips and Karl Popper were greatly revered by their young and dynamic colleagues such as Richard Lipsey, Chris Archibald, Maurice Peston, Max Steuer and Ralph Turvey. There was a fervor for a scientific approach to economics, and clamor for increased and improved empirical studies of economic phenomena, exemplified and maintained by the regular meeting of the seminar entitled Methodology, Measurement and Testing.
An invaluable and long-lasting illustration of the fact that research results do not always (perhaps rarely) come quickly or easily, was provided by the prolonged gestation period for the production and eventual publication (Phillips, 1978) of what was to become the Walras-Bowley lecture to the Econometric Society meeting in San Francisco in 1966. Early versions of the paper on the estimation of linear dynamic systems with vector moving-average errors were presented to the Econometrics Doctoral workshop run by Sargan and Phillips. An important feature of this research was the design of estimation methods that were feasible with the then available computing facilities. Had Phillips had access to the computing facilities available today, we can only speculate about his productivity.
The legacy of Phillips's contributions
Here, we are concerned with how Phillips's work influenced UK econometricians. We note five main topics:
1. the application of control methods to dynamic econometric models; 2. the estimation of dynamic equations with moving-average errors; 3. the formalization of exogeneity; 4. the estimation of continuous-time econometric systems; and 5. the modelling of wage and price inflation.
Within this already limited set, the first three topics will receive most attention.
A search of the Social Science Citation Index from 1981-1995 reveals that much of his work remains influential: there were approximately 270 citations, relating to all five main topics just listed and involving a wide range of journals. Certainly, the modal cite was to the 'Phillips curve', but 1.-4. also appeared regularly.
Control methods
Because of his engineering background, and his influential papers on economic policy, Phillips had ensured that control-theoretic ideas were taught at the School. His work showed that the variability of macro-economies could be reduced by appropriately designed feedback stabilisers. When Phillips left the School, DFH had to undertake some of his teaching, particularly the analysis and application of control methods to macro-economic stabilization.
This was based on three components: the techniques for derivative, proportional and integral control servomechanisms which Phillips had helped to introduce to economics (see Phillips, 1954 Phillips, , 1956 ), the linear least-squares methods lucidly explained by Whittle (1963) ; and the linear-quadratic model, optimizing a quadratic function of departures from prespecified target trajectories for a linear dynamic system over a finite future horizon (see e.g., Holt, Modigliani, Muth and Simon, 1960) . The lecture notes for this part were 'inherited' from Phillips (indirectly), since few contemporaneous textbooks explained the main procedures involved in factorizing lead-lag polynomials in time operators (usually the lag operator, denoted L). While such material is common now, we believe it was unusual in mid-1960s courses.
For example, consider the quadratic cost function C (T ) which penalizes the deviations of a variable x t from a prespecified target trajectory fx t+j g subject to costs of adjustment represented by changes x t+j = x t+j ? x t+j?1 over a T -period horizon:
To minimize C T at time t+j, differentiate with respect to x t+j , noting that x t+j+1 = x t+j+1 ?
x t+j thereby depends on x t+j , which yields (ignoring the end point for simplicity): The polynomial has roots 1 and 2 with a product of unity (so are inverses, 1 inside, 2 outside the unit circle) and a sum of (2 + ?1 ). Thus, once one knows where to look for the formulation, ECMs appear readily in transformations of the optimal control problem, although (1) is a restricted specification, involving only proportional control, and excluding derivative ( x t+j ).
Nevertheless, having the latent idea helped when puzzling over anomalies in UK consumers' expenditure equations, as it led to noticing the 'DHSY' formulation (see Davidson, Hendry, Srba and Yeo, 1978) . Although the model in Sargan (1964) was already an ECM, the idea of the class being a general one does not seem to have been perceived before DHSY (see , for a general discussion). Together with the realization that it is not necessary to have stationary regressors and regressand in order to have a stationary error (s ee Hendry and Mizon, 1978) , this follow up to Phillips work helped to precipitate the notion of 'cointegration' (see Granger, 1981) .
The interpretation of DHSY in terms of servo-mechanistic control was post-hoc, as DFH did not see the connection initially. Worse still, he did not even think of using Phillips's famous work on policy control (in Phillips, 1954 Phillips, , 1956 ) as a basis for empirical specifications despite both knowing his work well, and having studied Sargan (1964) many times. It is surprising how hard it is to cross-link ideas, even such a simple step as using work on controlling dynamic equations when specifying empirical dynamic models. The notion of integral control referred to in Mizon and Hendry (1980) and used in Hendry and von Ungern-Sternberg (1981), however, was directly based on Phillips (1956) , once the connections had become clearer.
Since then, other researchers have pursued many related avenues. In particular, Salmon (1982) related the ECM idea to the general control theory literature to show the need for the three 'correctors' that Phillips had proposed (namely integral, derivative and proportional). Engle and Granger (1987) showed that cointegration and proportional ECM were equivalent, linking time-series approaches more closely with econometric modelling. However, recent research on the impact of regime shifts on cointegrated processes has highlighted the need to distinguish equilibrium correction, which includes cointegration and operates successfully only within regimes, from error correction which stabilizes even in the face of other non-stationarities (see Clements and Hendry, 1995b) . The assumptions concerning the stationarity or otherwise of the entity to be controlled were rarely explicitly stated, although the notion of 'stabilization' regularly occurred, perhaps suggesting a stationary state or a system centered around a steady-state growth path, but also consistent with preventing an unstable system from diverging. When processes are highly non-stationary, even after differencing and cointegration, it is unclear how well servo-mechanisms will function, and more adaptive methods merit consideration. It is possible that integral control could correct for systematic deviations due to shifts in equilibria, but that idea is hard to reconcile with all variables having coherent numbers of unit roots (preferably none) without introducing multicointegration (see Granger and Lee, 1991) , which recreates the regime-shift problem at a higher level.
Other solutions also merit consideration. For example, exponentially weighted moving averages are an error-correction model, adjusting more or less rapidly to wher ever the target variable moves; in contrast, cointegrated relations converge on their means, which would be the incorrect target when the mean altered. In essence, either the dynamics must ensure correction, or the target implicit in the econometric model must move when the regime alters. This last result explains why models in differences are not as susceptible to certain forms of structural break as equilibrium-correction systems (see Clements and Hendry, 1995a) .
The introduction of moving-average models leads conveniently to the next topic.
Moving-average errors
Following his development of the theory for the maximum likelihood estimation of linear dynamic models with moving-average errors, described in Phillips (1966) , Phillips was assisted Phillips (1978) having only a passing mention of identification issues. In fact, the reference to the empirical determination of the orders of the autoregressive and movingaverage lag polynomials (Phillips, 1978, page 198) suggests a simple-to-general procedure, no doubt to avoid the lack of identification when the orders are over-specified. Trivedi, who was then one of Phillips's doctoral students, had also been studying inventory behavior based on control-type models following Holt et al. (1960) (see Trivedi, 1970) . Thus, the first two strands are more closely linked than might appear at first sight.
Considerable research had been undertaken on autoregressive errors (see e.g., Cochrane and Orcutt, 1949 , for an early example), but prior to the papers underlying the first edition in 1970
of Box and Jenkins (1976) , less attention had been devoted to moving-average errors -though a member of the LSE Statistics Department, M. Quenouille, had provided a detailed study of systems with moving average errors (see Quenouille, 1957) . From the time of Slutsky's analysis (see Slutsky, 1937) , it was known that moving averages could induce cyclical behavior similar to autoregressions (see Yule, 1927) , so they were a promising model for autocorrelated error processes. Consequently, Trivedi undertook a Monte Carlo study of that estimator for dynamic equations with moving-average errors.
DFH was simultaneously investigating the small-sample behaviour of estimators for models with autoregressive errors following Sargan (1964) , so he and Trivedi cooperated in a comparative study that estimated both types of assumed error process on data generated by both forms (later published as Hendry and Trivedi, 1972) . The outcome primarily showed that getting the correct order for the error autocorrelation was more important than getting the c orrect form; that estimators could often be quite badly biased in either approximation (even to the same form);
and that multiple optima posed convergence problems. The first finding has since been reflected in the idea that (say) the Lagrange-multiplier test for residual autocorrelation has the same power for the two local alternatives (see e.g., Godfrey and Wickens, 1982) . DFH and Trivedi also followed up the ideas prevalent at the time in LSE on more efficient methods of conducting
Monte Carlo studies as in (e.g.) Sargan and Mikhail (1971) (see Hammersley and Handscomb, 1964 ).
Since Phillips (1966) , much other work has been done on moving-average estimation (see, inter alia, Aigner, 1971 , Anderson, 1980 , Box and Jenkins, 1976 , Davidson, 1981 , Harvey and Phillips, 1979 , Kang, 1973 , Nicholls, Pagan and Terrell, 1975 , Osborn, 1976 , Pagan and Nicholls, 1976 , Reinsel, 1979 , and Sargan and Bhargava, 1983 .
Exogeneity
Phillips (1956) focussed on the specification of dynamic models which would sustain leastsquares estimation. The relevant notion, now known as 'strict exogeneity', is concerned with regressors being uncorrelated with errors in dynamic systems (see e.g. Koopmans, 1950 , Christ, 1966 , and Sims, 1972 , and was related to the approach in Wold (1949) (who was Peter Whittle's doctoral supervisor). When errors were potentially autocorrelated, a lack of feedback, or absence of Granger (1969) causality, was needed to obtain consistent estimators (see Geweke, 1984) . That Phillips was aware of this is apparent from inspection of Phillips (1978) which contains a brief discussion of exogeneity conditions remarkably similar to those required for strong exogeneity (see Engle, Hendry and Richard, 1983) . Indeed, a feature of the equations considered in Phillips (1966) and Phillips (1978) was the inclusion of non-modelled variables, which helped in the identification of the autoregressive and moving-average parameters, and also raised the issue of the validity of conditioning on the non-modelled or exogenous variables.
Rather than following the standard simultaneous equations literature of the time and asserting that certain variables are exogenous, Phillips considered the joint density for all variables con-ditional on initial conditions, which he noted could be factored into a conditional and marginal density, and stated explicitly that the marginal density for the exogenous variables did not involve the parameters of interest (see Phillips, 1978, page 185) .
The work on weak exogeneity in Engle et al. (1983) originally failed to build on Phillips (1957) , and it was Christopher Sims who suggested a link. However, the motivation for the concepts was very different. Weak exogeneity did not specify the Granger-causality properties of variables, but focused on when there was no loss of information in a conditional model about the parameters of interest. An example in Engle et al. (1983) showed that this could potentially occur even in the presence of autoregressive errors, and conversely, weak exogeneity of a variable for a parameter of interest did not by itself justify least squares.
Taken together with the work noted above on controlling economic systems and movingaverage errors, the important theme of dynamic model specification provides a common thread and remains a major preoccupation of econometricians seeking to understand time-series data.
That same theme encompasses the next topic, namely continuous time models.
Continuous time modelling
Another topic on which both Phillips and Sargan made valuable and influential contributions was that of modelling continuous-time processes (see Phillips, 1959, and Sargan, 1974) . Indeed, in the Preface to , Bergstrom states that in writing chapters 1 and 3 of that book (originally published as Bergstrom, 1962, and Bergstrom, 1966, respectively) 
Modelling wage and price inflation
Following the seminal work in Phillips (1958) concerning the inverse relationship between wage inflation and the rate of unemployment, numerous LSE economists have written on the subject, including Desai (1975 Desai ( , 1984 , Lipsey (1960) , Nickell (1984 Nickell ( , 1990 , and Sargan (1964 Sargan ( , 1980 .
More generally, the 'Phillips curve' made it into the big time of economics textbooks during the 1960s and 1970s, and modified so as to incorporate inflation expectations, survived for much longer. As noted above, this contribution to both empirical economics and econometrics con-tinues to be cited frequently for both aspects, despite the unconventional initial estimates based on fitting to averages designed to eliminate business-cycle effects (see e.g., Gilbert, 1989 : one of the critics of the Phillips curve, Milton Friedman in Friedman, 1977 , was in turn criticised for an inappropriate use of phase averaging by Ericsson, 1991, and Campos, Ericsson and Hendry, 1990) .
A recent replication and evaluation of the Phillips curve using the UK annual data over 1863 -1913 by Shadman-Mehta (1995 , employing all the modern techniques of multivariate cointegration analysis, recursive system maximum likelihood, and system diagnostic tests concluded that 'the results are remarkably close to his ... if Phillips was conducting his analysis ... with the current developments in econometric theory, his overall conclusions would have been much the same'. Her unique cointegrating vector involves only unemployment and nominal inflation, and does not depend on real wages or productivity. But that cointegrating relation influences unemployment rather than inflation, so the dynamic equation is the reverse of how Phillips wrote his model. Such ease of replication of results first established more than forty years ago, and satisfaction of rigorous testing, is impressive testimony to the quality of Phillips's empirical research. Over the whole period to 1990, however, Shadman-Mehta finds noticeably different results, suggesting a regime shift in the later part of the century that has been the subject of considerable controversy.
Conclusion
This section is not aptly titled, since as yet there is no conclusion to the legacy of Bill Phillips's contributions to econometrics. Later researchers were probably often unaware of the extent to which they were building on his contributions, or even how useful his ideas could be in related contexts. We hope this short retrospective has highlighted some of the developments in the main areas of his work.
