Although masked stem priming (e.g., dealer-DEAL) is one of the most established effects in visual word identification (e.g., Grainger et al., 1991), it is less clear whether primes and targets sharing a suffix (e.g., kindness-WILDNESS) also yield facilitation (Giraudo & Grainger, 2003; Duñabeitia et al., 2008). In a new take on this issue, we show that prime nonwords facilitate lexical decisions to target words ending with the same suffix (sheeter-TEACHER) compared to a condition where the critical suffix was substituted by another one (sheetal-TEACHER) or by an unrelated non-morphological ending (sheetub-TEACHER). We also show that this effect is genuinely morphological, as no priming emerged in non-complex items with the same orthographic characteristics (sportel-BROTHEL vs. sportic-BROTHEL vs.
genuinely morphological in these experiments and could not be interpreted in purely orthographic terms.
Overall, prefix priming seems to be robust-different experiments (in different languages) have found it to hold against a non-morphological, orthographically matched baseline. In contrast, evidence regarding suffix priming is inconclusive-the effect was found in Spanish against appropriately matched orthographic controls, but did not emerge in French against the same baseline (and even against a completely unrelated baseline, it depended on orthographic and phonological factors such as syllable overlap). Experiment 1 was therefore a new attempt at assessing suffix priming. The experiment was carried out in English, a language where this effect has never been investigated. Three important variants were introduced as compared with previous studies. First, we used nonword primes (e.g., sheeter-TEACHER), thus minimizing any possible lexical competition between primes and targets (e.g., Davis & Lupker, 2006; Segui & Grainger, 1990 ) that may have obscured suffix priming in previous investigations (e.g., Giraudo & Grainger, 2003) . Second, two different baselines were used, that is, one in which unrelated primes also had a (pseudo)morphological structure (e.g., sheetal-TEACHER) and one in which they had no such structure (e.g., sheetub-TEACHER). This is important, because morphologically structured nonwords are entirely parsable into existing entities (morphemes), and thus may bias participants towards a YES response independently of their relationship with the target. By requiring that facilitation for sheeter-TEACHER must hold against both a morphological and a non-morphological baseline we ensured that any priming could be unequivocally attributed to the suffix shared between primes and targets. Of course, we also needed to make sure than any priming effect could not be entirely attributed to orthography-finding shorter response times in sheeter-TEACHER as compared to sheetal-pollel was paired with barrel). In the control conditions, nonword primes comprised the same stems used in the related primes together with either an unrelated suffix (e.g., pollic) or an unrelated non-morphological ending (e.g., pollut).
The length of the non-morphological endings was matched pairwise with the length of the suffixes in the suffix priming condition. Pairwise matching between related primes to complex and monomorphemic targets was also sought for syllabic structure. When the morphemic boundary overlapped with the syllabic boundary in the suffix priming condition (e.g., passment), we ensured that this was also the case for the non-morphological ending in the monomorphemic target condition (e.g., falltude, where tude was the non-morphological ending). Similarly, when the morphemic boundary did not coincide with the syllabic boundary in the suffix priming condition (e.g., divertory), we ensured that the same was the case for the corresponding monomorphemic target (e.g., sportel, where el was the non-morphological ending).
The stems used in the complex and monomorphemic conditions were matched pairwise for length in letters, and kept closely comparable for log frequency per million words and number of orthographic neighbours (see Table 2 ).
In order to make certain that the orthographic relationship between primes and targets was comparable across target types, we used the computer program MatchCalculator (freely available at http://www.pc.rhul.ac.uk/staff/c.davis/Utilities/MatchCalc/index.htm) to compute the degree of orthographic overlap for each prime-target pair using the spatial coding (e.g., Davis & Bowers, 2006) and the open bigram coding (e.g., Grainger & Whitney, 2004 ) models of letter position. These figures confirmed that the difference in orthographic overlap with the target between related, suffix control and unrelated control primes was comparable in complex and monomorphemic targets (see Table 2). 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Finally, we computed transition probabilities (i) at the boundary between prime stems and prime endings (morphological or not) and (ii) within prime endings (again, morphological or not). Transition probabilities at the boundary between stems and endings were closely matched across prime conditions, both in the complex-target condition and in the simple-target condition (see Table 2 ). Transition probabilities within word endings varied a bit more across prime types, but still remained very low (see Table 2 ).
Despite the rigorous matching of our materials, we included each of the variables described above in our statistical models as covariates (see below). The complete list of the prime and target stimuli used for word trials in Experiment 1 is given in Appendix A.
The stimulus set also included 72 legal nonwords. Half of these nonwords were morphologically structured (i.e., were non-existing combinations of an existing stem and an existing suffix, like betage), whereas half were not (e.g., delktad or tostreb) 2 . None of the suffixes or stems used in the word trials was also used for the preparation of the nonword targets. Simple nonwords were generated through the ARC nonword database (Rastle, Harrington, & Coltheart, 2002) . Target nonwords were similar to the target words in length and number of orthographic neighbours.
Each nonword target was paired with a nonword prime. In order to create a nonword trial set that mirrored perfectly the word trial set, one third of the complex nonwords and one third of the simple nonwords were paired with nonword primes that were related to them as in the suffix priming (e.g., fitage-BETAGE) or word-ending priming conditions (e.g., friskad-DELKTAD); in another third of the trials, nonword targets were paired with suffix control 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 primes (e.g., jarion-MUDATE, zoonion-STIRDEK); and in another third, they were paired with completely unrelated primes (e.g., dirtak-LONGEN, fatok-TUDAP). As for the nonword targets, we ensured that nonwords-trial primes were comparable to the word-trial primes for length and number of orthographic neighbours. Moreover, none of the stems used to create the word-trial set was also used in the preparation of the nonwords-trial primes.
The complete list of the prime and target stimuli used for nonword trials in Experiment 1 is given in Appendix B.
Procedure
Participants were tested in a dimly lit room. They were seated in front of a computer screen and instructed to decide whether or not the letter strings appearing on the screen were existing English words. They were also told that the letter strings would be preceded by a string of hash marks as a warning signal, but no mention was made of the presence of the prime words.
Participants were given 8 practice trials to familiarize themselves with the task; further, each experimental session began with five warm-up filler trials that were not analysed.
Each trial started with a string of hash marks presented in the centre of the computer screen for 500 ms. The prime word was presented in lowercase after the warning signal offset and remained on the screen for 42 ms; it was then followed by the uppercase target string on which the subject had to make a lexical decision. The target string remained on the screen until the participant's response and was then replaced by a 1-second blank serving as inter-stimulus interval.
Stimulus presentation and data recording were accomplished via the DMDX software (Forster & Forster, 2003) . A two-button response box was used to record lexical decisions, in which the YES response button was always controlled by the dominant hand. The assignment 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 of word targets to the three priming conditions was counterbalanced over participants through the creation of three parallel versions of the experiment; thus, all participants received primes from each condition, but saw each target only once. Within each version, trial presentation was pseudo-randomized so that no more than 4 consecutive word or nonword targets could occur in a row. This design also ensured that no more than four experimental items were presented in eight consecutive trials.
Results
Average response times and error rates are illustrated in Table 3 . Prior to analysing the data, we removed three subjects who had high error rates on nonword trials (> 30%), and we removed one target word that also had a high error rate (40%). Remaining data were analysed through mixed effect models with crossed random intercepts for participants and target words.
Any covariate that explained a significant amount of variance was included in the model. In the RT analysis, these covariates included target frequency (modelled non-linearly through restricted cubic splines) and number of letters, and in the accuracy analysis, they included target frequency (again modelled non-linearly). Inverse-transformed response times were used as the dependent variable in the analyses (Ulrich & Miller, 1994) . Following Bates, Maechler, Bolker and Walker (2013) , whole factor and parameter significance was assessed through chisquare tests and confidence intervals estimation based on the likelihood ratio test (see also Jaeger, 2008) . The role of subject-related variance in the effects of interest was assessed through subject random slopes for relatedness and target type. Because this did not improve the model goodness of fit (thus showing that the significant effects were reliable across participants), these random slopes were not included in the final models. , 2006; Segui & Grainger, 1990) , thus offering a more precise assessment of suffix priming as a purely morphological effect. Thanks to this variant, we were also able to contrast suffix priming with a new type of baseline, that is, control primes that share a stem and a full morphological structure with related primes, but include a suffix that is different from the target-sheeter-TEACHER was compared with sheetal-TEACHER.
This latter condition allows to assess for any priming that may come from the mere fact that the prime is parsable into morphemes, which, in itself, may bias participants towards a YES response to the target (e.g., Caramazza, Laudanna & Burani, 1988; Crepaldi et al., 2010; Taft & Forster, 1975) . Because sheeter-TEACHER yielded shorter response times than sheetal-TEACHER, we can be sure that suffix priming does not depend on this possible confound, but it is genuinely due to the shared suffix between primes and targets.
Experiment 2 In addition to advancing our knowledge about the role of suffixes in complex word In line with previous masked priming (e.g., Duñabeitia, Laka, Perea, & Carreiras, 2009) and nonword interference data (Shoolman & Andrews, 2003; Taft, 1985) , Crepaldi, Rastle, Davis and Lupker (2013) provided evidence that stem identification is relatively free of positional constraints. They showed that transposed-morpheme compounds (e.g., moonhoney) take longer to be rejected in a lexical decision task than compounds made up of free stems that never bind together in existing words (e.g., moonbasin). This effect was taken to show partial activation of the representation of the existing word honeymoon by the morphemic constituents moon and honey, an account based on the fact that the word recognition system identifies moon as a possible constituent of the compound honeymoon even when it occurs at the beginning of the nonword stimulus. Position-invariant stem identification was further tested using masked priming. Transposed-morpheme compounds were shown to yield time saving in the identification of their corresponding compound words (e.g., fireback-BACKFIRE). Importantly, this effect could not be accounted for by mere orthographic overlap, because it did not emerge in morphologically simple words, e.g., roidaste-ASTEROID.
Affix identification does not seem to show the same pattern. Crepaldi, Rastle, and Davis (2010) provided evidence suggesting that suffix identification occurs in a position-specific fashion. They first replicated the demonstration that nonwords made up of an existing stem and an existing suffix (e.g., shootment) take longer to be rejected in lexical decision than orthographic controls (shootmant) that do not comprise a morphological structure (e.g., Taft and Forster, 1975) . This indicates that morphemic representations are activated in morphologically-structured nonwords in which the suffix occupies its usual position. Then, Crepaldi et al. (2010) demonstrated that this morphological effect disappears when the position of the morphemes is reversed (mentshoot elicits similar rejection latencies to mantshoot). These results suggest that suffixes are not recognised when they occur at the beginnings of nonwords. Thus, the conclusion that follows from Crepaldi et al. 's (2010; 2013) experiments is that different types of morphemes are coded by cognitive representations with somewhat different properties. These differences presumably reflect the different positional constraints within the language, that is, the fact that derivational and inflectional morphemes (e.g., -ness, -ed, -ing) always occur after a stem, whereas these latter can appear anywhere within complex words (e.g., cat in cats, wildcat, catwalk).
However, before drawing any firm conclusion from these data, it must be considered that the evidence reported by Crepaldi et al. (2010) relies critically on the interpretation of interference effects in lexical decisions for nonwords. Although this approach has a long history (e.g., Taft & Forster, 1975 , 1976 Coltheart, Davelaar, Jonasson, & Besner, 1977) , lexical decisions to nonwords are consistently slower than to words, and there is the possibility that these decisions are influenced by post-perceptual processes. Indeed, there continues to be some debate concerning how exactly lexical decisions to nonwords are made (for different theoretical hypotheses, see Coltheart et al., 1977; Davis, 2010; Dufau, Grainger & Ziegler, 2012; Grainger & Jacobs, 1996; Norris, 2006; Ratcliff, Gomez, & McKoon, 2004) . In addition, supraliminal presentation of the critical stimuli may trigger task-specific strategies.
Masked priming avoids these problems. Now that we know (from Experiment 1) that, e.g., boltness primes kindness, it is possible to conceive of a masked priming experiment where different predictions arise according to whether suffix identification occurs in a positioninvariant or a position-specific fashion. In this experiment, derived words (e.g., kindness)
would be preceded by complex nonwords beginning with the same suffix (e.g., nessbolt). If the 
Methods Participants
Fifty-one students from the same population as in Experiment 1 participated in the experiment; none of them had also been included in Experiment 1. Participants were paid £5 for their participation.
Materials and Procedure
The stimulus set for Experiment 2 was identical to the set used in Experiment 1 except for the fact that the relative position of the stems and the suffixes (or the stems and the nonmorphological endings) was reversed in all prime nonwords. For example, the complex target teacher -that was primed by sheeter, sheetal and sheetub in Experiment 1 -was primed in Experiment 2 by ersheet, alsheet and ubsheet. Similarly, the monomorphemic target barrelthat was primed by pollel, pollic and pollut in Experiment 1 -was primed in Experiment 2 by 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 elpoll, icpoll and utpoll.
Transition probabilities at the boundary between suffixes (or their non-morphological controls) and prime stems were checked also in this second Experiment, and were found to be closely matched across conditions (complex targets: suffix prime, .02 ± .03; suffix control, .02
± .03; unrelated control: .02 ± .03; simple targets: word-onset prime, .02 ± .03; suffix control, .02 ± .04; unrelated control: .01 ± .02). Interestingly, transition probabilities are quite lower here than in Experiment 1, thus making suffixes even more detectable. Because suffixes and their non-morphemic controls were just moved to the prime onset position, average transition probabilities within them were identical to Experiment 1.
Nonword trials were derived from nonwords trials in Experiment 1 following exactly the same procedure that was used for word trials; they were thus identical to Experiment 1 but for the fact that suffixes and their non-morphemic controls were moved to the beginning of nonword primes.
Every other aspect of the experiment (including experimental design and procedure) was identical to Experiment 1.
Results
Data were trimmed as in Experiment 1. This procedure resulted in the exclusion of three participants, and one simple and two complex target words. The remaining data were analysed as in Experiment 1.
Mean response times and error rates are reported in Table 4 . In contrast to Experiment 1, there was no effect of prime type and no interaction between prime type and target type, in either the response time or accuracy analyses (all ps > .19). To test the strength of the evidence in favour of the null hypothesis -that is, no priming when suffixes are in different positions within primes and targets -we computed a Bayes Factor (BF) as suggested by, e.g., Masson (2011) and Wagenmakers (2007) . The BF was 68.70, which means that the probability of observing the data is 68.70 times higher under the null hypothesis (no priming) than under the alternative hypothesis (cross-position suffix priming).
On the basis of the BF, we can compute the probability that the null hypothesis itself is true,
given the data-this amounts to .985. According to Raftery's (1995) priming.
-
In order to confirm that results in this experiment were reliably different from those obtained in Experiment 1, we also carried out a cross-experiment analysis on response times.
We included in the model any covariate that accounted for significant RT variance in either Experiment 1 or 2; every other aspect of the analysis was identical to those of Experiment 1 and Experiment 2. As in previous analyses, crossed random intercepts for targets and participants allowed us to control any spurious variance that might come from these variables.
This was particularly important in this analysis, because different participants took part in 
Discussion
The results of this experiment demonstrate the absence of any cross-position suffix priming: when nonword primes (e.g., ersheet) begin with a suffix that is also included in the target word (teacher), they do not confer any advantage as compared to nonwords including the same stem preceded by an unrelated letter cluster, either morphemic or not (alsheet or ubsheet).
Given that the stems, suffixes, and non-morphological clusters used in this experiment were identical to those employed in Experiment 1, the possibility that the null result depends on some specific feature of the materials is ruled out. We also checked through a cross-experiment However, before taking this conclusion we need to rule out an alternative account, i.e., that priming did not emerge in Experiment 2 simply because suffixes are not frequent word onsets (indeed, in some cases, they are impossible word onsets, e.g., ify), and thus the system rejected the primes as impossible words and processed the targets as if they were not preceded by any linguistic material. This is a logically possible account of the null effect described above, and clearly implies no role for morphology. A straightforward prediction of this account is that In order to test this prediction, we computed type and token frequency for each suffix-as-aword-onset based on the SUBTLEX-UK corpus (van Heuven et al., 2014) . In order to avoid distortion in the frequency data due to typographical errors, we only considered SUBTLEX-UK entries that appeared in at least three different sources (i.e., three different movies, given that SUBTLEX is based on movie subtitles), which is to say that we only considered entries with a Contextual Diversity higher than 2 (Adelman et al., 2006). We then computed the average priming effect for each target word in Experiment 2, both against the morphological and the non-morphological baseline, that is, comparing alcrop-FORMAL against both ercrop-FORMAL and obcrop-FORMAL. Finally, we correlated priming with both type and token frequency. The results of this analysis are illustrated in Figure 1 . Independently of the baseline and of whether we considered type or token frequency, there is clearly no correlation between the size of the priming effect and how often the critical suffix appears at the beginning of existing words in the language. This speaks strongly against the hypothesis that the lack of priming is due to unfamiliar prime onsets, and confirms that the most likely interpretation of the results of Experiment 2 is morphological in nature. That is, cross-position suffix priming does not emerge for primes like alcrop because suffixes are not identified as such when they precede a stem. 
---------------------------------FIGURE 1 ABOUT HERE ---------------------------------

General Discussion
The data described in the present paper provide two important contributions to the existing knowledge on how complex words are recognized in the visual system. First, they demonstrate suffix priming, that is, they show that complex words are recognized more quickly if they are preceded by a morphologically structured nonword with the same suffix (sheeter-TEACHER).
Second, they show that facilitation disappears when that same suffix is moved to the beginning of the nonword prime (ersheet-TEACHER); that is, suffix priming does not hold crosspositionally.
The existence of suffix priming strongly suggests that suffixes play an active role in complex word identification. Given that there is also convincing evidence for prefix priming (Chateau et al., 2002; Dominguez et al., 2010; Giraudo & Grainger, 2003) , this statement may be generalised to any kind of affix. Clearly, this does not sit well with models of complex word identification that have focused exclusively on stems. The idea that affixes are just stripped away from complex words and the lexical identification system is left with the task of identifying the stem has been popular for a number of years (e.g., Frost, Forster, & Deutsch, 1997; Taft, 1994; Taft and Forster, 1975 ). Here we show, instead, that although stems and affixes are indeed identified within complex words, both types of morphemes are actively processed in a way that allows prime-to-target facilitation even when the two stimuli only share a suffix. The lack of cross-positional suffix priming also tell us something about the circumstances that give rise to affix recognition and processing. More specifically, they suggest that suffixes are identified when they follow a stem, but not when they occur at the beginning of It is clear, then, that the data reported in this paper are consistent with models of visual word identification that include an early and fast-operating level of morphological analysis (e.g., Crepaldi et al., 2010; Grainger and Ziegler, 2011; Rastle et al., 2004; Taft & NguyenHoan, 2010) . These data also suggest that one factor that may facilitate the rapidity of early morphological parsing is its apparent sensitivity to position. That is, the parser may be able to segment suffixes very rapidly because it 'knows' that they can only occur at the end, and not the beginning of letter strings (symmetrically, this may be valid for prefixes; see Kazanina, 2011) . Despite their compatibility with the idea that morpheme representations feature 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 positional information, none of the existing models take an explicit position on this issue. So, one important contribution of the present work is showing that these models need to be extended by considering how position is coded, in a way that allows both position-specific (affixes) and position-free (stems) representations within the system (see also Crepaldi et al., 2010, and Crepaldi et al., 2013) .
Positional constraints clearly arise from morpheme distribution within the language:
suffixes are not identified when they occur at the beginning of letter strings because they never occur at the beginning of letter strings in the real language. That is, positional constraints are a reflection within the word identification system of statistical regularities in the input. This suggests that one possible way to characterize morpho-orthographic analysis is as the result of a statistical learning mechanism devoted to capture these regularities. After all, one theoretical issue with morpho-orthographic segmentation has always been the purpose/nature of such a mechanism: if morphology captures form-meaning correlation, why should we ever break down corner into corn and er, given that a corner is clearly not someone who corns? This issue is nicely settled by adopting the 'statistical learner' approach: morpho-orthographic analysis would not be a genuinely morphological process, but a mechanism that facilitates rapid and effective analysis of the visual input by chunking low-level units (letters) that occur frequently together into larger units (e.g., Gobet et al., 2001; Miller, 1956; Simon, 1974) . Because morphology clearly imposes regularities in letter co-occurrence (e.g., m, e, n and t occur often together because they are part of the suffix -ment), this mechanism takes the form of a morpho-orthographic parser in reading (Crepaldi et al., 2010; Davis, 1999; Rastle and Davis, 2003, 2008) It is difficult to characterise morpheme positional constraints more specifically given the available knowledge. Positional constraints in the language are typically more complex than just not-at-the-beginning (for suffixes) or not-at-the-end (for prefixes). For example, there are several words where the morpheme less precedes the morpheme ness (e.g., carelessness, helplessness, hopelessness, homelessness), but no word where the contrary happens (e.g., Kiparsky, 1982) . Does this mean that less and ness would be identified as morphemes only if they appear in that order? More generally, do positional constraints refer necessarily to word boundaries, or is local (within-word) contextual information also taken into consideration? And what happens to morphemes that occur much more frequently in one position (e.g., at the word onset in compounds) than in others (e.g., at the word ending in compounds): would positional constraints reflect this difference in prior probability? These issues require further testing and 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 codes are (relatively) position-free, whereas suffix codes are (relatively) position-locked.
These four statements represent a serious challenge to all existing models of complex word identification, none of which has any explicitly-defined way of coding for morpheme position. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 Appendixes Appendix A. Set of stimuli used in Experiment 1 for the word trials. and Grainger's (2003) orthographic primes were actually a mix of truly non-morphological primes with pseudo-suffixes (e.g., murder-DEALER) and entirely parsable words made up of an existing pseudo-stem and an existing pseudo-suffix (e.g., corner-DEALER). We now know that entirely parsable pseudo-complex words can be analysed morphologically in masked priming experiments (e.g., Kazanina, 2011; Longtin et al., 2003; Rastle et al., 2004) , so pure orthographic priming may be contaminated by some undue morphological facilitation, and thus overestimated. The same comment holds for the prefix priming experiment described in Giraudo and Grainger (2003) .
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