ABSTRACT Learning the structure of Bayesian networks (BNs) from high dimensional discrete data is common nowadays but a challenging task, due to the large parameter space, the acyclicity constraint placed on the graphical structures and the difficulty in searching for a sparse structure. In this article, we propose a sparse structure learning algorithm (SSLA) to solve this problem. The algorithm uses the negative log-likelihood function of multi-logit regression as a loss function, adding the adaptive group lasso as a penalty term for sparsity, with a new penalty term to ensure that the learned graph is a directed acyclic graph. A block coordinate descent algorithm (BCD) combining with the alternating direction multiplier method (ADMM) algorithm is developed to solve the proposed model. The learned graph is proved theoretically to be a Bayesian network. In order to evaluate the proposed SSLA and compare with its competitors, we conducted intensive simulation studies and applied them to the benchmark Bayesian networks. The results indicate that the SSLA is superior to the hill climbing (HC) algorithm, the CD algorithm and the BFO-B algorithm respectively, and is competitive with K2 algorithm when the order of the nodes is given.
I. INTRODUCTION
A Bayesian network, also known as belief network, is a probabilistic graphical model that represents a set of variables and their conditional dependencies via a directed acyclic graph (DAG). Bayesian networks are one of the most effective theoretical models in the field of uncertain knowledge expression and reasoning. They have been widely applied in many fields such as medical sciences [1] , brain sciences [2] , [3] , ecology [4] , [5] , manufacturing [6] , and etc. A Bayesian network consists of two parts: one is the structure, which represents the dependency between variables; the other is the parameters, which represent the quantitative information of the dependency. Therefore, learning a Bayesian network mainly includes structure learning and parameter learning. This paper focuses on learning the network structure and estimating the parameters simultaneously from discrete data.
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The main task of structure learning for Bayesian network is referring to learn the structure of the DAG from data. There are three major approaches for learning the structure: constraint-based approach, score-based approach and hybrid learning approach.
The constraint-based structure learning approach [7] - [11] is a kind of statistical approaches, based on tests for conditional independence in data, and uses tests to identify a set of edge constraints for the graph and then finds the best DAG that satisfies the constraints. Generally, the statistical hypothesis testing (such as χ-square test) and information theory (such as mutual information and conditional mutual information) are used to determine whether there is an arc in a potential DAG structure. This approach works well with some other prior (expert) knowledge of structure but requires sufficient data samples to guarantee the testing power.
The score-based structure learning approach [12] first defines a criterion, i.e., a statistical score function, to evaluate the goodness-of-fit of each possible candidate network structure to the sample data, then searches over the space of DAGs VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ for a structure with maximal score. In this way the scorebased approach is essentially a search problem and consists of two parts: score function and search algorithm. A search algorithm is used to find the best DAG with the highest score. The usual scoring functions are based on Bayesian method [13] - [15] , minimum description length [16] , entropy [17] and so on. In the optimization step, once a certain scoring function is selected, a search algorithm is needed to find the network structure with highest score. The search algorithms include exact search algorithms and inexact search algorithms. Exact search algorithms are based on dynamic programming [18] and A* search [19] . Inexact search algorithms include heuristic search [20] , [21] and Simulated Annealing [22] . Many algorithms in this category work well for Bayesian networks of a moderate size, but become computationally impractical for large Bayesian networks. The hybrid Bayesian network structure learning approach [23] , [24] attempts to combine the advantages of constraintbased and score-based algorithms, it employs conditional independence tests to narrow the search space, and then uses a score-based method to learn the DAG structure.
Nowadays, high-dimensional data sets are becoming increasingly prevalent in many areas such as biomedicine, bioinformatics and social network, while learning Bayesian network structure from such data sets is a NP-hard problem. The complexity of Bayesian network structure grows exponentially with the increasement of variables. Unfortunately, the constraint-based method is not suitable for high-dimensional data. Firstly, the number of conditional independence tests increases exponentially with the number of nodes. Secondly, each test is based on the results of other tests, once an error occurs in a previous step test, the probability that subsequent tests will produce errors based on it will gradually accumulate. Consequently, by using a hybrid Bayesian network structure learning method, the same problems mentioned above also occur when the conditional independence test is used to reduce the search space in the first step. Therefore, the score-based learning method is generally considered to get the best sparse Bayesian network structure for high dimensional data.
The popular classical score based learning methods are not designed to cope with high-dimensionality. For example, the K2 algorithm [15] must provide the order of the nodes and the upper limit number of parent nodes for each node. The hill-climbing (HC) algorithm [31] only considers local changes and stops when there is no local change yielding an improvement in score function. In this way, the HC algorithm is prone to produce the local but not the global optimal solution. The BFO-B algorithm [32] , which is a biologically inspired computing technique mimicking Escherichia coli bacteria's foraging behaviour [33] , can get global optimal solution. But as the number of nodes increases, the network becomes more complex and the efficiency and effectiveness of the algorithm are declining rapidly. Therefore, the 1-regularized likelihood approaches are commonly used for learning the sparse Bayesian network structure from high-dimensional data, as the 1 penalty can lead to the parsimonious solution and possess computational tractability [25] - [27] . The 1 Mb-DAG algorithm proposed by [28] uses lasso to select the parent sets when observed data are completely continuous variables or binary discrete variables, but not for categorical variables. Reference [29] and [30] also studied the log-likelihood estimation problem with 1 penalty, but they assume that the variable order is known. The CD algorithm [34] is a relatively new method for learning discrete Bayesian networks, which estimate the structure of graphical models through appending the group lasso [35] penalty term to the likelihood. However, the existing 1-regularized likelihood approaches mainly focus on learning the sparse Bayesian network structure itself, further efforts are usually needed to consistently estimate the conditional probability tables (CPTs) and ensure the acyclicity constraint. It is well known that the group lasso method penalizes the grouped coefficients in a similar manner to lasso, thus it suffers from estimation inefficiency and selection inconsistency. In later section our simulation study also reveals that such disadvantage leads to larger bias of estimated CPTs. Additionally, the conventional group lasso algorithm does not guarantee the resulting structure to be still a DAG. For a large number of categorical variables, the dummy coding produces very high dimensionality and thus increases computational complexity. Therefore, it is non-trivial to address these issues with multivariate logistic regression for discrete high-dimensional data, in particular new algorithms have to be developed to accommodate the difficulties.
As a remedy, we propose a Bayesian network sparse structure learning algorithm (SSLA, in short) for categorical variables. There are several major innovations in our approach. First, we use the negative log-likelihood function of multivariate Logistic regression as the loss function, and then introduce two constraints. One is the adaptive group lasso penalty [36] , which has been shown theoretically to be able to identify the true model consistently and the resulting estimator is as efficient as oracle [36] ; the other is to ensure that the learned graph is a DAG. Second, we develop a block coordinate descent algorithm [37] combining with the ADMM algorithm [38] to learn the Bayesian network structure, since the existing algorithms for solving group lasso problems cannot be used directly because of the acyclicity constraint. Third, numerical studies show that the SSLA outperforms the HC [31] , CD [34] and BFO-B algorithms [32] respectively, and is competitive compared to the K2 algorithm [15] when the order of the nodes is given. In addition, the proposed algorithm performs well even when the sample size is relatively small, which makes sense to the problem of learning Bayesian networks with small sample size and large number of variables.
The remainder of the paper is organized as follows. We present the model for learning Bayesian network structure in section II. In section III, we introduce the proposed block coordinate descent algorithm combing the ADMM algorithm for learning sparse Bayesian network structure and the theoretical properties. Simulation studies are conducted to investigate the performance of SSLA in section IV. We also apply the SSLA to several sets of benchmark networks in section V. The corresponding MatLab codes are available at https://github.com/wpzhangz/lbn. Conclusion is presented in section VI.
II. PROBLEM FORMULATION
The structure of a Bayesian network for p random variables X 1 , . . . , X p can be defined by a DAG G = (V , E), where V = {1, 2, . . . , n} represents the set of nodes {X 1 , . . . , X p }, E = {(i, j) ∈ V × V : i → j} represents the set of edges and an edge (i, j) ∈ E is written as i → j. For a given structure G, the joint probability density function of (X 1 , . . . , X p ) can be factorized as
where Pa(X i ) is the set of parents of X i and p(x i |Pa(X i )) represents the conditional probability density function of X i given Pa(X i ). Let the matrix P = (P ij ) of p × p record all the directed paths in the Bayesian network, with entry P ij = 1 representing there is a directed path from node X i to node X j and P ij = 0, otherwise. We encode the n i levels of categorical random variable
A dummy variable is a binary variable coded as 1 or 0 to represent the presence or absence of an attribute. Let x i ∈ {0, 1} d i be the group of dummy variables for X i , and
The following multi-logit regression is used to model the conditional probability distribution of (2) where k = 1, . . . , n i ; β i0k is the intercept; β ijk ∈ R d j is the coefficient vector for variable X j to predict the kth level of variable X i , and
To make the model identifiable, we apply the following constraints to the intercepts
For the identifiability of other parameters, we use the following constraints
Apparently, we can learn the structure of G by estimating the matrix B.
When learning the Bayesian network structure, a very important issue is to ensure that the learned structure is a DAG, i.e., no cycle is present. In a similar way as [25] , we propose a necessary and sufficient condition for the DAG in the case of discrete variables.
Theorem 1: A sufficient and necessary condition for a DAG is that β ij. 2 × P ij = 0 for every pair of nodes X i and X j .
Proof: To prove the necessary condition, it is supposed that a Bayesian network G is a DAG. Let's assume that β ij. 2 × P ij = 0 for a pair of nodes X i and X j . This implies that β ij. 2 = 0 and P ij = 0. Therefore β ij. 2 = 0 indicates that node X j is the parent of node X i , P ij = 0 indicates that there is a directed path from node X i to node X j , i.e., there is a cycle in the Bayesian network G, which is inconsistent with the hypothesis.
To prove the sufficient condition, we assume each pair of nodes X i and X j satisfy β ij. 2 × P ij = 0. If the network G is not a DAG, in other words, there is a cycle, which means that there exists a pair of nodes X i and X j , where X j is the parent node of X i ( β ij. 2 = 0), and there is a directed path from X i to X j (P ij = 0). This is a contradiction to the hypothesis.
Thus the theorem is proved. Let β = (β ijm ) denote all the parameters of a BN, and Y be an N ×p data matrix that is generated from a discrete Bayesian network G, whose element Y gi (g = 1, . . . , N ; i = 1, . . . , p) is the level of X i in the gth sample. Let y gi ∈ {0, 1} d i be the group of dummy variables for Y gi and y g = (1, y g1 , . . . , y gp ). Based on Theorem 1, we formulate the following optimization problem for sparse Bayesian network structure learning,
where
with
In the optimization problem (6), the negative log likelihood p i=1 −l(β i ) is used to measure the goodness-of-fit; the second part p i=1 j =i λ ij β ij. 2 is a group penalty term called adaptive group lasso penalty [36] , which penalizes the predictors to different degrees by assigning a weight to each predictor. Here we do not use the general lasso [39] because it only selects individual dummy variables instead of whole factors and depends on how the dummy variables are encoded. Choosing different contrasts for a categorical VOLUME 7, 2019 predictor will produce different solutions in general. The adaptive group Lasso overcomes these problems by introducing a suitable extension of the lasso penalty. From the relation (5) , to obtain a sparse DAG, we need penalize the β ij. as a whole. Additionally, group lasso suffers from estimation inefficiency and selection inconsistency, so we use the adaptive group lasso.
The tuning parameter λ ij controls the number of nonzero elements in the matrix B, the larger the λ ij is, the less the number of the nonzero elements in B is, and the less the number of edges in the learned Bayesian network is, thus we can achieve the goal of sparsity. In addition, the constraints ensure that the learned Bayesian network is a DAG based on Theorem 1. Since there are too many tuning parameters in (6), the traditional cross-validation (CV) or generalized cross-validation (GCV) methods are hardly useful in practical implementation. As a simple solution [36] , we consider
where β ij. is the unpenalized maximum likelihood estimator, γ > 0 is some pre-specified positive number. For example, γ = 1/3 is used for our following numerical studies. Then, the original p(p − 1)-dimensional tuning parameter selection problem for {λ ij } reduces to a univariate problem for λ 1 only. Thereafter, any appropriate selection method can be used. In this article, we use an empirical model selection criteria proposed by [26] .
III. ALGORITHM
It is difficult to solve the constrained optimization problem (6) directly. Therefore, we use the penalty method [40] to transform it into an unconstrained optimization problem, through adding an extra 2-norm penalty term into the objective function, i.e.,
Under some mild conditions [40] , there exists a λ * 2 so that for all λ 2 ≥ λ * 2 ,β ap is also a minimizer of (6). In Theorem 2 below, we will give a practical estimate of the λ * 2 . Theorem 2: Let n = max i n i , if λ 2 > nN , thenβ ap will be guaranteed to be a DAG.
Proof: We use proof-by-contradiction to prove it. Suppose that there exists a λ 2 satisfying λ 2 > nN , but we can't get a DAG. According to Theorem 1, there must be a pair of nodes X i and X j making β ij. 2 × P ij = 0, that is, β ij. 2 = 0 and P ij = 0. Based on the Karush-Kuhn-Tucker (KKT) conditions for optimization problem (6), let ∇l(β ij. ) be the partial derivative of l(β i ) to β ij. , then β ij. = 0 means that
Because the sum of the absolute value of the elements of matrix ∇l(β ij. ) is less than Nn i , then ∇l(β ij. ) F < Nn i , λ ij + λ 2 < Nn i ≤ Nn. This is in direct contradiction with λ 2 > nN . Thus the proof is completed. Given λ 1 and λ 2 , we use the block coordinate descent algorithm to solve the minimization problem (8) 
where −l(β i ) is the cost function of the multi-logit regression.
It is easy to see that −l(β i ) and j =i (λ ij + λ 2 |P ij |) β ij. 2 are both convex functions. Then, we can use the ADMM algorithm to minimize f i (β i ) in each iteration, which is a wellknown convex optimization method. The ADMM algorithm solves problems of the form
where f (x) and g(z) are convex functions, x ∈ R n , z ∈ R m , A ∈ R p×n , B ∈ R p×m . We form the augmented Lagrangian and perform sequential minimization of the x and z variables followed by a dual variable update:
Algorithm 2 ADMM Algorithm Input: the sample matrix, Y ; tuning parameters, λ 1 , λ 2 , ρ; positive number, γ ; stopping criterion, pri , dual ; initial value,
It can be rewritten in a more convenient form. Using the scaled dual variable u = y/ρ, we can express the iterations as
Notice that the minimizing problem f i (β i ) in (10) can be rewritten in ADMM form (11) as
Thus the resulting iterations are the following:
where the vector soft thresholding operator
with S k (0) = 0. The β i -update involves an l 2 regularized multi-logit regression problem which can be efficiently solved by algorithms like L-BFGS [41] .
In the ADMM algorithm, we use the optimal width searching algorithm [42] to compute the matrix P = (P ij ). And letting
we use abs = 10 −4 and rel = 10 −2 as tolerances and set the penalty parameter value ρ = 1 for the iterations. The detailed description of the BCD algorithm and the ADMM algorithm are shown in Algorithms 1 and 2, respectively.
A. THE TUNING PARAMETERS
The Bayesian network learned by the SSLA depends on the choice of the tuning parameters λ 1 and λ 2 . Theorem 2 implies that, if we specify any λ 2 > nN , we can solve (6) through solving (8) . As for tuning parameter λ 1 , [26] points out that the traditional model selection criteria such as the Bayesian Information Criterion (BIC) and Cross Validation (CV) for learning Bayesian network structure from data do not perform well, because the Bayesian network with the smallest prediction error usually has much more edges than the true Bayesian network. In this article, we use an empirical model selection criterion proposed by [26] . In this method, given a decreasing sequence of . We believe that only a significant increase in the likelihood function will lead to an increase in the complexity of the model, i.e., the number of learned edges. Therefore, we define the difference ratio between two estimated DAGŝ β λ m 1 andβ λ m+1 1 as follows:
and
The tuning parameter λ 1 with the following index is then selected:
where α is a threshold parameter. This means that if the complexity of a model represented by the number of learned edges is further increased in the Bayesian network we chose, the value of likelihood function won't increase significantly. We find that α = 0.3 works well in our simulation.
B. TIME COMPLEXITY ANALYSIS
Each iteration of the BCD algorithm consists of two operations: an ADMM algorithm and a Breadth-first search on G.
The β i -update of the ADMM algorithm can be efficiently solved by the L-BFGS algorithm [41] , the computational complexity of the L-BFGS algorithm is O(mp) [43] , where m is the number of steps stored in memory by parameter declaration, we take m = 100 in this paper. 
IV. SIMULATION STUDY
To assess the performance of the SSLA method, we conducted some simulation studies. We generate five random Bayesian networks Ran-dag by R package bnlearn [45] , the number of nodes P = 50, 150, 250, 400, 1000 and the number of edges S = 63, 214, 305, 1567, 2963, respectively. We also generate four Gen-tree networks, where each node in Gen-tree networks only has one parent except the top node, the number of nodes P = 49, 121, 265, 1093 and the number of edges S = 48, 120, 264, 1092, respectively. The Gen-tree network with P = 1093 nodes has seven floors, the nodes in each floor has three children except the leaf nodes. The Gentree network with P = 265 nodes has six floors, the nodes in top two floors each has three children, the nodes in third floor each has four children, the nodes in fourth and fifth floors each has two children, the nodes in last floor are leaf nodes. The Gen-tree networks with P = 121 and P = 49 nodes are the top five and four floors of the Gen-tree network with P = 265, respectively. Details about networks are reported in Table 1 , where A represents the average number of parents per node for each network, and In/Out represent the maximum in/out-degree for each network. In our simulation studies, each node can take three values, therefore, each set of parameters
i.e., X i has no parent nodes, X i would be sampled from its three levels with equal probability. Otherwise, We randomly generated β i0. and β ij. ∈ Pa(X i ) from N (0, 5), and generated data of X i according to the following probability:
where k = 1, 2, 3, and we produced ten independent datasets each with sample size N = 250 or N = 1000. We first compared our algorithm with the CD algorithm [34] and the HC algorithm [31] . All the codes run at the laptop with Intel Core i5-8250U @ 1.60GHz and 8G RAM.
The CD algorithm uses a maximum penalized likelihood method for estimating sparse discrete Bayesian networks under a multi-logit model, which is the same as our algorithm. The difference is that the CD algorithm uses a heuristic method to enforce acyclicity and we propose a penalty term to guarantee the acyclicity. In addition, the CD algorithm uses the group lasso [35] as the penalty term, but ours employs the adaptive group lasso as the penalty term, which can remedy the problems of estimation inefficiency and selection inconsistency of group lasso. For the CD algorithm, we use the R package sparsebn [46] with the default setting, and use the parameter selecting method in R package sparsebn to select the model.
The HC algorithm is a standard greedy method. It starts from an initial network structure, and modifies the network structure by adding, reducing and reversing edges, then scores the modified network structure, and finally finds the highest score of the structure. It's called hill-climbing strategy because its idea is similar to a strategy that a positive blind climber may take, that is, climbing along a steep road until we reach the highest point. We use the R package bnlearn [45] to run this algorithm.
We applied the SSLA and the two competing algorithms to the generated datasets for nine Bayesian network structures. Table 1 reports the number of edges that are learned but do not exist in the true network (FP); the number of edges that are learned and also exist in true network (TP). The accuracy of DAG estimation is measured by the true positive rate (TPR) and the false discovery rate (FDR), defined as TPR = TP/S, FDR = FP/P. The optimal FDR and TPR scores are marked in boldface in Table 1 . The SSLA has the best FDR score and relatively good TPR score. The new penalty enforced acyclicity and the convergence of the proposed BCD algorithm makes sure that our method has a good performance. It also can be seen that the HC algorithm has a good TPR score but poor FDR score, that is to say, it tends to predict too many false edges. This may be due to the fact that the HC algorithm is prone to produce the local but not the global optimal solution. The CD algorithm with default setting performs not satisfactory, which has a high FDR and a low TPR. This is probably related to the use of the group lasso. We can also see that our method performs well even in high dimensional data sets whose number of nodes is over one thousand.
To investigate the prediction accuracy of the learned Bayesian network, we conduct a simulation study to compare the estimated conditional probability tables by the SSLA with the adaptive group Lasso (agLasso), group Lasso (gLasso) and CD algorithm in terms of Kullback-Leibler divergence. Five random Bayesian networks with 20 nodes and S = 9, 16, 25, 35, 58 arcs are generated by R package bnlearn with different sample size N respectively. Table 2 reports the empirical Kullback-Leibler divergences for the three learned Bayesian networks. Obviously, the proposed SSLA with the adaptive group Lasso algorithm outperforms the other two algorithms because of its estimation efficiency and selection consistency.
V. APPLICATIONS TO BENCHMARK NETWORKS
In order to evaluate the performance of the SSLA in the Benchmark Bayesian networks, we choose three Bayesian networks from the Bayesian Network Repository(BNR), and also use the tiling technique [47] to produce three large Bayesian networks. The tiling technique preserves the structural and probabilistic properties of the tiles so that the distribution of the resulting tiled network resembles the realworld distribution of the original tiles, thus one can study the behavior of Bayesian Network learning algorithms as a function of the size of the networks only while the underlying probability distributions remain similar. Reference [47] demonstrates through empirical evaluation examples how the networks produced by the tiling technique enable researchers to conduct comparative evaluations of learning algorithms on large real-world Bayesian networks. The networks are from the following references: CHILD [48] , INSURANCE [49] , HAILFINDER [50] , BARLEY [51] . The information of each Bayesian network is shown in Table 3 , where Insurance5, Child10, Hailfinder10 are three large Bayesian networks generated by tiling 5, 10 and 10 copies of the original Insurance, Child and Hailfinder Bayesian networks, respectively. Each Bayesian network is used to produce ten independent datasets with sample size 100 and 250 using the same method as in the previous section. We will compare the SSLA method with the K2 [15] , HC [31] , CD [34] and BFO-B algorithm [32] respectively.
The K2 algorithm is a famous score-based algorithm for learning Bayesian network structure. However, there are two premises for the K2 algorithm. One is the order of the nodes must be provided, an incorrect order can seriously damage the quality of the estimated graph. So we provide the K2 algorithm with an order which is the same with the true VOLUME 7, 2019 DAG to obtain the best estimation. The other is the upper limit number of parent nodes for each node must be specified. In our experiments, we set the upper bound to be four. We also consider the upper bound higher than four, say eight, and the result is almost the same as the case with the upper bound being four. Because the average number of parents in the network structure in Table 3 is small and less than four, it is reasonable to set the upper bound to be four. Since the K2 algorithm must provide the order of nodes, in order to make a fair comparison, we apply the SSLA and K2 algorithms to learn Bayesian network structure separately under the premise of a given order of nodes.
The BFO-B algorithm is based on optimal method BFO, and uses the K2 score as the scoring metric. In general, swarm intelligence based algorithms have good robustness, and are less sensitive to the parameters [32] . In BFO-B, there are six parameters needing specified, we use the specified parameters which are applied in [32] . It seems that the BFO-B algorithm prefers small or medium networks. As the number of nodes grows, the candidate network structure grows exponentially and greatly increases the difficulty of algorithm searching, therefore, its performance declines for learning large network.
The results for comparing our SSLA with the HC, CD and BFO-B algorithms are shown in Table 3 , and the results for comparing the SSLA with K2 algorithm given the order of nodes are shown in Table 4 . It is obvious that our SSLA works well in majority of these cases. Comparing with CD algorithm, our SSLA has a lower FDR and a higher TPR in most network structures and sample sizes. The CD algorithm predicts too much edges in a Barley network so it has a much higher TPR and a higher FDR than our SSLA in this network. The performance of the HC algorithm is in between of our SSLA and the CD algorithm, it predicts a comparable number of edges as the true DAG in most cases. The BFO-B algorithm is competitive when the number of nodes is small, but as the number of nodes increases, the network becomes more complex, its efficiency and effectiveness are declining rapidly. Compared with the K2 algorithm, the FDR score of our SSLA is a little higher than that of K2 algorithm, but our SSLA has the better TPR score. The SSLA is very competitive with the K2 algorithm given the order of nodes. The SSLA performs well because that it is a one-stage approach and the ADMM algorithm has the good convergence. We can also find that the SSLA has a good performance when the sample size is relatively small. This is important for the problem of learning Bayesian networks with small sample size and large number of variables.
VI. CONCLUSION
In this paper, we proposed a new sparse structure learning algorithm (SSLA) for learning the structure of Bayesian network from discrete data. The SSLA uses the likelihood function of multi-logit regression as a loss function, adding adaptive group Lasso as a penalty for sparsity and another penalty term to ensure the acyclicity. We proved theoretically the existence of tuning parameter to ensure that the learned Bayesian network is a DAG. A block coordinate descent algorithm (BCD) combining with the alternating direction multiplier method (ADMM) algorithm is developed to solve the model.
Our simulation studies and experiments on moderate to large networks with different sample sizes show that the SSLA outperforms the hill climbing (HC) algorithm, the CD algorithm and the BFO-B algorithm. Compared with the K2 algorithm, our SSLA has compatible performance but noting that choosing suitable sequential node ordering for the input of the K2 algorithm is a challenging task, especially for a large Bayesian network. Based on the attractive properties of the adaptive group Lasso, the proposed SSLA relies on a less stringent structural assumption and performs well with either relatively small sample size or high-dimensional data set, which makes sense to the problem of learning Bayesian networks with small sample size and large number of variables. Although this paper focuses on learning Bayesian network structure from discrete data, the same formulation may be adopted for mixed data, which is meaningful to explore. 
