Abstract
Introduction
Gene prediction and the classification of coding and non-coding DNA sequences are unsolved and popular research problems in bioinformatics. During the past twenty years, numerous advance gene-finding algorithms have been developed and several review papers haven been published [1] [2] [3] . Although powerful machine learning algorithms are used in these algorithms, their performances are highly dependent on the coding statistics that are used to characterize the sequence. Many such statistics have been proposed in the past, for example: codon usage bias [4] , base compositional bias between codon positions [5] and periodicity in base occurrence [6] . The use of a good set of coding statistics can directly impact the classification accuracy. Therefore, the selection of a set of optimal features for classification of coding and non-coding sequences is a very important problem.
Although many coding statistics have been proposed, a systematic comparison of their performance is still lacking. Such study would provide a useful guideline to the choice of good statistical features in a recognition algorithm. Recognition of coding regions or ORFs in human genome based on coding statistics is a difficult problem since the average length of exons of vertebrate gene is only 137 bp [7] . Although good accuracy can be achieved in the recognition of coding and non-coding regions in yeast genome [8] , statistical features alone are generally not sufficient to identify human exons due to their limited average length. The use of additional splicing signal such as stop codons results in better prediction power [9] . This paper reports our study on several statistical features that are often used for coding and non-coding DNA sequence classification. The features were compared based on their information content. A total of 22 features, divided into 6 groups, are analyzed. They are:
• 
Methods
We use the Human exon and intron datasets from http://bit.uq.edu.au/altExtron/. We extracted 1500 human exons and 1500 human introns. Their lengths are all chosen to be less than 140bp. Although human introns can be potentially very long, short introns were selected since they are more easily confused with exons and also to avoid introducing any bias in recognition due to length. The exons and introns are used as positive and negative samples, respectively.
Based on the sequence information they contained, the 22 features can be classified into 6 groups: 1. Two ATG triplet features.
• Let the total number of the triplet ATG contained in all three frames in a sequence be denoted by n. The number of frames containing the triplet ATG in a sequence is denoted by K, i.e., K = 0, 1, 2, 3. The ATG triplet statistic is defined by:
where N ATG is the number of triplet ATG in the sequence. 2. Two stop codon features.
The number of triplets TAA, TAG, and TGA occurring in each frame of the sequence is counted.
• As for f 1 , the stop codon feature is defined by
. This feature has been used in [9] .
3. Three asymmetric features of distribution of nucleotides at the three triplet positions.
• The Position Asymmetry (PA) of the sequence [3] . Let ) , ( r b f be the (relative) frequency of nucleotide b at triplet position r. Let , the PA of the sequence is defined as:
It is well known that the predominant bases at the first codon position are purines and this fact is independent of species [3] , whereas bases in non-coding regions tend to be randomly distributed. The occurrence frequencies of purines in the three reading frames are denoted by
, and the purine feature is defined as:
It is well known that the predominant bases at the third codon position are pyrimidines and this fact is independent of species [3] . The occurrence frequencies of pyrimidines in the three frames are denoted by
. The pyrimidine feature is defined as:
4. Nine Z-Curve features [10, 11] .
The Z-Curve features are based on the differences of single nucleotide frequencies at the three codon positions between the protein coding ORFs and the non-coding ones. The frequencies of bases A, C, G and T occurring in an ORF or a fragment of DNA sequence with bases at positions 1, 4, 7, …; 2, 5, 8,… ; and 3, 6, 9, …, are denoted by a 1 , c 1 , g 1 , t 1 ; a 2 , c 2 , g 2 , t 2 ; a 3 , c 3 , g 3 , t 3 , respectively. They are actually the frequencies of bases at the first, second and third codon position. Let
The nine Z-Curve features, f 8 to f 16 , are defined by 3  16  3  15  3  14   2  13  2  12  2  11   1  10  1  9  1  8 , , , , , ,
5. Three Simple Z-Curve (SZ) features [12] .
The SZ features, f 17 to f 19 , are defined by 6. Three periodic correlation features between nucleotide positions [5, 3] .
• Periodic Asymmetry Index (PAI). Given a sequence, Konopka [13] considers three distinct probabilities, the probability in P of finding pairs of the same nucleotide at distances k = 2, 5, 8, …, the probability 1 out P of finding pairs of the same nucleotide at distances k = 0, 3, 6,…, and the probability 2 out P of finding pairs of the same nucleotide at distances k = 1, 4, 7,…. Because of the 3-base periodic pattern, in P will be larger than the other two probabilities in coding regions. In non-coding regions the three probabilities will be similar. The tendency to cluster homogeneous di-nucleotides in a 3-base periodic pattern can be measured by the PAI,
• Average Mutual Information (AMI) [14] .
is the probability in the sequence of the pair of nucleotides i and j at a distance of k nucleotides. Thus, for each distance k, sixteen different individual correlations can be calculated. A measure that summarizes all individual correlations at a given distance k is the mutual information function, • Fourier spectral feature [6] . Periodic correlations in DNA sequences can also be examined by means of Fourier analysis. DNA coding regions reveal the characteristic 3-base periodicity which shows up as a distinct peak at frequency f = 1/3. No such peak is apparent for non-coding sequences. We defined the Fourier spectrum feature f 22 as 
where each feature j f has j v discrete values which are obtained by histogramming. The mutual information G j measures the information that j f tells us about the class label. Equation (13) can be written as
For 2 class coding/non-coding classification, m = 2. We set the prior probabilities ) ( i p ω to be equal for both classes.
Results and Discussion
From Table 1 , we see that features that measure the 3-periodicity ( f 5 , f 20 , f 21 , and f 22 ) generally have higher MI. The two SZ features (f 17 , f 19 ) also have higher than average MI. Of the nine Z-Curve features, only f 13 has MI that is above the mean value, indicating that this set of features is not very discriminative for human exon/intron classification. To provide a baseline comparison, the MI of a set of samples randomly selected from the exon database and a set of samples randomly selected from the intron database are computed and they are all below 0.02.
To obtain good classification result, the set of features used should have high MI value while at the same time be complementary in their information content. In other word, we look for a set of features that have high MI value but are as uncorrelated to each other as possible. To see how the different sets of features relate to each others, we perform a correlation analysis of the 22 features by For the class 1 features, we see that SZ 1 is highly correlated with Z 1 , Purines (which in turn is highly correlated with Pyrimidines), Z 7 , and Z 4 . Among the five features, SZ 1 has the highest MI. So, SZ 1 is selected as a feature to be used in the classification task. Similarly, SZ 2 and SZ 3 are also selected. For the two class 2 features, their MIs are of low value and neither feature is selected. For the class 3 features, the first stop codon feature is selected. For the class 4 features, the AMI feature is selected.
We perform classification experiments using the five selected features. The classifier we used is the K-Nearest-Neighbors (KNN) classifier. Unlike the Fisher Discriminant classifier, KNN classifier does not require the decision surface to be linear and tends to produce superior results for the exon-intron classification task [12] . The 1500 exons and 1500 introns in the dataset are randomly divided into two parts. Part 1 is taken as the training set and part 2 as the testing set. The sensitivity, specificity and accuracy of the algorithm based on part 2 are calculated. Then, the procedure is repeated by reversing the roles of the two parts. The classification is performed three times. For the first time, part 1 contains 750 exons and 750 introns, and part 2 contains 750 exons and 750 introns. For the second and third times, the partition of the two parts becomes 500+1000 and 250+1250, respectively. The sensitivity (Sn) and specificity (Sp) are as defined in [15] , where Sn is the proportion of coding nucleotides that have been correctly classified as coding, and Sp is the proportion of non-coding nucleotides that have been correctly classified as non-coding. The average sensitivity, specificity and accuracy over the six-fold cross-validation test are calculated and listed in Table 2 .
The classification results in Table 2 are better than the classification results using a different combination of feature sets. For example, the feature set {SZ 1 , SZ 2 , SZ 3 , AMI, PA, PAI, FFT, first stop codon feature} gives a maximum classification accuracy of 0.905, with sensitivity and specificity all lower than the results of Table 2 , even though a larger set of features is used. The best classification results using the nine Z-Curve features proposed by Zhang [10, 11] gives a maximum classification accuracy of only 0.884. 
Conclusion
Various statistical features have been proposed for the classification of exon/intron. However, not all features are equally effective for the classification task. Choosing a set of highly discriminative features could significantly improve the classification accuracy. In this work, we study the various statistical features for human exon/intron classification, which is difficult due to the average short exon length. By computing the mutual information, we are able to quantify the effectiveness of the features. Together with correlation analysis of the features, we are able to select a small set of features, which consists of the three SZ features, the AMI feature, and the first stop codon feature, that gives a classification accuracy of up to 92%.
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