The supplementary material is organized as follows. We provide a proof for Proposition 1 in Section A, theory for PLFAM (including proofs of Theorems 1 and 2) in Section B, additional simulation and data analysis results in Sections C and D, and the bootstrap procedure for standard error estimation in Section E.
A Theory for mFPCA
Proof of Proposition 1 We use C as a generic notation for positive constant. For two sequences {a n } and {b n }, we use a n b n to denote that a n is bounded by b n omitting some negligible terms. Recall that ∆ = n 1/2 ( C − C), and under Assumption 2 we have E ∆ 2 op < ∞.
Asymptotic expansions for the empirical eigenfunctions and eigenvalues similar to (2.8) and (2.9) in Hall and Hosseini-Nasab (2006) also hold for multivariate FPCA. For any k such that δ k > n −1/2 ∆ op ,
where Λ nk = n −1
It is easy to see that E|Λ nk | ≤ (nδ k ) −1 j =k λ j λ k ≤ C(nδ k ) −1 λ k for all k.
Since ξ ik = x i , ψ k X , by the expansion (S.1),
where
Next, we calculate the order of A ik . Denote [x] as the integer part of x. By Assumption
By Assumption 2 E( 1 n n i 1 =1 ξ i 1 k ξ i 1 j ) 2 ≤ Cλ k λ j /n for all k and j, and by (S.2) We select a ∼ k −1 and b ∼ k −1 , we get EA 2 ik ≤ Ck 2−α /n for all k. This implies ξ ik − ξ ik = O p (n −1/2 k 1−α/2 ) uniformly for k ≤ J n .
On the other hand, by (S.1) we can show
k ,
This also means λ k − λ k = O p (n −1/2 λ k ) uniformly for all k ≤ J n . Since Φ(·) is differentiable S.3 transformation function, using the delta method
By the assumption that |Φ (x)| < C for all x and the mean-value theorem, one can verify
B Theory for PLFAM
Throughout the theoretical development, we utilize the following representation of a generic function m ∈ M:
Note that the set H k depends on {u i } and { ζ i } and thus is a random set with randomness
where f k ∈F k , one can transform it into the aforementioned representation by setting
Similar to P n , we write P n, * as the empirical distributions of (Z, ζ). That is, P n, * = S.4 n i=1 δ z i , ζ i /n. Moreover, we define the corresponding version of (squared) empirical norm and inner product as m 1 2 n, * = m 2 1 dP n, * and (m 1 , m 2 ) n, * = m 1 m 2 dP n, * , for any m 1 , m 2 ∈ M.
First, we prove the following proposition about the convergence with respect to the empirical norm · n, * rather than the intended · n .
The proof of Proposition 2 is given in Section B.1. By Taylor expansion arguments and convergence of ζ, the convergence results based on · n (Theorem 1) is implied by those based on · n, * (Proposition 2). See Section B.2 for the proof of Theorem 1. With convergence of m, we study the parametric part in details and obtain the optimal √ n-consistency for γ.
The details is shown in Section B.3.
For ease of reading, we collect all other lemmas that are used throughout the subsequent proofs here. Their proofs are deferred to Section B.4.
Lemma 3 (Entropy result) Assume Σ is non-singular. Then there exists constants C 1
and C 1 such that the events lim inf
|h| ∞ ≤ C 1 s are of probability 1.
Lemma 4 Assume Σ is non-singular. We have
where m 0 (u, ζ) = u ν 0 + h 0 (u, ζ) with ν 0 ∈ R p+1 and h 0 ∈ H.
B.1 Proof of Proposition 2 Proof of Proposition 2
Expanding the objective function, we have
S.6
Minimizing is equivalent to the following two minimizations:
The first one leads to
Taylor expansion of h 0 with respect to ζ at ζ i and the fact that
where ζ * i lies on the line segment joining ζ i and ζ i ; and the last equality follows from the assumption E( ζ ik − ζ ik ) 2 ≤ Cn −1 k 2β , Lemma 2 and the following calculation
Since U U /n → Σ almost surely (element-wisely) and Σ is non-singular, we have ν −
In sequel, we focus on the second optimization. Since h is the minimizer,
which leads to
Now, we utilize the previous Taylor expansions:
Thus (B.1) becomes
Now we derive asymptotic order of the following two terms:
S.8
and by Lemma 4,
Collecting the above results, (S.7) leads to
Next, we investigate the following three scenarios where one particular term on the right hand side dominates the other two.
+β ) is the largest: Thus
S.9 which leads to
By carefully comparing the stochastic orders of terms arising from the above three cases,
If J(h 0 ) = 0 and
B.2 Proof of Theorem 1
Proof of Theorem 1. Let q = m − m 0 . By Taylor expansion,
where ζ i lies in the line segment joining ζ i and ζ i . By calculation similar to (S.5), we have
By Proposition 2, if τ
and
Similarly as the proof of Proposition 2, write m(u, ζ) = u ν + h(u, ζ). In its proof, we show that
) and h 0 n = 0 (due to U h 0 = 0). By Lemma 3, we have | h| ∞ = S.10
B.3 Proof of Theorem 2
We first introduce a few Lemmas, the proof of which is relegated to Section B.4.
Lemma 5 Under the conditions of Theorem
Lemma 6 For any k = 1, . . . , s and g k ∈F k , we have
Lemma 7 Under the conditions of Theorem 2,
Proof of Theorem 2. Write m(u, ζ) = z γ + g(ζ) and m 0 (u, ζ) = z γ 0 + g 0 (ζ) where g, g 0 ∈ s k=1 F k and u = (1, z ) . We also write g k = P k g ∈F k and g 0k = P k g 0 ∈F k for k = 1, . . . , s. Note that g and s k=1 g k may differ by a constant. Similarly for g 0 and s k=1 g 0k .
, we show that
Recall that w(z, ζ) = z − w(ζ). We then define
with respect to ρ at ρ = 0 such that
We first analyze the order of the subgradient c.
j=1 ρ j w jk where w jk = P k w j . Now we study two cases, g k > 0 and g k = 0, separately.
j=1 ρ j w jk is differentiable at ρ = 0 and its partial derivative with respect to ρ l at ρ = 0 is
The numerator is less than or equal to g k w lk . Hence the absolute value of this partial derivative is smaller than or equal to w lk < ∞ by the assumption that
Suppose g k = 0, which implies that g k = 0. Then
where N k is a p × p matrix with (i, j)-entry being w ik w jk + w ik w jk + w ik w jk .
Note that N k is positive semi-definite. Using subgradient chain rule and the subgradient S.12 formulation of Euclidean norm, the subgradient of
Recall that we are interested in the case of ρ = 0. For any a = (a 1 , . . . , a p ) such that
where · ∞ is the max norm of a vector. Combining results from both cases, g k > 0 and
, we conclude that all entries of c are O(1).
Now, we go back to (S.9) and study the first term on the right hand side. For l = 1, . . . , p,
By the asymptotic expansions (S.1) and (S.3),
Since ∆ converge weakly to a Gaussian random field, it is easy to see that
and is asymptotically normal.
Similarly, by law of large numbers,
Similarly as before, we can show that the event lim inf
is of probability 1.
It is easy to see that
Next, we study the behavior of √ n(g − g 0 , w l ) n as a function of (g − g 0 ) w l 2 . We are going to apply Theorem 2.4 of Mammen and van de Geer (1997). To prepare this, we first derive S.14 some entropy results. Let
F k .
Since w l ∈ M, write K 6 = | w l | ∞ < ∞. Therefore
For any m ∈ M, we can write it in two ways:
and h − h 0 uniquely as follows:
where r k ∈F k such that n i=1 r k (ζ ik ) = 0 and J( r k ) ≤ 1. Plugging them into (S.11), we show that µ is the first element of ν − ν 0 + s k=1 ω k . Write µ as µ in (S.12) for g − g 0 .
Recall that the event lim inf{ ν − ν 0 E ≤ K 1 } is of probability 1. Moreover, from the proof of Lemma 3, we have the event lim inf{max k=1,...,s ω k E ≤ L} is of probability 1. Thus lim inf{| µ| ≤ K 7 } for some constant K 7 . Thus we focus on the set
F k , where, with probability 1, g − g 0 will eventually falls into. We use similar trick in (S.16) S.15 to derive the entropy result for K by the decomposition (S.12). It suffices to obtain bound
The bound for the first entropy is from Lemma 2.5 of van de Geer (2000), while that for the second entropy is derived similarly in the proof of Lemma 3. For simplicity, we skip those details. In the end, we get the event lim inf n {sup δ>0 δ 1/2 H ∞ (δ,K) ≤ K 8 } is of probability 1. Combining with the above results, we obtain an entropy bound for the set
That is, the event lim inf n {sup δ>0 δ 1/2 H ∞ (δ, K) ≤ K 9 } is of probability 1.
Note that E(g − g 0 , w l ) n = 0 since E(g(ζ) w l (z, ζ)) = 0 for any g ∈ Also, it is simple to show that
. Collecting all the above results, we have, for l = 1, . . . , p,
with c l = O(1). Since M is non-singular, we have
where q j = (q j1 , . . . , q jp ) , j = 1, 2, with 
B.4 Proofs of Lemmas
Proof of Lemma 2. For f k ∈ F k which is a RKHS with the reproducing kernel R k (·, ·)
The reproducing kernel of 2nd order Sobolev Hilbert spaces are 
Now, for any k ≤ s,
Proof of Lemma 3. We will study the entropy result for
For h k ∈ H k , we can represent it uniquely as h k (u, ζ) = u ω k +r k (ζ), where
and r k ∈F k with J(r k ) ≤ 1. Note that if S 1 and S 2 are two sets of functions, we can bound S.17 the uniform entropy of S 1 + S 2 : 
Now, it remains to obtain results about H ∞ (δ, S k,2 ). The constraints of H k can be written
..,n,j=1,...,p+1 . Note that U U /n → Σ almost surely (element-wisely) and Σ is non-singular. Write the smallest eigenvalue of Σ as σ 1 . Let E n be the event that
Combining with |r k | ∞ ≤ 1 and |u ij | ≤ 1, we have
for all k. Therefore P (lim inf n→∞ E n ) = 1. We note that this result hinges on the convergence of U U /n, which does not depend on s, and thus still holds even s grows with n. Next, for
there exists a constant B such that
Proof of Lemma 4. Suppose
for all δ > 0, n ≥ 1 and some constant C 1 > 0 not depending on n and s. Then,
has the same entropy bound (S.17). The rest follows from the proof of Lemma 8.4
in van de
Geer (2000) and Lemma 3 that (S.17) holds eventually with probability 1. Recall that, in the proof of Proposition 2, we write m(u, ζ) = u ν+ h(u, ζ) and m(u, ζ) = u ν + h(u, ζ). In its proof, using strong laws of large number, we show that ν − ν 0 E converges to zero almost surely and hence the event lim inf n { ν−ν 0 E ≤ K 1 } is of probability 1 for some constant K 1 . Consider the set
We can use the similar trick in (S.16) to derive the entropy result for J by decomposing a function in J : m − m 0 = u (ν − ν 0 ) + h − h 0 . Next, it suffices to derive uniform entropies
S.19
The first one can be handled by Lemma 2.5 of van de Geer (2000) similary as in the proof of Lemma 3 while the second one can be handled by Lemma 3. For simplicity, we skip those details. In the end, we have lim inf n {sup δ>0 δ 1/2 H ∞ (δ, J ) ≤ K 2 } is of probability 1 for some constant K 2 . And this implies the entropy results for the set
Namely, lim inf n {sup δ>0 δ 1/2 H ∞ (δ, J ) ≤ K 3 } is of probability 1 for some constant K 3 .
Using Lemma 3, we can show that the event lim inf
is of probability 1 for some constant K 4 . (Note that s is assumed to be fixed and thus is assimilated into the constant.) Combining with P(lim inf n { ν − ν 0 E ≤ K 1 }) = 1, we can simply focus on the set
where, with probability 1, ( m − m 0 )/(1 + J( m) + J(m 0 )) will eventually fall into. Clearly, we also have that lim inf n {sup δ>0 δ 1/2 H ∞ (δ,J ) ≤ K 3 } is of probability 1. It is also easy to show thatJ is uniformly bounded. Proof of Lemma 6.
By Lemma 2, we have the uniform boundedness of
Using Lemma 2.4 of van de Geer (2000), it is easy to show that there exists a constant C 3 such that sup δ>0 δH ∞ (δ, F k ) ≤ C 3 . Owing to the uniform Proof of Lemma 7. 
Again, because · L 2 [0,1] and · 2 are equivalent norms, q
Finally, by Lemma 6 and q k = O p (1), we have q
C Additional results for Section 5
Following the suggestion of a referee, we also provide results when s is set to recover 90% of the total variation in {x i }, instead of 99.9%. The results are presented in Tables S.1 is used, the 4th component, which is related to Y , is near the cut-off point and often not included in the model. As a result, f 4 is often falsely excluded from the model (see Table   S .2), and there is a much lower chance for COSSO to select the correct model. We also see much bigger prediction errors in Table S .4 than those in Table 4 . Our conclusion is it is best to include as many components as possible and let the model selection mechanism of COSSO determine the size of the model.
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D Additional Results for Section 6
In Figure S .1, we show 50 randomly selected trajectories for daily maximum and daily minimum temperature. Since the two functional predictors in our real data are strongly correlated, we also compare the prediction performance for models using only one functional predictor. Recall that X 1 (t) and X 2 (t) are the daily maximum and daily minimum temperature trajectories respectively. We denote byX(t) = {X 1 (t) + X 2 (t)}/2 the mean trajectory.
In addition to the models presented in Section 6, we also compare the yield prediction performance of the following 12 models, which use only one of X 1 (t), X 2 (t) andX(t) as the functional predictor. In the prediction experiment described in Section 6.1, the prediction errors of these 12 models are presented in Table S .5. As we can see, the models using only one functional predictor or the average yield higher prediction errors than PLFAM(joint) which jointly model both functional predictors. 
