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RECONCILING CONTINUOUS ATTRIBUTE VALUES FROM 
MULTIPLE DATA SOURCES 
Jiang, Zhengrui, Iowa State University, 2340 Gerdin Business Building, Ames, Iowa 50011-
1350, USA, zjiang@iastate.edu 
Abstract 
Because of the heterogeneous nature of different data sources, data integration is often one of the 
most challenging tasks in managing modern information systems. The challenges exist at three 
different levels: schema heterogeneity, entity heterogeneity, and data heterogeneity. The existing 
literature has largely focused on schema heterogeneity and entity heterogeneity; and the very limited 
work on data heterogeneity either avoid attribute value conflicts or resolve them in an ad-hoc manner. 
The focus of this research is on data heterogeneity. We propose a decision-theoretical framework that 
enables attribute value conflicts to be resolved in a cost-efficient manner. The framework takes into 
consideration the consequences of incorrect data values and selects the value that minimizes the total 
expected error costs for all application problems. Numerical results show that significant savings can 
be achieved by adopting the proposed framework instead of simply selecting the most likely value or 
ad-hoc approaches. 
Keywords: Data integration, heterogeneous databases, data heterogeneity, data quality, type I, type II, 
and misrepresentation errors. 
1. INTRODUCTION 
Integrating data from heterogeneous data sources is one of the most difficult problems faced by IT/IS 
researchers and practitioners. The challenges exist at three different levels: schema heterogeneity, 
entity heterogeneity, and data heterogeneity. Among them, schema heterogeneity is caused by the use 
of different structures and/or different names for the same information; entity heterogeneity arises 
when information about the same real-world entity is stored in different data sources using different 
identifiers; and data heterogeneity refers to data inconsistencies in the absence of schema 
heterogeneity. In this study, we assume that schema heterogeneity and entity heterogeneity do not 
exist or have been completely resolved, and focus on reconciling attribute value conflicts as a result of 
data heterogeneity. The main research question we attempt to answer is: when conflicting values are 
encountered in the process of data integration, what value should be chosen and stored in the 
consolidated database, in a manner that minimizes the expected cost for an organization? 
Among the three types of heterogeneities, schema heterogeneity has attracted the most attention in the 
research community. As a result, numerous schema matching techniques have been proposed; an 
extensive review of automatic schema matching approaches has been provided by Rahm & Bernstein 
(2001). The body of literature on entity heterogeneity is relatively smaller, and has focused on specific 
problems such entity identification and matching (Dey et al. 1998b) and data cleaning and duplication 
removal (Hernandez & Stolfo 1998). Prior research on data heterogeneity, with the exception of the 
work by Jiang et al. (2007), can be divided into two broad categories. The first category either 
ignores/avoids data inconsistencies (Bleiholder & Naumann 2006) or attempts to store the conflicting 
data and related information (such as probability) using a special data structure or an extended 
database model (e.g., probabilistic relational database by Dekhtyar et al. 2001). The proposed 
approaches in this category do not resolve data heterogeneity — they simply find ways to circumvent 
it, and the burden of deciding how to use the inconsistent data is still laid upon the users. The second 
category of research proposes methods to select a value from the conflicting ones or create a value 
based on some given criteria, although in a rather ad-hoc manner (Bleiholder & Naumann 2006). For 
instance, the chosen value can be determined based on random selection, majority voting, or the 
average of the conflicting values. 
A major drawback of the above mentioned conflict resolution approaches is that they do not take into 
consideration the future utilization of the data being processed. Databases are created to help 
organizations make informed decisions. In the presence of data heterogeneity, the quality of their 
decisions will likely be affected by how the attribute value conflicts are resolved. Therefore, a sound 
conflict resolution strategy should not be developed without incorporating the intended usage of the 
data. 
As the only systematic approach we have seen in the literature, the attribute reconciliation framework 
proposed by Jiang et al. (2007) takes into consideration the consequences associated with the different 
reconciliation decisions, and selects the values/decisions that lead to the minimum expected error cost 
for all application problems under consideration. However, that framework is only applicable to 
categorical attributes. It cannot be used to reconcile attributes with continuous domains for a number 
of reasons. First, for categorical attributes, a stored value is either correct or wrong; while for 
continuous attributes, it is typically inappropriate or insufficient to state a value is correct or not. For 
instance, suppose a customer’s true home state is “Texas” while the recorded values are “Louisiana” 
and “Mexico” in two data sources, then it is safe to consider both values incorrect. On the other hand, 
if a customer’s true income is $76,329.25, then two recorded values of $76,330.00 and $30,135.00 
may both be considered wrong, but there is a significant difference in the magnitude of the errors. The 
first value may not affect any decision problems; while the second one may lead to incorrect decisions. 
Second, when measuring the reliability of a data source, the percentage of incorrect values may be 
sufficient for categorical attributes; while both the frequency and magnitude of errors are needed for 
continuous attributes. Third, queries based on categorical attributes typically use discrete values in 
their selection condition; while queries based on continuous attributes often make selections based on 
value intervals. Because of these key differences, it is necessary to develop a separate framework for 
handling the reconciliation of continuous attributes. 
The attribute value reconciliation framework we propose in this study is decision-theoretic — the 
optimal value to be chosen is the one that minimizes the total expected error cost for an organization. 
To find out the cost-minimizing value, our proposed framework explicitly takes into consideration the 
future applications of the data under consideration and the probability distribution of the true values of 
the relevant attribute. Due to space limitation, we only consider the reconciliation of a single attribute 
with continuous domain in this research. 
The rest of the paper is organized as follows. In section 2, we derive the probability distribution of the 
true values of an attribute. In Section 3, we discuss different types of data application problems, 
supporting queries, and the associated error costs. In section 4, we demonstrate how certain value 
intervals can be used to generate candidate values and simply the estimation of probabilities. In 
Section 5, we select the best attribute value based on the estimated probabilities and the cost 
parameters. In the last section, we conclude with discussion and future research directions. 
2. PROBABILITY DERIVATION 
Suppose a continuous attribute A appears in n data sources S1, S2, …, Sn. For a particular entity 
instance, the stored value of A in data source Sk is denoted by .kSA  For a variety of reasons, these 
stored values for the same entity instance may be different in the multiple data sources. We assume 
that these data sources are separately maintained and hence the errors are independent across data 
sources. Given the stored values in these data sources, we would like to estimate the probability 
density function of the true values of A: 
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where AD  is the domain of A. Alternatively, we can estimate the probability distribution of A if the 
rounded discrete values are considered:1 
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where m represents the number of discrete values in the domain of A.  
In general, the derivation of the density function shown in (1) is feasible only if the pattern of errors in 
each data source follows a well-defined distribution, such as the normal distribution. Since most data 
errors in the real-world are unlikely to exhibit a well-defined pattern, we focus our derivation of 
probabilities as shown in (2). Based on Bayes’ theorem and the assumption that errors are independent 






















                                              
1
 Because a database can only store a limited number of decimal places, even values of attributes with continuous domains in 
the real world are stored in the database in a discrete form. For attributes with a large range of possible values, such as 
Income, the stored values may even be rounded to the nearest integer. The framework we propose in this research is not 
affected by such rounding so long as the same level of granularity is used in queries and in deciding candidate values or 
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In the above equation, },,2,1{ ),P(  m  jaA j K∈=  represents the prior distribution of attribute A; 
and },,2,1{ },,,2,1{ ),|P(  m  j n  kaAA jSk KK ∈∈=  represents the pattern of errors in each 
data source. The values of these terms can be estimated using statistical sampling techniques. 
However, to cover all possible combinations of true values and observed values in all data sources, 
users of this procedure have to estimate km2 probabilities. This could be practically infeasible if the 
value of m is large. There are two possible solutions to this problem: (i) round the values to the nearest 
tens, hundreds, etc., until the number of possible values becomes manageable; and (ii) divide the 
domain into a reasonable number of value intervals. In Section 4, we will show how such value 
intervals can be derived based on characteristics of queries.  
3. QUERIES AND ERROR COSTS 
Organizations collect and merge data from different sources to support operational and managerial 
activities. These activities typically involve retrieving data for all or a subset of the entity instances 
from a database, followed by certain actions on the selected entity instances. We call this type of 
activities application problems. For instance, a firm may create a master record of current and 
potential customers to support application problems such as direct marketing, customer survey, after-
sale services, and management of product recalls. To retrieve the necessary data from the master 
record, each application problem needs a corresponding query. In constructing such a query, the 
attributes that are used as the criteria to select the entity instances should appear in the selection 
condition of the query, and those that are needed in the subsequent actions should appear in the 
projection list of the query. For instance, if a firm plans to directly market a product to potential 
customers in a certain income bracket, then the Income attribute should appear in the selection 
condition of the corresponding query. If Income is used only in selecting the target customers but not 
in the subsequent direct marketing actions, then Income needs not appear in the projection list of the 
query. For instance, the following query may be used for this direct marketing application problem: 
Q1: Display Name, Occupation, and Address of those customers whose Income is in the range of 
$100,000 – $149,999. 
If Income is also needed in the direct marketing actions to further tailor the product offerings to 
targeted customers, then Income should also appear in the projection list of the query. The following is 
an example query for this scenario: 
Q2: Display Name, Income, Gender, and Address of those customers whose Income is in the range of 
$80,000 – $119,999. 
In yet another scenario, if Income is not used in selecting the entity instances but are needed in the 
subsequent actions of an application problem, then Income should only appear in the projection list of 
the corresponding query. Q3 represents such a scenario: 
Q3: Display Name, Income, Occupation, and Address of those customers who have previously made at 
least $1,000 in TotalPurchases from the company.2 
The proper construction of queries enables us to use queries, instead of the application problems they 
support, in our subsequent analyses. 
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 To avoid further complicating the problem, we assume that the values of attribute TotalPurchase are always correct in this 
research. 
When a query is executed, an incorrect value stored in a database can cause three types of errors: Type 
I, Type II, and misrepresentation errors. A type I error occurs when an entity instance that should have 
been selected based on the true value of an attribute is not selected. A type II error occurs when an 
entity instance that should not have been selected based on the true attribute value is selected. A 
misrepresentation error occurs when the value of an attribute used in the action on a selected entity 
instance is incorrectly represented. The definitions of these three types of errors are consistent with 
those given by Mendelson and Saharia (1986) and Dey et al. (1998a). An incorrect value of an 
attribute can cause Type I or Type II errors to a query only if the attribute appears in the selection 
condition of the query. A misrepresentation error can occur only if the attribute appears in the 
projection list of the query. Based on these two rules, an incorrect Income value can cause only Type I 
or Type II errors to Q1, while it may lead to Type I, Type II, as well as misrepresentation errors to Q2. 
The costs of Type I, Type II errors, denoted by )(I qγ and )(II qγ , are unique to a query q. The 
coefficient of misrepresentation error cost, denoted by ),(m Aqγ , is unique to the query q and a given 
attribute A. The values of these cost parameters can be estimated based on the underlying application 
problem. For instance, ) Q1(Iγ  equals the expected net profit per correctly targeted customer in the 
direct marketing campaign, and ) Q1(IIγ  equals the expected loss per incorrectly targeted customer in 
the same campaign.  
Assume Q1–Q3 represent all queries that include Income in its selection condition and/or projection 
list. We now use them to demonstrate how the expected error cost associated with a chosen value can 
be derived. Suppose that in the process of data integration, the Income value chosen and stored in the 
consolidated database is $95,000 for a customer named Richard Smith. Subsequently, when Q1 is 
executed, Richard Smith will not be selected. Given that he is not selected, if his true income is indeed 
within the range of [100,000, 149,999], a Type I error occurs. The cost of this error equals the product 
of the cost of Type I error for Q1 and the probability that his true income is within that range, i.e., 
.])999,149 ,000,100[P() (Q1I ∈Incomeγ  On the other hand, when Q2 is executed, Richard Smith 
will be selected if his stored Income value is $95,000. Given that Richard Smith is selected, if his true 
income is outside of the range of [80,000, 119,999], a Type II error occurs. The expected cost of this 
error equals the product of the cost of Type II error for Q2 and the probability that his true income is 
not within the range shown in Q2, i.e., .])999,119 ,000,80[P() (Q2II ∉Incomeγ  In addition, since 
Income is in the projection list of Q2, if Richard Smith’s true Income value is not $95,000, a 
misrepresentation error occurs. The functional form for the cost of misrepresentation error is specific 
to an application problem. Here, we use the quadratic cost function, in which the cost is proportional 
to the square of the magnitude of error, to demonstrate the effect of misrepresentation cost on attribute 
value reconciliation. The expected cost of this misrepresentation error for Q2 takes the form 
,)000,95)(P(),Q2( 2m ∑ −=i ii incomeincomeIncomeIncomeγ where iincome  represents a true 
Income value, and i is the index over all considered values within the domain of Income. 
We next examine Q3. Since Income does not appear in the selection condition of Q3, an incorrect 
Income value does not cause any Type I or Type II error. Furthermore, unless a particular entity 
instance is selected, misrepresentation error will never occur. Therefore, we can ignore Q3 if 
Richardson Smith’s TotalPurchses is less than $1,000. If Richard Smith’s TotalPurchses is greater 
than $1,000, then he will be selected by Q3, and the expected misrepresentation cost equals 
∑ −=i ii incomeincomeIncomeIncome
2
m )000,95)(P(),Q3(γ .  
By adding the individual costs derived for Q1 – Q3, we obtain the total expected error cost associated 
with the chosen Income value of $95,000 for Richard Smith. The expected cost associated with any 
other candidate value can be obtained in a similar manner. Apparently, if we have to calculate the 
expected cost for all possible values, the computational cost could be prohibitively high. In addition, 
as we explain in Section 2, with a large number of attribute values under consideration, the plotting of 
error patterns for each data source could be too complex to be feasible. In the next section, we show 
how these two challenges can be overcome by considering the characteristics of the queries. 
4. RETRIEVAL INTERVALS FOR CANDIDATE VALUE SELECTION 
AND PROBABILITY ESTIMATION 
From the cost derivation shown in the previous section, we observe that so long as the chosen Income 
value for Richard Smith is from the interval of [80,000, 99,999], the resulting Type I and Type II 
errors and the associated error costs remain the same for Q1 and Q2. Upon further examination, we 
find that the same conclusion holds for the intervals of [minValue, 79,999], [100,000, 119,999], 
[120,000, 149,999], and [150,000, maxValue]. We name this type of intervals retrieval intervals. As 
shown in Figure 1, the retrieval intervals for an attribute can be obtained by first identifying the end 
values of all intervals appearing in the selection conditions of all queries, and then inserting these 
values into the domain of the attribute. 
 
Within a given retrieval interval, since the costs of Type I and Type II errors are always the same, the 
value that results in the minimum expected misrepresentation cost necessarily leads to the minimum 
total expected error cost. This helps us reach the following proposition: 
Proposition 1: With the quadratic error cost function, the value in a retrieval interval that is the 
closest to the expected true value of an attribute is always the cost-minimizing value from that 
interval. (Proof omitted.) 
For instance, if the expected true Income value for Richard Smith is $135,000, then the best value 
from the first retrieval interval I1: [minValue, 79,999] is $79,999, because this value is the closest to 
the expected true value. Similarly, we can obtain the cost-minimizing values for the other four 
retrieval intervals I2 – I5 as $99,999, $119,999, $135,000, and $150,000. The best overall Income value 
for Richard Smith can be chosen from this pool of candidate values. 
 
         (Observed) 
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Figure 2. Distortion Matrix for Income 
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Figure 1. Retrieval Intervals for Income 
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Retrieval interval is also a natural choice for use as value intervals for the purpose of estimation of 
error patterns in each data source. For instance, we can sample each data source to construct a 
distortion matrix for the attribute Income, as shown in Figure 2. Once these probabilities of errors are 
estimated, they can be plugged into Equation (3) to help estimate the probability that the true Income 
value falls within a particular interval. Besides significantly reducing the number of probabilities to 
estimate during sampling, the use of retrieval intervals as value intervals for the purpose of probability 
estimation has two important advantages: first, the errors occurring within each retrieval interval do 
not cause any Type I or Type II error, therefore the loss of precision as a result of using value intervals 
instead of individual values is minimized; second, the probabilities needed to calculate the Type I and 
Type II error costs can be easily obtained. For the purpose of calculating the misrepresentation error 
cost and the expect value of an attribute, we can treat the median of a retrieval interval as the value 
representing the interval, and the probability for the entire interval as the probability for its 
representative value. 
5. DETERMINING THE BEST VALUE 
Suppose that by following the proposed sampling and probability estimation procedure, we obtain the 
following probabilities for Richard Smith: P(I1) = 0.12, P(I2) = 0.32, P(I3) = 0.35, P(I4) = 0.19, and 
P(I5) = 0.02. Based on these probabilities, the expected true Income value is $109,250. Therefore, the 
candidate values for the five retrieval intervals are $79,999, $99,999, $109,250, $120,000, and 
$150,000, respectively. To calculate the expected costs of errors, we set the values of the type I and 
Type II costs to $100 for both Q1 and Q2, and the coefficient of misrepresentation error cost to 
4.0×10-9 for both Q2 and Q3. We also assume that Q3 will select Richard Smith. Using the given 
parameter values, we obtain the expected error costs associated with all five candidate values, and find 
that the value $120,000 results in the lowest expected error cost of $113. In comparison, the expected 
error costs associated with the candidate values from the two most likely intervals (I2 and I3) are 
$128.95 and 120.27, respectively. It is interesting to note that the best value is not from the two most 
likely retrieval intervals. With the proposed framework, approximately one tenth of cost can be saved.  
If $120,000, the cost-minimizing value is stored in the consolidated database, Richard Smith will be 
selected as a target customer by the direct marketing campaign represented by Q1, but not by the 
campaign represented by Q2. 
6. DISCUSSION AND FUTURE RESEARCH 
If the number of queries is p, the number of candidate values to be considered is r, and the number of 
entity instances with values to be reconciled is l, then the worst-case complexity of the proposed 
framework is O(lpr2). From the expression, we can see that the adoption of retrieval intervals 
significantly reduces the computational overhead of the procedure.  
We are in the process of designing a simulated experiment to evaluate the performance of our 
framework in relation to other ad-hoc approaches. We expect this framework to outperform other 
approaches because by construction, our framework produces values that minimizes the expect error 
costs, while other approaches ignores errors and error costs altogether. In addition, we plan to examine 
more complex scenarios involving multiple uncertain attributes and queries with more than one 
selection conditions.  
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