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a b s t r a c t
Let F be a field and (A, σ ) a central simple F-algebrawith involution. Letπ(t) be a separable
polynomial over F . Let F(π) = F [t]/(π(t)). Tignol considered the question whether the
algebra A ⊗ F(π) is hyperbolic. He introduced the algebra Hπ , which is universal for this
question. Haile and Tignol determined the structure of the algebra Hπ and introduced a
certain homomorphic image Cπ of Hπ . In this paper, we give a new characterization of Cπ
and introduce a new algebra Aπ that classifies the commutative algebras with involution
that become hyperbolic over F(π). We determine the structure of Aπ and use it to examine
some examples.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let F be a field of characteristic different from two. An involution on a central simple F-algebra A is an anti-automorphism
of period 2. Involutions are not required to be F-linear; however, they do preserve the center F . Thosewhich leave the center
elementwise invariant are called involutions of the first kind. The others are called involutions of the second kind, and their
restrictions to the center are automorphisms of order 2. Involutions of the first kind are adjoint to nonsingular symmetric
or skew-symmetric bilinear forms in the split case. An involution of the first kind on A is said to be orthogonal or symplectic
if it is adjoint to a symmetric or skew-symmetric bilinear form after scalar extension to a splitting field of A. Let (A, σ )
be a central simple F-algebra A with involution σ . The pair (A, σ ) is said to be isotropic if A contains a nonzero element
a such that σ(a)a = 0, and the pair (A, σ ) is said to be hyperbolic if A contains a right ideal I such that I = I⊥, where
I⊥ = {a ∈ A | σ(a)I = 0} (see, for example, [5]).
Let π(t) = tm + s1tm−1 + · · · + sm−1t + sm be a monic and separable polynomial in F [t] of degree m, and let
F(π) = F [t]/(π(t)). Then F(π) is a direct product of separable field extensions of F : F(π) = F(π1) × · · · × F(πl). We
say that the pair (A, σ ) becomes hyperbolic over F(π) if each of the algebras (A⊗F F(πi), σ ⊗ 1) is hyperbolic. In [6], Tignol
characterized central simple algebras with anisotropic involution which become hyperbolic over the extension F(π). He
showed thatmmust be even, and that there is a universal object Hπ for such algebras, defined as the free F-algebra on the
2n indeterminates a1, a2, . . . , an, b1, b2, . . . , bn subject to the relations deriving from the following equation:
π(t) = (tn + a1tn−1 + · · · + an)(tn + b1tn−1 + · · · + bn).
The involution on F{ai, bi}which interchanges the generators ai and bi fixes those relations and hence induces an involution
σπ on the quotient algebra Hπ . Tignol’s hyperbolicity criterion states that, if (A, σ ) is anisotropic, then (A, σ ) becomes
hyperbolic over F(π) if and only if there exists a homomorphism (Hπ , σπ )→ (A, σ ) of F-algebras with involution.
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The structure of the algebraHπ was determined byHaile and Tignol [3]. It follows from their result that, ifπ(t) has degree
greater than four, thenHπ is very large; it contains a free algebra on two indeterminates. In the same paper, they introduced
another algebra, Cπ , which is a homomorphic image of Hπ . The algebra Cπ is simpler in structure than Hπ but accounts for
many examples of algebras that become hyperbolic over F(π). For example, they used Cπ to give a classification of the non-
split quaternion algebras (Q ,−) which become hyperbolic over F(π), where − denotes the unique symplectic involution
on Q . Their description of Cπ is a bit complicated, and one of the main results of the present paper is a new description of
Cπ as the even Clifford algebra of a quadratic form Qπ over Zπ such that Qπ represents π(t) over the polynomial ring Zπ [t].
We also prove that Cπ has the following universal property (Proposition 2.4): If p is an anisotropic quadratic form over some
finite field extension K of F such that p represents π(t) over K(t), then there exists a homomorphism of F-algebras with
involution (Cπ , τπ )→ (C0(p), τ ). These are done in Section 2.
The algebra Cπ does not account for all algebras with involution that become hyperbolic over F(π). Haile and Morandi
[2] gave a counterexample of a certain anisotropic biquaternion algebra (A, σ ) with orthogonal involution that becomes
hyperbolic over F(π), but there is no homomorphism of (Cπ , τπ ) into (A, σ ). The proof requires the investigation of those
commutative algebras with involution that are images of (Hπ , σπ ). This leads us to consider the abelianization Aπ of Hπ ,
where Aπ is the factor ring of Hπ by abelianizing all the free variables ai and bi. Our secondmajor result is the determination
of the structure of the algebra Aπ when π(t) is irreducible over F . In Section 3, we prove that Aπ is a subalgebra of a certain
Galois ring extension of F with Galois group S2n. In the case when the degree of π(t) is four, (Aπ , σπ ) is anisotropic, and its
structure can be completely determined. In general, however, (Aπ , σπ ) may be isotropic. We provide a group-theoretic
criterion for its isotropicity. Finally, we prove that the splitting field E of π(t) with a certain involution, namely an F-
automorphism of E of order 2, is a homomorphic image of (Aπ , σπ ) if E is cyclic over F .
2. A universal property of Cπ
In this section, we first recall the definition of Cπ and give the old description of Cπ as Clifford algebra. We then present
a new description for Cπ . Finally, we show that Cπ satisfies a universal property.
2.1. Two descriptions of Cπ
Let F be a field of characteristic not 2 and n a positive integer. To define Cπ , let
U = F [ri, aij|1 ≤ i ≤ j ≤ n]
be the polynomial ring in n+ n(n+ 1)/2 indeterminates, and let
f (t) = tn + r1tn−1 + · · · + rn
be the generic polynomial of degree n. Let
q(x1, x2, . . . , xn) =
−
i≤j
aijxixj
be the generic quadratic form in n indeterminates over U . Consider the Clifford algebra D of q over U , that is, D is the free
U-algebra on n indeterminates, say y1, y2, . . . , yn, subject to the relations deriving from the equations
(c1y1 + c2y2 + · · · + cnyn)2 = q(c1, c2, . . . , cn),
for all ci ∈ U . Thus,
D = U{y1, y2, . . . , yn}/Jq,
where Jq is the ideal generated by the elements
E(i, j) =

aij − (yiyj + yjyi) 1 ≤ i < j ≤ n
aii − yi2 1 ≤ i = j ≤ n.
As in the introduction, let
π(t) = t2n + s1t2n−1 + · · · + s2n
be an arbitrary monic separable polynomial of degree 2n in F [t]. Let Vπ be the ideal of U generated by the relations needed
to obtain
π(t) = f 2(t)− q(tn−1, tn−2, . . . , t, 1).
Thus, Vπ is generated by the elements
w(k) =
−
i+j=k, i,j≥0
rirj −
−
i+j=k, j≥i≥0
aij − sk, 1 ≤ k ≤ 2n,
with r0 = 1, a0j = 0. The algebra Cπ is defined to be D/DVπ . In other words, if we let Zπ = U/Vπ and let qπ denote the
image of q over the ring Zπ , then Cπ may be viewed as the Clifford algebra of qπ over Zπ . The algebra Cπ admits an involution
τπ which fixes the elements of Zπ and sends each yi to−yi. In [3], it is shown that there exists a surjective homomorphism
of algebras with involution γ : (Hπ , σπ )→ (Cπ , τπ ) given by γ (ai) = ri − yi and γ (bi) = ri + yi.
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To give a new description of Cπ , we will apply the following known fact.
Proposition 2.1. Let (V , q) be an n-dimensional regular quadratic space over F , and let p denote the (n + 1)-dimensional
quadratic form ⟨1⟩⊥(−q). Then C0(p) ∼= C(q).
Let {v1, v2, . . . , vn} be an orthogonal basis for (V , q), and let {v0, v1, . . . , vn} be the extended orthogonal basis of the
underlying vector space for p such that p(v0) = 1. Consider the standard (-id)-involution ι on C(q) (see [3]) and the canonical
involution τ on C(p) (see [5], page 89). Then ι is the involution on C(q) which is -id on the vector space V , and τ is the
involution on C(p) such that τ(vi) = vi for all 0 ≤ i ≤ n. Notice that the canonical involution τ stabilizes the even Clifford
algebra C0(p), and hence restricts to an involution on C0(p), which we also denote by τ .
Define a homomorphism of F-algebras with involution η : (C(q), ι) → (C0(p), τ ) by η(vk) = vkv0 for each 1 ≤ k ≤ n.
One can easily check that η is well defined and one-to-one. The images of the generators {vk|1 ≤ k ≤ n} of C(q) form a set
of generators for the even Clifford algebra C0(p). Hence η is onto. Moreover, τ ◦ η = η ◦ ι. Thus, η is an isomorphism of
F-algebras with involution. We have just proved a result, extending Proposition 2.1 to algebras with involution.
Proposition 2.2. Let (V , q) be an n-dimensional regular quadratic space over F , and let p = ⟨1⟩⊥(−q). Let ι be the standard
(-id)-involution on C(q), and let τ be the canonical involution on C(p) restricted to C0(p). Then (C(q), ι) ∼= (C0(p), τ ) as F-
algebras with involution.
Similarly, we define a quadratic form Q over U from the generic quadratic form q as follows:
Q (x0, x1, . . . , xn) = x02 − q(x1, x2, . . . , xn) =
−
0≤i≤j≤n
bijxixj,
where b00 = 1, b0j = 0, and bij = aij for 1 ≤ i ≤ j ≤ n. Therefore, in U[t],
Q (f (t), tn−1, tn−2, . . . , t, 1) = f 2(t)− q(tn−1, . . . , t, 1).
Let Qπ denote the image of Q over Zπ . Then the (n + 1)-dimensional quadratic form Qπ represents π(t) over Zπ [t]. Let
C(Qπ ) (resp., C0(Qπ )) be the Clifford algebra (resp., even Clifford algebra) of Qπ over the ring Zπ , and let τ be the canonical
involution on C(Qπ ) restricted to C0(Qπ ). Applying Proposition 2.2 to quadratic forms over rings, we reach the following
conclusion.
Proposition 2.3. There exists an isomorphism of F-algebras with involution
(Cπ , τπ )→ (C0(Qπ ), τ ).
In particular, the algebra Cπ can be viewed as the even Clifford algebra of an (n+ 1)-dimensional quadratic form over Zπ which
represents π(t) over the polynomial ring Zπ [t].
2.2. The universal property of Cπ
Given our description of Cπ , it is natural to guess that it accounts for the even Clifford algebras of quadratic forms that
represent π(t) over some extension of F . To investigate this, we first recall Tignol’s hyperbolicity criterion: an anisotropic
central simple F-algebra A with involution σ becomes hyperbolic over F(π) if and only if there is a homomorphism of F-
algebras with involution from (Hπ , σπ ) to (A, σ ). In fact, he proved that this criterion is equivalent to the existence of a
monic polynomial f (t) of degree n in A[t] such that f σ (t)f (t) = π(t); that is, π(t) is the multiplier of the similitude f
of (A ⊗ F(t), σ ⊗ 1). Let (V , p) be an anisotropic quadratic space over F , and let τ be the canonical involution on C(p)
restricted to C0(p). If there exists some monic polynomial f (t) ∈ C0(p)[t] of degree n such that π(t) = f τ (t)f (t), then we
have a homomorphism of F-algebras with involution (Hπ , σπ ) → (C0(p), τ ). If, further, the images of (aibj + ajbi) are in
the center of C0(p) for all 1 ≤ i ≤ j ≤ n, then (applying Prop. 13 of Haile and Tignol [3]) the map factors through a unique
homomorphism (Cπ , τπ )→ (C0(p), τ ) of F-algebras with involution.
The above criterion can be applied to prove the following proposition; however, wewill define a homomorphism directly
through the definition of Cπ without the help of the universal property of Hπ .
Proposition 2.4. Let p be an anisotropic quadratic form on V over some finite field extension K of F , and let τ be the canonical
involution on the even Clifford algebra C0(p) of p over K . If p represents π(t) over the rational function field K(t), then there exists
a homomorphism of F-algebras with involution
(Cπ , τπ )→ (C0(p), τ ).
Proof. Since p is anisotropic, by the Cassels–Pfister Theorem, p representsπ(t) over K [t]. Let v1, v2, . . . , vr be an orthogonal
basis of V over K . Then there exist some polynomials g1, g2, . . . , gr in K [t] such that, in the Clifford algebra C(pK(t)) of p over
K(t),
π(t) = p(g1v1 + g2v2 + · · · + grvr)
= (g1v1 + g2v2 + · · · + grvr)2. (1)
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By rewriting g1v1 + g2v2 + · · · + grvr with respect to the descending order on the power of t , Eq. (1) becomes
π(t) = (u0tk + u1tk−1 + · · · + uk)2, (2)
where u0 ≠ 0 and each ui is some K -linear combination of the vj. Comparing the highest-degree terms on both sides of the
Eq. (2), we then conclude that k = n and u20 = 1. We now extend {u0} to an orthogonal basis {w0 = u0, w1, . . . , wr−1} of V
over K . If we write each ui as a linear combination in these new base elements, Eq. (2) becomes
π(t) = (hw0 + f1w1 + · · · + fr−1wr−1)2, (3)
where h ∈ K [t] is a monic polynomial of degree n and the fi are polynomials in K [t] of degree less than n.
We apply the same trick again. Rewriting f1w1 + · · · + fr−1wr−1 with respect to the descending order on the power of t ,
we then have
π(t) = (hw0 + z1tn−1 + z2tn−2 + · · · + zn)2, (4)
where each zi is some linear combination of the wj with j ≠ 0, and hence is orthogonal to w0. Since w20 = 1 and
w0zi + ziw0 = 0, Eq. (4) can be written as
π(t) = h2(t)+ (z1tn−1 + z2tn−2 + · · · + zn)2. (5)
Let h(t) = tn + d1tn−1 + · · · + dn ∈ K [t]. Define the K -algebra homomorphism
φ : U{y1, y2, . . . , yn} ⊗F K → C0(p)
by φ(ri) = di, φ(yi) = w0zi, φ(aii) = −z2i , and φ(aij) = −(zizj + zjzi), i ≠ j. It is easy to check that Jq is in the kernel of φ,
and
φ(f 2(t)− q(tn−1, tn−2, . . . , 1)) = h2(t)+ (z1tn−1 + z2tn−2 + · · · + zn)2 = π(t).
Hence, the map φ induces a K -algebra homomorphism from Cπ ⊗F K to C0(p). Moreover, φ ◦ τ = τ ◦ φ. Therefore, we have
a homomorphism of K -algebras with involution from (Cπ ⊗F K , τπ ⊗ 1) to (C0(p), τ ), and hence the result follows. 
Reviewing the above proof, we can rewrite Eq. (2) as follows: π(t) = (tn + u1u0tn−1 + · · · + unu0)(tn + u0u1tn−1 +
· · · + u0un). Let g(t) = (tn + u0u1tn−1 + · · · + u0un) ∈ C0(p)[t]. Then π(t) = gτ (t)g(t). Thus, by the discussion just
before Proposition 2.4, we have a homomorphism of F-algebras with involution ϕ : (Hπ , σπ )→ (C0(p), τ ) sending ai, bi to
uiu0, u0ui, respectively. Furthermore, ϕ(aibj+ ajbi) = uiuj+ ujui = bp(ui, uj) ∈ K ⊂ Z(C0(p)), where bp is the bilinear form
associated to p. It follows from Prop. 13 of [3] that ϕ factors through a homomorphism (Cπ , τπ )→ (C0(p), τ ) of F-algebras
with involution.
We now prove a partial converse of Proposition 2.4.
Proposition 2.5. Let (V , p) be an anisotropic quadratic space over F such that the center K of C0(p) is a field (either F or a
quadratic extension of F). Suppose there exists a surjective homomorphism ψ : (Cπ , τπ ) → (C0(p), τ ) of F-algebras with
involution such that, for each 1 ≤ i ≤ n,ψ(yi) = vvi for some vectors v, vi ∈ V , with v ⊥ vi. Then the quadratic form p, up to a
scalar multiple, represents π(t) over the rational function field K(t).
Proof. Since p is anisotropic and the even Clifford algebra is invariant under any nonzero scalar multiple of p, we may
assume that p(v) = 1. Let {v,w1, w2, . . . , wr} be an orthogonal basis of (V , p), and letW be the F-subspace of V generated
by {wi, 1 ≤ i ≤ r}. Then p = ⟨1⟩ ⊥ (−q), where q is an anisotropic quadratic form on W over F . By Proposition 2.2,
there exists an isomorphism of F-algebras with involution η : (C0(p), τ )→ (C(q), ι) given by η(vwi) = wi, where ι is the
standard (−id)-involution on C(q).
It is shown in [3] that there exists a surjective homomorphism of algebras with involution γ : (Hπ , σπ )→ (Cπ , τπ ) such
that γ (ai) = ri − yi, γ (bi) = ri + yi. Let φ = η ◦ ψ ◦ γ be the composition homomorphism from (Hπ , σπ ) to (C(q), ι). We
then have
π(t) = (tn + φ(a1)tn−1 + · · · + φ(an))(tn + φ(b1)tn−1 + · · · + φ(bn))
= (tn + · · · + η ◦ ψ(rn − yn))(tn + · · · + η ◦ ψ(rn + yn))
= (tn + · · · + η ◦ ψ(rn))2 − (η ◦ ψ(y1)tn−1 + · · · + η ◦ ψ(yn))2. (6)
Notice that each dj = η(ψ(rj)) ∈ K and vi ∈ W . Let h(t) = tn + d1tn−1 + · · · + dn. Then Eq. (6) becomes
π(t) = (h(t))2 − (v1tn−1 + · · · + vn)2
= (h(t))2 − q(v1tn−1 + · · · + vn)
= p(h(t)v + v1tn−1 + · · · + vn).
Therefore, p represents π(t) over K(t). 
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Haile and Morandi [2] established a connection between Cπ and the even Clifford algebra C0(A, σ ) of a central simple
algebra with involution in the split case and in some lower-degree cases. For the split case, this connection can be derived
directly from Proposition 2.4.
Proposition 2.6 (Haile and Morandi). Let q be an anisotropic quadratic form on V over F , and let (A, σ ) = (EndF (V ), σq) be the
split F-central simple algebra with the adjoint involution. If (A, σ ) becomes hyperbolic over F(π), then there is a homomorphism
of F-algebras with involution from (Cπ , τπ ) to (C0(q), τ ).
Proof. We may assume that the anisotropic quadratic form q represents 1 since the adjoint involution σq and the even
Clifford algebra C0(q) are invariant when replacing q by a nonzero scalar multiple of q. Suppose that (A, σ ) becomes
hyperbolic over F(π). Then, as mentioned in the beginning of this subsection, π(t) is the multiplier of a similitude of
(A ⊗ F(t), σ ⊗ 1). Thus the quadratic form q is isometric to π(t)q over F(t). Now, since q represents 1, we have that q
represents π(t) over F(t). By Proposition 2.4, the result follows. 
3. The structure of Aπ
In this section, we consider the abelianization Aπ of Hπ . We assume that the polynomial π(t) (given in the introduction)
is irreducible over F .
3.1. The general structure of Aπ
Our aim in this subsection is to determine the general structure of Aπ . Since Aπ is the abelianization of Hπ ,
Aπ = Hπ/W ,
whereW is the ideal generated by all the commutators {[ai, aj], [ai, bj], [bi, bj]}. From the definition ofHπ , we then conclude
that
Aπ ∼= F [ai, bi|1 ≤ i ≤ n]/Jπ , (7)
where Jπ is the ideal generated by the elements
r(k) =

ak + bk +
−
i+j=k
aibj − sk 1 ≤ k ≤ n−
i+j=k
aibj − sk n+ 1 ≤ k ≤ 2n.
Clearly, the involution σπ stabilizes the ideal W , and thus induces an involution on Aπ , which we also denote by σπ . By
Prop. 13 of [3], Cπ is the homomorphic image ofHπ under γ whose kernel is the ideal ofHπ generated by all the commutators
{[aibj + ajbi, bk]}. Hence it follows that Aπ is also a homomorphic image of Cπ .
Recall that a finite-dimensional commutative F-algebra K is e´tale over F if K is a separable F-algebra. Equivalently, K is
e´tale over F if K is a direct product of fields each separable over F . We now consider e´tale F-algebras with involution σ such
that σ |F = id. An e´tale F-algebra with involution (K , σ ) is isotropic if K contains a nonzero element a such that σ(a)a = 0,
and (K , σ ) is hyperbolic if there is an ideal I with I⊥ = I , where I⊥ = {a ∈ K | σ(a)I = 0} (see [2]). Several results analogous
to those known for central simple algebras with involution were proved in the case of e´tale F-algebras with involution in
[2]. Here we state without proof one of those results.
Proposition 3.1 (Haile and Morandi). Let (K , σ ) be an anisotropic étale F-algebra with involution. Then (K , σ ) becomes
hyperbolic over F(π) if and only if there is a polynomial g(t) over K with σ(g)g = π(t).
The definition of Aπ implies the following universal property.
Proposition 3.2. Let (K , σ ) be an anisotropic e´tale F-algebra with involution. Then (K , σ ) becomes hyperbolic over F(π) if and
only if there is a homomorphism of F-algebras with involution (Aπ , σπ )→ (K , σ ).
Proof. Since (K , σ ) is anisotropic, the polynomial g(t) in the above proposition can be assumed to be monic of degree n.
Hence the result follows immediately. 
Consider the polynomial ring over F in 2n indeterminates R = F [α1, α2, . . . , α2n] together with the involution τ that
interchanges αi and αn+i for 1 ≤ i ≤ n. Let I be the ideal of R generated by the relations coming from the equality
π(t) =
2n∏
i=1
(t − αi).
In other words, if we let pk be the k-th signed elementary symmetric polynomial in the αi,
pk = (−1)k
−
n1<n2<···<nk
αn1αn2 · · ·αnk ,
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then I is generated by all thew(k) = pk− sk, 1 ≤ k ≤ 2n. Since τ preserves I , it induces an involution, also denoted by τ , on
the quotient algebra Bπ := R/I . Let Sn be the symmetric group of degree n considered to be acting on the set {1, 2, . . . , n}.
The group Sn × Sn acts on Bπ in the following natural way: for µ× ν ∈ Sn × Sn and h(α1, . . . , αn, αn+1, . . . , α2n) ∈ R,
define the mapping
h(α1, . . . , αn, αn+1, . . . , α2n)µ×ν = h(αµ(1), . . . , αµ(n), αn+ν(1), . . . , αn+ν(n)).
It is obvious that these mappings are automorphisms of R which stabilize the ideal I . The fixed subalgebra of Bπ under the
action of Sn× Sn, BSn×Snπ , will be shown to be isomorphic to Aπ . We first consider the reasonable question of how the algebra
Bπ actually relates to the splitting field of π(t) over F . The answer is provided by the next proposition, part of which is a
special case of an exercise problem in [5, p. 320]. In this proposition, we allow the degree of π(t) to be arbitrary.
Proposition 3.3. Suppose thatπ(t) = tm+s1tm−1+· · ·+sm ∈ F [t] is separable and irreducible over F . Let E be the splitting field
ofπ(t) over F , and let G be the Galois group of E over F . In the polynomial ring R = F [α1, α2, . . . , αm] over F inm indeterminates,
let pk be the k-th signed elementary symmetric polynomial in α1, α2, . . . , αm. Define Bπ := F [α1, α2, . . . , αm]/(p1 − s1, p2 −
s2, . . . , pm − sm). Then Bπ is a Galois ring extension of F with Galois group Sm, and Bπ ∼= E ⊕ E ⊕ · · · ⊕ E  
[Sm : G]
(for the definition of
Galois ring extension, see [1]).
Proof. Suppose that u1, . . . , um are the roots of π(t). Since π(t) is separable and irreducible over F , F [t]/(π(t)) ∼= F [uj] is
a separable field extension of F for each j. Now, for each 1 ≤ j ≤ m, consider the F-algebra homomorphism F [uj] → Bπ
defined by uj → αj. Then there exists a surjective F-algebra homomorphism ρ : B = F [u1] ⊗ · · · ⊗ F [um]  Bπ sending
u1⊗· · ·⊗um to α1 · · ·αm. Note that B is a finite-dimensional F-algebra, and hence an artinian ring. It is well known that the
tensor product of separable field extensions contains no non-trivial nilpotent element (see [4]). Therefore B is a semisimple
F-algebra, and so is Bπ , being the homomorphic image of B under ρ. Hence the commutative F-algebra Bπ is isomorphic to
a finite direct sum⊕ri=1Ki of field extensions of F .
To show that each component Ki is in fact isomorphic to E, consider the canonical F-algebra projection hi : Bπ ∼=
⊕ri=1Ki → Ki onto the i-th field component. Since hi is surjective, the images hi(α1), . . . , hi(αm) generate Ki. Moreover,
the map hi, when extended to Bπ [t], leaves π(t) invariant, so hi(αk), 1 ≤ k ≤ m, are precisely the roots of π(t). Hence
Ki ∼= E. Therefore, Bπ ∼= ⊕ri=1E.
The group Sm acts naturally on Bπ by permuting the indices of the αi, and BSmπ = F . For each 1 ≠ σ ∈ Sm, choose k so
that σ(k) ≠ k. To prove that Bπ is a Galois extension of F with Galois group Sm, it suffices to show that σ(αk) − αk does
not lie in any maximal ideal of Bπ . By identifying Bπ with ⊕ri=1E, the ideals Mi = E ⊕ · · · ⊕ {0} ⊕ · · · ⊕ E, with only the
i-th component being {0}, are the only maximal ideals of Bπ . We will show that σ(αk) − αk /∈ Mi for all 1 ≤ i ≤ r . For
each i, since the map hi sends distinct αk to distinct roots of π(t), hi(σ (αk) − αk) = hi(ασ(k)) − hi(αk) ≠ 0, and hence
σ(αk) − αk /∈ Mi. Therefore, Bπ is a Galois extension of F with Galois group Sm. It follows that dimFBπ = |Sm|, and hence
r = dimFBπ/dimFE = |Sm|/|G| = [Sm : G], as desired. 
Whenm = 2n in Proposition 3.3, we have the following corollaries.
Corollary 3.4. The algebra Aπ is isomorphic to BSn×Snπ . In particular,
dimFAπ = (2n)!n!n! .
Proof. Let R = F [α1, α2, . . . , α2n] and T = RSn×Sn . Then T = F [uk, vk|1 ≤ k ≤ n], where uk and vk are the k-th
signed elementary symmetric polynomial in αi and αn+i for 1 ≤ i ≤ n, respectively. Furthermore, let S denote the ring
F [p1, p2, . . . , p2n], where pk is the k-th signed elementary symmetric polynomial in αi for 1 ≤ i ≤ 2n. Then R is a Galois ring
extension of S with Galois group S2n, and hence T is a projective S-module (see [1, Prop. 3.2.5]). Because S is a polynomial
ring, T is in fact free over S, and dimST = (2n)!/n!n!. Let M be the maximal ideal of S generated by the (pk − sk). Then, by
definition, Bπ = R/MR. Since T = RSn×Sn , the fixed subalgebra BSn×Snπ = (R/MR)Sn×Sn is isomorphic to T/(MR ∩ T ).
On the other hand, notice that MT is the ideal of T generated by the relations needed to obtain the following equation
in t:
π(t) = (tn + u1tn−1 + · · · + un)(tn + v1tn−1 + · · · + vn).
By Eq. (7), Aπ ∼= F [ak, bk|1 ≤ k ≤ n]/Jπ . Identifying the two polynomial rings F [ak, bk|1 ≤ k ≤ n] and F [uk, vk|1 ≤ k ≤
n] = T , we get Aπ ∼= T/MT . Certainly, MT ⊂ (MR ∩ T ). To finish the proof, it suffices to show that they are equal. But the
dimension of T/MT over S/M = F is equal to dimST . By Proposition 3.3, dimF (T/(MR∩ T )) = dimFBSn×Snπ equals (2n)!/n!n!.
Therefore, we have the equality. 
Corollary 3.5. The F-algebra Aπ is étale over F . In fact, Aπ is isomorphic to a direct sum ⊕li=1Ki of separable field extensions of
F , where F ⊂ Ki ⊂ E for all i. In particular, a field K is a homomorphic image of Aπ if and only if K ∼= Ki for some i.
Proof. From the previous corollary, we conclude that, since Bπ is étale over F , so is Aπ . 
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Extending Corollary 3.5 to the level of F-algebras with involution, we have the following results.
Proposition 3.6. The involution σπ must permute these field components, the Ki: for each i, either σπ (Ki) = Ki or σπ (Ki) = Kj
for some j ≠ i. Also, (Aπ , σπ ) is anisotropic if and only if σπ stabilizes each field component.
Proof. These were proved in [2] for any étale F-algebra with involution. 
For each i such that σπ (Ki) = Kj, j ≠ i, (Ki ⊕ Kj, σπ ) is a simple image of (Aπ , σπ ).
Corollary 3.7. After reordering the indices of the Ki, if needed,
(Aπ , σπ ) = ⊕di=1(Ki, σπ )⊕ (Kd+1 ⊕ Kd+2, σπ )⊕ · · · ⊕ (Kl−1 ⊕ Kl, σπ ),
for some 0 ≤ d ≤ l.
Proposition 3.8. The homomorphic images (A, σ ) of (Aπ , σπ ) are e´tale over F and are in one-to-one correspondence with the
σπ -stabilized ideals of Aπ up to isomorphism. If A = K is a field, then it is a subfield of the splitting field E of π(t) over F , and the
involution σ can be extended to an automorphism γ on E which sends half of the roots of π(t) to the other half. In particular, we
have the following diagram:
Proof. The first statement is obvious. We now prove that we have the diagram when A = K is a field. Because (K , σ ) is
a homomorphic image of (Aπ , σπ ), we can write π(t) = f (t)f σ (t) over K , and K is generated by the coefficients of f , f σ .
When working in a fixed algebraic closure of F , we see that K is a subfield of E. Let m be the kernel of the homomorphism
ϕ : (Aπ , σπ ) → (K , σ ). Fix a maximal ideal M of Bπ such that M ∩ Aπ = m. Then Mτ , where τ is the involution as defined
before Proposition 3.3, is also such a maximal ideal of Bπ . Since Bπ is a Galois extension of Aπ with Galois group Sn× Sn, and
hence Sn × Sn acts transitively on those maximal ideals of Bπ overm, it follows that there exists some δ ∈ Sn × Sn such that
Mτ = Mδ so thatMτ◦δ = M . Let γ = τ ◦ δ. Then γ is an automorphism of Bπ which sends {α1, . . . , αn} to {αn+1, . . . , α2n}
and vice versa, and stabilizesM . SinceM ∩ Aπ = m, the homomorphic image E of Bπ with kernelM has an automorphism
sending the roots of f to the roots of f σ . 
Remark 3.9. The existence of γ can be proved simply by the isomorphism extension theorem as in [2] without using Bπ .
They also proved that, if τ is an automorphismof E that sends half of the roots ofπ(t) to the other half, then it is an involution
on some subfield K of E, and there is a surjective homomorphism (Hπ , σπ )→ (K , τ ). Now, since K is commutative, themap
factors through (Aπ , σπ ).
The following result follows immediately.
Corollary 3.10. The involution σπ stabilizes some field component of Aπ if and only if there exists some element in Gal(E/F)
sending half of the roots of π(t) to the other half.
Proposition 3.11. (Aπ , σπ ) is isotropic if and only if no element in Gal(E/F) sends some half of the roots of π(t) to the other
half.
Proof. We see from Proposition 3.6 that (Aπ , σπ ) is isotropic if and only if at least one field component of Aπ is not stabilized
byσπ . Suppose that σπ does not stabilize the field componentK = Ki0 . Letπ(t) = f (t)g(t) overK . If τ is an automorphismof
E sending the roots of f (t) to the roots of g(t), then τ restricted to K is an involution, and π(t) = f (t)f τ (t), a contradiction
to σπ (K) ≠ K . Conversely, consider a factorization π(t) = f (t)g(t) in E[t] with deg f (t) = deg f (t) = n such that no
element in G sends the roots of f to those of g . Let K be the subfield of E generated by the coefficients of f and g . Then K is a
homomorphic image of Aπ , and we may assume that K is one of these Ki. However, σπ does not stabilize K , by the proof of
Proposition 3.8. 
We now give an example illustrating our previous results.
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Example 3.12. Consider the polynomial π(t) = t4 − 2 ∈ Q[t]. The four distinct roots of π(t) are 4√2, − 4√2, 4√2i, − 4√2i.
Let E = Q( 4√2, i) be the splitting field of π(t) over Q, and let x, y be automorphisms of E so that
x( 4
√
2) = 4√2, x(i) = −i and y( 4√2) = 4√2i, y(i) = i.
Since x2 = id = y4, xyx = y−1 and G := Gal(E/Q) = ⟨x, y⟩, the Galois group G is isomorphic to the dihedral
group D8 of order 8. According to Proposition 3.3, we know that Bπ ∼= E × E × E. We need to determine the complete
decomposition of (Aπ , σπ ). To determine possible field homomorphic imageswith involution (K , σ ) of (Aπ , σπ ), we consider
all the factorizations of this form π(t) = f (t)g(t), where deg (f ) = 2 = deg (g).
Case 1. π(t) = (t2 −√2)(t2 +√2).
The field K0 = Q(
√
2) admits a unique Q-involution σ0 :
√
2 → −√2. Actually, σ0 is the restriction to Q(
√
2) of every
automorphism in the set {y, yx, y3, y3x}.
Case 2. π(t) = (t2 − 4√2(1+ i)t +√2i)(t2 + 4√2(1+ i)t +√2i).
The field K1 = Q( 4
√
2(1+ i)) admits the involution σ1 : 4
√
2(1+ i) → − 4√2(1+ i). In fact, σ1 is the restriction of xy and y2
to K1.
Case 3. π(t) = (t2 − 4√2(1− i)t −√2i)(t2 + 4√2(1− i)t −√2i).
The field K2 = Q( 4
√
2(1− i)) admits the involution σ2 : 4
√
2(1− i) → − 4√2(1− i), and σ2 = y2|K2 = xy3|K2 .
Each pair (Ki, σi), 0 ≤ i ≤ 2, is a homomorphic image of (Aπ , σπ ). Notice that (K1, σ1) ∼= (K2, σ2) under the isomorphism
x. Now, by Corollary 3.4, dimFAπ = 6. Therefore, (Aπ , σπ ) ∼= (K0, σ0)⊕(K1, σ1), and hence is anisotropic by Proposition 3.6.
In fact, the decomposition of (Aπ , σπ ) can be completely determined in the case where degπ(t) = 4, as shown in the
following example, once the Galois group G = Gal(E/F) is determined. Recall that the only possibilities for the Galois group
G are the groups isomorphic to
S4, A4,
D8 = {1, (1324), (12)(34), (1423), (13)(24), (14)(23), (12), (34)},
V = {1, (12)(34), (13)(24), (14)(23)}, and
C = {1, (1234), (13)(24), (1432)}.
Example 3.13. Suppose that the polynomial π(t) ∈ F [t] is of degree 4. Then, by Corollary 3.4, dimFAπ = 6. Now, by
Corollary 3.5, Aπ ∼= ⊕li=1Ki, F ⊂ K ⊂ E. Notice that none of the Ki is the base field F since π(t) is irreducible over F . Hence
the only possible decomposition of dimFAπ corresponding to the field components is 6, 2+4, 3+3, or 2+2+2. Label the four
distinct roots ofπ(t) as α1, α2, α3, α4. Let K1 = F(α1+α2, α1α2, α3+α4, α3α4) = F(α1+α2, α1α2), K2 = F(α1+α3, α1α3),
and K3 = F(α1 + α4, α1α4).
Case 1. G ∼= S4: Bπ ∼= E. The field K1 is the subfield of E fixed by the subgroup {1, (12), (34), (12)(34)} of S4, and
σ1 = (13)(24) is an involution on K1. Thus dimFK1 = 6 and (K1, σ1) is a homomorphic image of (Aπ , σπ ). Similarly,
(K2, σ2 = (14)(23)) and (K3, σ3 = (12)(34)) are both homomorphic images of (Aπ , σπ ). In fact, (K1, σ1) is isomorphic
to (K2, σ2) and (K3, σ3) under the isomorphisms (213) and (314), respectively. Since dimFAπ = 6, (Aπ , σπ ) ∼= (Ki, σi) for
all 1 ≤ i ≤ 3.
Case 2. G ∼= A4: Bπ ∼= E × E. The field K1 is the subfield of E fixed by the subgroup ⟨(12)(34)⟩ of A4, and hence [K1 : F ] = 6.
As in Case 1, (Aπ , σπ ) ∼= (Ki, σi) for all 1 ≤ i ≤ 3.
Case 3. G ∼= D8: Bπ ∼= E × E × E. We may assume that G = ⟨x, y | x2 = id = y4 = xyxy⟩, where y : α1 → α2 → α3 → α4,
and x : α2 ←→ α4, fixing α1 and α3. In this case, the fields Ki, i = 1, 2, 3, are the subfields of E fixed by the subgroups
⟨xy3⟩, ⟨x, y2⟩, ⟨xy⟩, respectively. Hence dimFK1 = 4 = dimFK3 and dimFK2 = 2. Notice that y is an involution on K2. Also, y2
is an involution on both K1 and K3. In fact, (K1, y2) is isomorphic to (K3, y2) under the isomorphism x. Now, by dimension
counting, (Aπ , σπ ) ∼= (K1, y2)× (K2, y).
Case 4. G ∼= V : Bπ ∼= E × E × E × E × E × E. For each 1 ≤ i ≤ 3, σi is an involution on the field Ki. Also, the fields
Ki, i = 1, 2, 3, are the fixed subfields of E by the subgroups ⟨σi⟩, i = 3, 1, 2, of V , respectively, and hence dimFKi = 2.
Therefore, (Aπ , σπ ) ∼= (K1, σ1)× (K2, σ2)× (K3, σ3).
Case 5. G ∼= C: Bπ ∼= E × E × E × E × E × E. We may assume that G = ⟨σ ⟩, where σ : α1 → α2 → α3 → α4. The field K2 is
the only fixed subfield of E corresponding to the subgroup ⟨σ 2⟩ of G and admits the involution σ . Moreover, K1 = E = K3,
and σ 2 is an involution on E. By dimension counting, (Aπ , σπ ) ∼= (E, σ 2)× (K , σ ).
In each case, (Aπ , σπ ) is anisotropic by Proposition 3.6.
Example 3.14. Suppose that the Galois group G = Gal(E/F) contains some conjugate of Sn × Sn in S2n. One can prove by
induction on n ≥ 3 that (n!)4 > (2n)!. Hence dimFE = |G| ≥ |Sn × Sn| > dimFAπ , and so Aπ does not have any field
component isomorphic to E. When n = 2, only S4 and D8 contain S2 × S2 as a subgroup. But we have seen in the previous
example that, in both cases, Aπ does not contain any field component isomorphic to E.
3.2. Hyperbolicity of (Aπ , σπ )
In this subsection, we continue to work on the structure of (Aπ , σπ ). We first give a group-theoretic criterion for its
hyperbolicity. As before, let E denote the splitting field of π(t) over F , and let G denote the Galois group Gal(E/F). We
regard Sn × Sn as a subgroup of S2n in the natural way.
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Proposition 3.15. The following are equivalent.
(1) {xGx−1}x∈S2n ∩ y(Sn × Sn) = ∅, where y = (1, n+ 1)(2, n+ 2) · · · (n, 2n) ∈ S2n.
(2) The involution σπ does not stabilize any field component of Aπ .
(3) (Aπ , σπ ) is hyperbolic.
Proof. (1)⇔(2). Observe that (1) means that no element in Gal(E/F) sends half of the roots of π(t) to the other half. Thus
the equivalence of (1) and (2) is exactly the statement of Corollary 3.10.
(2)⇔(3). Suppose that σπ does not stabilize any field component of Aπ . Then, by Corollary 3.7, (Aπ , σπ ) = ⊕l/2i=1(K2i−1 ⊕
K2i, σπ ). The ideal I = (K1 × {0}) × · · · × (Kl−1 × {0}) is then totally isotropic for I = I⊥. Thus, (Aπ , σπ ) is hyperbolic.
Conversely, suppose that σπ stabilizes some field component of Aπ , say σπ (K1) = K1. Given an arbitrary ideal I = I1×· · ·× Il
of Aπ , let I⊥ = J1 × · · · × Jl be its orthogonal ideal. Note that each Ij, Jj, 1 ≤ j ≤ l, is either {0} or Kj. If I1 = {0} (resp., K1),
then J1 = K1 (resp., {0}) for σπ (K1) = K1. Hence I ≠ I⊥, and (Aπ , σπ ) is not hyperbolic. 
Recall that the field of rational functions L = F(x1, . . . , xm) in m indeterminates is the splitting field of the generic
polynomial π(t) = tm − s1tm−1 + · · · + (−1)msm, where si is the i-th elementary symmetric polynomial in xj, over
K = F(s1, . . . , sm), and Gal(L/K) = Sm. Given any subgroup G of Sm, G can be viewed as the Galois group of π(t) over
LG. Moreover, if G is transitive, then π(t) is irreducible over LG. Now, let m = 2n and let (Aπ , σπ ) be the LG-algebra with
involution defined as before. Observe that, for any σ ∈ G, every cycle in its cycle decomposition is of even length whenever
σ sends half of the roots of π(t) to the other half. Therefore, if G is a transitive subgroup of S2n such that, for each element in
G, not every cycle in its cycle decomposition is of even length, then, by Proposition 3.15, (Aπ , σπ ) is hyperbolic. The following
example provides such a subgroup of S6.
Example 3.16.
G = {1, σ = (123)(456), σ 2 = (132)(465), τ = (145)(236), τ 2 = (154)(263),
τσ = (134)(265), (τσ )2 = (143)(256) = σ 2τ 2, σ τ = (152)(346), (στ)2 = (125)(364) = τ 2σ 2,
σ τ 2 = (16)(24)(3)(5) = τσ 2, σ 2τ = (16)(2)(35)(4) = τ 2σ ,
στσ = (1)(24)(35)(6) = τστ = τ 2σ 2τ 2 = σ 2τ 2σ 2}.
Proposition 3.17. Let (D, σ ) be a central division F-algebra with involution that becomes hyperbolic over F(π). If (Aπ , σπ ) is
hyperbolic, then the homomorphism (Hπ , σπ )→ (D, σ ) cannot factor through (Aπ , σπ ).
Proof. By Corollary 3.7 and Proposition 3.15, (Aπ , σπ ) = ⊕l/2i=1(K2i−1⊕K2i, σπ ). Since (D, σ ) becomes hyperbolic over F(π),
by Tignol’s hyperbolicity criterion as mentioned in the introduction, there is a homomorphism ϕ : (Hπ , σπ ) → (D, σ ).
However, the homomorphism ϕ cannot factor through (Aπ , σπ ), since, otherwise, the image of ϕ would be Ki0 ⊕ Ki0+1,
which is impossible, since D is a division algebra. 
We restate Proposition 3.11 illustrated by the relationship between the Galois group G and Sn × Sn as subgroups of S2n.
Proposition 3.18. (Aπ , σπ ) is isotropic if and only if there exists an element x of S2n such that G ∩ xy(Sn × Sn)x−1 = ∅, where
y = (1, n+ 1)(2, n+ 2) · · · (n, 2n) ∈ S2n.
There are ( 2nn )/2 distinct ways of writing π(t) = f (t)g(t) over E with deg (f ) = n = deg (g), up to the order of f and g .
Fix such a factorization π(t) = f (t)g(t), where f (t) = (tn + u1tn−1 + · · · + un), g(t) = (tn + v1tn−1 + · · · + vn), and let
K be the subfield of E generated by the coefficients of f and g . We know that, if there exists an involution σ on K sending ui
to vi, which is equivalent to there existing an F-automorphism of E sending the roots of f to the roots of g , then (K , σ ) is a
homomorphic image of (Aπ , σπ ). The next proposition describes the other case, which provides a constructive proof for the
‘‘if’’ part of the above proposition.
Proposition 3.19. Let K ′ be a subfield of E which is isomorphic to K under the isomorphism γ . Suppose that there exists no
involution σ on K sending each ui to vi. Then there is a surjective homomorphism of F-algebras with involution
(Aπ , σπ )→ (K ⊕ K ′, τ )
sending ai to a′i = (ui, γ (vi)) and bi to b′i = (vi, γ (ui)), 1 ≤ i ≤ n, where τ(u, v) = (γ−1(v), γ (u)).
Proof. It is easy to see that we have a homomorphism ϕ from (Aπ , σπ ) to (K ⊕ K ′, τ ) sending ai to a′i and bi to b′i , 1 ≤ i ≤ n,
so it remains to show that ϕ is surjective. Let S be the image of ϕ, which is the F-subalgebra of K ⊕ K ′ generated by a′i, b′i .
Let p and p′ be the surjective projections from S onto K and K ′, respectively, and let M and M ′ be the kernel of p and p′,
respectively. ThenM = ker(p) = (0⊕ K ′)∩ S andM ′ = ker(p′) = (K ⊕ 0)∩ S. One can check easily thatM = 0 whenever
M ′ = 0. Also, notice that, ifM ≠ 0 ≠ M ′, then, by the Chinese Remainder Theorem, S = K ⊕ K ′. Hence it suffices to show
that M ≠ 0 ≠ M ′. Suppose that M = 0 = M ′. Then p and p′ are both F-algebra isomorphisms, and γ−1 ◦ p′ ◦ p−1 is an
automorphism of K of period 2 sending each ui to vi, a contradiction. 
In particular, if K ′ = K and γ = idK , then we have the following.
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Corollary 3.20. Suppose that there exists no involution σ on K sending each ui to vi. Then there is a surjective homomorphism of
F-algebras with involution
(Aπ , σπ )→ (K ⊕ K , λ)
sending ai to (ui, vi) and bi to (vi, ui), 1 ≤ i ≤ n, where λ(u, v) = (v, u).
Remark 3.21. We use the notations as above. (1) In fact, we have an isomorphism of F-algebras with involution from
(K ⊕ K ′, τ ) to (K ⊕ K , λ) sending (u, v) to (u, γ−1(v)).
(2) The converse of Corollary 3.20 is true. Indeed, if σ is an involution on K sending ui to vi, then let ϕ be the surjective
homomorphism from (Aπ , σπ ) to (K , σ ) sending ai to ui and bi to vi, 1 ≤ i ≤ n. Let ψ be the surjective homomorphism in
Corollary 3.20. Then ψ = ι ◦ ϕ, where ι is the injective homomorphism from (K , σ ) to (K ⊕ K , λ) sending ui to (ui, vi) and
vi to (vi, ui). We have reached a contradiction, since ι cannot be surjective.
We now give an example in which (Aπ , σπ ) is isotropic but not hyperbolic.
Example 3.22. Let ξ be the primitive sixth root of unity. Suppose that π(t) = t6 − 2 ∈ Q(ξ)[t]. The six distinct roots are
αi+1 := 6
√
2ξ i, 0 ≤ i ≤ 5. Let E = Q( 6√2, ξ) denote the splitting field over Q(ξ) of π(t), and let y be the automorphism of
E, where
y( 6
√
2) = 6√2ξ and y(ξ) = ξ .
The Galois group G = Gal(E/Q(ξ)) is generated by y of order 6. According to Proposition 3.3, we know that dimQ(ξ)Bπ = 6!
and Bπ ∼=∏120i=1 E. Observe that, regarded as elements in S6 canonically, y = (123456), y2 = (135)(246), y3 = (14)(25)(36),
y4 = (153)(264) and y5 = (165432). Hence only y, y3, y5 can send half of the roots of π(t) to the other half. There are ten
possible ways to divide the six roots into two sets of equal size. Let θ denote 6
√
2.
Case 1. Each of the automorphisms y, y3, y5 exchanges {α1, α3, α5}with {α2, α4, α6}. Consider the factorization
π(t) = [(t − θ)(t − θξ 2)(t − θξ 4)][(t − θξ)(t − θξ 3)(t − θξ 5)] (8)
= (t3 − θ3)(t3 + θ3). (9)
While restricted to Q(ξ)(θ3), these three automorphisms represent the same Q(ξ)-involution sending θ3 to −θ3. Hence
(Q(ξ)(θ3), yk), k = 1, 3, 5, is a homomorphic image of (Aπ , σπ ).
Case 2. The automorphism y3 exchanges {α1, α2, α3}with {α4, α5, α6}. The factorization
π(t) = [(t − θ)(t − θξ)(t − θξ 2)][(t − θξ 3)(t − θξ 4)(t − θξ 5)]
= (t3 − 2θξ t2 + 2θ2ξ 2t + θ3)(t3 + 2θξ t2 + 2θ2ξ 2t − θ3)
is of the form f (t)f y
3
(t) over E, but not over any proper subfield of E. Hence (E, y3) is a homomorphic image of (Aπ , σπ ).
The automorphism y3 also sends {α1, α5, α6} to {α2, α3, α4} and {α1, α2, α6} to {α3, α4, α5}, which will lead to the same
result that (E, y3) is a homomorphic image of (Aπ , σπ ). However, at this pointwe do not know the number of copies of (E, y3)
in the decomposition of (Aπ , σπ ). Now notice that there is no element in G sending {α1, α2, α4} to {α3, α5, α6}; hence, by
Proposition 3.18, σπ is isotropic on Aπ .
Case 3. Consider the factorization
π(t) = [(t − θ)(t − θξ)(t − θξ 3)][(t − θξ 2)(t − θξ 4)(t − θξ 5)]
= (t3 − θξ t2 − θ2t + θ3ξ)(t3 + θξ t2 + θ2ξ t + θ3ξ 2).
Let a(t) = t3+(−θξ, y3(θξ))t2+(−θ2, y3(θ2ξ))t+(θ3ξ, y3(θ3ξ 2)) and b(t) = t3+(θξ, y3(−θξ))t2+(θ2ξ, y3(−θ2))t+
(θ3ξ 2, y3(θ3ξ)) be polynomials over E × E. It follows from Proposition 3.19 that π(t) = a(t)b(t), and (E × E, y3), where
y3(u, v) = (y3v, y3u), is a homomorphic image of (Aπ , σπ ). By Corollary 3.4, dimQ(ξ)Aπ = 20. Therefore, (Aπ , σπ ) ∼=
(E, y3)× (Q(ξ)(θ3), y)× (E × E, y3).
3.3. When E/F is cyclic
In this final subsection, we consider the case when the Galois extension E/F is cyclic. First, we consider the cyclotomic
polynomials. Let p be an odd prime and let π(t) = tp−1 + · · · + t + 1 ∈ Z[t] be the p-th cyclotomic polynomial. Then π(t)
is irreducible and separable over Q. Let ξ denote the primitive p-th root of unity over Q. Then the splitting field E = Q(ξ)
is Galois over Qwith G = Gal(E/Q) ∼= (Z/pZ)×. Let σ be an Q-automorphism of E sending ξ to ξ r , where the class of r has
order p− 1 in (Z/pZ)×. Then G = ⟨σ ⟩, and σm, wherem = (p− 1)/2, exchanges ξ i with (ξ rm)i = ξ p−i, for each 1 ≤ i ≤ m.
To determine possible homomorphic images (K , σπ |K ) of (Aπ , σπ ), we consider the following factorization of π(t):
π(t) = [(t − ξ)(t − ξ 2) · · · (t − ξm)][(t − ξ p−1) · · · (t − ξ p−m)]
= (tm + a1tm−1 + · · · + am)(tm + b1tm−1 + · · · + bm),
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where ak and bk are the k-th signed symmetric polynomials in ξ, . . . , ξm and ξ p−1, . . ., ξ p−m, respectively. We will prove
that the field Q(ak, bk) is exactly the splitting field E. Hence (E, σm) is a homomorphic image of (Aπ , σπ ). In fact, we prove
the following.
Proposition 3.23. Q(ξ + ξ 2 + · · · + ξm) = E.
Proof. It suffices to prove that ξ ∈ Q(ξ + ξ 2 + · · · + ξm). Let α0 = ξ + ξ 2 + · · · + ξm and αi = ξ + ξ 2 + · · · + ξm−i,
1 ≤ i ≤ m − 1. Observe that α20 = α0(α1 + ξm) = α0α1 + (−1 − α0). Hence α1 = α−10 (α20 + α0 + 1) ∈ Q(α0) and
so ξm = α0 − α1 ∈ Q(α0). Now, α21 = α1(α2 + ξm−1) = α1α2 + (ξ + ξα2)ξm−1 = α1α2 + α2ξm + ξm = α2α0 + ξm.
Hence α2 = α−10 (α21 − ξm) ∈ Q(α0) and so is ξm−1 = α1 − α2. Continuing this process, we derive finally that ξ ∈ Q(α0), as
desired. 
We also consider the following decomposition of π(t):
π(t) = [(t − ξ)(t − ξ r2) · · · (t − ξ rp−3)][(t − ξ r)(t − ξ r3) · · · (t − ξ rp−2)],
and let ak and bk be the k-th signed symmetric polynomials in ξ, . . . , ξ r
p−3
and ξ r , . . . , ξ r
p−2
, respectively. We will prove
that
Q(ak, bk) = Q(ξ + ξ r2 + · · · + ξ rp−3) =

Q(
√
p) if p = 1 mod 4
Q(
√−p) if p = 3 mod 4.
Therefore (Q(ξ + ξ r2 + · · · + ξ rp−3), σ ) is a homomorphic image of (Aπ , σπ ). First, we need the following lemma.
Lemma 3.24 (Newton’s Formulas). Let f (x) be amonic polynomial of degree nwith rootsα1, . . . , αn. Let si be the i-th elementary
symmetric function in the roots, and define si = 0 for i > n. Let pi = αi1 + · · · + αin, i ≥ 1, be the sum of the i-th powers of the
roots of f (x). Then
pi − s1pi−1 + s2pi−2 − · · · + (−1)i−1si−1p1 + (−1)iisi = 0.
Proposition 3.25. Q(ak, bk) = Q(ξ + ξ r2 + · · · + ξ rp−3).
Proof. Let α = ξ + ξ r2 + · · · + ξ rp−3 = −a1. To apply Newton’s Formulas, let f (x) = (t − ξ)(t − ξ r2) · · · (t − ξ rp−3), and
let pi = ξ i + ξ ir2 + · · · + ξ irp−3 , i ≥ 1. Note that
pi =

α if i is a square
−1− α if i is not a square.
When i = 1, we have p1 + a1 = 0, and so a1 = −p1 ∈ Q(α). When i = 2, we have p2 + a2p1 + 2a2 = 0, which implies
that a2 ∈ Q(α). Continuing this process, it follows that ak ∈ Q(α) for all k. A similar argument applies to the bk. 
We have proved that the splitting field E is a homomorphic image of (Aπ , σπ ) when π(t) is the p-th cyclotomic
polynomial. In Section 3.1, we have seen it is also this case for π(t) ∈ F [t] of degree 4 with E/F cyclic. The following
proposition shows in general that the result holds when E/F is cyclic.
Proposition 3.26. Let π(t) = t2n + s1t2n−1 + · · · + s2n ∈ F [t] be irreducible and separable over F , and let E be the splitting
field of π(t) over F . Let G denote the Galois group Gal(E/F). Suppose that E/F is cyclic and that G = ⟨σ ⟩. Then (E, σ n) is a
homomorphic image of (Aπ , σπ ).
Proof. Suppose that σ : α1 → α2 → · · · → α2n−1 → α2n, where the αi are the distinct roots of π(t). Consider the
following factorization of π(t):
π(t) = [(t − α1) · · · (t − αn)][(t − αn+1) · · · (t − α2n)]
= (tn + a1tn−1 + · · · + an)(tn + b2tn−1 + · · · + bn),
where ak and bk are the k-th signed elementary symmetric polynomials in α1, . . . , αn and αn+1, . . . , α2n, respectively. We
will show that F(ak, bk) = E.
Let 2n = pr11 · · · prll be the prime factorization of 2nwith ri ≥ 1 and the pi being distinct primes. Let p˜i := 2n/pi, 1 ≤ i ≤ l,
and let Ki be the fixed field of the subgroup Hi = ⟨σ p˜i⟩. Note that each subgroup of G contains at least one of the Hi, and
hence correspondingly each proper subfield of E is contained in some Ki. It suffices to show that F(ak, bk) is not contained
in any one of the Ki, 1 ≤ i ≤ l. Denote p˜ = p˜1 for convenience. Consider
σ p˜ : α1 → α1+p˜ → · · · → α1+(p−1)p˜
α2 → α2+p˜ → · · · → α2+(p−1)p˜
...
αp˜ → αp˜+p˜ → · · · → αp˜+(p−1)p˜ = α2n.
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Suppose that F(ak, bk) ⊂ K1. Then σ p˜(ak) = ak for all 1 ≤ k ≤ n. We will prove by induction on j that the j-th elementary
symmetric polynomials cj and dj, 1 ≤ j ≤ p˜ in α1, . . . , αp˜ and αn+1, . . . , αn+p˜, respectively, are equal.
Start with j = 1. Since σ p˜(a1) = a1,
α1 + · · · + αp˜ + α1+p˜ + · · · + αn = α1+p˜ + · · · + αn + αn+1 + · · · + αn+p˜,
and hence α1 + · · · + αp˜ = αn+1 + · · · + αn+p˜. Now suppose that j > 1 and that the statement is true for all r < j; i.e.,
cr = dr , 1 ≤ r < j. Since σ p˜(aj) = aj,
cj +
−
{1+p˜≤i1<···<ij≤n}
αi1 · · ·αij +
j−1
r=1
cr
−
{1+p˜≤i1<···<ij−r≤n}
αi1 · · ·αij−r
=
−
{1+p˜≤i1<···<ij≤n}
αi1 · · ·αij + dj +
j−1
r=1
dr
−
{1+p˜≤i1<···ij−r≤n}
αi1 · · ·αij−r .
Applying the inductive hypothesis, we obtain that cj = dj. Thus cj = dj for all 1 ≤ j ≤ p˜, and hence (t − α1) · · · (t − αp˜) =
(t − αn+1) · · · (t − αn+p˜). But it follows that π(t) is not separable, a contradiction. Thus F(ak, bk) = E. The automorphism
σ n sends αi to αn+i, 1 ≤ i ≤ n. Therefore, there is a surjective homomorphism (Aπ , σπ )  (E, σ n). 
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