A bursting bubble in a housing market can have a severe negative impact on consumption and GDP. Hence, it is of interest to identify a presence of the bubble in a timely fashion. Existing tests often rely on the relationship between house prices and their corresponding fundamentals, e.g. rents. These tests typically employ standard univariate unit root methodology and require relatively long time series, which precludes a timely testing. We therefore combine panel data tests for unit roots, cointegration and Granger causality using shorter time span data on house prices and rents in the US metropolitan areas. For our full sample, we find that there is no relationship between house prices and rents in levels but there is one in first differences. Also, a bubble indicator, which is one whenever there is no statistical relationship between levels of our two variables, is defined and applied to overlapping ten-year periods. This indicator shows that one period of possible bubble occurred in the late 1980s and another in 2001-2003. 
Introduction
Housing prices have always been a center of attention for both economists and politicians. The main reason is their potential to affect consumption of households and hence performance of economies, which has been documented by Case, Quigley, and Shiller (200?5) , Campbell and Cocco (2005) , Slacalek (2006) , and others. From this perspective it is important to identify when there is a discrepancy between house prices and their fundamentals i.e. a 'bubble'. A suddenly bursting bubble can have a negative impact on economic growth or even cause a recession. This paper employs recently developed panel data tests to investigate whether and when relationship between house prices and rents breaks down statistically. We conveniently summarize our results in an indicator, which equals to unity whenever house prices no longer move together with rents.
Our testing procedure is based on a present-value model, which ties together asset prices with a stream of earnings related to the particular asset. The potential asset classes typically include stocks and bonds but investment in houses can also be considered. There is a number of tests available, ranging from direct estimation of parameters of the firstorder condition to examination of its implications such as volatility bounds of a pricing kernel (see Cochrane 2001 for an exhaustive survey of such tests). Most of these tests use various transformations of underlying processes to achieve stationarity -asset prices are converted into returns, consumption levels into growth rates, etc. This approach sidesteps non-stationarity in levels of stochastic processes involved. Here we follow a route suggested by Campbell and Shiller (1987) who take non-stationarity in levels as given and apply the theory of cointegrated vector autoregressive models to the U.S. bond and stock markets, respectively. Wang (2000) implements this methodology in the U.K. property market and we formulate tests similar in spirit but based on panel data techniques rather than on standard time series methods.
The present-value model has several implications for house prices and rents. First, they should be of the same order of integration. Second, if they are both non-stationary in levels but stationary in first differences, the two series should be cointegrated. Finally, a loose interpretation of the present-value formula suggests that changes in house prices should have predictive power with respect to changes in rents, and vice versa. In our framework, this translates respectively into testing for unit roots, cointegration and Granger causality in a panel of house prices and rents.
In the 1990s and early 2000s, many researchers have focused on panel data to increase the power of unit root tests. A widely used and intuitive test is proposed by Im, Pesaran, and Shin (2003, IPS henceforth) , which is based on averaging single-series unit root tests and allows for an alternative hypothesis of stationarity only in some series in a panel. Tests for cointegration in panels are typically based on the null hypothesis of no cointegration and use residuals from a regression of the type suggested in Engle and Granger (1987) for a simple time-series. A popular test developed by Pedroni (1999 Pedroni ( , 2004 builds on a panel analogue of this regression. We also consider the case when the data on prices and rents are either both stationary in levels or in first differences. Then it is sensible to test for Granger causality between the two variables. Hurlin (2004) and Hurlin and Venet (2004) propose a test of Granger causality in panel data. The null hypothesis is that of Homogeneous Non Causality (HNC) and the alternative states that there are some (not necessarily all) data cross-section units with causality.
The panel data stationarity tests have been used to some extent in the context of the real estate market. Liow and Li (2006) investigate whether real estate company stock prices differ from their net asset values, which represent the underlying value of the real estate assets of a property stock. They use panel data from eight Asian-Pacific securitized real estate markets and find a long-run equilibrium relationship between the stock prices and net asset values. Closer to our approach are Malpezzi (1999) and Gallin (2003) . Malpezzi (1999) uses panel data unit root tests to study the long-run relationship between house prices and income in 133 US metropolitan areas and rejects the no-cointegration hypothesis but does not account for the first-stage estimation of a cointegrating parameter.
Based on mainly Pedroni (1999 Pedroni ( , 2004 cointegration tests, Gallin (2003) remedies this shortcoming and reverses the conclusion.
While income is only one of potential demand shocks on the housing market, the present value model of house prices implemented in this paper implies rent to be the only variable driving the house prices. We therefore focus on rents and house prices and use data from the US real estate market. The source of house price indexes is the Office We conduct the IPS test to examine stationarity in levels and first differences for both the house prices and rents. Depending on a dataset and a particular sub-sample, we test for cointegration using the Pedroni (1999 Pedroni ( , 2004 tests whenever both series are stationary in first differences but not in levels. We further investigate the relationship between house prices and rents in first differences using a Granger causality test in panel data described in Hurlin (2004) and in Hurlin and Venet (2004) . We set our bubble indicator to one if either (i) house prices are non-stationary while rents are stationary; or (ii) both series are I(1) but not cointegrated. The indicator is therefore one when the relationship between levels of house prices and rents breaks down. There are two such periods in the US, late 1980s and early 1990s plus a period since the year 2000. On the other hand, the fact that both series are stationary in first differences and there exists Granger causality between them is suggestive of a different type of relationship between house prices and corresponding fundamentals.
The rest of our paper is organized as follows. We derive the present-value model for house prices as a discounted stream of future rents in Section 2 and describe in detail our data in Section 3. Section 4 gives a survey of tests for unit roots, cointegration and causality in panel data, introduces the bubble indicator and reports our results. Section 5 summarizes our findings.
Model
In this section, we formulate a simple asset pricing model, in which a house is viewed as an investment vehicle. We use the model to derive implications for the relationship between house prices and rents. Specifically, the model provides theoretical background for the standard present-value formula and illustrates consequences of a bubble presence in an economy. These consequences are later employed to test for rational bubbles using the US panel data on house prices and rents.
Assume that the economy is populated by infinitely living individuals who maximize utility from consumption, the consumer maximization problem is:
where u() is a utility function, c t denotes consumption at time t, E 0 is mathematical expectation conditional on information at time zero, and β denotes a discount factor.
Suppose that house is the only asset available to the consumer. Owning of this asset, which can be divided to infinitesimal parts, entitles the consumer at the end of the period to the rent r t , which is determined according to a stochastic process. If we define the housing stock as h t , the consumer may sell or buy an amount h t+1 − h t of housing for the price P t in each period. The budget constraint for this maximization problem is:
The first order condition is:
where
is the inter-temporal marginal rate of substitution. This condition is rather general and is implied by a wide range of asset pricing models (not only the simple illustrative model here) and also by no arbitrage condition (e.g. see Cochrane 2001, Ch. 4 ). The condition also holds for any house, so our analysis easily extends to panel data rather then considering only an aggregate house pricing index.
Under the assumption of risk neutrality, expression (3) simplifies to:
This formula holds for all periods t. Invoking the law of iterated expectations results in the following formula:
We impose for a moment the no-bubbles condition lim n→∞ E t (β n P t+n ) = 0, which yields:
Following Campbell and Shiller (1987) and Wang (2000) , we define the spread between the house price and rent as S t ≡ P t − θr t where θ = β 1−β . Using equation (6), it is possible to rewrite S t after some rearrangements as:
and
We now consider a solution of the stochastic differential equation (4), which contains a 'rational bubble' term that satisfies
Consequently, the house price with a bubble may be written as:
It is easy to show that the price obtained in equation (10) satisfies the first order condition (4).
Equations (7) and (8) 
Data
The empirical analysis carried in this study utilizes two datasets for the house price and The RI data for 25 Metropolitan Statistical Areas is available from the 1 Obviously, one could simply test for a unit root in S t . However, this would require taking a stand on the discount factor β.
2 A description of the method of gathering data and calculating the rent index is presented in Fact Sheet No. BLS 96-5 "How BLS Uses Rent Data in the Consumer Price Index."
3 The repeat sales approach to real estate index calculation was described first by Bailey, Muth, and Nourse (1963) and further advanced by Shiller (1987, 1989) . Table 1 presents a summary statistics for the price-rent ratio, denoted by P/r, computed using the HPI and FRM for 243 MSAs from the second database. The patterns found in the second database are very similar to the those displayed in Figure 1 . In particular, there are two potential bubbles hinted by the data: in 1988-1991 and in 2002-2005. However, behavior of the US housing market differs somewhat in these two episodes. In the first episode number of the MSAs with very high price-rent ratio is relatively small and high price-rent ratio in these areas is accompanied by low ratio in many other areas.
Hence, a break-down of the price-rent relationship does not have to be present on the aggregate level but only in some local markets. On the other hand, the second overall increase of the price-rent ratio in 2000-2005 is characterized by a large number of regions with very high price-rent ratio: 111 out of 243 MSAs have ratio more than 1.3. In addition, it is noteworthy that none of the MSAs has experienced decline in the price-rent ratio. These observations are roughly confirmed by Figure 3 , which shows the average price-rent ratio for 243 Metropolitan Statistical Areas.
In order to describe data on house prices and rents from another perspective and to present it in a way which is frequently used in financial markets, the price-rent ratios are calculated not as ratios of two indices, but as house price in dollar terms divided by annual house rent in dollar terms. Using data on the median house price from the National Table 2 summarizes the behavior of price-rent ratios calculated using house price and rent in dollar terms during two possible bubble incidents. The patterns revealed by this table are very similar to patterns shown in Table 1 . During the first increase of P/r in the end of 80s -beginning of 90s, there is a substantial number of MSAs with high price-rent ratios but there is also a large number of areas with low price-rent ratios. 
Panel Data Tests
In this section, we investigate whether there is a long-run equilibrium relationship between house prices and rents corresponding to the present value formula (6). To do so, we conduct a battery of of only recently developed panel data tests for unit roots, cointegration, and causality. Our test results are interpreted in accordance with Section 2 and we also formulate a simple procedure designed to detect a bubble using a moving ten-year data window.
Unit Roots
Assume that the law of motion for panel data is the following AR(1) process:
where i = 1, . . . , N is the cross-sectional dimension of the data and t = 1, . . . , T the number of observed periods. µ i is a fixed effects, ω i t an individual trend and ρ i is an autoregressive coefficient. it denotes an i.i.d error term. The dependent variable y i is said to contain a unit root if |ρ i | = 1. We will consider two dependent variables, the house price P t and r t , and their first differences.
There is an additional dimension here not present in univariate time series. ρ i can be the same across cross-sections (i.e. ρ i = ρ) or it can differ. Tests in Levin, Lin, and Chu (2002), Breitung (2000) and Hardi (2000) rely on the former assumption, while the IPS, Maaddala and Wu (1999), and Choi (2001) tests rely on the latter. Assuming that autoregressive parameters cannot vary across individual series means the only alternative to a common unit root is stationarity of all the series. This may be fairly restrictive in the context of our study since property prices (or rents though this is less likely) can rise substantially in some places while stagnate or even decline in others. The tests which are based on the assumption of individual persistence parameters allows one to test the null hypothesis of a unit root in all series with the alternative hypothesis of unit roots in some (but not necessarily all) of the series. Therefore we decided to employ these tests in our empirical investigation.
Specifically, the IPS, Maddala and Wu (1999) , and Choi (2001) 
where ε it is an error term. Note that α i = ρ i − 1 and the lag order p i vary across crosssections. The respective null and alternative hypotheses for this test can be expressed as:
where ordering may be changed as needed. H 1 states that at least one (a non-zero fraction) series is stationary.
IPS first calculate the t-statistics for α i 's in the individual ADF regressions (denoted t iT i (p i )) and then compute their average:
For the general case with a non-zero p i for some cross-sections, the following statistic is asymptotically normally distributed: A complementary approach is used in Maddala and Wu (1999) who define a test statistic, which is based on p values π i from individual unit root tests:
This statistic is asymptotically distributed as χ Our results are reported in Tables 3, 4 , and 5. Table 3 gives a summary of all conducted panel data unit root tests for both 22 MSAs and 243 MSAs. The test results for the 22
MSAs clearly indicate that there are some unit roots in the real house prices. Table 4 confirms this results, showing that only in two cases out of 22 the unit roots for the price level can be rejected at the 5% level of significance. However, using all the three tests, we reject the unit root hypothesis for the rent series.
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where Φ(.) is the standard cumulative distribution function. We do not report this statistic as the results are not different from the Maddala and Wu (1999) test. 6 The decision rule corresponding to the χ 2 tests may be somewhat confusing. Large p-values (equivalent to the values of the corresponding cumulative distribution function in this case) for the individual t-statistics lead to a high χ 2 and to the acceptance of the null hypothesis. However, for explosive series stationary in first differences. As indicated in the theory section of the paper, prices and rents should be of the same order of integration. The panel data unit root tests indicate that this is clearly not the case for the 22 MSAs, where the relationship between prices and rents breaks down. This situation can be identified as a bubble in the housing market.
The panel data for the 243 MSAs have a shorter time period but a larger cross-sectional dimension as compared to the Metropolitan areas. The unit root tests in Table 3 indicate that house prices and rents are both integrated of order one. At first glance, this result may seem qualitatively different from the results based on the longer series with a smaller cross-section. However, statistics for the house prices are much larger than those of rents (e.g. compare the IPS W = 14.15 for prices with W = 1.51 for rents). This observation leads to our definition of a 'bubble indicator' described below, which also considers formal statistical relationship between prices and rents since we have to confirm formally whether the equilibrium relationship is in fact rejected. This can be done in two ways. Either we can test for cointegration in levels, which are non-stationary or for causality in differences, which are stationary. These tests also have the advantage of taking into account regional differences: While the the ADF t-statistics are extremely high in areas such as Florida, they are much lower in others (see Table 5 ).
Cointegration
The cointegration tests employed in this paper rely on the results of Pedroni (1999 Pedroni ( , 2004 
(i.e. with the autoregressive coefficient greater than one), the p-values are close to unity as well. These cases are easily identified by the value of the IPS statistic, which is positive and relatively large in absolute value.
Again, T is the time dimension and N the cross-sectional dimension, respectively. The slope coefficient ψ i and the fixed-effects parameter µ i are allowed to vary across individual panel members. Also included is an individual time trend with a coefficient ω i . We substitute house prices for y and rents for x in the regression equation.
There are seven residual-based statistics proposed by Pedroni (1999) . autoregressive coefficients rather than due to a presence of a unit root.
As far as we know, there are only two software packages, which have incorporated 
Causality
First differences for both house prices and rents are stationary according to our panel data tests for unit roots. Therefore, we are in a position to test for causality between the two. Testing for causality gives indication of whether changes in prices affect rents and viceversa. Similarly to recently developed panel data unit root and causality tests, there exists an analogous test for Granger causality in panel data with a short time-series dimension. This test is described in Hurlin (2004) and applied in Hurlin and Venet (2004) .
Let y i and x j be two stationary variables. Consider the following linear model: 
i ) . The alternative hypothesis encompasses the possibility that there are N 1 individual units with no causality and is defined as:
W iT where W it denotes the Wald statistic associated with the individual test of H 0 for each i = 1, . . . , N . Hurlin (2004) shows that the approximated standardized statistic
converges in distribution to N (0, 1) as N → ∞ for a fixed T > 5 + 2L.
We use Intercooled Stat 9.2. to run panel data Granger causality tests. Results are reported in Table 7 . The null of HNC can be only rejected for the 22 MSAs in the direction from differences in rents to differences in prices. Even in this case, the p-value is barely above the 10% level of significance. In other words, there is a (statistical) causal two-way relationship between changes in house prices and changes in rents, in spite of the fact that the connection between levels of the two variables breaks down to to the presence of a bubble.
Bubble Indicator
Here we combine the previously described methodology of testing for unit roots and cointegration in panel data and further analyze the relationship between house prices and rents in levels. We propose an indicator based on the results of the panel data tests;
The indicator is unity if either (i) the price-level is non-stationary while the rent-level is stationary, or (ii) both series are of first order of integration but they are not cointegrated.
In both cases, the relationship between the two variables breaks down and there is a bubble on the house market.
In both datasets, we define over-lapping ten-year intervals covering the two sample periods. We calculate the Pedroni tests and the IPS unit root tests, which respectively allow for the possibility of differing autocorrelation coefficients in residuals of the cointegrating regression and in a given time series. Specifically, we use the one-sided group adf and the IPS tests at 5% level of significance. Aletrantive definitions using other Pedroni tests yields in qualitatively and quantitatively similar indicators. We present our results
in Tables 8 and 9 .
Looking at the IPS unit root tests for 22 MSAs, we can see that house prices were 
Summary
Our present study focuses on the relationship between house prices and their corresponding fundamentals, in our case the rents. We use a standard asset pricing framework to illustrate consequences of a bubble term in the solution to a stochastic differential equation representing the first order condition from a representative consumer problem.
Presence of the bubble term has implications for order of integration, cointegration and
Granger-causality between house prices and rents. Recent advances in testing for stationarity and causality in panel data enable us to examine closely the relationship between house prices and rents formally. We find that in the last 20-27 years, the house prices and rents either have a different order of integration or are not cointegrated. This is consistent with the presence of a bubble term in our asset pricing model. In spite of this, first differences of house prices have a predictive power with respect to rents and viceversa.
We proceed with our analysis a step further and use the panel data tests for unit roots and cointegration to formulate a simple procedure, which can help to determine, whether there is a (statistical) discrepancy between house prices and their fundamentals. At each point in time, we investigate a panel of house prices and rents for last ten years. If the prices are non-stationary but rents are not, we view that as an indication of a bubble.
Similarly for the case when both series are stationary but not cointegrated. Our bubble indicator coincides surprisingly well with the pattern of price-rent ratios. However, it has the advantage of determine formally whether the price-rent ratio is 'too high' and it also seems to predict cooling of the housing market when five-year sub-samples are used. Our 'bubble indicator' can have a variety of implications, including the stock market. price-rent ratio
