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Abstract
Let P be a poset, and let A be an element of its strict incidence algebra. Saks (SIAM
J. Algebraic Discrete Methods 1 (1980) 211{215; Discrete Math. 59 (1986) 135{166) and
Gansner (SIAM J. Algebraic Discrete Methods 2 (1981) 429{440) proved that the kth Dilworth
number of P is less than or equal to the dimension of the nullspace of Ak , and that there is
some member of the strict incidence algebra of P for which equality is attained (for all k si-
multaneously). In this paper we focus attention on the question of when equality is attained
with the strict zeta matrix, and proceed under a particular random poset model. We provide
an invariant depending only on two measures of nonunimodality of the level structure for the
poset that, with probability tending to 1 as the smallest level tends to innity, takes on the same
value as the inequality gap between the width of P and the dimension of the nullspace of its
strict zeta matrix. In particular, we characterize the level structures for which the width of P is,
with probability tending to 1, equal to the dimension of the nullspace of its strict zeta matrix.
As a consequence, by the Kleitman{Rothschild Theorem [5], almost all posets in the Uniform
random poset model have width equal to the dimension of the nullspace of their zeta matrices.
We hope this is a rst step toward a complete characterization of when equality holds in Saks’
and Gansner’s inequality for the strict zeta matrix and for all k. New to this paper are also the
canonical representatives of the poset similarity classes (where two posets are said to be similar
if their strict zeta matrices are similar in the matrix-theoretic sense), and these form the setting
for our work on Saks’ and Gansner’s inequalities. (Also new are two functions that measure
the nonunimodality of a sequence of real numbers.) c© 2000 Elsevier Science B.V. All rights
reserved.
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1. Overview
Saks [8,9] and Gansner [3] independently proved that, for poset P with strict zeta
matrix Z ,
width P6dim(nullspace Z): (1)
The question of characterizing the posets for which equality is obtained in (1) has
not received attention.
In [1], Brightwell surveys models of random partial orders. For disjoint sets W1;
W2; : : : ; Wl Brightwell denes O(W1; W2; : : : ; Wl) to be the class of partial orderings
on the set
Sl
i=1Wi that satisfy
1. If x 2 Wi, y 2 Wj, and x<y then i< j and
2. If x 2 Wi, y 2 Wj, and i< j − 1, then x<y.
Then, O(W1; W2; : : : ; Wl) is made into a probability space by assigning uniform weight
to each of its posets. Since the specic nature of the sets Wi is not relevant, we refer
to O(W1; W2; : : : ; Wl) by O(s1; s2; : : : ; sl) where si:=jWij for all i.
In Section 4 we dene two measures of nonunimodality of the sequence s1; s2; : : : ; sl.
Informally, (s1; s2; : : : ; sl) counts the number of occurences of nonunimodality in the
sequence (the number of ‘dips’ in the sequence) and (s1; s2; : : : ; sl) tabulates the
magnitude of these ‘dips’.
Our main result, Theorem 10, states that the probability that a random poset P 2
O(s1; s2; : : : ; sl) satises
dim(nullspace Z)− width P = (s1; s2; : : : ; sl)− (s1; s2; : : : ; sl)
tends to 1 as min si ! 1. At the end of Section 4, we formally describe the level
structure for which (s1; s2; : : : ; sl) − (s1; s2; : : : ; sl) = 0. (Informally, these are the
sequences that are unimodal or whose deviations from unimodality happen in a very
particular way.) As a consequence of Theorem 10 and the Kleitman{Rothschild
Theorem [5] (Theorem 4), almost all posets in the Uniform random poset model (where
all partial orders of a set are equally weighted) attain equality in (1).
2. Background and motivation
As in [4], we denote the set of n  n complex-valued matrices by Mn. The Jordan
Decomposition Theorem and other basic matrix-analytic background may be found
in [4].
Let P = (V;6) be a poset with V = fv1; v2; : : : ; vng: The strict incidence algebra 1
of P, denoted AP , is the set of matrices
AP = fA 2 Mn: 8i; j vi  vj ) Ai;j = 0g: (2)
1 The strict incidence algebra is related to the incidence algebra of [7]; specically, the strict incidence
algebra is the set of nilpotent matrices in the incidence algebra.
D.E. Fishkind /Discrete Mathematics 220 (2000) 75{88 77
Because every poset can be embedded in a linear extension [10] (that is, there is a
relabeling of the vertices w1; w2; : : : ; wn such that wi <wj ) i< j), we may assume
that the vertices are labeled so that all members of AP are strictly upper triangular.
One member of AP is the strict zeta matrix Z(P) dened by [Z(P)]ij:=1 if vi < vj,
and :=0 otherwise, for i; j = 1; 2; : : : ; n.
(While we have assumed that the elements of P have been indexed in a particular
way, this is only a convenience; the strict incidence algebra may be thought of as a
set of linear operators mapping the vector space freely generated by the elements of P
into itself. How the elements are indexed will not matter here; a member of the strict
incidence algebra of P under one indexing scheme is similar via a permutation matrix
to the same member under a dierent indexing scheme.)
Let A 2AP . Denote by Dk(A) the dimension of the nullspace of Ak , and denote by
D(A) the vector whose kth component is Dk(A).
For each k = 1; 2; : : : ; the Dilworth number dk(P), is dened to be the size of a
largest induced subposet of P having height no greater than k. For example, d1(P) is
the width of P (the size of P’s largest antichain). Denote by d(P) the vector whose
kth component is dk(P).
The following theorem was proved by Saks [8,9] and, independently, by Gansner
[3]. Inequalities between vectors are componentwise.
Theorem 1. For any poset P and all A 2 AP; d(P)6D(A). Furthermore; there is a
member of AP for which equality holds.
A natural question to ask is this: When does equality hold for A = Z(P) in
Theorem 1?
In Section 3 we provide a setting in which to examine this issue, and discuss
a popular model for random posets in Section 4. The main result of this paper is
Theorem 10 in which we give a partial, probabilistic answer to the question.
3. Poset similarity and canonical representatives
For poset P, dene ZAI(P) 2 AP by replacing the nonzero entries of Z(P) with
algebraically independent transcendentals. The algebraic independence of the entries
implies
rank ZkAI(P)>rank A
k for all A 2AP and all k>1: (3)
For our purposes it does not matter which specic algebraically independent tran-
scendentals are used in forming ZAI(P), since all choices yield matrices in the same
matrix-theoretic similarity class. (Two candidates for ZAI(P), say B and C, each has
only the eigenvalue 0 and (by (3)) rank Bk = rankCk for all k, and thus B and C are
similar.)
By (3), ZAI(P) is a matrix for which equality is attained in Theorem 1.
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We now introduce the notion of similarity between posets. We say posets P and Q
are similar if Z(P) is similar to Z(Q), and we say they are AI-similar if ZAI(P) is
similar to ZAI(Q).
Theorem 2. (a) The relation of similarity partitions the collection of posets into
equivalence classes; each class containing a disjoint union of chains; unique up to
relabeling.
(b) The relation of AI-similarity partitions the collection of posets into equivalence
classes; each class containing a disjoint union of chains; unique up to relabeling.
Proof. Two matrices are similar if and only if the Jordan matrices of their Jordan
canonical forms are the same (up to rearrangement of Jordan blocks). Thus, the simi-
larity (resp., AI-similarity) equivalence class to which a poset P belongs is determined
by the Jordan matrix of Z(P) (resp., of ZAI(P)). Note that the eigenvalues of Z(P)
and ZAI(P) are all zero (these matrices are strictly upper triangular), and thus all
eigenvalues of all Jordan blocks of Z(P) and ZAI(P) are zero.
Suppose Z(P) (resp., ZAI(P)) has Jordan blocks of sizes r1; r2; : : : ; rh. Consider the
poset Q consisting of a disjoint union of chains of lengths r1; r2; : : : ; rh. Both Z(Q)
and ZAI(Q) have a Jordan matrix whose Jordan blocks are of sizes r1; r2; : : : ; rh with
eigenvalues of 0. This is because a k  k strictly upper triangular matrix of ones and
a k k strictly upper triangular matrix of algebraically independent transcendentals are
each similar to (specically, have Jordan matrix consisting of) a k  k Jordan block
with eigenvalue 0, since in each case the index of nilpotence is k.
For poset P, denote by PS (resp., PAIS) the disjoint union of chains similar (resp.,
AI-similar) to P. We may think of PS (resp., PAIS) as the canonical representative for
the similarity class (resp., AI-similarity class) of P.
The following is a direct corollary of Theorem 1.
Theorem 3. Let P be a poset. Then d(P)6d(PS) and d(P) = d(PAIS).
Proof. If the poset Q is a disjoint union of chains of lengths r1; r2; : : : ; rh, then
the Jordan matrix of Z(Q) consists of Jordan blocks of sizes r1; r2; : : : ; rh with all
eigenvalues 0. The dimension of the nullspace of the kth power of Z(Q) is thusPh
i=1 minfk; rig, which is precisely the kth Dilworth number of Q. Because of this,
the similarity of P and PS , and Theorem 1, we have
d(P)6D(Z(P)) = D(Z(PS)) = d(PS): (4)
By an analogous argument, d(P) = d(PAIS).
It is clear from (4) that the question of when d(P) = d(PS) is equivalent to the
question of when equality holds in the inequality of Theorem 1 for A= Z(P).
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4. A random poset model
In [1], Brightwell surveys models of random partial orders. For disjoint sets
W1; W2; : : : ; Wl Brightwell denes O(W1; W2; : : : ; Wl) to be the class of partial order-
ings on the set
Sl
i=1Wi that satisfy:
1. If x 2 Wi; y 2 Wj; and x<y, then i< j and
2. If x 2 Wi; y 2 Wj; and i< j − 1, then x<y.
In other words, there are l ‘levels’ of elements (the sets Wi), and the elements of
any level form an antichain. We call levels Wi and Wi+1 adjacent for i=1; 2; : : : ; l−1,
and we call level Wi lower than level Wj if i< j. If two levels are not adjacent,
then every element in the lower level is less than every element in the higher level.
Elements on adjacent levels may be arbitrarily comparable provided that the lesser
element is in the lower level. The number of posets in O(W1; W2; : : : ; Wl) is thus 2M ,
where M =
Pl−1
i=1 jWij jWi+1j, and O(W1; W2; : : : ; Wl) is made into a probability space
by assigning uniform weight to each of its posets.
Since the specic nature of the sets Wi is not relevant, we refer to O(W1; W2; : : : ; Wl)
by O(s1; s2; : : : ; sl) where si:=jWij for all i.
Another model of random partial orders is the uniform model. For positive integer
n, Un is the set of all posets on an n element set, with each poset equally weighted.
Let f be any function with f(n) tending to innity as n!1. The following theorem
is due to Kleitman and Rothschild [5,2].
Theorem 4. The probability that a random poset P 2 Un is in O(s1; s2; s3) for some
s1; s2; s3 such that js2 − n=2j<f(n) and js1 − n=4j<f(n)
p
n tends to 1 as n!1.
We say that a sequence of real numbers s1; s2; : : : ; sl is unimodal if there is a (largest)
element sr such that s1; s2; : : : ; sr is nondecreasing and sr; sr+1; : : : ; sl is nonincreasing.
Informally, if s1; s2; : : : ; sl is unimodal then the posets in O(s1; s2; : : : ; sl) take on an
‘egg’ shape, and a violation of unimodality indicates a (local) ‘hourglass’ shape. For
a real sequence s1; s2 : : : ; sl with maximum element sr , dene
(s1; s2; : : : ; sl):=
X
i 6=r
si −
l−1X
i=1
minfsi; si+1g: (5)
Lemma 5. For a real sequence s1; s2; : : : ; sl we have (s1; s2; : : : ; sl)>0. Furthermore;
s1; s2; : : : ; sl is unimodal if and only if (s1; s2; : : : ; sl) = 0.
Proof. Let sr be a maximum element of the sequence. For i< r we have
si>minfsi; si+1g and for i>r we have si+1>minfsi; si+1g. The sequence is unimodal
if and only if equality holds for all l− 1 of these inequalities. Thus,
X
i 6=r
si =
r−1X
i=1
si +
l−1X
i=r
si+1>
r−1X
i=1
minfsi; si+1g+
l−1X
i=r
minfsi; si+1g (6)
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Fig. 1.  as an index of unimodality: an illustration.
with equality holding if and only if the sequence is unimodal, and the result now
follows.
Our quantity  can be viewed as a measure of magnitude of nonunimodality; the
inequality in (6) is the sum of l−1 inequalities, each of which fails to achieve equality
to the precise extent of a local violation of unimodality. This point is illustrated in
Example 6.
Example 6. Consider the poset whose level cardinalities are, from bottom to top, a
through f, where the magnitudes of these numbers are as illustrated in Fig. 1 (the
number of elements on a level is proportional to the number of dots drawn).
We have
(a; b; c; d; e; f) = [a+ b+ c + d+ f]− [a+ c + c + d+ f] = b− c;
a number that corresponds to the ‘indentation’ into the ‘egg shape’ of the poset.
For a real sequence s1; s2; : : : ; sl dene, for i=1; 2; : : : ; l, the indicator (i; s1; s2; : : : ; sl)
to be 1 if both (a) si−1>si and (b) there exists a j>1 such that si = si+1 =
si+2 =   = si+j−1<si+j (otherwise (i; s1; s2; : : : ; sl) is set equal to zero). Vacuously,
we have (1; s1; s2; : : : ; sl) = 0 and (l; s1; s2; : : : ; sl) = 0.
Dene
(s1; s2; : : : ; sl):=
lX
i=1
(i; s1; s2; : : : ; sl): (7)
It is clear that (s1; s2; : : : ; sl)>0 and that (s1; s2; : : : ; sl) = 0 if and only if the se-
quence s1; s2; : : : ; sl is unimodal. Loosely speaking, the quantity (s1; s2; : : : ; sl) counts
the number of occurrences of a local ‘hourglass’ shape in a poset from O(s1; s2; : : : ; sl);
the poset in Fig. 1 has (a; b; c; d; e; f) = 1.
Finally, we point out at this time that the sequence s1; s2; : : : ; sl satises the equation
(s1; s2; : : : ; sl)−(s1; s2; : : : ; sl)=0 if and only the following two conditions hold. (Let
sr be a maximum element of the sequence.)
1. If si > si+1 for some i + 16r, then si − si+1 = 1 and there exists an integer j> 1
such that si+1 = si+2 =   = si+j−1<si+j.
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2. If si < si+1 for some i>r, then si+1 − si = 1 and there exists an integer j>1 such
that si−j > si−j+1 = si−j+2 =   = si.
In particular, for positive integer m, if a sequence alternates between m and m+1 then
the sequence satises these two conditions.
5. Random binary matrices
To prove our main result (Theorem 10 in Section 6) we employ the following result
of Komlos [6].
Theorem 7. Let pn denote the probability of invertibility for a random n  n
matrix whose entries are f0; 1g-valued independent; identically distributed Bernoulli( 12 )
random variables. Then limn!1pn = 1.
Using Theorem 7, we next prove the following similar result.
Theorem 8. Let p0n denote the probability of invertibility for a random n  n
matrix whose entries are f0; 1g-valued independent; identically distributed Bernoulli( 12 )
random variables with the exception of the last column; where all of the entries are
always 1. Then we have limn!1p0n = 1.
For the remainder of this paper, we shorten the phrase ‘with probability tending
to 1 as n ! 1’ and the expression ‘with probability tending to 1 as min si ! 1’
to the abbreviated form ‘with probability tending to 1’. Also, it will be implicitly
understood in all relevant situations that when a nite number of events each occur
with probability tending to 1 then, by the subadditivity of the probability measure, they
collectively occur with probability tending to 1 regardless of dependencies that may be
present.
Proof of Theorem 8. Let Gn denote the set of n n f0; 1g-valued matrices whose last
column is all 1’s, and let Hn denote the set of all n  n f0; 1g-valued matrices. For
any A 2 Gn, we may partition A as
A=

BA 1n−1
vTA 1

where BA is (n − 1)  (n − 1), vTA is 1  (n − 1), and 1n−1 denotes an (n − 1)  1
vector of ones. By Theorem 7, BA is invertible with probability tending to 1. Dene
the function f : Gn !Hn−1 by f(A):=j1n−1vTA−BAj where j1n−1vTA−BAj denotes the
(n−1) (n−1) matrix whose (i; j)th entry is the absolute value of the (i; j)th entry of
1n−1vTA−BA, for 16i; j6n−1. Note that the random matrix j1n−1vTA−BAj is uniformly
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distributed over Hn−1 (since 2 the function f is onto and is also 2n−1-to-1) and thus,
by Theorem 7, is invertible with probability tending to 1. We now row-reduce the rst
n− 1 rows of A obtaining
In−1n−1 B−1A 1n−1
vTA 1

and then, completing the row-reduction, we get
In−1n−1 B−1A 1n−1
0Tn−1 1− vTAB−1A 1n−1

;
where 0n−1 is the (n−1)1 vector of zeros. It is clear that A is invertible precisely when
1−vTAB−1A 1n−1 6= 0, so we assume by way of contradiction that vTAB−1A 1n−1=1. Note that
1n−1vTA − BA is invertible with probability tending to 1 (since it is obtained by merely
changing the sign of some of the columns in j1n−1vTA − BAj), hence (1n−1vTA − BA)B−1A
is invertible. However,
(1n−1vTA − BA)B−1A 1n−1 = (vTAB−1A 1n−1)1n−1 − 1n−1 = 0n−1;
contradicting the invertibility of (1n−1vTA − BA)B−1A and establishing the result.
Remark 9. If the random matrix in the hypothesis of Theorem 8 has all of the entries
of its last column and rst row set to always be 1’s then the same conclusion of
Theorem 8 holds. This is proved in the same manner as the proof of Theorem 8 by
substituting 1Tn−1 for v
T
A and making some other minor adjustments.
6. The main result
Theorem 10 is our main result.
Theorem 10. For a xed integer l; the probability that a random poset P 2
O(s1; s2; : : : ; sl) satises
d1(PS)− d1(P) = (s1; s2; : : : ; sl)− (s1; s2; : : : ; sl)
tends to 1 as min si !1.
At the end of Section 4, we gave a combinatorial description of when (s1; s2; : : : ; sl)−
(s1; s2; : : : ; sl) = 0, under which, with probability tending to 1, equality will hold
for the strict zeta matrix in Theorem 1 (for the rst entry of the vectors there) by
Theorem 10.
It should be noted here that by Theorem 10 and the Kleitman{Rothschild Theorem
(Theorem 4), we have that almost all posets in the uniform model satisfy d1(PS) =
d1(P).
2 This can be easily veried by noting that for any C 2Hn−1 and any f0; 1g-valued vector vTA there is
exactly one f0; 1g-valued matrix BA such that f(A) = C.
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The following theorem, a special case of Theorem 10, will be proved rst, and will
be used in proving the general case.
Theorem 11. For a xed integer l; the probability that a random poset P 2
O(s1; s2; : : : ; sl) satises d1(P)=d1(PS) tends to 1 as min si !1 if we only consider
s1; s2; : : : ; sl that are unimodal (which is equivalent to (s1; s2; : : : ; sl) = 0 and
equivalent to (s1; s2; : : : ; sl) = 0).
Proof of Theorem 11. The matrix Z(P) has the following structure:
Z(P) =
2
66666664
0 A1 J    J
0 0 A2    J
...
...
...
...
0 0 0    Al−1
0 0 0    0
3
77777775
; (8)
where for each i, Ai is of size si  si+1 and indicates the relations between the ith
level of P and the (i + 1)th level, and J denotes a block of 1’s appropriately sized.
For i= 1; 2; : : : ; l− 1, Ai is (by Theorem 7) of full rank with probability tending to 1.
By Theorem 7 and the assumption that (s1; s2; : : : ; sl) = 0 we have, with probability
tending to 1,
rank (Z(P))>
l−1X
i=1
rank (Ai) =
l−1X
i=1
minfsi; si+1g=
lX
i=1
si −max
i
si: (9)
From the equalities in (4) we get
lX
i=1
si − rank (Z(P)) = D1(Z(P)) = d1(PS) (10)
and thus, by the denition of d1(P), by Theorem 3, and by (10) and (9), we have
with probability tending to 1
max
i
si6d1(P)6d1(PS) =
lX
i=1
si − rank (Z(P))6max
i
si: (11)
Thus, with probability tending to 1, d1(P) = d1(PS).
Lemma 12. For a xed integer l; the probability that a random poset
P 2 O(s1; s2; : : : ; sl) satises
rank (Z(P)) =
l−1X
i=1
minfsi; si+1g+ (s1; s2; : : : ; sl)
tends to 1 as min si !1.
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Proof of Lemma 12. The matrix Z(P) has the following structure:
Z(P) =
2
66666666664
0 A1 J J    J
0 0 A2 J    J
0 0 0 A3    J
...
...
...
...
...
0 0 0 0    Al−1
0 0 0 0    0
3
77777777775
;
where for each i, Ai is of size si si+1 and indicates the relations between the ith level
of P and the (i + 1)th level, and J denotes a block of ones appropriately sized. For
i = 1; 2; : : : ; l− 1, Ai is (by Theorem 7) of full rank with probability tending to 1.
We nd rank (Z(P)) by constructing a basis for the row space of Z(P). Let Z(P)
be partitioned as
Z(P) =
2
666664
R1
R2
...
Rl
3
777775;
where Ri is of size si
Pl
j=1 sj, for i=1; 2; : : : ; l. By Theorems 7 and 8 we have, with
probability tending to 1, that for i = 1; 2; : : : ; l− 1
rank Ri =
(
minfsi; si+1g if si6si+1 or i = l− 1;
minfsi; si+1g+ 1 if si > si+1 except when i = l− 1;
since (if i< l− 1) rank Ri is the rank of Ai with a column of 1’s appended. For i =
1; 2; : : : ; l, let R0i be the matrix Ri after a full row reduction. If rank Ri=minfsi; si+1g+1
then the last nonzero row of R0i (the minfsi; si+1g+1th row) has its rst
Pi+1
j=1 sj entries
all zeros and its last
Pl
j=i+2 sj entries all ones (we shall denote this row vector by
fi). Denote by M the matrix
M :=
2
666664
R01
R02
...
R0l
3
777775:
For now, let us assume si 6= si+1 for i=1; 2; : : : ; l−1. (This condition will be removed
later.)
Next, for i=1; 2; : : : ; l− 2, if si+1>si+2 and R0i has a row fi then replace this row
fi in R0i with a row of zeros. This will not aect the row space of M since fi is
already in the row space of R0i+1 with probability tending to 1 (since by Theorem 8
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the matrix
Ai+1 j 1si+1

contains 1Tsi+2+1 in its row space with probability tending to 1).
Consequently, for i=1; 2; : : : ; l−1, R0i has fi as a row if and only if si > si+1<si+2,
that is if and only if (i + 1; s1; s2; : : : ; sl) = 1. Hence the number of nonzero rows in
M is
l−1X
i=1
[minfsi; si+1g+ (i + 1; s1; s2; : : : ; sl)] =
l−1X
i=1
minfsi; si+1g+ (s1; s2; : : : ; sl):
(12)
We now only need show that the nonzero rows of M are linearly independent.
Suppose there is a nontrivial linear combination of nonzero rows of M that equal the
zero vector. Clearly such a combination must include a row vector fi for some i. In
particular, let i be the smallest such index. However, since si+1<si+2 (otherwise fi
would have been deleted), by Theorem 8, the matrix"
1Tsi+2
Ai+1
#
is of full row rank with probability tending to 1, contradicting the purported linear
dependence.
We have thus proved Lemma 12 under the assumption that si 6= si+1 for i = 1;
2; : : : ; l−1. This assumption may be removed in the following way. For i=1; 2; : : : ; l−2,
if si+1 = si+2 and R0i has a row fi then delete the row fi from R
0
i and add the row
fi+1 to R0i+1. Note that the row space of M is unchanged with probability tending to
1 (since by Theorem 8 and Remark 9 the matrices Ai+1 and"
1Tsi+2 1
Ai+1 1si+1
#
are both invertible with probability tending to 1, hence an appropriate linear combi-
nation of vectors from R0i+1 can be added to fi to obtain fi+1). After this proce-
dure we have a bijection between rows of the form fi in the nal M and indices j
such that (j+1; s1; s2; : : : ; sl) = 1, and then the previous arguments generalize so that
Lemma 12 is thus established in all cases.
Proof of Theorem 10. Recall that d1(P) is the width of P, and that an antichain in
P cannot have elements on nonadjacent levels. Now, if we restrict our attention to the
induced subposet of two particular adjacent levels, we get a poset trivially satisfying the
hypotheses of Theorem 11, and by (11) the width of this subposet is, with probability
tending to 1, the size of the larger level. Because there are a xed number of levels
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in P, we may thus conclude that as min si !1 we have
d1(P) = max
i
si (13)
with probability tending to 1.
Thus, by (10), 3 (13), Lemma 12, and the denition of  we have, with probability
tending to 1,
d1(PS)− d1(P) =
lX
i=1
si − rank (Z(P))−max
i
si
=
lX
i=1
si −
 
l−1X
i=1
minfsi; si+1g+ (s1; s2; : : : ; sl)
!
−max
i
si
= (s1; s2; : : : ; sl)− (s1; s2; : : : ; sl)
and the result is shown.
7. Similarity and AI-similarity
For a poset P, if d(P) 6= d(PS) then by Theorem 3 PS 6= PAIS. The implication is
that P and PS are similar but not AI similar, whereas P and PAIS are AI similar but
not similar. Theorem 10 guarantees the existence of such P, and Theorem 13 gives us
a way to explicitly construct such examples.
For posets P1 and P2 whose respective vertex sets V1 and V2 are disjoint, we dene
P1  P2 to be the poset on V1 [ V2 where for u 2 Vi and v 2 Vj we declare u6v if
and only if either i< j or both i = j and u6v in Pi.
Theorem 13. If neither P nor Q is a chain; then d1(P  Q) 6= d1((P  Q)S).
Proof. We rst note that
Z(P  Q) =
"
Z(P) J
0 Z(Q)
#
; (14)
where J is an appropriately sized matrix of ones. Because every poset can be embedded
in a linear extension [10], we may assume, without loss of generality, that both Z(P)
and Z(Q) are strictly upper triangular. Examining the outcome of a row reduction we
have
rank Z(P  Q) = rank Z(P) + rank Z(Q) + 1: (15)
By three applications of the equalities in (4), the following statements hold:
jPj − rank Z(P) = d1(PS); (16)
3 While (10) was stated in the proof of Theorem 11, note that (10) is independent of the hypotheses of
Theorem 11.
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jQj − rank Z(Q) = d1(QS); (17)
jPj+ jQj − rank Z(P  Q) = d1((P  Q)S): (18)
From (15){(18) it follows that
1 = d1(PS) + d1(QS)− d1((P  Q)S): (19)
By hypothesis we have
1<minfwidth (P);width (Q)g (20)
and thus
maxfwidth (P);width (Q)g<width (P) + width (Q)− 1: (21)
Recall that the rst Dilworth number of a poset is its width. Thus by (19),
Theorem 3, and (21) we have
d1((P  Q)S) = d1(PS) + d1(QS)− 1> d1(P) + d1(Q)− 1
>maxfd1(P); d1(Q)g= d1(P  Q)
and the result is established.
Much work remains to be done. We have only addressed when equality holds for one
inequality of Theorem 1 with the strict zeta matrix. Also, our main result (Theorem
10) is presented in the setting of a random poset model rather than deterministic
conditions, and the poset model we work with is somewhat structured. We hope this
work represents a rst step toward resolving when equality holds in Theorem 1 with
the zeta matrix for all components of the inequality and with deterministic conditions.
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