We establish an explicit error bound in the approximation of the size of a typical component in a subcritical Erdős-Rényi random graph by a Borel distribution. The proof includes the first development of Stein's method for Borel approximation. This bound is applied to give an explicit error bound in the Borel approximation of the number of elements in a typical cycle in the random transposition random walk. We also provide an explicit error bound for the geometric approximation of the length of the shortest path between two uniformly chosen vertices (conditional on the existence of such a path); the proof again uses Stein's method.
Introduction and main results
Consider the subcritical Erős-Rényi random graph G(n, λ/n) with n vertices, where each pair of vertices are connected by an edge independently with probability λ/n for some 0 < λ < 1. These n vertices are given the labels 1, . . . , n, where the ordering of these labels is arbitrary. Our main purpose here is to provide explicit error bounds and rates of convergence associated with two well-known limit theorems for this random graph model as n → ∞ with λ a constant. In particular, we will study the size of a typical component in G(n, λ/n), and the length of the shortest path between two typical (i.e., chosen uniformly at random) vertices.
Let C = C(n) denote the number of vertices in the same component as the vertex labelled 1. It is well known that asymptotically (i.e., as n → ∞) C converges to a Borel distribution with parameter λ; see, for example, [8] for a discussion of this and related results. We write that Z ∼ Borel(λ) has a Borel distribution with parameter λ if P(Z = j) = e −λj (λj) j−1 j! , for j = 1, 2, . . .. This asymptotic limit for C is a consequence of the locally tree-like behaviour of subcritical Erős-Rényi random graphs, made precise by the local weak convergence of G(n, λ/n) to the Galton-Watson tree with Poisson offspring distribution [6] . The asymptotic Galton-Watson structure is evident in Z ∼ Borel(λ), which satisfies
where ' d =' denotes equality in distribution, Z 1 , Z 2 , . . . are IID copies of Z, and ξ ∼ Po(λ) has a Poisson distribution with mean λ. Thus, Z represents the total progeny of a Galton-Watson process with Poisson offspring distribution. Our main theorem (Theorem 1.2 below) gives an explicit bound in the approximation of C by Z, thus explicitly quantifying the error in this aspect of the approximation of G(n, λ/n) by a Galton-Watson tree, without the use of local weak convergence for such sparse graphs.
The error bounds we give is in terms of the total variation distance, defined for any positive integer valued random variables C and Z by where N = {1, 2, . . .}, · is the supremum norm, and the infimum is taken over all couplings of the random variables (C, Z).
In proving Theorem 1.2, we will make use of the random variable L = L(n), defined to be the length (i.e., number of edges) of the shortest path between vertices 1 and 2, if these vertices are in the same component of the graph, and infinite otherwise. With high probability, L is infinite. Katzav et al [9] have shown that (L|L < ∞) is asymptotically geometrically distributed with mean 1/(1 − λ). We write Y ∼ Geom(1 − λ) if P(Y = j) = (1 − λ)λ j−1 for j = 1, 2, . . .. We complement the results of [9] by proving an explicit error bound (again in terms of total variation distance) in the geometric approximation of (L|L < ∞). We will prove the following. Theorem 1.1. Let L be the length of the shortest path between vertices 1 and 2 in G(n, λ/n) for 0 < λ < 1, with L = ∞ if no such path exists. Then
This result is of independent interest, but will also be used in our proof of our Theorem 1.2. The proof of Theorem 1.1 is given in Section 3 and makes use of Stein's method for geometric approximation; see [10] and [11] for an introduction to Stein's method applied in the context of geometric approximation, and [13] (and references therein) for an introduction to Stein's method more generally.
Our main result, giving error bounds in the Borel approximation of C, is also proved using Stein's method. The application of Stein's method for Borel approximation is new, and also represents one of the main contributions of our work. We use this framework to establish the following, our main result. Note that, throughout this work, log represents the natural logarithm. Theorem 1.2. Let C be the size of the component of G(n, λ/n) containing vertex 1. Assume that n ≥ 4 and that
Further, assume that λ < 2 − √ 3. Then
The proof of Theorem 1.2 is given in Section 4. Note that the restrictions on the permitted values of n in the statement of the theorem are not serious; they are there to ensure the validity of our analysis and do not impose any real restriction on our result. The condition that λ < 2 − √ 3 ≈ 0.27 is more restrictive, and comes as a result of the form of the Stein equation we use to establish this bound; we give further comments on this in Section 4. We conjecture that this restriction is an artefact of the proof only, and that the O log(n) n error bound of Theorem 1.2 continues to hold for all λ < 1. In Section 2, we will consider an application of our Theorem 1.2 to the random transposition random walk. Then, as already noted, Sections 3 and 4 are devoted to the proofs of Theorems 1.1 and 1.2, respectively. Finally, in Section 5 we derive an explicit error bound for the approximation of Z ∼ Borel(λ) by Y ∼ Geom(1 − λ). This error bound is small when λ is close to zero, and so (given the significantly simpler form of the geometric distribution compared to the Borel distribution) a geometric approximation for C may be a more practically useful one than the Borel approximation for small values of λ.
The random transposition random walk
In this section we discuss an application of our Theorem 1.2 to the random transposition random walk. Let (σ t : t ≥ 0) denote the continuous time random walk on the group of permutations of {1, . . . , n}, with σ 0 the identity element, and which proceeds as follows: at times given by the points of a rate 1 Poisson process, two elements of {1, . . . , n} are chosen uniformly at random (with replacement) and a transposition between these two elements is performed.
Let D t denote the number of transpositions needed to return σ t to the identity element. This is analysed by Berestycki and Durrett [4] (see also [3] ), who are motivated by a reversal random walk on the signed permutations of {1, . . . , n} used in genetics to model the relationship between the orders of genes in two different species. The random transposition case is simpler to analyse than the random reversal walk, though the qualitative behaviour is in many cases similar; see [4] .
With λ < 1, Berestycki and Durrett [4] show that, as n → ∞, D λn/2 /n converges in probability to E 1 − 1 Z , where Z ∼ Borel(λ). Their proof uses the representation D t = n − |σ t |, where |σ t | is number of cycles in the cycle decomposition of σ t . Note that the results of [4] also cover the critical case λ = 1 and the supercritical case λ > 1. We focus on the subcritical case λ < 1 since this is our setting of interest here. Note also that E 1 Z = 1 − λ 2 ; an elegant proof of this is given by Aldous and Pitman [1] using a representation of the mass function of Z in terms of its size-biased version (see the definition (4.1) below), which also yields many other similar formulae for the Borel distribution.
We complement the results of Berestycki and Durrett by deriving bounds in the Borel approximation of S, the size (i.e., number of elements) of the cycle containing 1 in the cycle decomposition of σ λn/2 for λ < 1.
In their analysis of the random transposition random walk, Berestycki and Durrett construct a time-evolving random graph with vertices {1, . . . , n} and initially with no edges at time t = 0. When a random transposition occurs between elements i and j, a corresponding edge is added to this graph (even if an edge is already present between i and j). Collapsing multiple edges into one at time t gives a random graph which is a realisation of the Erdős-Rényi random graph G(n, p) with p = 1 − exp{−2t/n 2 }. Let C ′ denote the size of the component containing vertex 1 in this random graph at time t = λn/2.
We use the triangle inequality to write
(2.1) Theorem 1.2 gives us that the final term of (2.1) is O log(n) n for λ < 2 − √ 3. It remains only to bound the other two terms on the right-hand side of (2.1).
We begin with the middle term on the right-hand side of (2.1). Noting that
we couple the random graphs G 1 = G(n, λ/n) and G 2 = G(n, 1 − exp{−λ/n}) so that (i) the edges present in G 2 are a subset of those present in G 1 , and (ii) the probability of any given edge being present in G 1 but not in G 2 is at most e 2 λ n 2 . Now, C and C ′ differ only if, for at least one vertex in the component containing 1 in G 2 , there is an edge with this vertex as an endpoint that is present in G 1 but not in G 2 . Since each vertex has fewer than n possible edges with that vertex as an endpoint, we thus have that
where the last inequality follows from the fact that
Finally, as noted by Berestycki and Durrett, the cycles of σ t evolve according to a coagulation-fragmentation process. When a transposition occurs between elements i and j in two different cycles, these cycles merge. If the chosen elements i and j belong to the same cycle, this cycle fragments into two pieces. Note that cycles of size x fragment at rate x(x − 1)/n 2 . The size of the cycle containing 1 in this coagulation-fragmentation model is dominated by the size of the component of the corresponding random graph containing vertex 1. The size of the cycle and the component may differ only if fragmentations occur up to time λn/2, and we may bound the probability of this by the expected number of fragmentations within C ′ elements of {1, . . . , n}. Arguing as in Lemma 4 of [4] , since such fragmentations occur at rate at most 1
where the final inequality again uses the above coupling of C and C ′ together with Lemma
Combining Theorem 1.2 with (2.1), (2.2) and (2.3), we have the following.
Theorem 2.1. Let S be the size of the cycle containing 1 in σ λn/2 , as defined above. Then
Note that, if desired, we may use the explicit bounds in Theorem 1.2, (2.2) and (2.3) to provide an explicit upper bound, not just a rate, for d T V (L(S), Borel(λ)).
Geometric approximation for shortest path lengths
We use this section to prove Theorem 1.1. Adapting the geometric approximation results of Peköz [10] to the case of geometric distributions supported on the positive (rather than non-negative) integers, we have that
where p n (λ) = P(L = 1|L < ∞). We have P(L = 1) = λ/n. From Appendix B of Katzav et al [9] , we also have that
Hence,
For the remaining term on the right-hand side of (3.1), we couple (L|1 < L < ∞) and (L + 1|L < ∞), and bound the probability that they are not equal. Choosing a pair of vertices uniformly at random (which we may label as 1 and 2), suppose we realise (L|1 < L < ∞), which gives us a shortest path (of length at least two) between these vertices. If more than one such shortest path exists, choose one uniformly. On this path, give the vertex adjacent to 2 the label 3 and consider the path we have constructed in our graph between vertices 1 and 3. This must be the shortest such path (since we started with the shortest path between vertices 1 and 2). This path between vertices 1 and 3 almost gives us a realisation of (L|L < ∞) (and thus the original path a realisation of (L + 1|L < ∞)), except that the vertex labelled 3 is chosen uniformly from all vertices different to 1 and 2, rather than from all vertices different to 1. If we are choosing a vertex uniformly from {2, . . . , n}, we choose vertex 2 with probability 1/(n − 1); otherwise we may assume that we have chosen the vertex we have labelled 3 and obtained the desired random variable (L + 1|L < ∞). Thus,
and hence,
.
, we combine this with a bound for d T V (Geom(p n (λ)), Geom(1 − λ)) and use the triangle inequality. To obtain a bound on this latter quantity, we may use a 'comparison of generators' approach analogous to that used by Goldstein and Reinert [7] , but with the Stein equation (and bounds on its solution) derived for geometric approximation by Peköz [10] . Such an argument gives us 
for any function f : N → R for which these expectations exist. We use the representation (1.1) to write a distributional equality for the size-biased version Z ⋆ , which we can then use to define an appropriate Stein equation to use as the basis of Stein's method for Borel approximation.
Let I be a Bernoulli random variable, independent of all else, with P(I = 1) = 1−P(I = 0) = λ. Noting that EZ = (1 − λ) −1 , we use results from Sections 2.2 and 2.4 of [2] on size biasing sums and random sums of random variables to obtain
. This motivates us to define the following Stein equation to compare W and Z: for each bounded h : N → R, we let f h : N → R be the solution of the equation
where q(i) = P(Z = i), and we define f h (1) = 0 for all h. Using this equation, we have that
where Z and W ⋆ are independent, and hence
From the distributional equality (4.2), it is clear that this upper bound is zero if W and Z are equal in distribution. We now establish that the solution f h to the equation (4.3) is bounded. This is done in Lemmas 4.1-4.3 below. We have defined f h (1) = 0, and for k ≥ 2 we write
where h Z (k) = (1 − λ) −1 (h(k) − E[h(Z)]), and which therefore satisfies
Since we have h Z ≤ (1 − λ) −1 for h with h ≤ 1, it follows that, for each such h and k ≥ 2,
We therefore bound f h by first bounding the coefficients a k,m .
Proof. Abel's well-known generalization of the binomial theorem (see Section 1.5 of [12] ) gives us that, for x > 0, j
Using continuity and taking limits as
where we define 0 0 = 1, which is easily seen to be equivalent to the desired result. for j ≥ 1.
Proof. Substituting the representation (4.6) into (4.7), we have that
a k+i,m q(i) , (4.10)
for each k ≥ 2. Comparing coefficients of h Z (k) on each side of (4.10) we have that a k,k = (k − 1) −1 , as required. Comparing coefficients of h Z (k + j) on each side of (4.10) for each j ≥ 1, we obtain
a k+i,k+j q(i) , (4.11) from which it follows that a k,k+1 = ρq(1) k−1 . This gives (4.9) in the case j = 1, which acts as the base case in the proof of (4.9) by induction on j. To that end, we assume that a k,k+l ≤ lλq(l) k−1 for each l < j, and prove (4.9) by noting that (4.11) combined with this inductive assumption gives us
where the final equality follows from Lemma 4.1. This establishes the required bound.
Proof. Combining (4.8) with Lemma 4.2, we have that, for each h with h ≤ 1 and each k ≥ 2,
, from which the required result follows.
Combining the bound of Lemma 4.3 with the representation (4.5), we have proved the following. Remark 4.5. The restriction that λ < 2 − √ 3 in the statement of Theorem 1.2 is a result of the Z appearing in the upper bound of Theorem 4.4, as will be apparent in the proof of our Borel approximation result for C. If we were to replace this Z with a copy of W independent of the W ⋆ appearing in the same term, we could remove this restriction on λ and obtain a bound of order O log(n) n valid for all λ < 1. We were, however, unable to accomplish this in a way that gave us a suitable Stein equation, and in particular one whose solution we could bound.
Proof of Theorem 1.2
We now use Theorem 4.4 to prove Theorem 1.2, giving a bound in the Borel approximation for C. We begin by considering the construction of its size-biased version, C ⋆ . Writing C = 1 + n j=2 I(vertex j is in the same component as vertex 1) , we use the exchangeability of these indicator random variables and rules for size biasing sums from Section 2 of [2] to obtain
where I ′ is a Bernoulli random variable, independent of all else above, such that P(I ′ = 1) = λ ′ and (again using results from Appendix B of [9] )
We use the representation (4.12) in conjunction with Theorem 4.4. In doing so, and noting that P(I ′ = 1) < P(I = 1), we couple the random variables I and I ′ such that P(I = I ′ = 1) = λ ′ < λ, P(I = I ′ = 0) = 1 − λ, and P(I = 1, I ′ = 0) = λ − λ ′ = λ/n. With this coupling, we use Theorem 4.4 to obtain
In order to proceed to bound this, we need to replace the Z ∼ Borel(λ) appearing on the right-hand side of the above with a copy of C independent of all else appearing above.
Using the triangle inequality,
This inequality is informative only if 2λ(1 − λ) −2 < 1, that is, if λ < 2 − √ 3. This is the cause of this restriction in our Theorem 1.2. Under this assumption, (4.13) gives
Now, define the Bernoulli random variables J j = I(L > j + 1|j < L < ∞) for j = 0, 1, 2, . . ., and the corresponding probabilities θ j = P(J j = 1) = P(L > j + 1|j < L < ∞) .
We also define Θ j = θ 0 · · · θ j−1 for j ≥ 1. Noting that we have Θ j = P(L > j|L < ∞) for each j, our Theorem 1.1 gives us the bound
for each j, where a(λ) = λ(2−λ+λ 2 ) (1−λ) 3 . We write (C|L < ∞) d = (1 − J 0 )(C|L = 1) + J 0 (C|1 < L < ∞). Using this representation, together with (4.12) and the fact that J 0 d = I ′ , we may bound
where C is a copy of C which is independent of the C and L with which it appears. Bounding λ ′ < λ and 1 − λ ′ < 1, this gives
where we define
for j = 0, 1, 2, . . . , n − 4.
To bound the first term on the right-hand side of (4.16), consider a realization of our random graph conditional on the presence of an edge between vertices 1 and 2, giving a realization of (C|L = 1). By deleting this edge between vertices 1 and 2, we obtain a realization of C + C as long as these two vertices are not connected by a different path in our random graph. Hence, using (3.2),
It remains now only to bound α 0 . To do this, we first consider a bound on a general α j which we may then apply inductively. Conditioning on the value of L, we may write
We couple the Bernoulli random variables J j and J j+1 so that P(J j = J j+1 = 1) = min{θ j , θ j+1 } ≤ θ j , P(J j = J j+1 = 0) = 1 − max{θ j , θ j+1 } ≤ 1, and P(J j = J j+1 ) = ǫ j , where ǫ j = |θ j+1 − θ j |. Using this coupling, we obtain α j ≤ d T V (L(C|L = j + 2), L( C + C|L = j + 1)) + θ j α j+1 + ǫ j .
(4.18)
To bound the first term on the right-hand side of (4.18), we proceed similarly to (4.17).
The event on which the random variables (C|L = j + 2) and ( C + C|L = j + 1) are different may be bounded by the union of the events that the vertex adjacent to 1 in the path between vertices 1 and 2 we have implicitly constructed is not connected to any of the remaining j + 2 vertices in this path. Hence,
and so
Applying this bound recursively, for any 0 ≤ m ≤ n − 4, we obtain
since α m+1 ≤ 1, where we define Θ 0 = 1. We choose
, (4.20) and note that the assumptions of our theorem guarantee that this is a valid choice. Using (4.15), straightforward analysis yields
Again using (4.15), and since m ≥ log(n−1)−log log(n)
− log(λ) − 2, we also have
It remains only to bound the middle term on the right-hand side of (4.19). Another application of (4.15) gives
Writing θ j = Θ j+1 /Θ j , (4.15) gives us that
as long as λ j − a(λ) n−1 > 0 for all j ≤ m + 1. Since λ j is decreasing in j and a(λ) < 1.3 for all 0 < λ < 2 − √ 3, it suffices to check that λ m+1 > 1.3 n−1 . To check this, let l = log(n−1)−log log(n) − log(λ) − 1 and note that λ m+1 ≥ λ l+1 = log(n) n−1 . Hence, the required condition holds as long as log(n) > 1.3, which is taken care of by the assumption that n ≥ 4. We then have that
where the final inequality follows from the fact that
. 
. We now apply the bound (4.20) and the fact that there is a constant γ < 6 such that for all 0 < λ < 2 − √ 3 we have b(λ) < γ, a(λ)/2λ < γ and (1 + λ)a(λ)/λ < γ.
Geometric approximation for the Borel distribution
Our main result in this section is the geometric approximation for the total progeny of a Galton-Watson process with mixed Poisson offspring distribution. For a positive random variable η, we will write N ∼ Po(η) to mean that N has the mixed Poisson distribution such that N|η ∼ Po(η) with probability 1. We will prove the following.
Theorem 5.1. Let T be the total progeny of a Galton-Watson branching process with offspring distribution N ∼ Po(λη), where 0 < λ < 1 and η is a positive random variable with Eη = 1. Then
We prove this result in Section 5.1 below. Before doing so, we note that in the case where η = 1 almost surely we have that T ∼ Borel(λ). Hence, we obtain the following corollary of Theorem 5.1 immediately.
Using the triangle inequality in conjunction with this and the bound of Theorem 1.2 yields an explicit bound in the approximation of C using a geometric distribution. Given that this geometric distribution has a significantly simpler form than the Borel distribution of Theorem 1.2, this geometric approximation may be preferable in practice, especially when λ is small.
Proof of Theorem 5.1
In order to prove Theorem 5.1, we use Stein's method for geometric approximation, employing the following variant of the Stein equation used by [5] and [11] , among others: For each h : N → R, we let g h : N → R be such that g h (1) = 0 and, for k ≥ 2, g h (k) solves the equation
where Y ∼ Geom(1 − λ). To see that (5.1) is a variant of a Stein equation commonly used in Stein's method for geometric approximation, we defineg h (k) = (1−λ)(k−1) k g h (k) and note thatg h satisfies h(k) − E[h(Y )] = kg h (k) − λ(k + 1)g h (k + 1) , which is the Stein equation employed in approximation by Y by [5] and [11] . Now, for h ≤ 1, Lemma 3 of [5] gives us that g h ≤ max{λ, 1 − λ} −1 . Hence,
for k ≥ 2, and so 
