This report describes a series of experiments involving expansion of a domain-specific human-generated "seed list" using available linguistic res ources. The resources used for the expansion are intended to be general purpose: two large-scal e Chinese-English dictionaries and a Chinese lexical knowledge base (HowNet). The me thodology involves three steps: (1) hand extraction of head words from each entry in t he human-generated seed list; (2) automatic comparison of these head words against ent ries in the linguistic resources-where an entry matches if the head word matches the e ntry exactly or is included in its the semantic definition; and (3) collection of any re sulting matching entries into a larger term list. The terms extracted by t his process were verified manually to confirm whether they were relevant to the topic of a specific
Introduction
This report describes a series of experiments involving expansion of a domain-specific human-generated term list using available linguistic resources. T he resources used for the expansion are intended to be general purpose: two large-scale Chines e-English dictionaries and a Chinese lexical knowledge base (HowNet). The me thodology involves three steps: (1) hand extraction of head words from each entry in t he human-generated seed set; (2) automatic comparison of these head words against entr ies in the linguistic resources-where an entry matches if the head word matches the entry exactly or is included in its the semantic definition; and (3) collection of any re sulting matching entries into a larger term list. The terms extracted by t his process were verified manually to confirm whether they were relevant to the topic of a specific domain.
An important contribution of this work is the finding that the use of a bi lingual term list for the expansion process does not provide a significant improvement over t he use of a simpler, more easily produced, monolingual term list. This finding is critical, given that our ultimate goal is to produce the "seed list" automatically f rom a monolingual input document-using automatic IR techniques rather than human labor-as part of a larger translation process. Our approach is to enhance existing general-pur pose lexicons using domain-specific knowledge that is automatically detected from t he words of the input document. Figure 1 shows our overall plan for domain-tuning a general bilingual l exicon. Implemented boxes are outlined in red. In the current phase of our pr oject (outside of the blue dashed lines), we assume the existence of a very small dom ain-specific foreignlanguage (FL) seed list, or a single large document from which such a seed list may be automatically extracted (possibly using monolingual or comparable corpora). We also assume the existence of a bilingual general lexicon to which we will ultimately apply the domain-tuning technique.
In the next phase of this project (inside the blue dashed lines), we will build the domaintuning module consisting of three components: (1) retrieval of a larg e set of monolingual (Chinese) documents using different combinations of the expanded domain-spe cific terms as a query; (2) application of a clustering algorithm to the retrieved monolingual document set; (3) reordering of English translations in each Chines e-English entry of our The first paper (to our knowledge) in which automatic domain-specific tuning of lexicons was implemented was that of Resnik and Melamed (1997) . However, this work presupposes the existence of a very large parallel text (bitext ) in the source and target language. More recent work (Chang et al., 2002 ) makes use of an e xisting (large) resource of pre-established domain tags-the Far East Dictionary-a nd is strictly monolingual in its application (enhancing WordNet entries with domain-s pecific tags).
In our approach, we produce a domain-tuned lexicon based on a bilingual le xicon and other monolingual or comparable corpora -but not necessarily parallel corpora. Although we are currently investigating the Chinese-English language pair only, we expect the techniques described herein to be applicable to other language pairs, provided there exists a general bilingual dictionary for those pairs.
In the next section, we describe the linguistic resources used in this phase of the project. Following this, we outline the techniques used in the term expansion proc ess. Finally, we provide experimental results, an analysis, and a discussion of the res ults.
Linguistic Resources
It is frequently the case that general-purpose linguistic resourc es are more accessible than domain-specific lexicons. It is natural for us to make use of thes e available linguistic resources while gathering domain-specific data that can be used for lexicon tuning-e.g., prioritizing the translations of foreign-language terms accordin g to their relevance to a particular domain. Our current goal is to expand a human-generated "se ed list" of domain-specific terms through a comparison of head words against gene ral-purpose Chinese-English dictionaries; ultimately, the expanded list wil l be used for document retrieval, clustering, and prioritization of English translations in each Chinese-English entry.
In our experiments, the general-purpose linguistic resources inc lude two large-scale Chinese-English dictionaries and one Chinese lexical knowledge bas e with English translations. Figure 2 shows the characteristics of each resourc e. The first dictionary, CETA1, is the original Optilex dictionary obtained from MRM corpor ation. The second dictionary, CETA2, is the UMD parsed version of CETA1, but with addi tional usages. An example of the distinction between CETA1 and CETA2 is that CE TA2 includes more lexical variants, such as "syndicalism," and "syndicalist", where CETA1 contains "syndicalism". In addition, CETA2 omits the grammatical catego ries and Chinese codes from the original dictionary; since these were not relevant to our study, we take CETA2 to be the more comprehensive dictionary. The third resource is HowNet, The human-generated domain-specific "seed list" contains 126 Chine se-English word pairs (file name: ChemWeaponsTermList.txt). Some terms in this list are inordinately long and essentially phrases unto themselves. Consider the following examples:
There are 17 terms (13.5% of the human-generated seed list) that a re longer than 10 Chinese characters (phrases in English translation are slightly shorter). Among the other terms, 46 (36.5%) are names of special chemical products that have 4 or more Chinese are listed. This resource was used for Chinese-Eng lish MT in a previous project (Dorr et al., 2002) , but without the domain-specific lexicon tuning that we are investigating for the current project.
characters. If we were to apply an exact match algorithm , half of the terms in this "seed list" would not be found in our linguistic resources and our resulti ng list would not be complete enough to serve as a query set for our domain-many relevant texts w ould not be found in later document-retrieval experiments. Thus, our goal is to perform term expansion such that the overall recall is increased, but without signi ficantly reducing precision.
Expansion Process
We now describe how we expanded the 126-entry seed list. Our approach is to add similar terms to the list using the following two techniques: (1) Match head words extracted from the original list; (2) Match semantic definit ions of these head words. We refer to the former as head-word matching and the latter as semantic matching . If a term occurring in our general-purpose dictionaries matches a head word or a semantic definition associated with a head word, it will be added to the expande d set. Figure 3 illustrates the entire process of term expansion using the resourc es listed in Section 2. Once the expanded term list is generated, a manual check is applie d. A "duplicate check" is applied during each matching process, i.e., extracted terms are compared to the terms in the existing term set (and its current expansion) so that duplic ates are not added.
Results of Experiments and Analysis
As mentioned above, the three linguistic resources used for our exper iments are CETA1, CETA2, and HowNet. We apply a word-matching process to the two CET A dictionaries and we use two types of matching on the HowNet database. Four expa nded lists are produced by this process. Following the expansion, we conducted a manual che ck, thus producing a set of "purified results," i.e., those terms that are judged to be in the domain of interest. Two additional sets of terms are described below. Figure 4 displays 
Figure 4: Results of Experiments
Note that when terms are extracted, further "translation me rging" is required, since it is often the case that a Chinese term occurs with more than one Eng lish translation in our resources. In such cases, the lines are automatically merged prior to matching.
Discussion
During expansion, we observed two interesting phenomena. First, using the English head-word for matching in the CETA* experiment introduces a signifi cant quantity of noise in the extracted result. Second, manual deletion of irrelevant definitions-9 "seed list" heads-results in a 50% noise reduction between the two HowNet experiments involving matching of semantic definitions.
The first phenomenon is illustrated in Figure 5 . Observe that there is an increase of more than 1,000 terms-22.3%-in the Chinese-English case (CETA2*) over the Chine se-only case (CETA2). However, most of these terms are relevant to t he domain. Only 150 terms in the additional 1000 are suitable (3.4% more than CETA2). If we use only the Chinese head word, the precision increases from .6 (CETA2*) to .8 (CETA2) wi th only a slight drop in recall (.03). Given that the drop is so small, only the Chinese head word is used in the other experiments (CETA1 and HowNet). Comparison of expansion for CETA2 and CETA2*: Column 1 refers to t he number of entries found in CETA2 (Chinese only) and Column 2 refers to the num ber of entries found in CETA2* (Chinese and English). Although the unpurified CETA2* expans ion is 22.3% higher than the unpurified CETA2 expansion, the purified CETA2* expa nsion is only 3.4% higher than the purified CETA2 expansion. This result indicates that the use of English in the matching has a very low return for a significant incre ase in noise.
As for the second phenomenon, we found that semantic matching in our How Net experiments gave rise to a significant amount of noise due to Chine se-English "translation fanout." The semantic matching process is based on a compar ison between semantic definitions in HowNet, where each semantic definition is indicated by a "DEF=" s ymbol followed by a English|Chinese pair, such as
. Because of the pairing of English and Chinese as a part of the semantic definition, the lexical entries in HowNet exhibit what has become k nown as "translation fanout" in standard bilingual lexicons. The ambiguity introduced by this fanout gives rise to the extraction of many irrelevant ent ries in the expansion process. relevant to the domain. Finally, words with inappropriate format contai n formatting errors. The reason these terms occurred in our original result set is that we employed a "relaxed matching" procedure that allowed for phrasal matching acros s certain (potentially erroneous) terms.
Category
Amount (total 227)
Examples
Proper noun 20 
Conclusions and Future Research
This report describes the process and results of experiments involving domain-specific term expansion. Given a set of human-generated head words as a "s eed list", we applied two expansion methods, head-word matching and semantic matching, to ext ract those relevant terms from available Chinese-English dictionaries. We then checked the expanded list by hand. An important contribution of this work is the finding that the use of a bilingual term list for the expansion process does not provide a significant improvement over the use of a simpler, more easily extracted, monoli ngual term list.
Our next step is to use the expanded list for further research in determining the optimal prioritization of English translations in each Chinese-English entr y. We will also use the list to retrieve documents relevant to the domain for clustering and additional domaintuning of our lexicons. Finally, our ultimate goal is to produce a "se ed list" automatically using IR techniques based on terms in a document that is to be transl ated from Chinese to English. We believe the experiments reported herein are the firs t step toward processing the resulting list, once it is extracted; that is, we intend to a pply iterative bootstrapping, generating the "seed list" automatically-and then using the t echniques described in this document for expansion and further information retrieval of documents that can assist us in domain-tuning our lexicons.
