The factorization problem of the multi-component 2D Toda hierarchy is used to analyze the dispersionless limit of this hierarchy. A dispersive version of the Whitham hierarchy defined in terms of scalar Lax and Orlov-Schulman operators is introduced and the corresponding additional symmetries and string equations are discussed. Then, it is shown how KP and Toda pictures of the dispersionless Whitham hierarchy emerge in the dispersionless limit. Moreover, the additional symmetries and string equations for the dispersive Whitham hierarchy are studied in this limit.
Introduction
In [1] the theory of the multi-component Toda hierarchy [2] was analyzed from the point of view of a factorization problem g = W −1W (1) in an infinite-dimensional group and a natural formulation of the additional symmetries and the string equations of the hierarchy was given. In the present work we use this formulation to study the dispersionless limit of the solutions of (1) . As it is known in the theory of random matrix models [3] - [5] , the study the large N limit can be performed in terms of the dispersionless limit of the string equations satisfied by the solution of the underlying integrable system. Notice that in recent years the formalism of string equations [6] for dispersionless integrable systems [7] has been much developed [8] . Our present work is motivated by the applications of multi-component integrable hierarchies [2, 9] to the study of the large N limit of the two-matrix model [10] - [13] , as well as models of random matrices with external source and non-intersecting Brownian motions [14] - [19] . A common feature of these models is that they have an associated family of multiple orthogonal polynomials which is in turn characterized by a matrix Riemann-Hilbert (MRH) problem which is a basic ingredient to analyze the large N limit [19] - [22] . On the other hand, MRH problems also provide solutions of reductions of multi-component integrable hierarchies of KP or Toda type. These reductions correspond to solutions of factorization problems (1) constrained by certain types of string equations.
In our analysis we introduce matrix wave functions and scalar Lax and Orlov-Schulman operators [23] associated to the solutions of (1) . We prove that the rows of the matrix wave functions satisfy auxiliary linear systems involving the scalar Lax operators, which constitute the dispersive versions of the genus zero dispersionless Whitham hierarchies [24] . In order to study the dispersionless limit, we assume the TakasakiTakebe quasi-classical ansatz [25, 26] for the rows of the matrix wave functions. Thus, we prove that in the dispersionless limit the auxiliary linear systems reduce to systems of Hamilton-Jacobi equations that are shown to be equivalent to the dispersionless Whitham hierarchies. In particular, two natural pictures (KP and Toda types) of the dispersionless Whitham hierarchies emerge in our analysis. An important advantage of our approach is that it yields a natural method for characterizing string equations and additional symmetries in the dispersionless limit. In particular, we characterize the dispersive analogues of the soluble string equations discussed in [27] .
The layout of the paper is as follows. In §1.1 we present a summary of the relevant parts of [1] needed in the subsequent analysis. Then, in §2 we discuss the dispersive Whitham hierarchies. We introduce a set of scalar Lax and Orlov-Schulman operators, and vector wave functions to deduce the corresponding auxiliary linear systems, as well as additional symmetries and string equations of dispersive type. Finally, in §3 we discuss the aforementioned dispersionless limits. We find the Hamilton-Jacobi type equations, and then derive the KP and Toda pictures of the dispersionless Whitham hierarchy. We conclude the paper by considering the dispersionless counterparts of dispersive string equations.
Reminder
As in our previous work [1] we only consider formal series expansions in the Lie group theoretic set up without any assumption on their convergency. Let us remind some notations and results from [1] . Given Lie algebras g 1 ⊂ g 2 , and X, Y ∈ g 2 then X = Y + g 1 means X − Y ∈ g 1 . For any Lie groups G 1 ⊂ G 2 and a, b ∈ G 2 then a = G 2 · b stands for a · b −1 ∈ G 2 . Let M N (C) denote the associative algebra of complex N × N complex matrices we will consider the linear space of sequences f : Z → M N (C). The shift operator Λ acts on these sequences as (Λf )(n) := f (n + 1). A sequence X : Z → M N (C) acts by left multiplication in this space of sequences, and therefore we may consider operators of the type
and extending it linearly we have that the set g of Laurent series in Λ is an associative algebra, which under the standard commutator is a Lie algebra.
This Lie algebra has the following important splitting
where
are Lie subalgebras of g with trivial intersection. The group of linear invertible elements in g will be denoted by G and has g as its Lie algebra, then the splitting (2) leads us to consider the following factorization of g ∈ G g = g
where G ± have g ± as their Lie algebras. Explicitly, G + is the set of invertible linear operators of the form j≥0 g j (n)Λ j ; while G − is the set of invertible linear operators of the form 1 + j<0 g j (n)Λ j .
Now we introduce two sets of indexes, S = {1, . . . , N } andS = {1, . . . ,N }, of the same cardinality N . In what follows we will use letters k, l andk,l to denote elements in S andS, respectively. Furthermore, we will use letters a, b, c to denote elements in S := S ∪S.
We define the following operators
where s a ∈ Z, t ja ∈ C are deformation parameters, that in the sequel will play the role of discrete and continuous times, respectively. Given an element g ∈ G and a set of deformation parameters s = (s a ) a∈S , t = (t ja ) a∈S,j∈N we will consider the factorization problem
and will confine ourselves to the zero charge sector |s| := a∈S s a = 0. We define the dressing or Sato operators W,W as follows
so that the factorization problem in G reads
Observe that S,S have expansions of the form
The Lax operators L,L, C kk ,C kk ∈ g are defined by
and have the following expansions
Now we introduce some further notation 1.
, for a = S and j = 1, 2, . . .
2.
Given K = (a, b) the basic charge preserving shift operators T K are defined as follows
We define the Orlov-Schulman operators [23] for the multi-component 2D Toda hierarchy by
One proves at once that
• The Orlov-Schulman operators satisfy the following commutation relations
• The following expansions hold
(15)
Additional symmetries
Suppose that the operator g in (8) depends on an additional parameter b ∈ C. Then, the basic objects of the multi-component Toda hierarchy inherit a dependence on b . For convenience and for the time being we use the following equivalent factorization problem
Observe that
Now, let us suppose that h andh satisfy
then from (17)we get
Hence it follows that Proposition 1. Given a dependence on an additional parameter b according to (16) , (18) and (19) then
The dressing operators W andW satisfy
∂ b W = −H − · W, ∂ bW = H + ·W ,
The Lax and Orlov-Schulman operators satisfy
A key observation is Proposition 2. Given operators R,R ∈ g satisfying R · g =R and such that
Then R =R = 0
Wave functions
The wave functions of the multi-component 2D Toda hierarchy are defined by
Note that Λχ = zχ. The following asymptotic expansions are a consequence of (9)
Proposition 3.
Given operators of the form
with complex-valued scalar coefficients, we have
where (ψ)
Given operators
PkC kk , Pk := i≥0,j∈Z
Proof.
1. It is easy to find from (10) and (15) that
Now observe that the action of
Thus, the formulae
hold.
It is a consequence of the identities
M i1 L j1 M i2 L j2 = M i1 (M + j 1 ) i2 L j1+j2 , M i1Lj1M i2Lj2 =M i1 (M + j 1 ) i2Lj1+j2 , z j2 z d dz i2 z j1 z d dz i1 = z j1+j2 z d dz + j 1 i2 z d dz i1 , for any i 1 , i 2 ≥ 0 and j 1 , j 2 ∈ Z. Therefore,(ψ)← −−−−−−− − z d dz i1 z j1 ← −−−−−−− − z d dz i2 z j2 = (ψ) ← −−−−−−−−−−−−−−−−−−−− − z d dz i1 z d dz + j 1 i2 z j1+j2 = M i1 L j1 M i2 L j2 (ψ).
The dispersive Whitham hierarchies
As we will see certain families of equations of the multi-component 2D Toda hierarchy, associated with any given row of the dressing operators, become the Whitham hierarchies under appropriate dispersionless limits. Consequently, these families will be referred to as the dispersive Whitham hierarchies. For simplicity and without loss of generality, we will work with the first row of the dressing operators. It will be useful to introduce the following shift operators
where for the cases a = 1 and a =1, the index a 0 stands for any fixed elements in S − {1} andS − {1}, respectively. These two types of shift operators, that we refer as bared and unbared, lead to two algebras of shift operators, and also to two different families of Hamilton-Jacobi equations, see (47) and (48). We also define the scalar dressing operators
where ϕ i ,φ i are the matrix coefficients of (9). Thus, we may now introduce the associated scalar Lax operators
Similarly, we define the corresponding scalar Orlov-Schulman operators by
From the identities
Proof. These formulae follow from
and the fact that there are expansions of the form
We further introduce the vector wave functions
Proposition 5. We have the identities
Proof. From the definitions (4),(5) and (7)
together with Proposition 3 imply the result.
Auxiliary linear systems
Our next analysis uses the following complex algebras
and their subalgebras
We will denote by (T a,+ , T a,< , T a,> , T a,≤ , T a,≥ ) the projections of an operator T a induced by the corresponding splittings.
The following important result links the operators (M k , L k ) with the operators (M, L) . Here the splittings for each shift algebra t a ort a are those indicated by (38) and (39), Proposition 6. The following relations hold
Proof. See Appendix B.
If we set F (x, y) = y j in Proposition 6 and recall that
The following scalar linear systems hold
The linear system (42) determines a set of commuting flows for (W,W ) which, as we will show in the next Section, leads to the Whitham hierarchy in the dispersionless limit. For that reason this system will be referred to as the dispersive Whitham hierarchy of flows.
Additional symmetries and string equations
Using Proposition 1 we deduce the following results on the additional symmetries Proposition 7. Given an additional symmetry
then we have
Proof. From (43) we get
Now, from Propositions 5 and 6 we conclude that
and the result follows.
As a consequence we have Proposition 8. If the string equation
is satisfied, then
for all a ∈ S.
Proof. The string equations (44) imply the invariance conditions
Now, recalling Proposition 7 we get the desired result.
The dispersionless limit
We consider here the dispersionless limit of the multi-component 2D Toda hierarchy. For that aim we use the vector wave functions (35) at a given fixed value n 0 of the discrete variable n. Thus, from Theorem 1 the following auxiliary linear system follows
Let us now introduce slow variables by
where ǫ is a small real parameter and s sl,a are assumed to be continuous variables. For the sake of simplicity, we will henceforth denote by (t ja , s a ) these slow variables. Moreover, we assume that the wave functions have the quasi-classical form
with
From these expressions we deduce that as ǫ → 0
As a consequence the coefficients in the operators L a ,L a are Taylor series in ǫ while those of the Orlov-Schulman operators M a ,M a have at most a simple pole in ǫ = 0. We introduce some new variables σ a := s a , a = 1,
The zero charge condition implies that σ 1 = σ1 = 0. Then, we define
Notice that Proposition 9. In the limit ǫ → 0 we have that
Hamilton-Jacobi equations and dispersionless Whitham hierarchies
As ǫ → 0 it follows that
where P ja andP ja are polynomials
Hence, as ǫ → 0 we get from (46) the following Hamilton-Jacobi type equations Proposition 10. The following equations holds
Next we show how these equations lead tot he two pictures of the Whitham hierarchy described in the Appendix A.
KP and Toda dispersionless limits from the Hamilton-Jacobi equations
From the basic equation
we get the important formula
Where q a is an appropriate function defined in terms of derivatives of the leading coefficient of ϕ 1,11 . Observe that a family of equations as (49) only occurs for the time t 11 and not for the times t 1a with a = 1. This is a consequence of the fact that we have chosen the first row in the matrix wave functions, and we are dealing with the shifts of type T a .
The KP-picture dispersionless limit 
The next Proposition exhibits the asymptotic form of these functions
Proposition 11. The dispersionless Lax and Orlov-Schulman functions satisfy
Proof. Particular cases of (36) are
which together with (29) and (33) imply z sg a = e ∂ l S1,0 +ℓ 1,0 + ℓ 1,−1 e −∂ l S1,0 +ℓ 1,−2 e −2∂ l S1,0 + · · · , a = 1 ℓ a,1 e ∂aSa,0 +ℓ a,0 + ℓ a,−1 e −∂aSa,0 +ℓ a,−2 e −2∂aSa,0 + · · · , a = 1,
and the evaluation at z = z a gives the desired result.
Therefore for a = 1 we have
Then we have that 
Hence, we deduce
Proposition 12. The dispersionless Lax and Orlov-Schulman functions in the Toda-picture dispersionless limit satisfy
Proof. Proceed as in the proof of Proposition 11 and use (50).
As in the KP case we get now
Hence we have that An alternative Toda-picture dispersionless limit From the basic equation
we deduce
for some functions r a . Hence, e∂ aSb,0 = e∂
Now, we take a 0 = 1 and define
Definition 3. The dispersionless Lax functions z a are defined by the implicit relation
while the dispersionless Orlov-Schulman functions are defined by
Proposition 13. The dispersionless Lax and Orlov-Schulman functions are of the following form
Proof. Particular cases of (36) arē
which together with (29) and (33) imply
and the evaluation of these expressions at z = z a gives the result.
Therefore,
In this way we have
As we will show at the end of this section the functions S b,0 determine a solution of the zero-genus Whitham hierarchy with 2N punctures in the Toda picture.
The dispersionless limits of the string equations
Let us consider operators of the form
In order to formulate their dispersionless limits it is convenient to assume that the coefficients satisfy as ǫ → 0 that
Recalling (36) and observing that
Hence,
We define
Moreover,
Alternative Toda.
In particular
Proof. The formulae follow from the identity (Ψ a )
f aj e j∂a Sa,0+O(ǫ) Ψ a .
As a consequence
Proposition 15. If the string equations (44) hold, their corresponding dispersionless limits
are satisfied.
Proof. It follows from Proposition 8.
These dispersionless string equations are of the type considered in [8] for the dispersionless Whitham hierarchy. Moreover, given a decomposition S = I ∪ J into two disjoint subsets, we may take
The corresponding dispersive string equations are
For positive integers ℓ a the dispersionless limits of these dispersive string equations describe the algebraic orbits of the genus 0 Whitham hierarchy [24] . The first of these dispersive string equations gives the multigraded reduction as discussed in [1] . We return to the equivalence of the alternative Toda and Toda pictures. First we notice that within alternative Toda picture we have Laurent expansions in Z a
The functions Z j a are singular at p = −ρ a and lim p→∞ Z j a = 1, thus the linear combinations of factors Z j a − 1 which appear in the construction of the Ω ja , lead to singular functions in p = −ρ a normalized to 0 at infinity. Hence, if we express z a as Laurent series in ζ a , the function Ω ja is just the singular part corresponding to the projection to power series in ζ a with non constant term. Thus, we recover the Toda picture of the genus 0 Whitham hierarchy (see Appendix A).
Given operators P a and Q a as in Proposition 3 we get for the commutator
so that for the KP picture we find
while for the Toda picture we have
Thus,
Appendix A: Whitham hierarchies in the zero genus case 
where p(Q a ) = q a with q 1 = ∞. In general the points of the phase space M 0 are characterized by an infinite number of parameters w := (w i ) of the set (q a , ℓ a,n ). However, under appropriate reduction conditions on the form of Γ only a finite number of these parameters are independent and constitute a coordinate system for M 0 .
Example: Algebraic orbits
If we restrict to zero-genus Riemann surfaces Γ of the form
we may take Q a = (λ a , p a ) = (∞, q a ) (a = 1, . . . , q), with corresponding local coordinates given by
The function p(λ, p) = p is meromorphic on Γ and the local coordinates have asymptotic expansions of the form (52). In this case the points of the phase space M 0 are characterized by the parameters
The Whitham flows w(t) = (w i (t)) are introduced through sets Ω := {Ω A (w, p)} of functions, with meromorphic differentials ∂ p Ω A (w, p) d p, which satisfy the conditions:
1. One of the functions Ω A0 is independent of the data w.
2. There exist local functions S a (t, z a ) around the punctures satisfying
Here ∂ A := ∂/∂t A and t denotes the set of flow parameters t A .
The first condition only demands to include a function of the form Ω(p) in Ω. On the other hand, it is obvious that the second condition is satisfied if and only if the following Zakharov-Shabat equations are satisfied
where ∂ t := i ∂ t w i ∂ wi for t = t A , t B , and { , } denotes the Poisson bracket
We may write (54) as
and by equating the coefficients of d p ∧ d x in both members of (57) yields
Moreover, if we identify the coefficients of d p ∧ d t A and d x ∧ d t A in (57) we get
so that taking (58) into account we deduce the system of Lax equations
As it was shown in [?]- [27] important classes of solutions of the zero-genus Whitham hierarchy can be obtained from systems of canonical pairs of constrains (string equations) of the form P 1 (z 1 , m 1 ) = P 2 (z 2 , m 2 ) = · · · = P N (z N , m N ), Q 1 (z 1 , m 1 ) = Q 2 (z 2 , m 2 ) = · · · = Q N (z N , m N ),
where (P a , Q a ) are N pairs of canonically conjugate functions {P a (p, x), Q a (p, q)} = ω(p).
In particular this type of methods applies for finding solutions for algebraic orbits. Indeed these solutions are associated to string equations generated by P a (p, x) = p na , Q a (p, x) = x n a p na−1 + f a (p).
The KP picture 
Here (·) (a,+) stand for the projectors on the subspaces generated by {p n } ∞ n=0 (case a = 1) and {(p − q a ) −n } ∞ n=1
(cases a ≥ 2). In this case A 0 = (1, 1), x = t 1,1 , Ω A0 = p, and the Poisson bracket is given by
The functions Ω A satisfy the compatibility conditions (55) so that there exist functions S a such that
The Toda picture 
Proof of Proposition 6. The proof of these results relies on the previous Lemma 1 and Propositions 2, 5. Let us go into details. We first consider (40). From (66) we find for k = 1
so that, as we prove in Proposition 5, we deduce
and from (8) and (66) we get
so that Proposition 2 implies the first formula en (40). Now, from (70) we get for k = 1
Hence Proposition 5 ensures that
and from (70) we deduce
In this way, Proposition 2 leads to the last formula in (40). The proof of (41) follows similarly.
