Graph coloring-also known as vertex coloring-considers the problem of assigning colors to the nodes of a graph such that adjacent nodes do not share the same color. The optimization version of the problem concerns the minimization of the number of colors used. In this paper we deal with the problem of finding valid graphs colorings in a distributed way, that is, by means of an algorithm that only uses local information for deciding the color of the nodes. The algorithm proposed in this paper is inspired by the calling behavior of Japanese tree frogs. Male frogs use their calls to attract females. Interestingly, groups of males that are located near each other desynchronize their calls. This is because female frogs are only able to correctly localize male frogs when their calls are not too close in time. The proposed algorithm makes use of this desynchronization behavior for the assignment of different colors to neighboring nodes. We experimentally show that our algorithm is very competitive with the current state of the art, using different sets of problem instances and comparing to one of the most competitive algorithms from the literature.
Simple graph topology (composed of three inner triangles and one outer triangle). (a) shows an optimal 3-coloring, while (b) shows a sub-optimal 6-coloring. Distributed algorithms provide most often a 6-colored solution, because global knowledge is necessary for capturing the graph structure found. This number is called the chromatic number of graph G and is denoted by χ(G). The GCP is quite generic. Practical applications originate especially from problems that can be modeled by networks and graphs; for example, communication networks. Several tasks in modern wireless ad-hoc networks, such as sensor networks, are related to graph coloring. Examples include TDMA slot assignment (Herman and Tixeuil 2004) , detection of mobile objects and reduction of signaling actuators (Zhang et al. 2005) , distributed MAC layer management (Guo et al. 2001) , energy-efficient coverage (Cardei et al. 2002) , delay efficient sleep scheduling (Lu et al. 2005) or wakeup scheduling (Keshavarzian et al. 2006 ). Due to the distributed nature of these networks, algorithms for solving problems related to graph coloring are generally also required to be distributed (Lynch 2009 ). Such algorithms make an exclusive use of local information for deciding the color of the nodes, that is, they are characterized by the absence of any central control mechanism. The goal of this paper is to devise an algorithm for generating valid colorings in a distributed manner.
The distributed conception of an algorithm is generally beneficial for its scalability. Moreover, in comparison to centralized approaches, it is generally much easier to adapt a distributed algorithm to dynamic changes during execution. Unfortunately, the exclusive use of local information is often not sufficient to completely capture the internal structure of certain graphs or networks. The following example helps to illustrate the tradeoff between generating colorings from a local and a global perspective. Figure 1 shows a graph that has been constructed using four different triangles, that is, complete graphs of three nodes. Here, we distinguish between three inner triangles (the three groups of nodes that are close together) and one outer triangle. The three inner triangles are connected to the outer triangle such that each node of a specific inner triangle is connected to a different node of the outer triangle. Even in a distributed manner it is fairly easy to obtain optimal colorings for each of the inner triangles. Depending on the specific color assignment concerning the three inner triangles the outer triangle may be colored with the same three colors (as in Fig. 1(a) ) or with three additional colors (as in Fig. 1(b) ). Unfortunately, when coloring the three inner triangles independently of each other, the probability for the latter case to happen is quite high, especially when the complexity of the graph is increased by adding more inner triangles. As mentioned above, one of the key difficulties when coloring graphs in a distributed manner is that each node is only provided with local information and, therefore, it is unable to detect situations such as the one from Fig. 1(b) .
Our contribution
In this paper we propose a distributed algorithm for graph coloring inspired by the calling behavior exhibited by male Japanese tree frogs for the attraction of females. Several researchers have observed that male Japanese tree frogs decouple their calls (Wells 1977) . This property has evolved because females can only localize the males when their calling is not too close in time. Aihara et al. (2008) proposed a theoretical model for simulating the behavior of these frogs. The authors describe an oscillator system, where each oscillator has a phase θ ∈ [0, 2π] that changes over time with frequency ω (where 2π is the time interval between two calls of the same frog). When the phase reaches 2π , the oscillator fires and returns to the baseline phase (θ = 0). The proposed system works such that oscillators try to maximize the distance between their phases. This model works nicely for the desynchronization of two oscillators. However, when more than two oscillators are involved, the model does not accurately reflect the real behavior of the frogs. A subsequent work (Aihara 2009 ) mentions some potential applications of this model in artificial life and robotics. In both works the author(s) mention the limitations of the systems when operating with groups of more than two coupled oscillators. In fact, already with three oscillators the final solution (and its stability) strongly depends on the initial variable settings.
The desynchronization of the frogs' calls is achieved in a self-organized way. Therefore, the proposed algorithm, which is inspired by this self-desynchronization mechanism, can be regarded as a swarm intelligence approach (Bonabeau et al. 1999; Dorigo and Birattari 2007; Blum and Merkle 2008) . Apart from some minor modifications, it makes use of a model of frogs' desynchronization introduced by Aihara et al. (2008) . Moreover, for the purpose of detecting convergence and for storing the best solution found, the proposed algorithm makes use of an overlay tree structure rooted in a so-called master node. Such a mechanism is common, for example, in the context of distributed local search algorithms (Zivan 2008) . The algorithm can be easily implemented, for example, in sensor networks. In addition to competitive results it comes with several advantages, such as, for example, low energy consumption or the potential to adapt to changing network topology. However, as mentioned before, the main goal of the algorithm is to obtain valid colorings that use as few colors as possible, while attempting to minimize the number of iterations needed to achieve these results. An extensive experimental evaluation shows that the results of the algorithm are comparable or better than state-of-the-art algorithms in terms of the number of colors used. In particular, the good performance of our algorithm for grid graphs of any size is remarkable. On the downside, the results also show that our algorithm may sometimes require a slightly higher number of communication rounds than the baseline algorithm chosen for comparison.
Prior work on graph coloring
Concerning prior work, a distinction must be made between centralized and distributed algorithms. Concerning centralized algorithms, the literature offers both exact approaches that guarantee to find an optimal solution in bounded time and approximate algorithms. A recent survey can be found in Malaguti and Toth (2010) . An example of an exact algorithm is Malaguti et al. (2011) , although-due to the intractable nature of the GCP-larger problem instances can only be tackled efficiently by heuristic approaches. Especially effective are the tabu search algorithm from Blöchliger and Zufferey (2008) , the evolutionary algorithm from Malaguti et al. (2008) , the hybrid approach combining tabu search and evolutionary algorithms from Lü and Hao (2010) , and the variable space search technique (Hertz et al. 2008 ). These algorithms are currently the best centralized metaheuristics for solving the GCP. Earlier remarkable works are the hybrid evolutionary algorithm from Galinier and Hao (1999) , the genetic local search algorithm from Dorne and Hao (1998) and the variable neighborhood search in Avanthay et al. (2003) .
When considering distributed algorithms, it is very difficult (if not impossible) to narrow the state of the art down to a small set of algorithms. This is because distributed algorithms may be designed with very different goals. These goals may concern, for example, the performance for particular topologies, the minimization of execution time (or communication rounds), the generation of the best colorings possible, or the performance for dynamically changing topologies. In addition, a general problem is that most proposals are not evaluated on publicly available sets of benchmark instances. Moreover, results are generally not shown per instance, making it difficult to compare to the proposed algorithms. In the following we focus on algorithms that generate valid solutions and compare their simplicity, solution quality and time complexity. 1 It must also be noted that many of the proposed distributed algorithms were developed for applications in networks of devices with scarce resources. For this reason authors often study the message load the algorithm implies and try to minimize the amount of calculation required by the algorithm. Typically, these algorithms are meant to work on a lower layer of the network in parallel with the applications or information flows that the user may require to send. Fraigniaud et al. (2009) , study the effect of the amount of information shared between the nodes on the quality of the obtained colorings.
One of the most general works was presented by Finocchi et al. (2005) . The authors introduced three versions of a distributed algorithm and studied its behavior under various conditions. The authors considered both the problem of obtaining O( + 1)-colorings in as few communication rounds as possible, as well as the problem of generating the best possible colorings without any limit on the number of communication rounds. Here, refers to the maximum degree of a graph. The authors provide extensive experimental results for both cases. Most of their experimentation is based on random graphs, which are not publicly available. However, they also present results on a well-known set of publicly available instances from the DIMACS challenge (Center for Discrete Mathematics and Theoretical Computer Science 2006) . As the algorithm proposed in Finocchi et al. (2005) was shown to outperform the state of the art, we chose this algorithm for comparison. Another remarkable work from the field of distributed algorithms for graph coloring is the distributed largestfirst (DLF) algorithm introduced in Kubale and Kuszner (2002) . DLF is an improvement over an algorithm from the literature consisting in randomly ordering the nodes and using this order to allow nodes to choose colors with the only rule that colors which are already assigned to neighbors cannot be used. DLF differs from the original algorithm version in the order of the nodes. In DLF, the higher the degree of a node the earlier the node will be able to choose a color. The random order is only used to break ties between nodes which have the same degree. DLF achieves better results than the original algorithm on random graphs.
Concerning distributed algorithms based on swarm intelligence principles, the literature offers, for example, a method inspired by the synchronous flashing of fireflies (see Lee 2008) . This algorithm, which allows a simple implementation, reaches valid colorings fast, in a constant number of communication rounds, regardless of the size of the network. However, this work does not focus on minimizing the number of colors. The first intent to use the calling behavior of frogs for graph coloring was presented in Lee and Lister (2008) . Valid colorings are obtained by assigning a color to each phase used by the nodes (that is, the oscillators). Therefore, if two nodes are synchronized to exactly the same phase, they will be sharing a common color (the authors consider a function f :
where 2π is the time frame between two callings of the same frog). The main drawback of this approach is that nodes with very near phases will be colored with different colors. As such small deviations usually occur when the number of nodes in the system increases, the algorithm does not obtain competitive results. This work was further extended by adding a parameter for setting the number of allowed phases a priori (Lee 2010) . Experimentation shows that the system is able to find optimal solutions for small topologies, given that the optimal number of colors is known. Note that in contrast to these works, the algorithm that we propose aims to minimize the number of colors used without any prior knowledge about the optimal solution.
The graph coloring problem has also been studied in the context of belief propagation methods (Pearl 1986 ) from the field of artificial intelligence. These methods, which belong to the family of message passing algorithms, define ways to adequately propagate and fuse information flows in networks. The goal of belief propagation is that each node-once a stable state is reached-should be able to provide a measure of belief about the satisfaction of a certain predicate. However, belief propagation techniques are generally applied to infer properties of large problem instances (for example, about the distribution of solutions in the search space) rather than to find actual solutions to specific problem instances. Some works about graph coloring from this perspective are those that study the decisional version of the -coloring problem. In Braunstein et al. (2003) , the authors provide a survey propagation (Maneva et al. 2007 ) method-one of the categories of belief propagation methods-for finding valid colorings and in Kroc et al. (2009) belief propagation is used for counting solution clusters in the search space.
The literature also offers many works that consider distributed graph coloring from a theoretical point of view. Most provide upper bounds for the coloring quality as well as the time complexity under different constraints. Hansen et al. (2004) studied the DLF algorithm, which runs in O( 2 log n) communication rounds for arbitrary graphs and that was proven to provide good upper bounds for specific topologies. This algorithm was based on the largest-first approach which consists of giving priority for choosing a color to the nodes with the highest degree ( ). This work was further extended by Kosowski and Kuszner (2006) who reduced the time complexity to O( log n log ). These authors also proved that some other approaches, like smallest-last or dynamic-saturation, are not suitable for distributed environments. Later, Moscibroda and Wattenhofer (2008) introduced an algorithm for obtaining O( )-colorings in O( log n) time when considering random geometric graphs and other well-known models for wireless multi-hop networks (no results are given for other topologies). Other theoretical works of interest for the development of new algorithms are the game theoretic approach for efficient graph coloring from Panagopoulou and Spirakis (2008) , the work by Kuhn and Wattenhofer (2006) , which introduces a new lower bound on the number of colors used by algorithms that are restricted to one single communication round and a new lower bound on the time complexity of obtaining a O( )coloring of a graph, the article by Barenboim and Elkin (2010) which introduces the first polylogarithmic time algorithm able to color a graph with less than O( 2 ) colors, and the work by Gavoille et al. (2009) proposing and studying the complexity of two new problems strongly related to the distributed GCP.
Organization of the paper
The rest of this paper is organized as follows. Section 2 describes the behavior of frogs in nature, which has inspired our algorithm. Moreover, existing models are outlined. In Sect. 3 the algorithm is introduced. An extensive experimental evaluation of the proposed algorithm is presented in Sect. 4. Finally, Sect. 5 is dedicated to conclusions and the outline of future work.
Modeling the calling behavior of Japanese tree frogs
Different studies (see, for example, Wells 1977) have shown that male Japanese tree frogs use their call to attract females. Apparently, females of this family of frogs can recognize the source of the call to determine the current location of the corresponding male. A problem arises when two males are too close in space and communicate at the same time. In this case, females are not able to detect where the calls came from, unless the males desynchronize their sounds in time. The way males manage to desynchronize is an example of self-organization in nature.
More recently, Aihara et al. (2008) introduced a formal model based on a set of coupled oscillators, each one simulating the phase change in the calling period of a single frog. As oscillators are associated to frogs, we will use both terms in the following with the same meaning. The basic operation of this model is illustrated graphically in Fig. 2 . The circle represents-in all three drawings-the time frame between two calls of the same frog (2π ), the calling period. The nodes marked by numbers 1 and 2 indicate the phase of the corresponding frogs, that is, the moment of time in which they call. Note that the oscillators are not able to reach perfect anti-phase in a single step. In general, an indefinite number of steps is needed before reaching the stable situation corresponding to perfect anti-phase. Moreover, the difficulty of reaching the optimal configuration tends to increase with an Fig. 2 Graphical illustration of the working of a system of two coupled oscillators. The circle in all three drawings represents the time frame between two calls of the same frog (2π ), the calling period. The nodes marked by integer numbers 1 and 2 indicate the phase of the corresponding frogs, that is, the moment of time in which they call. (a) shows a fictitious initial situation. (b) shows the situation after some iterations. Clearly the system tries to put some distance between the calling of frogs 1 and 2. (c) shows an optimal final situation in which the frogs (or oscillators) are in perfect anti-phase, that is, their respective calls have reached the maximum distance in time (half a circle) increasing number of frogs and also with an increasing degree of interaction between them (note that two frogs that cannot hear each other do not influence each other).
The system introduced by Aihara et al. (2008) works as follows. Each oscillator i has a phase θ i ∈ [0, 2π] that changes over time with frequency ω i (where 2π is the time interval between two calls of the same frog, the calling period). When the phase reaches 2π , the oscillator fires and returns to the baseline. In addition, oscillators may be coupled with other oscillators. In case an oscillator j is coupled to an oscillator i, when oscillator i fires, oscillator j receives a boost and changes the frequency of firing in the next round depending on the gap ji ∈ [0, 2π] (see below) between both oscillators. These changes do not happen instantly upon receiving the stimulus. The corresponding oscillator rather waits until it fires. The model can be summarized in the following equations. First, the behavior of an isolated oscillator i is modeled as follows:
Assuming that oscillators j and i are coupled, the gap between their (current) phases is defined as
Now, the change in the behavior of oscillator j as influenced by oscillator i can be described as follows:
where g(·) is the phase shift function which is responsible for changing the phase of the frogs that are influenced by other frogs. In Aihara et al. (2008) , the authors suggest the use of the following phase shift function:
When only two oscillators are concerned, the oscillator system is said to be in a stable situation when the following two conditions are satisfied:
In fact, the system presented in Aihara et al. (2008) is always able to reach this stable situation in the case of only two coupled oscillators, independent of the initial settings of θ 1 and θ 2 . Unfortunately, it is rather hard to characterize a stable situation for systems with more than two oscillators. This is because the optimization goal of the system is not explicitly stated.
In the following, we model a coupled oscillator system by means of an undirected graph G = (V , E). Each node of G corresponds to exactly one oscillator. Therefore, the terms node and oscillator will henceforth be used synonymously. Two oscillators are coupled if and only if their corresponding nodes are connected by an edge. In our experience, the implicit optimization goal of the system presented in Aihara et al. (2008) can be stated as follows: In other words, the system tries to maximize the sum of the differences between the θ -values of coupled oscillators. Figure 3 shows two examples for problems that may arise when more than two coupled oscillators are considered. Depending on the initial phases of the oscillators, for both topologies shown in Figs. 3(a) and 3(d) it is possible to reach sub-optimal desynchronizations with respect to the implicit optimization goal as stated in (7). These configurations are shown in Figs. 3(b) and 3(e). The corresponding optimal desynchronizations are shown in Figs. 3(c) and 3(f). In Aihara et al. (2008) the authors provide analytical results for using three oscillators and show that there is high sensitivity to the initial phases (only a small subset of the possible initial settings leads to an optimal solution). The initial model by Aihara et al. (2008) was later extended by Mutazono et al. (2009) . They used an extended model of anti-phase synchronization for the purpose of collisionfree transmission scheduling in sensor networks. To make the system applicable to larger topologies (sensor networks may consists of hundreds of nodes), they introduced weights that regulate the coupling between each pair of oscillators. The resulting phase shift function as introduced in Mutazono et al. (2009) can be described as follows:
Due to these weights, the system reaches stable solutions more easily, especially when small values of α are used. The authors experimented with topologies of up to 20 nodes and al-though the system still exhibited some difficulties in reaching stable solutions, the sensitivity to initial conditions was decreased significantly. Mutazono et al. (2009) compared the results of their system to another mechanism for coupled oscillator desynchronization proposed in Degesys and Nagpal (2008) . Note that the mechanism from Degesys and Nagpal (2008) is not based on the calling behavior of Japanese tree frogs. The main difference to frog-inspired systems is the fact that the phase change of a node is made on the basis of only two other nodes. The phase values allow to order all the nodes sequentially from small to large phase values. The nodes whose phase values are used to change the phase value of a node are determined as the predecessor and the successor in this (cyclic) sequence. As shown in Mutazono et al. (2009) , both systems achieve similar results although no extensive experimentation is made on a broad-enough set of network topologies: mostly random geometric graphs and hand-made instances with at most eight nodes were used.
Another extension of the system by Aihara et al. (2008) was introduced in Lee and Lister (2008) . The changes concern the use of different weights for the phase shift function and the introduction of a so-called frustration parameter which reduces the coupling between each pair of nodes. The authors show that their system is able to obtain better solutions than the original model for many different topologies as, for example, k-partite graphs, grids or platonic solids. Moreover, the authors observe that the difficulty of desynchronizing a given number of oscillators is mostly determined by the topology which is obtained by their positions and their connections. In comparison, the number of oscillators does not seem to have a high impact on the difficulty.
FROGSIM: an algorithm for distributed graph coloring
Although the FROGSIM algorithm will be described in the context of its application in static sensor networks, it can be applied with very few modifications in any other communication network. The operation of the algorithm requires an a priori organization of the sensor network in form of a rooted tree. The root node of this tree (henceforth also called the master node) will have some additional functionality in comparison to the rest of the sensor nodes. Once the tree is available, the master node runs a protocol to calculate the height of the tree, that is, the distance in hops (communication rounds) from the master node to the farthest node in the network. In order to produce a tree with a low height, the distributed method for generating spanning trees with minimum diameter as presented in Bui et al. (2004) may be used. Next, the master node triggers the start of the main algorithm (see below) by means of a broadcast message. In this message, the height of the tree is communicated to the rest of the sensor nodes as well. This overlay tree will serve two purposes: first, it will be used to communicate and store the best coloring found by the algorithm. Second, it will be used to communicate the state of the algorithm's convergence to the master node.
For the main algorithm, which works iteratively using communication rounds, we assume the sensor nodes to be time-synchronized. A communication round corresponds to the calling period (2π ) as known from the models presented in the previous section. The only difference is that the length of a communication round is considered to be one time unit. Therefore, the numerical length of a communication round is denoted by 1, instead of 2π . Each sensor node executes exactly one sensor event in each communication round. Assuming that the current communication round has started at time t , the moment in time when a sensor node i ∈ V executes its sensor event is determined by t + θ i ∈ [0, 1). Note that θ i corresponds to the phase of an oscillator in the models presented in the previous section. Apart from θ i , a sensor node i also stores its current color, denoted by c i ∈ N. For simplicity and without loss of generality, we assume that each color is uniquely identified by a natural number. Therefore, in the following we will use natural numbers greater than zero to refer to colors. Moreover, a sensor event includes the sending of exactly one message. Therefore, each sensor node i maintains a message queue M i for sensor event messages received from other sensor nodes since the last execution of its own sensor event. The pseudo-code of a sensor event is shown in Algorithm 1. In the following we give a rough description of the algorithm. A detailed technical description of the functions of Algorithm 1 will be provided later on. The simulation of the FROGSIM algorithm is composed of two distinct phases. The first phase (called phase I, see lines 2-4 of Algorithm 1) makes use of the model for the desynchronization of frog calling as introduced by Aihara et al. (2008) , with only a few modifications. The main difference to other distributed graph coloring algorithms inspired by this model is as follows. The θ i -values are used for determining the order in which the nodes are allowed to choose colors, whereas in previous algorithms these values were directly associated to specific colors. The second phase (called phase II, see lines 6-14 of Algorithm 1), which is initiated after phase I has finished, serves to improve the current coloring by means of a refinement technique, similar to distributed local search.
Phases I and II of FROGSIM will be described in detail in Sects. 3.1 and 3.2. Moreover, the way in which the initially computed tree structure will be used to communicate and store the best coloring found by the algorithm and to detect convergence in phase I is presented in Sect. 3.3.
Phase I of FROGSIM
Sensor nodes will execute phase I of the sensor event until they are notified by the master node to change to phase II. During phase I, when executing its sensor event, a node i executes lines 2-4 of Algorithm 1. First, node i will examine its message queue M i . If M i contains more than one message from the same sender node, all these messages apart from the latest one are deleted. In general, a message m ∈ M i sent in this phase has the following format:
where theta m ∈ [0.1) contains the θ -value of the emitter, color m is the color currently used by the emitter. Note that the sub-indices of theta m and color m denote that they are data fields belonging to message m. Based on the messages in M i , function recalculateTheta() recalculates a new value for θ i :
where α i is a parameter used to control the convergence of the system which usually takes values in [0, 1]. In general, the lower the value of α i the smaller the change applied to θ i . Due to the experience gathered in previous work (see Hernández and Blum 2011) , this parameter was set to 1 for all experiments. Moreover, the value of θ i must be kept within [0, 1). Therefore, if-after executing (11)-the value of θ i is negative, 1 is iteratively added to θ i until θ i ∈ [0, 1). Finally, inc(·) is a function-corresponding to the phase shift function of (4)-that is defined as follows:
Note that this function replaces the sinus function which was originally used in Aihara et al. (2008) as the phase shift function. This is because in previous work (see Hernández and Blum 2011) we have experimentally shown that this function leads to a better and faster convergence behavior than the sinus function. Next, node i decides for a possibly new color in function minimumColorNotUsed(). Formally, the possible color change by node i can be described as follows:
In words, node i chooses among the colors that do not appear in any of the received messages m ∈ M i , the one with the lowest identifier. Finally, node i sends the following message m (see function sendColoringMessage()):
To conclude a sensor event, node i deletes all messages from its queue M i (see function clearMessageQueue()), that is, M i = ∅.
Phase II of FROGSIM
Phase II of FROGSIM (which is initiated after phase I has been stopped) consists of the execution of lines 6-14 of Algorithm 1. As mentioned before, this phase is used for the distributed refinement of the current coloring, similar to a distributed local search. Note that in this phase the θ -values of the nodes are not changed anymore. Within the scope of phase II, each node i additionally maintains a so-called power parameter p i . This parameter is initialized in the first communication round of phase II with a positive random integer for the nodes i with c i = 1, and 0 for the rest of the nodes. The values of these power parameters are used to resolve conflicts that may arise during the color changes executed in phase II.
In particular, in case two neighboring nodes-that is, two nodes that can communicatehave chosen the same color, the one with the higher power value is allowed to keep it. Our distributed local search starts-at the same communication round-in all nodes with a power value which is higher than the one of their neighbors. In addition to (potentially) requiring neighbors to change color, nodes also pass their power value to their neighbors. This leads to the fact that, eventually, the node which initially had the highest power value imposes itself over all the other nodes of the network. The θ -values are again used to determine the moment in time at which a sensor node executes its sensor event. At the end of this section, a graphic example illustrates the working of phase II. A message m sent by function sendRefinementMessage() (see line 14 of Algorithm 1) has the following format:
In case the current communication round is not the first communication round of phase II, node i first examines again its message queue M i . If M i contains more than one message from the same sender node, all these messages apart from the latest one are deleted. Then, the remaining messages are examined, and a color change only occurs if there is a message m ∈ M i such that color m = c i and power m ≥ p i . In words, node i only changes its color if there is an adjacent node with the same color and a higher (or equal) power value. The new color chosen by node i is the first free color that is not already in use by a node influencing node i and that has a power equal to or greater than the power value of node i. Formally, the new color c i is chosen by the function minimumColorNotUsedByNeighborsWithHigherPower() as follows:
In addition, node i updates its power value using function adoptPowerFromStrongestNode() in the following way:
This is the highest power among the powers of the nodes that have forced node i to choose its current color. As a result, in following communication rounds node i will not be forced to change its color, because with the new power it has priority over all nodes with a lower power. Finally, node i sends a refinement message m in function sendRefinementMessage(), where m is defined as follows:
The last action of the sensor event consists again in deleting all messages from the message queue M i , that is, M i = ∅. Figure 4 shows a small example of the kind of conflicts that phase II is supposed to resolve.
Use of the overlay tree structure
As mentioned before, the overlay tree structure which is produced before the start of the main algorithm is used for two different purposes. First, for the identification of the best coloring found by the algorithm, and second, to detect the convergence of the θ -values in phase I of the algorithm. The possible θ -values, which correspond to a perfect desynchronization, are as indicated aside the nodes. Note that in phase II they will not change anymore. Initially, the nodes with color 1 receive a random power greater than 0 (in this case, 2, respectively 5), while the remaining nodes receive a power of 0. In (b), the nodes with the highest power values in their neighborhood force their neighbors to adopt their power value (a color change only happens if necessary). As a result, node 2 updates its power to 5 while node 3 updates both its color and power to 2. Next, as shown in (c), a color conflict between nodes 2 and 3 arises. The higher power of node 2 forces node 3 to change its color. This generates a new color conflict between nodes 3 and 4. Contrary to what happened in the first round, node 1 is forced to change its color and to update its power. Note that the final situation shown in (d) uses one color less than the starting configuration in (a)
Identifying and storing the best coloring
Recall that each node chooses-at each communication round-a color such that no conflicts between neighboring nodes arise. This means that FROGSIM produces a valid coloring already in the first communication round. Even though the algorithm tends to improve this coloring over time, due to the self-organized desynchronization of the θ -values, the current coloring frequently becomes worse from one communication round to the next one. In other words, the color assignment of the last communication round might not correspond to the best color assignment found during the course of the algorithm. The graphic of Fig. 5 shows the evolution of the quality of the current solution over 80 communication rounds (concerning graph DSJC1000.9.col from the DIMACS challenge; Center for Discrete Mathematics and Theoretical Computer Science 2006). Even though the quality of the coloring, as expected, improves over time, it also frequently worsens. Therefore, we found it convenient to provide the system with a mechanism-originally proposed by Zivan (2008) -to identify and store the best coloring that was found. The key characteristic of the initially produced overlay tree is its height, henceforth referred to by h. Fig. 5 Example of the evolution over time of the quality of the colorings generated by FROGSIM. The network topology is the one from graph DSJC1000.9.col of the DIMACS challenge It determines the maximum number of communication rounds necessary for the root node to broadcast a message to all other nodes. The mechanism for storing the best coloring requires each node to store the color it uses in the best-found coloring in an additional variable. The main goal of the system is to efficiently alert the nodes about when and how to update this variable. The algorithm also requires each node to store the history of colors from the last 2h communication rounds. At each communication round, each node must communicate the maximum color used in a certain communication round by itself and its children (with respect to the tree) to its parent in the tree. Messages for this type of information passing only contain two integers: one for the maximum color used and another one to identify the corresponding communication round. In fact, these values can easily be added to the body of the coloring event messages used by FROGSIM. In other words, no additional messages are required.
Note that, for example, in the first communication round only the leaves of the tree will report their colors to their parents. This is because the leaves are the only nodes without children. In the second communication round, the parents of the leaves will be able to use this information in addition to their own color information stored for the previous communication round and report the aggregated data to their respective parents. Given the height h of the tree, it takes h communication rounds until all the information regarding a specific communication round has reached the root node. Moreover, the number of colors used in a particular communication round is the maximum color identifier that reaches the root node via one of its children. In case this maximum color is lower than the number of colors used in the currently best-found coloring, the root node broadcasts a message with the corresponding communication round identifier in which this coloring was obtained. In order for this information to reach all the nodes of the network, another h communication rounds are necessary. This is why all nodes must store their colors from the last 2h communication rounds.
Detection of convergence in phase I
In most distributed algorithms there is a tradeoff between the quality of the results and the consumed resources. An example of a study of this tradeoff for a similar problem in wireless radio networks can be found in Battiti et al. (2000) . The most important resource in the case of FROGSIM is the number of consumed communication rounds. In principle it is possible to assign a fixed number of communication rounds to each of the two algorithm phases. In this way it would be possible to study the tradeoff between solution quality and computation time for different communication round limits. However, in the case of phase I we decided for a different option. Even though a theoretical proof does not exist, in practice the θ -values converge over time. Moreover, after having reached convergence, it does not make sense to continue with phase I, because the current coloring will not change anymore. This provides us with a natural, adaptive, stopping criterion for phase I. According to our experience, in those cases in which graph topologies are concerned that are easily colorable with local information, the θ -values converge after very few communication rounds. On the other side, in the case of graph topologies that are difficult to color in a distributed setting, more communication rounds are spent before convergence is reached. The exact criterion that was used is the following one:
where V is the set of all sensor nodes, θ old i is the θ -value of node i before the update, θ i is the θ -value of node i after the update, and th stop is a threshold which we have set to 0.001 for all experiments. The convergence value as shown in Equation 19 is computed in the master node of the overlay tree. The remaining sensor nodes send the information that is needed for this purpose to the master node, in the same way in which the information about the current coloring is sent to the master node. This means that no additional messages are necessary. Once the master node detects convergence, it broadcasts a message to all other nodes, instructing them to start with phase II. As in the case of the identification and storing of the best coloring found, this procedure takes 2h communication rounds.
Concerning phase II, after tuning by hand we decided for a communication round limit of 20 for all experiments.
Experimental results
We coded our algorithm by means of discrete event simulation, implemented from scratch in C++. For the experimental evaluation we chose a large set of different graph topologies: random geometric graphs of different densities, grid graphs of different sizes, and the graphs used for the DIMACS challenge (Center for Discrete Mathematics and Theoretical Computer Science 2006). 2 Note that an edge connecting two nodes indicates that both nodes are able to communicate directly with each other via their radio antennas.
For the purpose of comparison we re-implemented one of the currently best algorithms from the literature. This algorithm was presented by Finocchi et al. (2005) . For simplicity, this algorithm will henceforth be referred to as FINOCCHI. Unfortunately, the description of this algorithm in the original article contains some ambiguities, which required us to make some decisions regarding certain aspects in the context of the re-implementation. Fortunately, our own implementation of the FINOCCHI algorithm provides generally better results than the ones reported in Finocchi et al. (2005) . This can be verified by comparing the results of the original implementation with the results of our re-implementation for the graph topologies that are used both in Finocchi et al. (2005) and in the present paper.
In the following we present the results of three algorithms: (1) FINOCCHI (Finocchi et al. 2005) , (2) FROGSIM , which is the FROGSIM algorithm without phase II, and (3) FROGSIM, which is the complete FROGSIM algorithm. The study of the results of FROGSIM is worthwhile, because it reflects the power of the frog-based model without any additional improvements of the refinement phase. We apply each of these three stochastic algorithms 100 times to each graph topology and report the best coloring found in all 100 runs, as well as the average quality of the best colorings found per run and the number of rounds necessary to reach these solutions. However, it is important to note that algorithms such as FINOCCHI and FROGSIM-when used in sensor networks-are generally applied continuously in a lower-level layer of the network. Therefore, the number of communication rounds necessary to reach the best solution is not very important. Instead our algorithm creates a valid coloring in the very first communication round and continually tries to improve the current solution.
As mentioned above, for each of the three studied algorithms we provide-for each problem instance-the average number of communication rounds used by the respective algorithm. This is standard in the context of distributed algorithms. In contrast, we do not provide the average computation times. However, the interested reader may note that the maximum computation time needed by our algorithm for any of the considered problem instances is 2.08 seconds (on a computer equipped with an AMD64X2 4400 processor and 4 Gigabyte of memory). Moreover, for most of the tackled problem instances the computation time required by FROGSIM is only a fraction of a second.
Resource consumption
The time complexity of the FROGSIM algorithm depends on the number of messages received at each node. Extremely large message queues can be avoided by a reasonable deployment of the network. This is usually done by topology control techniques (Santi 2005a (Santi , 2005b . Concerning single nodes, the sensor event of each node i requires O(|M i |) time.
The FROGSIM algorithm uses rather small messages of constant size. They are all composed of five data fields with a total size of O(log |V |), which is the number of bits necessary to represent the largest integer identifier of the |V | nodes in the network. Two of these data fields are needed by the main FROGSIM algorithm. Two others are required for storing the best solution, and one final data field is needed for the detection of convergence in phase I. Nodes also store additional information such as the color used in the best coloring found so far, the node's father and its children concerning the overlay tree structure, etc. Finally, the method for transmitting aggregate data to the master through the overlay tree is the primary memory consumer within the sensor nodes. The amount of memory required by this mechanism depends on the height of the overlay tree. More precisely, nodes must remember the color chosen during the last 2h rounds to be able to restore the color chosen at any given round after receiving a notification of the master (see Sect. 3.3). More formally, the mechanism requires O(h) space.
Results for random geometric graphs
Random geometric graphs are popular models for sensor networks. Therefore, they are frequently used for the evaluation of algorithms developed for such networks. They are generated by randomly distributing a set of n nodes in the unit square, [0, 1] 2 . Two vertices u and v are connected by an edge, if and only if d(u, v) ≤ r, where d(. , .) is the Euclidean distance and r > 0 is a threshold. 3 More specifically, the three algorithms were applied to 40 random geometric graphs with n ∈ {20, 50, 100, 200} and r = 0.05. Table 1 presents the results obtained for this set of instances. In particular, the first column shows the instance numbers (or names) and the four columns grouped under Properties provide the number of nodes |V |, the maximum degree , the chromatic number χ of the corresponding graph, and the quality of the coloring (cent.) obtained for the corresponding graph with the centralized algorithm by Malaguti et al. (2008) . In the cases in which the chromatic numbers are not known, a lower bound is provided (in the form ≥X). The following three groups of columns provide the results obtained by the three algorithms. For each algorithm we first give the number of colors from the best coloring found over 100 independent runs. In the second column, we show the average number of colors used by the 100 colorings obtained in 100 runs. The third column shows the average number of communication rounds necessary to reach the best solution found over the 100 rounds. In addition, for algorithms FROGSIM and FROGSIM a fourth column is added. This additional column shows the average number of communication rounds that the whole simulation lasts. In the case of the FROGSIM algorithm, the number of consumed communication rounds is equal to the number of rounds used before reaching convergence plus the communication rounds required by the algorithm for determining convergence. In the case of FROGSIM the 20 rounds used for phase II (distributed local search) are additionally counted. For ease of comparison the best performing algorithm for each instance is indicated in bold face. Hereby, the best performing algorithm is defined as the algorithm that finds the best coloring. Ties are broken (if possible) by the average values. The four bottom rows of the table provide a summary of the results. The first one of these rows gives averages for each column. In addition, the last three rows summarize how each algorithm has performed in comparison to the others. The first of these rows (labeled # times best) indicates for each algorithm the number of instances for which the corresponding algorithm was the sole winner, that is, better than the other two algorithms. The second row (labeled # times all equal) indicates for how many instances the results of the three algorithms were equal, whereas the last table row (labeled # times worst) indicates for each algorithm the number of instances for which the corresponding algorithm was the sole looser.
As expected, the results show that the smaller the size of the graph, the easier it is to find good colorings. The algorithms obtain equivalent results for 15 out of 40 instances. Although the best coloring found by FINOCCHI is worse than the best colorings found by the FROGSIM algorithms just in one single case, it performs worse in terms of average solution quality in 25 cases. In addition, note that FROGSIM does not obtain the worst result for any instance. FROGSIM improves the results of FINOCCHI and FROGSIM especially for what concerns the larger instances. It turns out to be the sole winner for 21 instances. It is interesting to note that in those cases where FROGSIM is better than FROGSIM this is due to the average solution quality. In this sense it can be said that in the context of random geometric graphs the use of phase II makes the FROGSIM algorithm more robust. It is also important to note that the best colorings obtained are-for almost all instances-better than + 1 colors.
Results for DIMACS graphs
One of the most popular sets of instances in the context of graph coloring is the one introduced for the second DIMACS challenge (Center for Discrete Mathematics and Theoretical Computer Science 2006). This challenge had among its objectives to establish the stateof-the-art techniques for centralized graph coloring. These graphs are generally larger and more complex than, for example, random geometric graphs. The instances originate from very different contexts, ranging from industrial problems to hand-crafted cases that were Table 1 Results for random geometric graphs. The first column indicates the instance number. The group of columns labeled "Properties" provides for each problem instance the number of nodes |V |, the maximum degree , the chromatic number χ , and the quality of the coloring (column "cent.") obtained with the centralized algorithm by Malaguti et al. (2008) . For each of the three algorithms FINOCCHI, FROGSIM and FROGSIM three measures are provided: (1) the value of the best solution found (column "colors"), (2) the average solution quality (column "avg."), and (3) the average number of communication rounds that were used (column "rounds"). In the case of FROGSIM and FROGSIM, the average number of communication rounds at which the algorithms converged is additionally provided (column "conv."). The best algorithm for each instance is indicated in bold face. The best algorithm is hereby defined as the one that generates the best solution. Ties are broken by the average performance Instance number
Colors
Avg.
Rounds

Colors
Rounds
Conv.
Colors
Rounds
Conv. 
Colors
Rounds
Colors
Rounds
Colors
Rounds
Conv. The results are presented in Tables 2 and 3, in the same way as in the case of random geometric graphs. Concerning the chromatic numbers, in many cases they are known. In the cases in which they are not known, we provide the lower bound obtained by Malaguti et al. (2011) . Remember that the quality of the solution provided by a centralized algorithm is also provided (in column cent.) and can be used as an upper bound. As a general remark before analyzing the results in depth, we would like to mention that for distributed algorithms it is very difficult, if not impossible, to capture the global structure of the DIMACS graphs in many cases. Therefore, it is not surprising that the results obtained by distributed algorithms are often far away from the chromatic numbers.
First it should be emphasized that both versions of FROGSIM achieve the best results for all instances except for instance queen8-12.col (see Table 3 ), where FINOCCHI finds a solution with one color less than the solution found by both versions of FROGSIM. However, note that the average solution quality obtained by FINOCCHI is nevertheless worse than the one obtained by the FROGSIM algorithms. Moreover, only in two further cases, FINOCCHI is able to match the results of the FROGSIM algorithms. On the other side, for some instances the FROGSIM algorithms improve remarkably over FINOCCHI. Consider, for example, instance DSJC1000.9.col (see Table 3 ) where the best colorings found by the FROGSIM algorithms need 300 colors, while the best coloring found by FINOCCHI makes use of 314 colors. Other examples of remarkable improvements over FINOCCHI are the six flat * instances from Table 3 . Concerning the comparison between FROGSIM and FROGSIM, we can state that the power of the algorithm can clearly be attributed to the first (frog-inspired) phase. As in the case of random geometric graphs, phase II of FROGSIM basically helps to make the algorithm more robust. It should also be emphasized that, in all cases, the FROGSIM colorings require a number of colors that is smaller than + 1. Finally, for most of the instances of type mulsol.X, myciel.X and zeroin.X, FROGSIM generates optimal colorings in each run.
Results for grid topologies
Grid topologies are frequently used in various application areas of sensor networks. In theory, the coloring of grids is very simple. They all can be painted as a chessboard, requiring only two colors. For an example see Fig. 6 .
The way in which an optimal coloring can easily be achieved is to start the coloring process in a single node with the first color, and then proceed incrementally. The next step consists of coloring all neighbors of the starting node in the second color. All neighbors of these nodes have to be painted in the first color again, and so on. However, when considering distributed computing, nodes only have local information, where information about the position in the grid is missing. Moreover, the incremental process described above is Table 2 Results for the first set of instances from the DIMACS challenge. The first column indicates the instance name. The group of columns labeled "Properties" provides for each problem instance the number of nodes |V |, the maximum degree , the chromatic number χ , and the quality of the coloring (column "cent.") obtained with the centralized algorithm by Malaguti et al. (2008) . For each of the three algorithms FINOCCHI, FROGSIM and FROGSIM three measures are provided: (1) the value of the best solution found (column "colors"), (2) the average solution quality (column "avg."), and (3) the average number of communication rounds that were used (column "rounds"). In the case of FROGSIM and FROGSIM, the average number of communication rounds at which the algorithms converged is additionally provided (column "conv."). The best algorithm for each instance is indicated in bold face. The best algorithm is hereby defined as the one that generates the best solution. Ties are broken by the average performance Instance 
Colors
Rounds
Colors
Rounds
Colors
Avg. 
Rounds
Colors
Rounds
Colors
Rounds
Colors
Rounds
Conv. Table 3 Results for the second set of instances from the DIMACS challenge. The first column indicates the instance name. The group of columns labeled "Properties" provides for each problem instance the number of nodes |V |, the maximum degree , the chromatic number χ , and the quality of the coloring (column "cent.") obtained with the centralized algorithm by Malaguti et al. (2008) . For each of the three algorithms FINOCCHI, FROGSIM and FROGSIM three measures are provided: (1) the value of the best solution found (column "colors"), (2) the average solution quality (column "avg."), and (3) the average number of communication rounds that were used (column "rounds"). In the case of FROGSIM and FROGSIM, the average number of communication rounds at which the algorithms converged is additionally provided (column "conv."). The best algorithm for each instance is indicated in bold face. The best algorithm is hereby defined as the one that generates the best solution. Ties are broken by the average performance Instance 
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Avg. difficult to achieve without a global control. Therefore, when coloring grids in a distributed way, the coloring process is generally initiated in several different nodes at the same time. If the coloring of these nodes does not follow the chessboard distribution of colors, eventually borders will form where additional colors are needed in order to obtain valid colorings. An example is shown in Fig. 7 . In this context, remember that numbers correspond to colors. The process of an incremental coloring is shown starting at the top left grid and ending at the bottom right grid. The first row shows several nodes where the coloring is initiated with color 1. These wrong initial decisions lead to borders (see the gray-colored nodes in the bottom row) where additional colors are needed.
Rounds
Computational results are shown in Table 4 . Note that in this case all chromatic numbers are known as they can be established theoretically. While small grids can basically be colored correctly by all three algorithms, both FINOCCHI and FROGSIM have-as expectedincreasing difficulties when the grid size grows. Although this is the case, FROGSIM has clear advantages over FINOCCHI. This is indicated by the average numbers given in the first of the four summarizing rows at the end of the table, and also by the fact that FINOCCHI is Table 4 Results for grid (respectively, torus) topologies. The first column indicates the instance name. The group of columns labeled "Properties" provides for each problem instance the number of nodes |V |, the maximum degree , the chromatic number χ , and the quality of the coloring (column "cent.") obtained with the centralized algorithm by Malaguti et al. (2008) . For each of the three algorithms FINOCCHI, FROGSIM and FROGSIM three measures are provided: (1) the value of the best solution found (column "colors"), (2) the average solution quality (column "avg."), and (3) the average number of communication rounds that were used (column "rounds"). In the case of FROGSIM and FROGSIM, the average number of communication rounds at which the algorithms converged is additionally provided (column "conv."). The best algorithm for each instance is indicated in bold face. The best algorithm is hereby defined as the one that generates the best solution. Ties are broken by the average performance Instance 
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Avg. In contrast, both FINOCCHI and FROGSIM make use of four or more colors instead of the optimal two colors. Summarizing we can state that phase II of FROGSIM is very useful when applied to grid topologies, helping the algorithm to achieve an excellent performance.
Rounds
4.5 Results for small instances from Lee (2008) Finally, we present results obtained by the three algorithms for rather small instances used by Lee (2008) for the evaluation of a firefly-inspired distributed graph coloring algorithm. We do not directly compare with the results presented in Lee (2008) , because the algorithm proposed in Lee (2008) assumes that the number of colors required for the coloring is known a priori, that is, the algorithm must be run for a pre-determined number of colors. When graphs are large and chromatic numbers are unknown, such an algorithm is not practical. Anyway, FROGSIM and the algorithm from Lee (2008) behave very similarly for most instances, with some exceptions: for hexagon-based instances, FROGSIM is not quite able to match the average results obtained by the algorithm from Lee (2008) . Moreover, concerning icosahedron.col, the best solution by FROGSIM uses one color more than the best one by Lee's algorithm. On the other side, concerning 4-partite-4-diff-sizes.col and dodecahedron.col, FROGSIM improves over the average results obtained by Lee's algorithm. As shown in Table 5 , the three algorithms achieve equal results in 3 out of 14 cases. In the remaining cases both FROGSIM and FROGSIM obtain better results than FINOCCHI. The difference between FROGSIM and FROGSIM is again to be found in the fact that FROGSIM is more robust, which is indicated by a better average solution quality.
Finally, the results from Tables 1-5 are visually presented in a summarized form in Fig. 8 . For the instances of each of the five tables (x-axis) the average improvement of FROGSIM and FROGSIM over FINOCCHI in terms of the best coloring (see Fig. 8(a) ) and the average solution quality (see Fig. 8(b) ) is presented. The 5 groups of instances are ordered from left to right as they appear in the text. These graphics show nicely that both versions of FROGSIM gain an advantage over FINOCCHI in all cases. Although the best results are similar for both the FROGSIM and FROGSIM algorithms, FROGSIM shows to be more consistent over multiple runs. Figure 8 shows that, as previously mentioned, FROGSIM works especially well for grid topologies.
Summary concerning communication round requirements
Concerning all problem instances tackled in this work, algorithm FROGSIM needs, on average, 13.16 communication rounds for finding its best solution. Algorithm FINOCCHI uses, on average, a comparable number of communication rounds (13.14). The average number of communication rounds that FROGSIM spends on phase I before converging and switching to phase II is 19.65. Counting both phases, FROGSIM requires, on average, 26.41 communication rounds for finding its best solution. It should be noted that, in the case of FROGSIM these numbers do not depend so much on the size of the network, but rather on the networks' edge density. Table 5 Results for the instances introduced in Lee (2008) . The first column indicates the instance name. The group of columns labeled "Properties" provides for each problem instance the number of nodes |V |, the maximum degree , the chromatic number χ , and the quality of the coloring (column "cent.") obtained with the centralized algorithm by Malaguti et al. (2008) . For each of the three algorithms FINOCCHI, FROGSIM and FROGSIM three measures are provided: (1) the value of the best solution found (column "colors"), (2) the average solution quality (column "avg."), and (3) the average number of communication rounds that were used (column "rounds"). In the case of FROGSIM and FROGSIM, the average number of communication rounds at which the algorithms converged is additionally provided (column "conv."). The best algorithm for each instance is indicated in bold face. The best algorithm is hereby defined as the one that generates the best solution. Ties are broken by the average performance Instance Properties FINOCCHI FROGSIM FROGSIM |V | χ Cent.
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1hexagon-tess.col The graphic in (a) concerns the best colorings found, whereas the graphic in (b) concerns the average algorithm performance
Conclusions and future work
Graph coloring is a classical problem of modern mathematics with more than 150 years of history. The problem has been extensively studied in theory and practice. Recently, its connection to problems that have arisen with the proliferation of wireless networks has caused a special interest in resolving the problem in a distributed manner. Due to the lack of global knowledge, in distributed algorithms the nodes have to base their color choices exclusively on information they receive from their neighbors. The algorithm we have presented in this paper is inspired by the behavior of a family of frogs native to Japan, namely the calling behavior of Japanese tree frogs. The results achieved by the proposed algorithm compare very favorably with a current state-of-the-art algorithm. In particular, an improved performance has been measured for about 90% of the studied instances. The benchmark set that we chose for comparison includes random geometric graphs, most of the graphs of the DIMACS challenge, and grid graphs. Apart from the favorable results, the proposed algorithm uses messages of constant size, which means that it is scalable up to very large networks. Moreover, the number of communication rounds re-quired is comparable to that required by other algorithms that provide high quality solutions. Finally, our algorithm provides a valid coloring immediately in the very first communication round.
With regard to future work, we consider the use of the proposed algorithm for time division multiplexing (TDM), a mechanism for collision-free communication in wireless networks that is strongly related to graph coloring. Finally, due to its adaptive nature, our algorithm might also be interesting for mobile networks, or any dynamically changing network.
