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以上
内容梗概
元来,人々 が行つていた機械的な作業は,文字通り機械 (コンピュータ)が代
わりに処理するようになってきた。コンピュータにしかこなせないような大規模
な処理も可能となり,コンピュータが担 う役割は,意味を考慮した高度なタスク
にまで拡大してきている:中でも,自然文の意味をコンピュータに理解させると
いうタスクは,情報科学が達成すべき課題の中でも特に重要な位置付けを占めて
いる.この大きな課題の実現に向けて,自然言語処理をはじめ様々な分野の研究
者が,各々 の達成すべき課題に取り組んできた。
コンピュータにとつての「知識」を自動で抽出する研究はそのうちの 1つであ
り,これまで数多くの研究が行われてきた。そのアプローチは大きく2種類に大
別でき,大規模なデータ (Wcbや新聞記事など)から抽出する方法と,既存の人
手で作られた知識体系 (WordNetやRoget's Thesaurusなど)をもとに知識を抽出
する方法がある。前者は網羅性に優れる反面,ノイズデータが多いため精度に問
題がある。一方,後者は比較的高い精度を達成できるが,既存の知識体系の網羅
性に縛られるという欠点がある。
そこで本研究では,大規模な協調Wcb百科事典であるWikipediaに着 目する。
Wikipediaは,Wikiを利用した大規模Web百科事典であり,誰でもWebブラウザ
を通じて記事内容を変更できる。リアルタイムに記事が更新されるため,幅広い
分野について,一般的なエンティティ (事物)から新しいエンティティに至るまで
記事が網羅されている。またWikipediaは,記事の網羅性や即時性だけでなく,密
な記事間リンク,質の高いアンカーテキス ト,URLによる語義の一意性など,知
識源として有利な性質を数多く持っている。
既存研究では,このような大規模かつ整理された情報という2つの特長を併せ
持つWikipediaを利用し,エンティティの属性情報やエンティティ間の関係,エン
ティティの上位概念 (上位下位関係)を知識として抽出しており,その知識体系が
整備されつつある。Wikipediaをベースとした知識体系の構築は,Wikipediaがハ
ブとして機能するため,研究者が協調して知識の種類を充実化させることが可能
であるという利点がある.しかし現状では,上記のエンティティの属性情報,エ
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ンティティ間の関係,エンティティの上位概念以外の知識についてはあまり整備
されていない。そのため,Wikipcdiaを基盤とした知識体系の構築において,知識
の種類を増やすことは重要な課題である。
そこで本論文では,既存の知識体系と連携可能な新たな知識をWikipediaから抽
出することを目的とする。具体的には,既存の知識体系で整備されていない知識
として,語句の トピック情報,自然文に対する関連語句,上位概念間の関係抽出
を対象として知識の抽出を行 う。これらの知識はそれぞれ,テキス トの トピック
ヘの分類, トピックが類似しているテキス トの発見,未知の語句の意味推測など
に利用できる.これらの知識をWikipediaを用いて抽出することは,意味解析のた
めの基盤知識の整備という観点から非常に有益である。
本論文は,5章から構成され,各章の内容は次の通 りである。まず,第1章にお
いて,序論として研究の背景と目的について述べる。
第2章では,Wikipediaのカテゴリ構造を用いた語句の トピック分類手法を提案
する:語句とそれが属するトピックの関係は,自然言語で記述されたテキス トを
トピックに分類するための基盤知識である。Wikipediaはエンティティを分類する
ためのカテゴリ構造を持つており,これを解析することで語句とトピックの関係
を抽出できると考えられる。しかし,Wikipediaのカテゴリ構造は複数の親やルー
プを持つネットワーク構造であるため,単純に親カテゴリをたどつて トピックを
決定する方法では,無関係のカテゴリにまで到達してしまうという問題が存在す
る.また,ホップ数を制限して親カテゴリをたどる方法では,最適なホップ数を決
定するのが難しいという問題がある。そこで提案手法は,各カテゴリヘの所属を,
所属するか否かではなく,どの程度所属するかという確率として表現することで
これらの問題の影響を受けずにトピックを推定する。具体的には,Wikipediaのカ
テゴリ構造を有向グラフとみなし,エッジを等確率で選択し隣接ノー ドに遷移す
るモデルであるランダムウォークを適用することで確率を算出する。また,定常
状態におけるランダムウォークによる確率を実時間で計算するため,べき乗法と
呼ばれる数値計算手法を取り入れる。提案手法の性能を評価するために行つた実
験の結果を示し,その有効性について検証する。
第3章では,Wikipcdiaから抽出可能な様々な情報を組み合わせ,自然文から関
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連語句を推測する手法を提案する。自然文に対する関連語句は,そのテキス トの
内容や トピックを表現するための付加的な意味情報として,語義曖味性解消やテ
キス トクラスタリングなどに利用できる。Wikipediaでは一般的に,関連のある記
事どうしはリンクによつてつながっているため,このリンク構造を角翠析することで
関連語句を抽出できる。自然文からの関連語句推測は,記事どうしの関連性を抽
出するだけでなく,入カテキス トからのキーフレーズの抽出や個々のキーフレー
ズからの関連語句の集約など,複数のサブタスクを含んでおり,これらを組み合
わせるためには通常,パラメータ調整が必要となる。既存手法では,経験貝Jに基
づく単純なスコアリングによりこれらのサブタスクを解決しているが,入カテキ
ス トに含まれるノイズが精度に大きく影響する。そこで提案手法では,これらの
サブタスクをベイズ確率として再定義した後,確率的な入力に対して適用可能な
拡張ナイーブベイズを提案し,統一的な枠組みにおいてこの複数のサブタスクか
ら成る問題を解決する。これにより,入カテキス トに対してロバス ト性の高い関
連語句推測を実現する。提案手法について評価実験を行い,その有効性について
検証する。
第4章では,Wikipcdiaの知識をもとに,大規模なテキス トデータから上位概念
間の関係を抽出する。関係抽出に関する研究では通常,エンティティ間の事実関
係を網羅的に抽出することを目的としているが,提案手法では,汎化した上位概
念レベルで関係を抽出することを目的とする。これは,未知の事物に対する推測
を可能とするためには上位概念レベルでの認識が必要であるためである。これま
でにWikipediaのエンティティをもとにして上位下位関係を定義した研究が行われ
ており,これを前提知識として用いることでテキス トから上位概念間の関係を抽
出できると考えられる。提案手法では,テキス トから語句間の関係を抽出した後 ,
語句をWikipediaのエンティティに,そしてエンティティから上位概念に置き換え
ることで上位概念間の関係を抽出する。提案手法を評価するために実際に大規模
な関係抽出を行い,その有効性を検証する。
最後に第5章では,本論文の成果を要約したのち,今後の検討課題について述
べ,本論文のまとめとする.
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第1章 序章
1。1 研究背景
近年の情報技術の発展に伴い,コンピュータが担 う役割は日々拡大し続けてい
る。最近では,数値処理などの機械的な作業だけでなく,意味を考慮した高度なタ
スクをコンピュータに行わせることも実現されつつある。その中でも,自然言語で
記述されたテキス トの意味をコンピュータに理解させるという課題は,情報科学
が達成すべき重要な課題の一つとして認識されている.これまで自然言語処理を
始めデータベース,情報検索,人工知能,機械学習など,様々 な分野の研究者がこ
の課題の達成に向けて研究に取り組んできた。それらの研究は主に,コンピュータ
にとつての疑似的な「知能」と「知識」を構築する研究に分けられる.「知能」に関
する研究としては,テキス トを処理するための基礎的な技術 (形態素解析 [27,75]
や構文解析 [25,26]など)から,語義曖味性解消 [80]や固有表現抽出 [16]などの
やや高度なタスクに対する技術,さらにはそれらを利用した応用的なアプリケー
ションに対する技術まで多岐にわたる。これらの研究では,優れたアルゴリズム
により,各々 が対象とする問題を「賢く」解くことを目的としている。
一方で,コンピュータにとつての「知識」は「知能」を支えるための基盤となる。
たとえば,形態素解析を行 うためには,一般語に関する知識が最低限必要である。
また,形態素角卒析では通常,未知語に対しても何らかの推測を行うことが可能で
あるが,そのような語を知識として持つているほうがより精度良く角旱析できるの
は明らかである。コンピュータにとつての知識としては,この世界にどのような
語句やエンティティ1が存在しているかという知識 (用語辞書),語句「Apple」が
1本研究では,ある事物そのものを「エンティティ」と呼び,曖味性を持つ「語句」とは区別し
て用いる。
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エンティティとして「Applc lnc.」という企業やフルーツの「Apple」を意味しうる
という知識 (エンティティと語句の対応関係),「Applc lnc.」という企業の従業員
数や資本金はどれくらいかという知識 (属性と属性値),「Apple lnc.」が「iPhone」
や「MicrOsO■」と関連が強いという知識 (関連度),「Apple lnc.」が「iPhonё」を
開発しているという知識 (関係),「Apple lnc.」が上位概念 「company」に属して
いるという知識 (上位下位関係),「Apple lnc.」と「アップルインコーポレイテッ
ド」は同じエンティティであるという知識 (対訳関係)など,様々 なものが挙げ
られる。このような多種多様な知識を整理した知識体系は,テキス トの意味を考
慮した角翠析において重要な基盤知識となる.
このような基盤知識を自動で獲得するための研究がこれまで数多く行われてき
た。たとえば,ニュース記事やWebなどのテキス トコーパスを対象とした研究
[12,19,24,50,79]が挙げられる。これらの研究では,テキス ト処理のための基盤技
術を利用し,表面的なテキス ト情報から意味的な情報 (関連度や関係など)を抽
出する。自然文で記述されたテキス トからの知識獲得は,大規模なデータに対し
て適用できるため網羅性が高いという利点があるが,一方でノイズが多く,高い
精度を達成することが難しいという欠点がある。また,Webのリンク[10]やテー
ブル [9]などの半構造化データを利用した研究では,一般的にWebのテキス トの
みを利用する場合と比較して高い精度を達成できるが,ノイズによる精度低下を
根本的に解決できているとは言い難い。加えて,これらの研究では,語句やエン
ティティの統一など,獲得した知識を体系的に整理することが難しいという根本的
な問題を抱えている.一方,WordNct[14]やRoget's Thesaurusなどの既存の知識
体系から知識を再構築する研究 [1,22]では,非常に高い精度を達成できる上,語
句やエンティティの整理された情報を利用できるという長所がある。しかし,既
存の知識体系に登録されていない情報は取り扱 うことができないため,固有名詞
や専門用語,新語などの網羅性に問題がある。
そこで本研究では,大規模な協調Web百科事典であるWikipedia2に注目する。
Wikipediaは,wiki[30]をベースにした大規模Web百科事典であり,誰でもWeb
ブラウザを通じて記事内容を変更できることが大きな特徴である。そのため,幅
2http ://www.wikipedia.org
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広い分野について,一般的なエンティティから新しいエンティティに至るまで記
事が網羅されており,記事 (エンティティ)数は,最も多い英語版で400万, 日
本語版で81万である (2012年H月時点)。 Naturc誌の調査によると,Wikipedia
の記事の精度は,専門家によつて作成されたブリタニカ百科事典 (記事数7万以
下)と同等であると報告している [18]3。またWikipediaは,記事の網羅性や即時
性だけでなく,密な記事間リンク,質の高いアンカーテキス ト,URLによる語義
の一意性など,知識を抽出するためのリソースとして有利な性質を数多く持つて
いる [37].
このような特長を持つWikipcdiaを解析することで,様々 な種類の知識を整理し
た知識体系を再構築できると考えられる。
1。2 知識源としてのWikipedia
Wikipediaは,知識を抽出するためのリソースとしてみたとき,以下に挙げる様々
な特長を有している。
●コンテンツの網羅性
・ 密なリンク構造
・ 質の高いアンカーテキス ト
●URLによる語義の一意性
・ カテゴリリンクの保有
・ 言語間リンクの保有
以下では,それぞれの特長について説明する。
3B五tannicaはこの調査に対し異議を唱えており,実際にはブリタニカ百科事典の記事の精度に
はやや劣るとの見方が一般的である。
41.2。1 コンテンツの網羅性
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従来の辞書では通常,一般的な語句から追カロされていくため,一般的でない語
句や専門的な語句は辞書に追加されるのが遅れる,あるいはいつまでも登録され
ないという問題が発生する。しかしWikipediaでは,インターネットを通じてリア
ルタイムに記事が作成・修正されるため,きわめて即時性・網羅性が高い。たとえ
ば,ある企業から最新の技術の発表があつた数時間後には,そのエンティティに
関する記事が生成され,その説明や詳細なスペック,画像などが公開されたという
ケースもある.このような新しいエンティティに対する網羅性の高さは,知識源
として見たときの重要な特長の 1つである。その記事 (エンティティ)数は,最
も多い英語版で400万, 日本語版で81万であり (2012年H月時点),専門家に
よつて作成されたブリタニカ百科事典の記事数が7万以下であるのと比較しても,
その規模の大きさが分かる。
1。2.2 密な リンク構造
2008年8月の段階でのWikipedia内における約250万記事 (英語のみ)のリン
クの数は,およそ8,500万であることが分かつている.これは,1記事あたり平均
34のリンクを持つ計算となる。他の記事からのリンク (バックワー ドリンク)数
については,1万以上のリンクを持つ記事が426件,1,000以上のリンクを持つ記
事が6,874件,100以上のリンクを持つ記事にいたつては98,650件存在することが
分かつている。また,15,184記事が500以上の他の記事へのリンク (フォワー ドリ
ンク)を持つており,185,814記事が100以上の他の記事へのリンクを持つている。
これらのリンクはWikipedia内に対するリンク (記事間リンク)のみをカウントし
たものであり,Wikipediaの外部へのリンクは含まれていない。これは,Wikipedia
では閉じられた記事空間の中で密なリンク構造を持つており, リンク構造を解析
することで有用な情報を抽出できる可能性が高いことを示している。
興味深いのは,図1.1が示すとおり,Wikipediaのリンク構造は,一部の記事に
極端に多くのリンクが集中するZipf分布 [84]に従う点である。このような分布は,
人気のWebサイ トに対するリンクやアクセス頻度 [8],図書館における図書の貸し
1.2.知識源 としてのWikipedia
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図 1.1:フォワー ドリンク数およびバックワー ドリンク数の分布
出し数,有名論文の引用数などに見られる分布であり,一様にリンクが分布してい
るわけではないことを示している。この傾向は特にバックワー ドリンクに顕著で
あり,全体数から見るとごく少量の記事が非常に多くの記事から参照されている。
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Inc.
the free encyclopedia Coordinates
食
From Wikipedia, {re free encyclopedia
here. For other uses, see OSX (disanbisuation).
OS Xい/"L5/),国orunJV OS X
Mac OS X.ts fir a series of Unix-
interface operating
systems devlloped, marketed, and
is designed to
run exclusively on Mac computers,
having been pre-loaded on all Macs
since 2002. It was the successor to
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図 1.2:アンカーテキス トとリンク先の記事の例
1。2.3 質の高いアンカーテキス ト
アンカーテキス ト (リンクテキス ト)は,HTML文書においてリンクが設定さ
れたテキス トで,<A>タグで囲まれたテキス ト部分を指す。通常のWcbページに
おけるリンクのアンカーテキス トは,一般的にリンク先のページの内容を表す語
を含んでいるが,ノイズとなる語が含まれている場合や,「最新情報はこちらをク
リック」といったようにリンク先の内容とは無関係な場合も多い。一方,Wikipedia
においては,他の記事へのリンクのアンカーテキス トは,リンク先のエンティティ
を端的に表す語句が利用される [37].これは,Wikipcdiaの記事の編集方針の一つ
に「ウィキ化 (wikinCttion)」とい うものがあり,記事中に登場する重要な語句に対
し,それが意味する記事 (エンティティ)をリンクさせることでWikipediaを整理
する役 目を持つているためである。図 1.2の例では,記事 「OS X」に出現するアン
カーテキス ト「Apple lnc.」が,記事 「Apple lnc.」にリンクしている。このような
アンカーテキス トの統計を取ることにより,語句とエンティティの対応関係を抽出
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することができる[35,37].たとえば,企業である「Applc lnc.」に関する記事への
リンクのアンカーテキス トは 「Apple」「Applc lnc.」「Apple Colluputer」などが多
く用いられてお り,これらはエンティティ「Apple lnc.」を意味する語句であると
判断できる。また反対に,アンカーテキス ト「Apple」が,企業としての 「Applc
lnC.」やフルーツの 「Apple」を指す可能性があることが分かる.
1.2。4 URLによる語義の一意性
URLにより語義の一意性が確立されている点は,Wikipcdiaの大きな特徴の1つ
である。従来の辞書では,1つの見出し語が1つの記事に無 り当てられており,そ
の中で複数の意味について詳述される.一方,Wikipediaでは1つのURLに1つの
エンティティ (記事)が害1り当てられており,多義性がURLによつて解決されて
いる.たとえば,「Apple」はコンテキス トに依存して意味するエンティティが変化
する多義語であり,企業の「Applc lnc.」を指す場合もフルーツの「Applc」を指す
場合もある。Wikipcdiaでは,これら2つのエンティティはそれぞれ別の記事とし
て管理されており,それぞれ 「http:〃en.wikipcdia.o唱/wiki/Apple」nC・」(図1,3上)
「httpノcn,wikipcdia.org/wib/Apple」(図1.3下)という芳U々のURLが害1り当てられ
ている。このように,WikipcdiaではエンティティとURLが1対1で対応している
ため,多義語の取り扱いが比較的容易である.
1.2。5 カテゴ リリンクの保有
Wikipediaでは,エンティティについての記事とは別にカテゴリのページが作成・
編集されており,各エンティティがどのようなカテゴリに属しているかがカテゴ
リリンクによつて表現されている (麟1.4右)。 また,カテゴリのページはさらに
F」llのカテゴリのページに属することが可能であり,カテゴリ構造を形成している。
このカテゴリ構造は,タクソノミ (分類辞書)としての役警Jを有しており,記事を
分類・整理するために用いられている.Wttpcdiaの英語版 (2008年5月)には,
約997万のカテゴリリンクが存在していることが分かつている.Wikipcdiaのカテ
ゴリ構造は複数の親やループを許容する複雑なネットワーク構造をしている.
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Apple Inc.
From Wikipedia, the free encyclopedia Coordndes■3733182°N12203
Tlzis ar-ticle is about the technoloey company. For other companies named "Apple",
App le (disa mbieuation).
Apple Inc- (NASDAQ: AAPLS), formally Apple
Computer, Inc., is an American mutinational
corporation headquadered in Cupertino,
California that designs, develops, and sells
consumer electronics, computer software, and
personal computers. The company was founded
on April 1, 1976, and incorporated on January 3,
htt p ://e n.wi ki ped ia. o rglwi ki/Ap p le_l nc.
Apple
From Wikipedia, the free encyclopedia
This article is about the fruit For the technology company, see Apple Inc.. For other
see Apple (disambigaation).
"Apple tree" redirects here. For other uses, see Apple tree (disambquation).
The apple is the pomaceous fruit of the apple
tree, species Malus domestica in the rose family
(Rosaceae). lt is one of the most widely cultivated
tree fruits, and the most widely known of the
many members of genus Malus that are used by
humans. Apples grow on small, deciduous trees.
図1.3:URLによる語義の一意性の例
1。2。6 言語間 リンクの保有
世界中の様々な言語で展開されているWikipcdiaは,同じ意味を表すエンティ
ティやカテゴリにおいて,言語間リンクにより別の言語の同じエンティティある
http ://e n.wi ki ped ia. o rglwi k i/Ap ple
Apple Inc.
Coordinates: qialsstse' N 12203
is about the technoloey companJt For other companrbs named "Apple',
v Languages
Afrikaans
Alemannisch
trnglisc
A*.r"Jl
A6turianu
Azerbaycanca
ETRFTI
8dn-lin-ed
EenapycKar
6enapycKaF(r a p a ui K e aiu
a)
6tarapcKh
Bosanski
Brezhoneg
Catala
9aaauna
Categories: Companies in the NASDAQ-l00 Index
1976 estab‖shments hホe unted states l Appにhc
Companies based in Cupertino, Califomis I Companies established in I976
Computer companies of the United States I Computer hardwarc companies
Display tcchnologtr companies I Ebctronics companics of thc United Statcs
Home computer hardware companies I Mobile ohone manufacturers
Muhinational companies hegdquartered in the United States
Networ*ing hardware companies I PortaUte audio player manufacturers
Publicly traded companies of the United States I Electronics companies
Retail companies of the United States
Software companies based In the Ean Francisco Bay fuea I Steve Jobs
Warrants issued in Hong Kong Stock Exchange
Technology companies of the United States
1.3.研究内容
言語間リンク カテゴリリンク
図 1.4:カテゴリリンクおよび言語間リンクの例
いはカテゴリと繋がっている (図1.4左)。 これは,Wikipediaのエンティティまた
はカテゴリを通じて別の言語に変換できることを意味しており,Wikipediaをベー
スとして構築した知識体系を多言語に展開する際に大きな役割を持つ .
1。3 研究内容
第 1.2節で述べたように,Wikipediaは知識抽出のための有用な性質を数多く持っ
ており,大規模かつ整理された情報という2つの側面を併せ持つ稀有な知識源で
ある。このような特長を持つWikipediaを知識源とし,エンティティの属性やエン
ティティ間の関係,エンティティの上位概念 (上位下位関係)を抽出する研究が
これまで行われ,Wikipediaのエンティティを基盤とした知識体系が整備されてき
た [2,6,72].Wikipediaでは,記事やカテゴリなどがそれぞれ識別子を持つており,
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知識体系を結合するためのハブとして機能する。そのため,Wikipediaをもとにし
た知識体系の構築は,研究者が協調 して知識を蓄積できるとい う大きな利点を有
している。しかし現時点では,上記のエンティティの属性,エンティティ筒の関
係,エンティティの上位概念以外の知識についてはあま り整備 されていない.そ
のため,Wikipcdiaを基盤 とした知識体系の構築において,知識の種類を充実させ
ることは重要な課題である。
そこで本研究では,多種多様な ドメインに関する様々な知識を網羅 した知識体
系を構築することを目的 とし,既存のWikipediaを基盤 とした知識体系では整備
されていない語句の トピック情報,自然文に対する関連語儀,上位概念間の関係
を対象として知識の獲得を試みる。本研究により獲得 した知識は,Wikipcdiaを基
盤 とした知識体系と連携可能な新たな知識 として利用できるため,意味解析のた
めの知識 リソースの発展において重要な役害1を果たすと考えられる.また,本研
究の貢献として,Wikipcdiaを用いて各知識を抽出するために,グラフ理論,ベイ
ズ理論,心理学など様々な分野に関する研究の知見に基づく手法を提案 している。
具体的には,本研究で取 り緯む3つの研究繰懸は以下のとお りである.
●語旬の トピック情報抽出
Wikipcdiaのカテゴリ構造をrll用し,エンティティ (記事)がどのような ト
ピックに属するかとい う情報を抽出する。語句がどのような トピックに属す
るかとい う情報は,様々 な文書を トピックに分類するための基盤知識 として
Xll用できる。Wikipediaはエンティティを分類するためのカテゴリ構造を有
しているため,これを解析することで語句 とトピックの関係を抽出できる
と考えられる.しかし,Wikipediaのカテゴリ構造は複数の親やループを持
つネットワーク構造であるため,単純に親カテゴリをたどつて トピックを決
定する方法では,全く関係のないカテゴリにまで諄1達してしまう。一方で ,
ホップ数を制限して親カテゴリをたどる場合,どのように最適なホップ数を
決定するかという輩題が生 じる.そこで,各カテゴリヘの所属を,所議する
か否かではなく,どの程度所属するかとい うスコアとして表現する.具体的
には,Wikipediaのカテゴリ構造を有Fntグラフとみなし,ランダムウォーク
を適用することでスコア (確率)を算出する。また,定常状態におけるラン
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ダムウォークによる確率を効率的に算出するため,べき乗法と呼ばれる数値
計算手法を取り入れる。
・ 自然文に対する関連語句推測
Wikipediaから抽出可能な様々な情報を組み合わせ, 自然文から関連語句を
推測する。自然文に対する関連語句は,そのテキス トの内容や トピックを表
現するための拡張された意味情報として,語義曖味性解消やテキス トクラス
タリングなどに利用可能な基盤知識である.Wikipediaでは一般的に,関連
のある記事どうしがリンクによつてつながっており,このリンク構造を解析
することで関連語を抽出できる。自然文からの関連語句推測というタスクは,
ある語句に対する関連語句の抽出の他に,入カテキス トからの特徴的な語句
の抽出や関連語句の集約など,複数のサブタスクを含んでいる.そのため,
これらのサブタスクをまとめて角牢決するためにパラメータ調整が必要となっ
てくる。既存手法では,これらのサブタスクを単純な加算によるスコアリン
グによつて解決しているが,入カテキストに含まれるノイズによつて精度が
低下しやすいという問題がある。そこで,これらのサブタスクをベイズ理論
に基づくフレームワーク上で表現し,確率的な入力に対して適用可能な拡張
ナイーブベイズにより解決する.これにより,入カテキス トに対してロバス
ト性の高い関連語句推測を実現する。
●上位概念間の関係抽出
Wikipediaの知識をもとに,大規模なテキストデータから上位概念間の関係
を抽出する。関係抽出に関する研究では一般的にエンティティ間の事実関係
を網羅的に抽出することを目的としているが,未知の事物に対する推測を行
うためには,汎化した上位概念レベルでの関係を学習する必要がある。そこ
で,Wikipediaの情報を利用し,上位概念間の関係を抽出する。これまでに
Wikipcdiaのエンティティを用いて上位下位関係を定義した研究が行われて
いるため,この知識を活用することでテキストから上位概念間の関係を抽出
できる。上位概念間の関係抽出は,テキス トから関係を抽出する際に,語句
を上位概念に置き換えることで実現する。語句から上位概念への変換におい
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ては,語句の曖味性の問題が発生するが,
を介して行 うことで高い精度を達成する.
第 1章 序章
Wikipediaのエンティティ (記事)
1。4 本論文の構成
本論文は,5章から構成され,本章以降の内容は次の通りである。
第2章では,Wikipediaのカテゴリ構造を解析し,エンティティ (記事)がどの
ような トピックに属するかという情報を抽出する.Wikipediaのカテゴリ構造は複
数の親やループを持つネットワーク構造であるため,あるエンティティがどのカ
テゴリに属しているかという情報を親カテゴリをたどつて抽出することが難しい。
そこで,各カテゴリヘの所属を,所属するか否かではなく,どの程度所属するか
という確率として表現することで,上記の問題を解決する。確率値を算出するた
め,Wikipcdiaのカテゴリ構造を有向グラフとみなし,ランダムウォークを適用す
る.また,定常状態におけるランダムウォークによる確率を効率的に算出するた
め,べき乗法と呼ばれる数値計算手法を取り入れる。提案手法の性能を評価する
ための実験を行い,その有効性について検証する。
第3章では,Wikipediaから抽出可能な様々な情報を組み合わせ,自然文から関
連語句を推測する.既存手法では,自然文からの関連語句推測において解決すべ
き複数のタスク (キー フレーズ抽出,単一語句からの関連語句推測,関連語句の
集約など)に対し,単純な加算によるスコアリングによつてタスクを組み合わせ
ているが,入カテキス トに含まれるノイズに弱いという問題がある。そこで,ベ
イズ理論に基づく確率的なスコアを導入し,また,確率的な入力に対して適用可
能な拡張ナイーブベイズを提案する。これにより,入カテキス トに対してロバス
ト性の高い関連語句推測を実現する。評価実験を行い,提案手法の有効性を検証
する.
第4章では,Wikipediaの知識をもとに,大規模なテキストデータから上位概念
間の関係を抽出する。関係抽出に関する研究では一般的にエンティティ間の事実
関係を網羅的に抽出することを目的としているが,提案手法では,未知の事物に
対する推測を行 うため,汎化した上位概念レベルで関係を抽出する。上位概念間
1.4.本論文の構成
の関係抽出は,Wikipediaのエンティティに対して上位下位関係を定義した既存研
究の成果を利用し,テキス トから関係を抽出する際に語句を上位概念に置き換え
ることで実現する。語句から上位概念への変換においては,語句の曖味性の問題
が発生するが,Wikipediaのエンティティを介して行うことで高い精度を達成する。
また,提案手法を評価するための実験を行い,有効性を検証する。
最後に第5章では,本論文の成果を要約 したのち,今後の研究課題について述
べ,本論文のまとめとする。
なお,第2章は文献 [51,52,53,63,64,66]で公表した結果に,第3章は文献 [58,
59,61,62,67]で公表した結果に,第4章は文献 〔54,55,56,57,60,65]で公表した結
果に基づき論述する。
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第2章 語旬の トピック分類
2。1 まえがき
語句のトピック1分類とは,与えられた語句に対して,それが属するトピックを決
定する問題であり,語句をトピックに分類した概念辞書は,テキス ト分類などのア
プリケーションの基盤リソースとして必要とされている。WordNct[14]は一般語を
分類した概念辞書であり,語句の上位下位関係を定義している。しかし,WordNct
は固有名詞や専門用語,新語などをあまり定義していないことが短所として挙げら
れる。また,WordNctでは語句の上位概念 (“Lion"に対して“Mammal′'`Animal"
など)は定義されているが,語句のトピックによる分類 (“Lion''に対して“Naturc''
など)を行つていない。そのため,本章で目的としているトピックによる分類に
はあまり適していないと考えられる。
一方,Wikipediaでは,固有名詞や専門用語,新語などを多数定義しており,そ
れらの語句は上位概念だけでなく上位の トピックにも分類されているため,テキ
ス トを様々な トピックに分類するための外部知識として非常に優れている.そこ
で,語句を トピックに分類するためにWikipediaのカテゴリ構造を利用すること
を考える.しかし,Wikipediaで定義されている任意のカテゴリに語句を分類す
ることは難しい。これは,Wikipediaのカテゴリ構造が複数の親やループを許容す
るネットワーク構造を成しているためである。このようなWikipediaのカテゴリ
構造の性質により,ある語句から親カテゴリをたどつていくと,全く関係のない
カテゴリに到達することが頻繁に起こる。たとえば,動物の“Lion"についての記
事から親カテゴリをたどつていくと,“Lions′'``Panthera∫'``PantheHnaeF'``Felids′'
1本研究における トピックとは,語句やテキス トを分類するときの基準として用いられるカテゴ
リ (分野や話題など)である。
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“Catsi'“Domesticated animds′'`Ag五culture"などに到達するパスが存在し,これら
には“Lion"とあまり関係のないカテゴリも含まれる。さらに親カテゴリをたどれ
ば“Humans′'“Economics′'“Education''などのカテゴリにも到達可能である。この
ように,Wikipediaでは親カテゴリをたどることで1つの記事から様々な種類のカ
テゴリに到達できるが,どのカテゴリまで属すると定義するか (どのカテゴリか
ら属さないと定義するか)を2値で判定することは不可能である。したがつて,単
純に親カテゴリをたどる手法によつて語句を分類することはできない。
そこで本章では,Wikipediaの記事を確率的に分類する手法を提案する。提案手
法では,語句のカテゴリヘの所属を,属するか否かという2値ではなく,どの程
度の強さで属するかというスコアとして表現する。本研究ではこのスコアを,語
句がどのような トピックのテキス トに出現するかという確率を表すものとして定
義する。Wikipediaのカテゴリ構造では,ある記事から親カテゴリをランダムにた
どうていつたとき,そのパス上でより確実に出現するカテゴリに対して,より強
く属している (高い確率で属している)と考えられる。そこで,親カテゴリをた
どる際に確率的にスコアを割り当て,より大きいスコアを持つカテゴリに強く属
すると定義する。このときのスコア (確率)は,隣接ノー ドのいずれかに等確率
で遷移するランダムウォークにより算出できる。提案手法では,あらかじめ指定
した複数のカテゴリ (基底カテゴリ)に対し,ある語句から親カテゴリをたどつ
たとき,それらのカテゴリに到達する確率を,ランダムウォークにより算出する。
また,親カテゴリを再帰的にたどるという処理は計算量が大きいため,行列を
利用した数値解析による手法を用いてグラフカーネルを構築し,計算の効率化を
図る。具体的には,Wikipediaの各カテゴリをノードとしたグラフについて親カテ
ゴリヘの遷移確率行列を作成し,基底カテゴリを意図的にシンクノー ド (スコア
を吸収するノー ド)として,各シンクにどの程度スコアが流れるかをべき乗法を
用いて算出する。本手法はPageRank[28]の計算方法と似ているが,対象とする行
列が既約ではない (もちろん原始的でもない)ことや,最終的に導出するものが
各ノー ドのスコアではなくカーネルの役割を果たす行列であることから,べき乗
法を収東させるための工夫が必要である。本章では,グラフカーネルを構築する
ためのべき乗法の収東性と計算方法について明らかにする。
2.2.関連研究
また,提案手法の応用として,Wikipediaで定義されている語句についての確率
的な分類結果を用いて,テキス ト (スニペット)の分類を行 う。テキス ト分類で
は一般的に,教師データを作成 し,ナイーブベイズ (NB)[11]やサポー トベクタ
マシン(SVM)[77]などの機械学習手法を用いる。最近では,Wikipcdiaを用いた
テキス ト分類に関する研究が行われているが,Wikipediaのカテゴリをそのまま
用いるのではなく,教師あり学習の素性 として用いている。一方,提案手法では,
Wikipcdiaのカテゴリ構造をそのままテキス トの分類に利用することが可能である。
すなわち,語句を確率的に分類することにより,その確率値をそのまま教師デー
タとして,ナイーブベイズなどの確率的な文書分類手法を適用できる。これによ
り,Wikipediaのカテゴリから分類 したい トピックを選択することで,教師データ
を手作業で作成する必要なく,それ らの トピックにテキス トを自動で分類できる。
以下,第2.2節で関連研究について述べ,第2.3節で提案手法について詳述する。
第2.4節で提案手法を用いたテキス ト分類について説明し,第2.5節でテキス ト分
類における評価実験について説明する。最後に第 2.6節でまとめと今後の課題につ
いて述べる。
2.2 関連研究
2.2.l Wikipediaのカテ ゴ リ構造 を用 いた研 究
Wikipediaのカテゴリ構造は,Wikipediaを知識抽出の対象とする研究 (Wikipedia
マイニング)において重要な性質であり,関連度計算 [70]や関係抽出 [38,45,72]
など,様々 な情報の抽出に用いられている。Wikipediaのカテゴリ構造を用いた文
書分類 (トピック推定)はSchonhOfen[49]やSyedら[74],Phanら[42]によつて
行われているが,Wikipcdiaで定義されているカテゴリをそのまま分類に用いるの
でなく,教師あり学習の素性として利用している。本研究では,教師データを必要
としない手法,すなわちWikipediaのカテゴリ構造をそのまま文書分類に利用でき
るような手法を提案している。また,隅田ら[73]はWikipediaのカテゴリ構造や
記事のテキス トから語句の上位概念 (“Bill Gates"に対して“CEO"や“Human"な
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ど)を抽出している.しかし,本研究が目的とするトピックによる分類において
は,上位下位関係のみでは不十分である。たとえば,“Bill Gates"という語句はト
ピックの一つとして“Computing''に強く属していると考えられるが,“Bill Gates''
から上位概念をたどつても``Compuing''にたどり着くことはなく,結果として“Bill
Gates"を“Computing"に分類できない。本研究では,このような例に対して正し
く語句を トピックに分類するため,Wikipediaのカテゴリ構造をそのまま入力とし
て用いている。
Wikipcdiaにランダムウォークを適用した例としては,WikiWalk[81]が挙げら
れる.WikiWalkでは,Wikipediaの記事およびカテゴリをノー ドとしたグラフに
対してPageRankを適用し,関連度を計算している。本研究でもランダムウォーク
を用いているが,単純な関連度ではなく,指定した トピックヘの所属の度合を算
出している点で目的が異なる。加えて,本研究ではWikipediaのカテゴリグラフか
ら所属確率を算出するためにPageRankを拡張している。これは,対象とするカテ
ゴリグラフから抽出した遷移確率行列がPageRankの収東条件を満たしていないこ
とと,収束条件を満たすための一般的な方法が所属の度合を算出するのにあまり
適していないことに起因する。具体的には,べき乗法 (後述)を用いてPageRank
を収東させるためには遷移確率行列が原始行列 (p五mit市em江五x)となるよう修正
する必要があり[28],一般的なPagcRankでは意図的にある確率でランダムにグラ
フ中の別のノー ドに遷移 (テレポー ト)させることでこれを解決している。本研
究は,カテゴリ (トピック)への所属確率という,より関係性の明確な情報を得
ることが目的であるため,上記の方法で収東条件を達成しようとした場合,得ら
れる所属確率に多くのノイズ情報が含まれることになる。そのため,本研究では
カテゴリヘの所属確率の計算に適した拡張を行い,収東条件の達成を図る。
2.2。  ナイーブベイズによるテキス ト分類
テキスト分類あるいは文書分類については,これまで非常に多くの研究が行わ
れてきた。文書分類とは,あらかじめ設定したカテゴリに対し,入力となる文書
がどのカテゴリに属するかを決定するものであり,文書集合をいくつかのまとま
2.3.提案手法
りに分ける文書クラスタリングとは異なる。現時点において最も実用的な文書分
類アルゴリズムの一つとして,ナイーブベイズ (NB)[11]が挙げられる。ナイー
ブベイズでは,テキス ト中に含まれる語句が互いに独立に発生したものであると
いうナイーブ (単純)な仮定を置き,それらの語句が出現したときのテキス トの
トピックヘの所属確率を,ベイズの定理により求める.ナイーブベイズはシンプ
ルでありながら高速に動作 (学習時間が短い)し,精度も高いため,実用的な文書
分類手法として一般に認識されている。また,教師データの削減や精度向上のた
め,ナイーブベイズの拡張として様々な手法 [39,71]が提案されている。教師デー
タが十分にある場合,ナイーブベイズは初期のシンプルな実装でも十分高い性能
を発揮し,また,同じくシンプルなComplement NB[46]は実際に『はてなブック
マーク』2のエントリを分類するのに用いられている。これらの手法では,手作業
による教師データの作成を前提としている.一方で,教師データを用いずにテキ
スト分類を行う手法はあまり成功事例がないというのが実情である.
2。3 提案手法
本研究では,Wikipediaをグラフ理論に基づいて解析することにより,既存の概
念辞書ではあまり定義されていないような固有名詞や専門用語,新語を確率的に
カテゴリに分類することを目指す。また,第2.4節では提案手法の応用として,ナ
イーブベイズによるテキス ト分類を行う。以下ではまず,Wikipediaのカテゴリ構
造と課題について説明する.その後,提案手法のアプローチと具体的な計算方法に
ついて詳述する。本章で使用する主な記号とその定義について表2.1にまとめる。
2。3。l Wikipediaのカテゴリ構造
Wikipediaでは,基本的に各記事 (エンティティ)に対 して一つ以上のカテゴリ
(親カテゴリ)が割 り当てられている。また,カテゴリにも同様に親カテゴリが割
り当てられてお り,「カテゴリツリー」と呼ばれるカテゴリ構造を成 している。この
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表 2.1:記号の定
記号 定義
?
?
?
?
?
?
?
?
Wikipediaのカテゴリから選択した基底カテゴリ (トピック)
Wikipediaのカテゴリから選択した基底カテゴリ集合
基底カテゴリを祖先として持つカテゴリ (基底カテゴリ除く)
基底カテゴリを祖先として持つカテゴリ集合
親カテゴリヘの遷移確率行列
カテゴリグラフカーネル (定常状態におけるcからbへの遷移確率行列)
カテゴリcの親カテゴリ集合
ι
T
E
P(ι∈T)
P(Clt)
P(blC)
P(blι)
P(b)
P(C)
P(blr)
語句
キーフレーズ集合
Wikipediaのエンティティ (記事)
Wikipediaのエンティティ集合
語句tがキーフレー ズ集合Tに含まれる確率
語句ιがエンティティcにリンクされる確率
エンティティcが基底カテゴリbに属する確率
語句tが基底カテゴリうに属する確率
あるテキストが基底カテゴリうに分類される確率 (bの事前確率)
エンティティcがテキストに出現する確率 (cの事前確率)
キーフレーズ集合Tが基底カテゴリbに分類される確率
親カテゴリは,該当の記事あるいはカテゴリが所属すると思われるカテゴリであ
り,上位下位関係や全体部分関係を表すこともあれば, トピックや関連を表す場合
もある。そのため,ある記事から親カテゴリをたどつていくと,ほとんど関係のな
いカテゴリに到達することが頻繁に起こりうる。たとえば,動物の“Lion"につい
ての記事から親カテゴリをたどつていくと,“Humans∫'``Economics′'“Educadon''
などのあまり関係のないカテゴリに到達できる。これは,親カテゴリとして登録
されるカテゴリが上位下位関係や全体部分関係だけでなく,様々 な関係を表して
いるためである。このようなカテゴリに対する緩い制約により,Wikipediaのカテ
ゴリ構造は図2.1のような複数の親やループを許容するネットワーク構造となって
2.3.提案手法
図2.1:Wikipediaのカテゴリ構造の例
いる.なお,図2.1は金てカテゴリであり,Wikipediaの各議事はこのようなカテ
ゴリ構造において一つ以上のカテゴリに属 している.このような構造のため,あ
るエンティティがどのカテゴリに属 しているかとい う情報を,単純に親カテゴリ
や子カテゴリをたどるだけでは抽轟できない .
2.3.2 ランダムウォークによる護旬の確率的分類
前項で述べたように,Wikipediaのカテゴリ構造はネットワーク構造であるため,
ある記事に対 し,指定したカテゴリ (基底カテゴリ)に属するか否かを半J断する
ことが困難である。そこで本研究では,語/nJのカテゴリの所属を,属するか否か
ではなく,どの程度の確率で属するかという数値 として表現する.Wikipediaのカ
テゴリ構造では,ある記事から親カテゴリをたどるとき,そのパス上で出現しや
すいカテゴリに対 してより強く所属 していると考えられる。この考え方に基づき,
親カテゴリをたどるときに確率的にスコアを害1り当て,より大きいスコアを持つ
カテゴリに強く所属するとみなす。これは,隣接ノー ドのいずれかに等確率で遷
移するモデルであるランダムウォークを用いて表現できる。提案手法では,カテ
，
?
Scientific disciplines
Naturalsciences
Physicel sciences
Physical cosmology
基底カテゴリ1 基底カテゴリ2
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図2.2:ランダムウォークによる記事Aの基底カテゴリヘの所属確率計算
ゴリをノー ド,親カテゴリヘのリンクを有向リンクとしたグラフに対して,ラン
ダムウォークを適用する.十分な時間が経過した後のランダムウォークによるス
コアは,あるノー ドから出発したときに,そのカテゴリに到達する確率を表す。こ
の確率を所属確率として用いる.
提案手法のアプローチについて,例を図2.2に示す。図2.2では,記事Aから確
率優先探索 (確率が同じ場合はノー ド番号順)により各カテゴリヘの所属確率を
算出している。まず,記事Aは親カテゴリを二つ持つているため,それぞれのカ
テゴリ (カテゴリ8,9)への遷移確率をそれぞれ :とする。カテゴリ8は親カテゴ
リを一つしか持たないため,カテゴリ3への遷移確率をそのまま:,また,カテゴ
リ9は親カテゴリを二つ持つているため,カテゴリ5,6への遷移確率をそれぞれ :
とする。このような処理を繰 り返すことにより,基底カテゴリヘの所属確率を算
出する。なお,ここでは基底カテゴリに到達するか,ルー プの発生を検知した場
合,親カテゴリの探索を中止している。全てのカテゴリについて親カテゴリの探
索が終了したか中止された場合に処理を終了する。
2.3.提案手法
基本的には,このようにある記事からスター トし,親カテゴリをたどることで
基底カテゴリヘの所属確率を算出するが,親カテゴリをたどるにつれて指数関数
的に計算量が大きくなることや,ルー プに対する効率的な計算方法など,実際的
な問題が発生する。そのため,定常状態における所属確率を単純な方法で計算し
ようとすると,一般的な処理能力を持つ計算機では処理できなくなる。そこで提
案手法では,次項に示すように,Wikipediaのカテゴリネットワークに対してグラ
フカーネルを構築することで,計算量の問題を解決する.
2.3.3 カテゴリグラフカーネルの構築
本研究では,Wikipcdiaのカテゴリネットワークにおいて,ランダムウォークに
基づく所属確率を効率的に算出するために,カテゴリグラフカーネルを構築する
手法を提案する.カテゴリグラフカーネルとは,ある記事の親カテゴリを確率ベ
クトルとして表現したとき,そのベクトルとの内積計算によつて基底カテゴリヘ
の所属確率を算出可能な行all(あるいはベクトル群)である。すなわち,ある記事
の親カテゴリの系列を入力とすると,カテゴリグラフカーネルによつて基底カテ
ゴリの系2~llと所属確率が出力される。なお,グラフカーネルにはvott NeuFIlan力~
ネル [23]をはじめとして様々なものがあるが,本研究で提案するグラフカーネル
は,ランダムウォークに基づく定常状態での遷移確率を表すものである.カテゴ
リグラフカーネルは,基底カテゴリを祖先カテゴリ (親カテゴリをたどることで
Ell達可能なカテゴリ)として持つ全てのカテゴリについて,各基底カテゴリヘの
所属確率をあらかじめ計算したものである。ここで前項と同様に問題となるのは,
どうやつて基底カテゴリヘの所属確率を効率的に計算するかという点である。以
下ではカテゴリグラフの遷移確率行列を用いた手法について説明する.
まず,Wikipcdiaのカテゴリ 中から分類に用いるカテゴリをユーザが選択 (こ
こでは鶴燿選択したとする)し,基底カテゴリbj∈B(を=1,…・,m)とする.次
に,基底カテゴリのいずれかを祖先カテゴリとして持つカテゴリを全て収集し,そ
れらのカテゴリの集合をθとする.そして3および θについて,親カテゴリヘ
のリンクを有白リンクとしてランダムウォークに基づく遷移確率行列Mを作成す
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図2.3:図2.2のグラフに対する基底カテゴリbづ∈Bおよびそれらを祖先に持つカ
テゴリ集合θの再帰・非再帰の関係
る。ここで提案手法では,基底カテゴリに対する遷移確率として,自身に確率 1
で遷移するよう設定する。また,簡単のため,c¢θなるカテゴリcを全て一つ
のカテゴリとして扱い,それらの集合体として基底カテゴリbOを追加する。これ
により,全ての基底カテゴリbを ∈3,(づ=0,―・,m)はンンク (ランダムウォーク
におけるスコアを吸収するノー ド)として機能し,基底カテゴリ以外の全てのカ
テゴリc∈σは,必ず一つ以上の基底カテゴリヘのパスを持つようになる。図2.3
は,図2.2のグラフについてBとθの再帰・非再帰の関係を表している3.ヵテゴ
リc∈σから一度でも基底カテゴリのいずれかに遷移すると,以降その基底カテ
ゴリに滞在することになる。つまり,どのカテゴリからスター トしても,定常状
態ではいずれかの基底カテゴリに遷移した状態となっている。すなわち,定常状
態における遷移行列hmα→∞Mαを計算すれば,全カテゴリc∈θについて,基底
カテゴリbづへの遷移確率P(仇lc)を算出できる (Σbぅ∈BP(bづIC)=1を満たす)。 し
かし,単純にMの自乗を繰 り返してlimα→∞Mαを算出しようとすると,大規模
な正方行列を掛け合わせることになり,膨大な計算コス トがかかる。
:   わl   i   b2…:…
|…
……:・…
/…
3θのカテゴリ間はそれぞれ相互に遷移できる関係ではないことに注意する.
2.3.提案手法
そこで,提案手法ではべき乗法を用いて定常状態における遷移行列を導出する。
なお,PagcRank[28]でもべき乗法を用いて定常状態における各ノー ドのスコアを
算出しているが,提案手法では,対象とする行列が既約ではない (もちろん原始的
でもない)ことや,最終的に導出すべきものが行列である点で大きく異なる.以
下では,べき乗法による収束の保証と初期ベク トルの設定方法について述べる。
べき乗法による収束の保証
べき乗法とは,絶対値最大の固有値と固有ベクトルを求める数値解法の一つで
ある[48].また,絶対値最大固有値が重解であるときは,それらの固有ベクトル
群から成るベクトルが入力に応じて得られる.ここでは,遷移確率行列Mの定常
状態を表す式において,カテゴリグラフカーネルを表すベクトル群Xが絶対値最
大固有値の固有ベクトルとして出現することを証明し,べき乗法を用いてカテゴ
リグラフカーネルを導出できることを示す。
以下では,遷移確率行列Mの絶対値最大固有値に対応する固有ベクトルがカテ
ゴリグラフカーネルを表すベクトル群Xであることを証明する。遷移確率行列M
は,以下のように基底カテゴリの部分とそれ以外のカテゴリの部分に分けられる。
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(2.1)
乃BIは曰|×曰|の単位行列,0はFI×rlのゼロ行列であり,基底カテゴリが自
身にのみ遷移することを表している。曰|,lσlはそれぞれの集合の要素数であり,
IBI=m+1である。また,MIおよびM。はそれぞれrl×IBI,rl×lの行列で
あり,カテゴリc∈θの親カテゴリヘの遷移確率を表 している。次に,limα→∞Mα
は以下の形の行列となる。
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ネルの主要部分である。αが十分に大きいとき,Mαは定常状態となり,以下の等
式が成り立つ。
MMα=Mα (2.3)
ここで,以下のような行列Xを考えると,Xは各カテゴリが最終的にどの基底カ
テゴリに遷移するかを表したカテゴリグラフカーネルとなる.
(2.4)
Xを用いると,
MX=X (2.5)
上式のXは遷移確率行列Mに対する固有値 1の固有ベクトルに似た形をしている
が,Xはベクトルではなく,m+1個の線形独立なベクトルから成る行列である
ことに注意する。このXが何を意味しているのかを明らかにするため,特性方程
式IM一人乃BI+lql=0を用いて固有値λを算出する。
lM - )I1a;+tctl :
(1 
- 
))I1a1 0
M1 M6 
- 
)I1c1
=(1-λ)IBIIMo―λIlσll
=(1-λ)m+11Mo一人Irll=0
なお,lBHσlは(FI+rl)×(曰|十rl)の単位行列,¬qはrl×rlの単位行列
である。ここでM。について,limα→∞Moα=0に収束することから,M。の固有
値λは全て lλl<1を満たす。したがつて,Mの絶対値最大固有値は1であり,且
つm+1個の重解である。以上より,Xは最大固有値 1に対するm+1個の独立
なベクトルから合成される固有ベク トル (一般固有空間)を表していることが分
かる.このことから,Xはべき乗法を用いて求められる。
?
?
?
?
?
?
?
?
????
―
?
?
?〓????????
(2.6)
2.3.提案手法
べき乗法によるカテゴリグラフカーネルの導出方法
M′はM∞と同じrl×IBIの行列で,任意の値を持つ。この X′をπ+1個の初
期ベク トル とし,X′← MX′の更新式を繰 り返すことにより,X′は以下のような
形の行列に収束する。
カテゴリグラフカーネルの導出アルゴリズム
カテゴリグラフカーネルを導出するためのアルゴリズムは簡潔に記述できる。先
程は簡単のため,c¢θなるカテゴリcを全て一つのカテゴリとして扱い,それら
の集合体として基底カテゴリbOを追加していたが,実際にはbOへの所属確率は意
味を成さないため,bOを追力日しなくても問題ない4.wikipediaのカテゴリ集合を
Q況,カテゴリ数をⅣ とし,以下のアルゴリズムによリカテゴリグラフカーネル
を構築する。
1。 Wikipediaのカテゴリ構造から,親カテゴリヘのリンクを遷移確率行列Mと
して抽出する。すなわち,Q∈Q“(づ=1,・…,Ⅳ)に対してctの親カテゴリ
4c¢θについて余分に計算するコストと,あらかじめc∈σを選出するコストのトレー ドオフ
となるが,筆者の経験的に後者のほうが計算時間が大きかった。
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の集合をん,親カテゴリ数を |ん|とすると,づ行J列目の要素p″について,
%∈Aぅのときpづ′=毒缶,%¢んのときp″=0に設定する。親カテゴリを
持たないカテゴリについては,すべてのカテゴリに対して遷移確率を0とし
て設定する。
2.基底カテゴリとして選択する鶴種類のカテゴリcた∈Q“(λ=た1,・…,たm)に
対し,自身に確率1で遷移するようMを再設定する。すなわち,た行″列目
の要素pん"について,た=″のときpたω=1,た≠″のときPんπ=0とする.
3。Mのた列日(た=た1,・…,たれ)のみをベク トルとして取り出して,それらの
列ベク トルを合わせた行列 X′を初期行列とし,X′が十分に収束するまで
X′← MX′を繰り返す。
あらかじめ遷移確率行列Mを抽出しておけば,基底カテゴリの選択に対して2,3
の処理を行 うだけでカテゴリグラフカーネルを構築できる。PageRankと同様に,
X′← MX′は数十回程度で収束する。実際に第2.5節で使用するWebデータセッ
トに対してカテゴリグラフカーネルを構築したときの収束の様子を図2.4に示す。
図2.4より,始めのうちは基底カテゴリに近いカテゴリについてのみベクトルの値
が変化し,反復回数が増えるにつれて徐々に末端のカテゴリについてもベクトル
の値が変化していることが予測できる。その後,値の変化するベクトルの数が収
束していき,それぞれ25回日でいずれかの要素が0.01,35回目で0.001,45回目
で0.0001以上変化するベクトルの数が0となっている。
2.3.4 語旬 の確率的分類の 出力例
提案手法によりWikipediaの記事 (エンティティ)を確率的に分類した例を表2.2
に示す。なお,ここでは第2.5節で使用するWebデータセットに対する基底カテ
ゴリを用いており,べき乗法による反復回数を50回としている。出力例より,各
エンティティが強く属していると思われるトピックヘの所属確率が正しく算出で
きていることがわかる。このことから,Wikipcdiaのカテゴリ構造を用いた確率的
な語句の分類が機能しているといえる。また,複数のカテゴリに属すると考えら
2.3.提案手法
40Q000
35Q000
30Q000
25Q000
20Q000
15Q000
10Q000
50′000
0
1 3 5 7 9 111315171921232527293133353739414345
……・0.0001以上値が変化したベクトルの数
――・0.001以上値が変化したベクトルの数
―-0_01以上値が変化したベクトルの数
図2.4:べき乗法の反復回数と値の変化したベクトルの数
れるエンティティについても,それら複数のカテゴリヘの所属確率が得られてい
ることを確認した。
基底カテゴリ別にみると,どのようなエンティティに対しても多少の確率を出
力するカテゴリ (“CultureF'“SOCicty"など)と,関連のないエンティティに対して
は一切確率を出力しないカテゴリ (``Computers′'“EnginecHng''など)に大別でき
ることが分かる。これは,WikiPcdiaのカテゴリ構造において,ネットワークに近
い形をしている部分 (上位のカテゴリ)と,木構造 (末端のカテゴリ)に近い形を
している部分があることに由来する。上位に位置するカテゴリ,すなわちネット
ワーク構造に位置するカテゴリには,ほとんどのエンティティから親カテゴリを
たどつて到達可能なパスが存在しており,ノイズとして所属確率を出力しやすい
傾向がある。そのため,所属確率が最大となる基底カテゴリが直感とは一致しな
いケースも存在する。たとえば,“Twitter"は“Computcrs"に最も強く属している
と考えられるが,実際には“Society"への所属確率が最大となっている.このよう
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表 2.2: の確率的分類の例
基底カテゴリ
エンティティ
Business Computers Culture
Arts
Entertainment
Education
Science
Engineering HealthPolitics
Society
Sports
Goldman Sachs
Subprime lending
Twitter
Microsoft VAndows
Kabuki
Lady Gaga
lヽagnetism
Stanford Univcrsity
Denick
Dehydration
AIDS
Anarchism
Barack Obalna
Football
Koii MurOfushi
Edubuntu
Bibio
Kaikai Kki
Tricuspid valve stenosis
S&P Globa1 1200
Knattleikr
0.258
0.575
0.024
0.013
0.018
0.037
0.020
0.035
0.234
0.036
0.045
0.254
0.048
0.016
0.034
0.051
0.060
0.136
0.069
0.686
0.022
0.000
0.000
0.104
0.232
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0000
0.000
0.493
0.000
0000
0.001
0.002
0.000
0.027
0.026
0.061
0.006
0.307
0.180
0.004
0.016
0.004
0.079
0.050
0.139
0.056
0.105
0.025
0.069
0.342
0.244
0060
0.034
0.H9
0.Hl
O.139
0.167
0.041
0.2“
0.140
0.681
0.215
0.168
0.222
0.247
0.252
0.190
0.145
0.139
0.246
0.306
0.3∞
0.320
0.178
0.295
0.002
0.001
0.026
0.017
0.001
0.001
0.024
01CЮ2
0.338
0.∞0
0.001
0.OC10
0.OC12
0.000
0.002
0092
0.CX13
0.001
0.001
0.007
0.002
0.002
0.001
0.000
0.000
0.001
0.001
0.OClll
O.003
0.000
0.256
0.162
0.000
0001
0.OC10
0.006
0.000
0.001
0.001
0.283
0.000
0.002
0.088
0.035
0.122
0.008
0.112
0.116
0.010
0.101
0.004
0.111
0.147
0.322
0.190
.060
0.112
0.048
0.288
0.318
0.266
0094
0.093
0.016
0.000
0.000
0.000
0.000
0.000
0.000
0.033
0.000
0.000
0.000
0.000
0001
0.500
0.182
0.000
0.000
0.000
0.000
0.000
0.468
なケースに対応するためには,カテゴリ間の意味的な繋がりを考慮した拡張が必
要となる。
また,あまり知名度の高くない記事についてみても,ある程度正しく分類でき
ていることが分かる.“Edubuntu"(教育向けのLinuxのディス トリビューション),
“Bibio"(イギリスの音楽家),“Kaikai Kiki"(日本のアーティスト集団),“Tricus¨
pid vdve stenosis"(心臓弁膜症の一種),“S&P Globa1 1200"(株価指数の一つ),
“Knattleiピ'(アイスランドのバイキングの間で行われているスポーツ)などの記
事は記述が少なく,英語圏では知名度が低いエンティティであると考えられるが,
知名度の高い記事と同様に提案手法がうまく機能している。これは,提案手法が
記事の内容ではなくカテゴリ構造を用いており,記事に対して正しくカテゴリが
2。4.テキス ト分類への応用
付与されていれば記事の充実度にあまり影響を受けないためである。
なお,提案手法では,基底カテゴリに到達できない記事については確率値を計
算することはできないが,このような記事はいずれの基底カテゴリにも属さない
特殊な記事であるとみなす。Zeschらの調査では (ドイツ語版)Wikipediaのカテ
ゴリ構造の最大連結成分は全カテゴリの99.8%を占めており[82],一般的なカテ
ゴリ同士はほとんど連結していると考えられる。また,Wikipediaのカテゴリ構造
自体に明らかな誤 りがあり,その結果正しい確率値を割 り当てられないケースに
対しては,意味を考慮せずグラフ解析を行 う提案手法では対応できない。このよ
うな問題に対応するためには,カテゴリ間の意味的なつながりを考慮した拡張が
必要となる。
なお,これらの見解はあくまでの著者の主観によるものであり,客観的に提案
手法の有効性を示すものではない.そこで,第2.5節の評価実験では,提案手法の
応用としてテキス ト分類 (スニペット分類)を想定し,複数のデータセットを用
いた評価を行 う。次節では提案手法を用いたテキスト分類手法について説明する。
2。4 テキス ト分類への応用
前節で説明した語句の確率的分類の応用として,自然言語で記述されたテキス
トの分類を行う.テキスト分類手法であるナイーブベイズでは,テキス ト分類のた
めの教師データから,語句の トピックヘの所属確率を学習する。ここで,提案手法
は語句を確率的に分類しているため,その結果をナイーブベイズの教師データと
して用いることが可能である.すなわち,Wikipediaのカテゴリ構造をより直接的
な形でテキス ト分類に利用できる。本研究では,確率的な語句の分類結果を教師
データとし,拡張ナイーブベイズに教師データを当てはめることで,テキス ト分
類を行 う。なお,拡張ナイーブベイズは入力系列が確率的に予測可能な場合に適用
できる手法であり,自然文の入力に対して有効である。通常のナイーブベイズを
用いた場合,与えられた入力語句ιl,。…,tNがすべてキーフレーズである (すなわ
ちキー フレー ズ集合T={ιl,…。,tⅣ})とし,基底カテゴリbへの所属確率P(blT)
を,個々 の確率 P(blι),…。,P(blιⅣ)から算出する。一方,拡張ナイーブベイズで
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は,与えられた入力語句をそのまま用いるのではなく,キー フレーズ集合Tに含
まれるか否かを確率的に定義してからナイーブベイズを適用する。これにより,特
徴的な語句ほど基底カテゴリの推測に影響を与えやすくなる。具体的には,入力
テキス ト (入力語句ιl,・…,ιⅣ)が与えられたとき,そこからキーフレーズ集合T
を確率的に予測し,基底カテゴリbへの所属確率P(blT)を,以下の式により算出
する。
P(blT)∝
nL, (r\r e r)P(bltk) + (r - PQr e r))r(a))
(2.9)P(b)K~1
Kは入カテキス トに含まれるキーフレーズ候補の数,P(ιた∈T)は語句ιたがキーフ
レーズ集合Tに含まれる確率,P(blιた)は語句ιたが与えられたときにそれが基底カ
テゴリbに属する確率,P(b)は基底カテゴリらの事前確率である。また,Eをエン
ティティ集合とすると,P(blιん)=Σet∈EP(blCづ)P(Ctlιた)である.ここで,P(cづlιた)
および P(ιん∈T)については,Wikipediaの情報を用いて,それぞれ以下の式によ
り算出する。
P(tた∈T)%C ount D ocuments(t p e K ey)
P(Clιん)%
CountDocuments(tp)
C ount Anchor t e rt s (t p, e)
D".ie1 C ountAnchorterts(tp,, e6)
σοttηιDοcuments(ιた)は語句ιたが出現する記事数,σουηιDοcυmeηts(ιた∈κCν)
は語句ιたがアンカーテキス トとして出現する記事数,σουηιスηcんοrιθ″ιs(ιた,θ)は
語句ιがアンカーテキス トとしてエンティティcの記事にリンクされている回数であ
る。なお,式(2。10)はMihalceaらの研究 [33]のKeyphraseness,式(2.H)はMilne
らの研究 [35]のCoIImonnessである。ここでEはWikipediaで定義されているエ
ンティティ (記事)集合である。
P(blCづ)は提案手法のカテゴリグラフカーネルを用いて算出できる (第2.3節)。
また,P(b)は基底カテゴリbの一般度を表すものであることから,どの程度所属
されやすいか,を算出することにより確率値が得られる。具体的には,以下の式
により算出する。
(2。10)
(2.11)
PO=ΣP側のPC)
eを∈E
(2.12)
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な お ,こ こ で は 簡 単 の た め P(cづ)が一 様 で あ る と み な し ,P(b)=ΣeicE P(blQ)を
計算した後,Σb∈BP(b)=1となるよう正規化する。これらの情報と式(2.9)を用
いることで,指定した基底カテゴリに対するテキス トの分類が可能となる.
2.5 言平イ面
2.5。1 評価環境
提案手法の有効性を客観的に評価するため,テキス ト分類において評価を行つ
た。データセットとして,Phanらの研究 [42]で用いられているWeb検索結果の
スニペット (Wcbデータセット),およびPhysOrg.com5から取得した科学に関す
る記事のタイ トルとスニペット (Sci。データセット)を利用した。これらのデータ
セットはそれぞれ,実際のアプリケーションとしてWeb検索結果やWebの記事の
スニペットを分類することを想定している。データセットの各カテゴリの名前を
基に,Wikipediaから基底カテゴリを選択し,べき乗法による反復回数を50回と
してカテゴリグラフカーネルを構築し,第2.4節で説明した手法を用いて正しくス
ニペットを分類できるかどうかを検証した。Wikipcdiaのデータは,2009年3月6
日の英語版のダンプを使用した。なお,カテゴリ (ノー ド)数は455,854,カテゴ
リ間のリンク (エッジ)数は914,738であつた。
各データセットの統計データを表 2。3,2.4に示す。Webデータセットは,各カテゴ
リに対して排他的になるよう選択された検索クエリによつてそれぞれ20件または30
件の検索結果のスニペットを取得したものである。基底カテゴリはWikipediaの中
から該当する13カテゴリ“Business′'“Economics′'“COmputingF'“Culture′'つ耐s′'
“Entertainment∫'“Education′'“SCienceF'“Enginec五ng′'``HCalth′'“P01itics′'“SoCi―
etだ'“Spo■s"を選択6した。webデータセットでは, トレーニングセットとテス ト
セットが分けられているため,テス トセットに対して評価を行つた。Sci.データ
セットは,PhysOrgocomから各カテゴリの記事を300件ずつ取得し,タイ トルとス
5http:〃www.physorgoco耐
6wikipediaのカテゴリにおいて “Business"は主に「企業」という意味で用いられているため,
「経済」の意味を包含する目的で“Economたs"も“Business"の基底カテゴリとして選択 した。
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表2.3:Webデータセット
基底カテゴリ
トレーニングセット テス トセット
検索クエリ数 スニペット数 検索クエリ数 スニペット数
Business (Bus.)
Computers (Comp.)
Culture-Arts-Entertainment (Cult.)
Education-Science (Sci.)
Engineering (Eng.)
Health (Heal.)
Politics-Society (Pol.)
Sports (Spo.)
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
10
10
11
10
5
10
10
10
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
合計 10,060 2,280
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表 2.4:Sci.デタセ
基底カテゴリ スニペ ット数
Nanotechnology (Nano.)
Physics (Phys.)
Space-Earth (Spa.)
Electronics (Elec.)
Technology (Tech.)
Chemistry (Chem.)
Biology (Bio.)
Medicine-Health (Med.)
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
合計 2,400
ニペットを取得 したものである。基底カテゴリはWikipediaの中から該当する10
カテゴリ“Nanotcchnologプ'``PhySics′'“SpaceF'“Earth∫'“Electronics′'``TeChn01ogプ'
“Chemi山プ'“Bi010gプ'“MediCine′'“Health"を選択 した .
評価対象は,提案手法 (Wikipediaを用いた確率的な語句分類とナイーブベイズ),
語句の分類を親カテゴリをたどる際のホップ数に応 じて決定する手法,WordNet
2.5。 評価
を用いた手法,教師あリナイーブベイズ (NB)手法とした。ホップ数ベースの手
法では,Ⅳホップ (Ⅳ=1,…。,6)までの祖先カテゴリに所属するとみなし,語句
の重要度を表すKcyphrascness[33]の重み付き和としてテキス トの分類を行つた。
また,WordNetを用いた手法では,祖先カテゴリに全て所属するとみなし,最も
出現回数の多いカテゴリに分類した.これは,WordNetではDAG構造により正確
に上位下位関係が定義されており,単純に親カテゴリをたどる手法がうまく機能
するためである.教師あリナイーブベイズでは,Webデータセットにおいては ト
レーニングセットを教師データとして利用し,使用するスニペット数を変化させ
た.また,Sci.データセットにおいては, トレーニングセットがないため,5分害J
交差検定を行つた。これらの手法では,テキス ト入力に対して基底カテゴリの順
位付きリス トを出力として返すため,評価指標として最上位の適合率に加え,正
解のカテゴリの1贋位の逆数の平均 (MRR)を用いた。MRRlま,順位付けのタスク
の評価指標としてよく用いられ,正解のカテゴリが上位であればあるほど高いス
コアが与えられる。
2。5。2 評価結果
評価結果を表2.5,2.6,2.7,2.8に示す。表ではそれぞれの基底カテゴリごとの
評価指標と全体の評価指標を計算している。表2.5,2.6の結果からみると,親カ
テゴリをたどる際のホップ数で所属を決定する方法と比較して,所属を確率とし
て表す提案手法のほうが全体的に安定して高い精度で分類できている。ホップ数
ベースの手法では,ある一つのホップ数では全ての基底カテゴリに対して高い精
度を達成するのが難しいことが分かる.また,ホップ数が大きくなると,ほとん
どの入力に対して少数の支配的なカテゴリ (“Culture"や“Society'')のスコアが高
くなることが問題となっている。一方,提案手法では,確率的に語句を分類する
ことにより,ナイーブベイズといった確率的な手法との組合せが可能になったこ
とが精度向上や精度安定につながっていると考えられる。同様の傾向はSci.デー
タセット (表2.7,2.8)においてもみられる.また,Sci.データセットでは,提案
手法の場合Technologyに対して適合率が落ちているが,最上位以外のカテゴリに
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表 2.5:適合率 (Wcbデータセット)
基底カテゴリ Bus.Comp。Cult.Sci. Eng.Hcal.Pol.Spo.All
教自雨ありNB
`≧
音F(10,060)
1/2(5,030)
1/5(2,012)
1/10(1,006)
1/20(503)
1/50(201)
1/100(100)
0.787
.727
0.720
0.623
0.600
0.537
0.527
0。837
0。760
。777
0.653
.657
0.427
0.370
0.879
0.836
0.785
0。752
0.621
0.482
.376
0.853
0.760
0.760
0.743
0.740
0.583
0.663
0.773
.640
.700
0.620
.593
0.027
0.033
0.830
.780
.780
.697
0.627
0。563
0.580
.700
.660
.563
0.520
0.330
0.327
.160
.883
.857
0.817
.793
0。730
0.623
.447
0.821
0.761
0。741
0.680
0.614
0.474
0。418
WordNet0.4170.240.200.2170.0330.100.0270.5530.236
Wikipedia
lホップ
2ホップ
3ホップ
4ホップ
5ホップ
6ホップ
提案手法
0.363
0。627
0.703
0.563
0.303
0。140
0.737
0.273
0.457
0.723
0。727
0.610
0.427
0.837
0.358
0.545
0.685
0.791
.879
0.842
0.658
0.183
0.350
0.520
0.437
0.410
0.397
0.630
0.080
.047
0。120
0.047
.013
0.000
.547
.193
0.197
0.500
0.267
0.097
.013
0.713
0.283
0.507
.610
0.797
0.873
0.950
0.513
0.177
0.580
.667
0。613
0.337
.173
0.797
0.263
.412
0.594
0.522
0.436
0.349
0.687
ついても考慮した指標であるMRRでは,ある程度良いスコアとなっている。これ
は,“Tcchn01ogy''と“Electronics''のスニペットが類似していることに加えて,二
つのカテゴリがWikipediaのカテゴリネットワークにおいて近くに存在しており,
“Tcchnology"に属するべきテキス トの多くが,“Electronics"に対してより強く属
しているとみなされたためである。このことから,分類したいカテゴリの意味と
Wikipcdiaにおけるカテゴリの意味のずれにより,類似した意味のカテゴリ間では
分類が困難になることが問題として挙げられる。そのため,そのような類似した
カテゴリをそれぞれ基底カテゴリとして選択したい場合,その違いを認識できる
よう慎重に基底カテゴリを選択する必要がある。
WordNetを用いた手法についてみると,WordNctはスニペットの分類に対して
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表2.6:MRR(Webデータセット)
基底カテゴリ Bus.Comp.Cult.Sci. Eng.Heal.Pol. Spo. All
教師あ りNB
全部 (10,060)
1/2(5,030)
1/5(2,012)
1/10(1,006)
1/20(503)
1/50(201)
1/100(100)
0.867
.827
0.825
.743
0。726
0.673
0.662
0。909
0.858
0.868
0.787
0.786
0.590
0.551
0.926
0.895
0.858
0.839
0.746
.657
0.578
0.915
0.849
0.853
0.837
0.841
0.734
0。791
0.861
0.788
0.815
0.747
0.727
0.295
0.280
0.895
0.863
0.849
0.790
0.739
0.694
.699
0.825
0。792
0.718
.675
0。519
0.537
0.365
0.925
0.906
0.874
0.857
0.810
0。745
0.619
0.893
0.852
0.834
0.788
.738
0.637
0.587
WordNet0.4520.2630.2210.2680.0370.1080.0470.6080.264
Wikipedia
lホップ
2ホップ
3ホップ
4ホップ
5ホップ
6ホップ
提案手法
0.418
0.715
0。812
0.729
0.573
0.473
0.827
0.300
0.541
0.817
0.813
0.731
0.586
0.889
.391
0.577
0。777
0.889
0.936
0.917
0.785
0.201
0.438
0.660
0.644
0.638
0.634
0.782
0.090
0.081
.257
0.237
0.221
0.2H
O.698
.207
0.288
0.637
0.492
0.398
0.320
0.779
0.301
0.585
0。760
0.888
0.935
.974
0.722
0.180
0.629
0.729
0。743
0.572
0。429
0.862
.274
0.509
0.710
0.711
0.656
0.596
0。799
あまり効果的でないことが分かる。これは,WordNctでは固有名詞,専門用語,新
語をあまり定義していないことや,親カテゴリが基本的に上位下位関係を表すも
のであることに由来する。実際,多くのスニペットに対して, トピックの分類に
利用できる語句がWordNetに全く存在していなかった。WordNetは,語句間の上
位下位関係により,推論を用いた様々なアプリケーションに適用できるが,実デー
タ (特にテキス トが短い場合)に対して トピックによる分類を行 うには情報量が
少ないと考えられる。
提案手法と教師ありのナイーブベイズによるテキス ト分類手法を比較すると,
Webデータセット (表2.5,2.6)において,教師データを1,000件程度用いた場合
と同等の適合率およびMRRとなつている。提案手法では教師データを用いていな
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基底カテゴリ Nano. Phys.Spa.Elec.Tech.Chem. Bio. /ゝ1ed. All
教師ありNB 0.6870.5700。7630.820.6070.470.6470.7170.660
WordNet0.0330.010.4330.0000。1000.080.0430.2430.118
Wikipedia
lホップ
2ホップ
3ホップ
4ホップ
5ホップ
6ホップ
提案手法
0。320
0.423
0.190
0.003
0.000
0.000
0.537
0。323
0.560
.530
0.610
.580
.547
0.473
0.243
.380
.630
.710
.753
0。740
0。713
0.043
0。313
.630
.563
0.400
0.027
0.623
0.173
0。210
.233
0.387
.557
0.697
0.157
0.407
0.410
0.363
0.340
0.283
0。167
0.400
0.420
.550
0.643
.657
0.543
0.423
.480
.380
.393
0.687
0.630
0。633
0.583
0。707
.289
0.405
0.488
.488
0。469
0.398
0.511
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表 2.7:適合率 (Sci.デタセ 卜)
表2.8:MRR(Sci.データセット)
基底カテゴリ Nano. Phys.Spa.Elec. Tech.Chem.Bio.NIled.All
教師ありNB 0.8220。7290.8510.8860.740.6810.7780.8240.789
WordNet0.0470.010.4370.000.120.0850.0570.250.126
Wikipedia
lホップ
2ホップ
3ホップ
4ホップ
5ホップ
6ホップ
提案手法
0.364
0.532
0。387
0.170
0。140
0。126
0.639
0.374
0.660
0.683
.755
0。739
0。724
0。671
0.266
.462
0。740
0.817
0.846
0.840
0.820
0.049
0.372
0.746
0.724
0.628
.441
.726
0。186
0.266
0.423
0.620
0.753
0.828
0.521
0.453
0.561
0.571
.549
0.507
0.413
0.565
0.453
0.635
0.770
0.801
0。733
0.659
0.672
0。424
0.526
.798
0。768
0.779
0.749
0.800
0.325
0.502
0.640
0.650
0.641
0。597
0。677
いことから,Wikipediaがテキス ト分類に対する正解データとして有効であるとい
える。この結果から,教師データが十分に用意できない場合,あるいは精度が重
視されない場合においては,提案手法を用いたテキス ト分類が効果的であること
が分かる。たとえば,Web検索結果のスニペットをいくつかのカテゴリに分類す
2.6.むすび
ることで,検索結果を見やすく表示するようなアプリケーションが考えられる。
2。6 むすび
本章では,Wikipediaのカテゴリ構造をグラフとみなして角翠析し,確率的に語句
を分類する手法を提案した。具体的には,親カテゴリヘの遷移確率行列を作成し,
分類したいカテゴリ (基底カテゴリ)を意図的にシンクとして自身に遷移するよ
う行列を修正した後,べき乗法によリカテゴリグラフカーネルを構築する。カテ
ゴリグラフカーネルを用いることで,あるWikipcdiaの記事 (エンティティ)に対
して,親カテゴリのベクトルから基底カテゴリヘの所属確率を表すベクトルに変
換できる。また,エンティティの確率的な分類の応用として,ナイーブベイズを
基にしたテキス ト分類手法を提案した.評価実験により,提案手法である確率的
な語句分類の有効性を確認した.
今後の予定として,分類したいカテゴリとWikibediaのカテゴリの意味の相違を
考慮し,ユー ザが正しく基底カテゴリを選択できるような仕組みを検討する。たと
えば,ごく少数の正解データを与えることにより,大きく精度向上できる可能性が
ある。あるいは,Wikipediaのカテゴリ構造を可視化することにより,ユー ザが基
底カテゴリを直感的に正しく選択できるようなインタフェースを導入することも
重要であると考えられる。また,よリノイズの少ない語句分類のため,Wikipedia
の記事間リンクを用いて関連記事同士で分類結果の誤 りを発見するような方法も
考えられる。
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第3章 自然文からの関連語句推測
3.1 まえがき
語句間の関連度を計算する手法は,意味を考慮したテキス ト解析のための重要
な基盤技術である。語句間の関連度計算はWcbが普及する前から行われている研
究であるが,最近ではWikipediaを用いた手法が注目を集めている。Wikipediaを
用いた関連度計算手法は実際にアプリケーションの基盤技術として用いられるこ
とも多いが,その理由として,1)明示的な知識 (ノイズの少ない情報)を用いて
いるため精度が高い,2)固有名詞や専門用語が豊富,3)データの調達や実装が容
易であることが挙げられる.
代表的な手法の多くは,二つの語句を入力とし,その間の関連度を,Wikipedia
の記事やカテゴリ構造などを用いて算出する [34,70]。しかし,テキストに含まれ
る語句の曖味性解消やテキス トクラスタリングなどのアプリケーションでは,自
然文の入力に対し,付加的な意味情報として関連語句を取得することが求められ
る。そのため,関連度計算だけでなく,キー フレーズの抽出や個々のキーフレーズ
に対する関連語句の集約などの処理が求められる。これらの問題に対して個別に
手法を適用した場合,どの閾値によつてキーフレーズを抽出するか,どの閾値に
より個々のキーフレーズに対する関連語句を決定するかなど,パラメータが増加
し,適切なパラメータの設定が難しくなる。また,入カテキス トに応じて適切な
パラメータが変化するため,パラメータ調整によつて安定した出力を得ることは
困難である.各処理の間のパラメータ調整をなくすため,既存手法 [17]では,各
処理において経験則に基づくスコアを付与し,単純な加算によるスコアリングを
行つている。しかしこの手法では,入カテキス トに含まれるノイズの影響により
精度が低下しやすい。
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そこで本章では,自然文の入力に対して関連語句を推測するための枠組みを,
Wikipcdiaとベイズ理論を用いて構築する。具体的には,キー フレーズの抽出や関
連語句の取得といつた個別の問題に対して,既存のWikipediaを用いた手法をベイ
ズ理論の枠組みで再定義し,ナイーブベイズを拡張した手法によリー つの問題と
して取り扱 う。提案手法は,自然文からの関連語句推測という複合的かつ応用的
な問題に対し,一つの理論的枠組みにおいて解決している。これにより,経験則
に基づく単純なスコアリング手法 [17]と比較して高い精度で出力 (関連語句)が
得られる。
本章の以降の内容は次のとおりである。第3.2節で関連研究について述べ,第
3.3節で提案手法について説明する。第3.4節で提案手法による出力例について議
論し,第3.5節で評価実験について説明する。最後に第3.6節でまとめと今後の展
開について述べる.
3.2 関連研究
3.2。l Wikipediaを用いた関連度計算
Wikipediaを用いた関連度計算は多くの研究者が取り組んでいる研究であり,語
義曖味性解消 [35]や照応解析 [44]など,より高度な意味解析のための基盤技術
として用いられている.関連度計算に関する代表的な研究として,Strubeら[70]
は,これまでWordNet[14]に対して用いられてきた手法をWikipediaに適用,す
なわちWikipcdiaのカテゴリ構造上の距離や記事の類似度を測ることで任意のエ
ンティティ間の関連度を算出している。この研究では,複数のベンチマークや照
応解析 [44]のアプリケーションにおいて評価を行い,Wikipediaが関連度計算のリ
ソースとして有効であることを示している。なお,彼らはこれらの一連の研究に
ついて文献 [45]でまとめている.
Gab五lovichら[17]は,Wikipediaの記事に出現する語句について,転置インデッ
クス (語句がどの記事に出現しているかを格納した索引構造)を作成し,エンティ
ティを基底とするベクトルによつて語句を表現 (Explicit Semandc Analysis,ESA)
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することにより,高精度かつ計算コス トの低い実用的な関連度計算を達成 してい
る。また,ESAの特筆すべき点として,語句間のみならず任意のテキス ト間につ
いて関連度を計算できることが挙げられる。これにより,文書クラスタリングを
始めとする様々なアプリケーションにおいてESAを直接利用することが可能であ
り,現在最も一般的に利用されている関連度計算手法の一つとなつている。ESA
は,テキストに対して関連するWikipediaの記事を出力する手法とみなすことが可
能であるが,提案手法とは異なり,ヒューリスティックなスコア計算手法を用いて
いる。Milncら[34]は,二つの記事についてフォワー ドリンク及びバックワー ド
リンクの共有度をもとに関連度を算出している。この手法は,バックワー ドリン
クについてのみ考慮した場合,記事に出現するアンカーリンクについて転置イン
デックスをとつていることになるため,本質的にはESAと同様のアプローチであ
るといえる。
グラフ理論に基づく手法 [37,40]では,Wikipediaの記事を頂点とするグラフを
解析することにより,関連語句を取得している。二つの入力に対して関連度を計
算するのでなく,一つの入力に対して関連する語句を (関連度とともに)取得で
きるため,クエリ拡張や広告マッチングなどのアプリケーションの基盤技術とし
て利用可能である。Itoら[21]は,リンク共起性に基づく手法を提案しており,グ
ラフ理論に基づく手法 [37]と比較して高速に連想シソーラス (関連度を定義した
辞書)を構築できることを実証している。本研究では,単一の入カテキス トに対
して関連語句を取得する手法を提案しているが,Wikipediaを用いた関連度計算に
関する既存研究で単一の入カテキス トを想定したものは,筆者の知る限りESA以
外に存在しない。
3.2。2  匁豆5t角翠右斤
最近では,Wikipcdiaを用いてテキストの意味情報を拡張することにより,Twit¨
terに代表されるような短いテキストを解析する研究が注目を集めている。たとえ
ば,Melらの研究[32]やFeFaginaらの研究[15]では,Wikipediaから得られた情
43
'http://twitter.com/
第3章 自然文からの関連語句推測
報を利用することにより,高精度で短文に対する曖味性解消タスクを達成してい
る。Songらの研究 [68]では,(比較手法としてであるが)ESAがツイー トのクラ
スタリングに対して有効であることを示している。これらの研究では,統計的な
手法では対応が困難な情報量の少ない短文に対して,Wikipediaを始めとした基盤
知識を利用して意味情報を拡張するアプローチを採用している。また,自然文の
クエリに対して,Wikipcdiaをベースとした関連エンティティの取得や曖味性解消
などの解析を行 うYahoo!Content Analysis AP1 2が2011年12月に公開されている
が,これは短文解析に対する需要の高まりと,知識源としてのWikipediaの有用性
を表している例といえる。本研究が目的とする入カテキス トからの関連語句取得
は,短文の入力に対して精度良く意味情報の拡張を行 うものであり,短文解析の
ための基盤技術として利用されることを想定している。
3。3 提案手法
本節では始めに,入カテキス トから関連語句を推測するにあたつて考慮すべき
問題について論じる。その後,それらの問題に対し,Wikipediaから取得可能な情
報をベイズ理論の枠組みで定義し,統一的に扱 う手法を提案する。
3。3.1 考慮すべき問題
テキス トの入力に対して関連語句を推測するというタスクを考える。このよう
なタスクに対しては,入カテキス トからキーフレーズ (特徴語)を抽出し,それ
ぞれの語句に対して関連語句を取得した後,複数のキーフレーズに共通して関連
している語句を出力する,といつたように小問題に分割して解決方法を考えるの
が一般的である。
まず,テキス トが入力として与えられたとき,そのテキス トから直接的に関連
語句を導出することは困難であるため,テキス トを語句単位に分割する必要があ
る。ここでは基本的な処理として,テキス トからキーフレーズを抽出することが
2http ://developer.yahoo.com/contentanalysis/
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求められる3.抽出したキーフレーズは入カテキストの大まかな内容を表現するも
のであるため,キー フレーズ抽出の精度が出力結果の精度に直接影響する。キー
フレーズを抽出した後,それぞれの語句に対して関連語句を取得する。ここで求
められていることは,二つの語句に対する関連度計算ではなく,一つの語句に対
する関連語句の取得であることに注意する.すなわち,全ての語句ペアに対して
現実的な時間で関連度計算が可能な手法か,あるいは入力語句からリアルタイム
に関連語句を取得できる手法でなければならない。また,多義性のある語句が含
まれている場合,その語句の曖昧性解消を何らかの形で行 う必要がある.最後に,
それぞれのキーフレーズから得られた関連語句の中から,複数のキーフレーズが
構成するコンテキス トに沿つた関連語句を導き出す。直感的には,より多くのキー
フレーズと関連のある語句を優先的に出力することによつてコンテキス トの制約
を考慮できそうであるが,具体的にどのような手法が最も効果的であるかについ
て検討が必要である。
テキス トの入力に対して関連語句を取得する際に考慮すべき問題を以下にまと
める。
●入カテキス トからのキーフレー ズ抽出
・ 語句の曖味性解消
・ 単一の入力に対する関連語句取得
・ 複数語句が構成するコンテキス ト制約
これらの各問題 (サブタスク)に対しては,個別に焦点を当てた手法が存在 して
いるが,各手法を組み合わせるためにはキーフレーズのスコアの閾値といつた煩
雑なパラメータ調整が必要となる。
パラメータ調整を必要としない自然文からの関連語句取得手法としては,ESA
[17]が挙げられる。ESAでは,キー フレーズのスコアで重み付けされた関連語句
をベクトルとして表現し,ベクトルの和をとるという単純なスコアリングを行つ
3本研究では取り扱わないが,形態素解析や係り受け解析などの処理によってテキストから様々
な情報を抽出し,後の処理に利用することも考えられる。
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ている。そのため,入カテキス トにノイズが含まれている場合,ノイズの影響に
より,高い精度を達成することが難しい。これを解決するためには,理論的な知
見に基づくスコアリングにより,ノイズの影響を抑える手法が必要である。
3.3。2 手法 の概 要
3.3.1項で説明した自然文からの関連語句取得という複数のサブタスクから成る
問題に対し,Wikipediaから抽出できる情報をベイズ理論の枠組みで定義し,拡張
ナイ■ブベイズを用いて統一的に解決する手法を提案する。既存研究のESAでは
単純なカロ算によるスコアリングによリサブタスクを組み合わせているのに対し,本
研究では,理論的な枠組み自体が持つ推論能力を利用することにより,多様な入力
に対してロバス トな手法の確立を目指す.すなわち,サブタスクの入出力を確率
として表現することで,既存のベイズ理論に基づくスコアリングを可能とし,よ
り安定した関連語句の推測を行 う。
図 3。1は提案手法の概要と3.3.1項に挙げた4つのサブタスクとの対応関係を表
した図である。以下ではまず,Wikipediaから抽出可能な情報について3.3.3項で
説明する.その後,それらの情報をもとに,ベイズ理論の枠組みにおいてテキス
トから関連語句を取得する手法について3.3.4項で述べる。なお,表3.1に本章で
使用する記号とその定義についてまとめる.
3.3.3 Wikipediaから抽 出可能 な情報
入カテキス トからのキーフレー ズ抽出
テキス トに含まれる語句ιがこのテキスト中のキーフレーズである確率P(ι∈T)
を,Wikipediaのアンカーテキス トを用いて算出する[33].Wikipediaの記事の編
集方針の一つに「ウィキ化 (wikinCation)」というものがあり,記事中に登場する語
句とそれが意味する記事 (エンティティ)をリンクさせることでWikipediaを整理
する役目を持つている。このとき,重要な語句あるいは特徴的な語句ほど該当す
る記事に対してリンクが張られる傾向がある。この経験則に基づき,ある語句が
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情報抽出
▼             Wittpedia
:        匡 =戸
~τ
=,____. .、 一  ・  ==~丁==~TT===‐ ‐ ¬ |
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P(ι∈7)
P(θlι)
P(εlθ)
P(ε)
語句ιを含む記事のうちιがアンカー テキストとして出現する記
事の割合 入カテキストからのキーフレー ズ抽出
アンカーテキストιが記事(エンティティ)θにリンクしている確率
語義の曖昧性解消
記事θからフォワー ドリンクあるいはパックワードリンクをたどつて
記事εに到達する確率(重みはESAあるいは隣接リンクの数を
用いて計算) 単一の入力に対する関連語句取得
全リンクのうち記事εに繋がつているリンクの割合
rP(clt) = LJ g,Qfr 第3.3.3項
|
語旬 ιl′…・′ικを含む入カテキスト(キー フレー ズ集合7)に対し,以下の式に
より関連エンティティεの             成するコンテキスト制約
P(ε17)∝
Πだ=.(P(ιた ∈7)P(Clιた)+ (1-P(ιた ∈T))P(C))
P(C)κ~1
第3.3.4項
図 3.1:提案手法の概要
アンカーテキス トとして用いられている確率をキーフレーズとしての確率として
用いる.図3.2は語句 「Applc」についてキーフレーズとしての確率P(j∈T)が何
を意味しているかを表 した図である。
具体的には,キー フレーズとしての確率 P(ι∈r)の計算は,語句 ιが出現する
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表 3.1:記号の定義
記 号 定義
ι
T
T′
E
C
C
P(ι∈T)
P(Clι)
P(Clθ)
P(Clι)
P(C)
P(C17)
P(T=T′)
語鶴
キーフレーズ集合
キーフレーズ集合 (特に構成要素が観測できる場合)
エンティティ集合
エンティティあるいは曖味性のない語句
関連エンティティあるいは関連語句
語句ιがキーフレーズ集合Tに含まれる確率
語句tがエンティティeにリンクされる確率
エンティティθからエンティティcが連想される確率
語句 ιからエンティティεが違想される確率
エンティティcが連想される確率 (cの事前鶴
キーフレーズ集合Tからエンティティcが連想 される確率
キーフレーズ集合Tがある状態
「
である確率
記事数 σθ%πιDθczttθts(ι)と,その議句がアンカーテキス トとして出現する記事
数 θουηιDοcumettιs(ι∈κeν)を用いて行 う。
P(ι∈T)鮨C ountD ocuments{t e K ey} (3.1)CountDocuments{t)
ここで,Tは入力 となるテキス トに含まれる語句集合を意味している.なお,実
際の計算では,出現頻度が極めて低い語句に対する確率が0あるいは 1といった
極端な値になることを防ぐため,ラプラススムージング [31]を行 う。
表 3.2に,いくつかの語句についてキーフレーズとなる確率を算出した例を示す。
TFIDFを始めとする特徴語抽轟手法と震様,「Apple lnc.」や 「Stcvc Jobs」などの特
徴的な固有名議ほどキーフレーズである確率が高く,反対に 「black」や 「house」
などの一般名詞は確率が低くなる傾向があることがわかる.
テキス トからのキーフレーズ候補の抽出は トライ本を用いて行い,最長一致の
語句のみを採用する.たとえば,「._and New York TIInes said.‥」とい う部分からは
3.3.提案手法
図3.2:語句ιに対するキーフレーズとしての確率 P(ι∈T)の例
最長一致の「New York Tilncs」のみをキーフレーズ候補として抽出し,「New York」
や「York」などの語句は抽出しない.なお,まれに二つの語句が互い違いに重なっ
て出現し,最長一致によつて一意にキーフレーズ候補の抽出ができない場合があ
るが,この二つの語句について,キー フレーズとなる確率が共に高いこともまれ
であるため,両方の語句をキーフレーズ候補として採用する.トライ木を用いて
抽出するキーフレーズ候補は,Wikipcdiaで用いられている記事タイ トル及びアン
カーテキス トとする。
エンティティリンキング (語旬の曖昧性解消)
語句ιがエンティティcにリンクされる確率スθlι)を,Wikipediaのアンカーテ
キス トとリンク先の記事を澪いて算出する[35].前述の「ウィキ化」により,記
事中に登場する語句とそれが意味する記事がリンクされているため,これを解析
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表 3.2:キーフレーズとなる確率の例
語句 確率 P(ι∈T)
Apple
Apple Inc.
Steve Jobs
Japan
China
tree
black
house
0.339
0.926
0.895
0,764
0,735
0.141
0.044
0.023
表 3.3:語句 「Apple」からエンティティヘのリンク確率
エンティティ 確率 P(θι)
Apple Inc.
Apple
Apple Records
Apple (album)
Apple Corps
Apple Store
Apple (company)
App Store
0.681
0.164
0,095
0.015
0.009
0.008
0.003
0.003
することで語句とエンティティの多対多の関係を抽出できる.すなわち,ある語
句に注目したとき,その語句のリンク先として選ばれる回数の多い記事ほど,そ
の語句が意味するエンティティとして適していると考えられる.図3.3は,語句
「Apple」が各記事 (エンティティ)cを意味する確率P(clι)について,算出方法を
表している.
語句ιがアンカーテキス トとしてエンティティθの記事にリンクされている国数
3.3.提案手法
ι
図 3.3:語句ιが記事 (エンティティ)
θ
θを意味する確率 P(clι)の例
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をσοttηιスηcんογιθ″ιs(ι,C)とするとリンク確率は以下の式により表される。
則 π       6υ
EはWikipediaで定義されているエンティティ (記事)集合である。表3.3は語句
「Apple」がアンカーテキストとしてリンクしている記事についてリンク確率を計算
した結果 (上位8エンティティ)であり,ほとんどの場合,IT企業としての「Apple
lnc.」,フルーツとしての「Apple」, レコー ドレーベルとしての「Apple Records」
のいずれかにリンクされている。
単一の入力に対する関連語句取得
エンティティθが与えられたときにエンティティcが連想される確率P(clθ)を算
出する。ここでは,単純に記事間リンクを用いた手法と,Wikipediaの関連度計算
consequence of this problem, it was
tive design. The legal challenge was
Sage Robert, a UC Berke
the owner. WithlApple J6nfirming its
that this transaction may have
Pineapple,
Fie,
Mulberry,
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手法 として最もよく使われている手法の一つであるESA[17]を用いた手法につい
て紹介する.前者の記事問リンクを用いた手法では,ある記事に対 し,その記事
と隣接 リンク (フォワー ドリンクおよびバ ックワー ドリンク)によつてつながっ
ている記事について推移確率を算LElする。エンティティcの記事からエンティティ
cの記事への隣接 リンクの数をθοttηιιづηんs(c,c)とすると,cからcが連想 される
確率は次式で表 される。
P(cle) x CountLinks(e, c) (3.3)L 
"3 
e n C ount Li'nk s (e, c5)
一方,ESAを用いた手法では,ある記事に対し,その記事にリンクしている記事
(バックフー ドリンク)をベクトルで表し,ベクトルのコサイン類似度を算饉する。
なお,全ての記事ペアに対して隧連度を算違しようとすると膨大な計算量となる
ため,隣接リンクによつてつながつている記事間についてのみ関連度を算出する。
エンティティθとcのESAによる関連度をS,777(e,C)とすると,θからcが連想さ
れる確率は以下の式により定義される.
P(cle) x Sim{e,c)
ΣらGE S'772(C,%)
また,エンティティリンキングの式(3.2)を用いると,語句ιからエンティティcが
連想される確率は以下のように導出できる.
(3.4)
(3.5)P{clt} : I P@le1) P(e,lt)
eie E
表 3.4はESAを用いた手法によるエンティティ「Apple lnc.」の関連語句と確率
(上位 8語句)を表 してお り,上位の議角は全て「Applc lnc.」に関連の深い語句で
あることが分かる.
エンティティの一般度算出
エンティティcの豪前確率P(c)はCの一般度を意味する.エンティティの一般度
は,P(Clθ)を算出するときに用いた情報 と同じものを用いることが鯉ましい.本
研究では,フォワー ドリンクあるいはバックワー ドリンクによつて隣接 している
3.3.提案手法
表 3.4:エンティティ「Apple lnc.」の関連語句 と確率
関連諸句 確率 P(cc)
Applelnsider
Apple Store
Steve Jobs
IPhone OS
IPod Touch
FairPlay
Mac OS X
Macworld
0.00634
0.00587
0.00565
0.00565
0.00529
0.00526
0.00502
0.00485
記事間についてのみ関連度を算出しているため,ここではリンク数に基づいた一
般度を用いる.つまり,他の記事とより多くリンクしている記事ほど一般度が高
くなる。エンティティcの記事の隣接リンクの数をσθttηι五れたs(c)とすると,およ
その事饒確率は下記の式により定義できる。
P(C)駕 CountLi.nks(c) (3.6)
D"1e ECountLi'nks{c1)
3。3。4 ベイズ理論に基づ くテキス トか らの関連語句取得
3.3.3項で説明した,Wikipcdiaから取得可能な情報をもとに,自然文からの関連
語句推測を試みる。まず,入力が複数のキーフレー ズであった場合について考え
る.すなわち,キー フレー ズ集合T′={ιl,…っιK}が与えられたときのP(cT′)を
求める4。 ここで,各語句 ιたについては関連エンティティ (関連語句)とその確率
P(Clι)が分かつているため,この問題はナイーブベイズを適用できる [68].具体
的には,各語句が条件付独立であるとい う仮定の下で,以下の式により関連語句
4本章では要素集合が不明なキーフレーズ集合に対してT,要素集合が判明しているキーフレー
ズ集合に対してはT′とアポストロフィを付ける.
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(キー フレー ズ候補が tl′:2″13のとき)
r―‐
P{卜乙砕 {})
P{CIT`={t.l)
P{Clη
P「¬鴫ア〓Il.′ち亀}) ρ{CIアイ={11′12′13})
図3.4要素が観測できないキーフレーズ集合に対するナイーブベイズの例
とその確率を算出できる。
川7→…かЮЁPlt・lCl∝ (3.7)
次に,入力となるキーフレーズ集合Tの要素が観測できない場合について考え
る。この前提は,入カテキス トの中でどの語句がキーフレーズであるかが分から
ない場合と同等であり,本研究で達成しようとしている問題そのものであると言
える。一般的な解決法として,先にキーフレーズ集合を決定し,その後に上記の
ナイーブベイズを適用する方法が考えられる。しかし,キー フレーズをどのよう
に決定するかという問題が生じる.たとえば,キー フレーズとしての確率に閾値
を設ける方法では,適切な閾値の設定が必要となる。また,最適な閾値は入カテ
キス トに対して変化すると考えられるため,チューニングによつて適切な閾値を
決定することは困難である。
そこで,直接観測できないキーフレーズ集合に対して確率的に集合の状態を決
P“L7■丁′={lll)
伽 漁孵轟施
3.3.提案手法
定し,各状態に対してナイーブベイズを適用する手法 (拡張ナイーブベイズ)を
提案する。つまり,キー フレーズ集合Tに関して,全ての起こりうる状態 T′につ
いてP(CIT′)を計算する.図3。4は観測できないキーフレーズ集合に対して拡張ナ
イーブベイズを適用している例を表している。入カテキス トに含まれるキーフレー
ズ候補がιl,ι2,ι3であるとき,それぞれのキーフレーズとしての確率からTの各
状態 T′について確率P(T=T′)を計算し,全ての状態 (8通り)についてそれぞ
れナイーブベイズを適用した後,それらの重み付き和をとつている。なお,入力
テキス トには最低 1つ以上のキーフレーズが含まれていると考えられるため,こ
こでキーフレーズとなる確率 P(ι∈T)の最大値が1となるよう正規化する。すな
わち,図3.4の上の状態 (T′={})が発生しないよう調整する。
キーフレーズ集合Tがある状態 T′となる確率P(T=T′)は,式(3.1)を用いて
定義できる.
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ιん∈T′ ιた¢T′
したがつて,図3.4に示すナイーブベイズによる関連語句の推測は,式(3.7)と式
(3.8)より,以下のように表される。
P(T=7)=ΠP(ιん∈T)ΠP(ιた¢T)
ιた∈T′         tん¢T′
=Π PCた∈T)Π(1-P(ιた∈T))
Puη∝不(PC=Tり≒諭許界)
(3.8)
(3.9)
(3.10)
なお,IT′|はT′に含まれるキーフレーズの数を意味している。上式をそのまま計
算しようとすると,入カテキス トに含まれる語句数κに対して指数関数的に計算
量が増加する。これは,すべてのTの状態 T′に対してナイーブベイズを適用して
いるためである。ここで,ιん∈T′の場合とιた¢T′の場合について整理すると,式
(3.9)は次式に変形できる。
t(fI P(tk e\P(clt1,) flft -P(tr e r))r(d)
T′ tん∈T′ ιん¢T′P(clT) x
P(C)K~1
上式右辺の分子をιんごとに分解することにより,以下のように和集合部分を効率
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ιた¢T′,tた≠ιl
ιた¢T′,ιた≠tl
(3.11)
(3.12)
?
?
?
〓
t( f| P(tk e\P(clt1,) llft - P(tr e r))r(4)
T'-{h} ty€Tt ,tsft1
T'-{a} tpeT' ,tpft1
tた∈T′              ιた¢T′
PCl∈η Puιl)Σ(Π  Pcた∈η Puι∂ Π に一PCた∈η)PO)
+(1 
- 
P(h e \)e@) t ( ll t(,* e r)P(clt1,) l[ {r-r1t*
=  (P(tl∈T)P(Clιl)―卜(1-―」P(ιl ∈7))P(C))
Σ(Π PCた∈ηPatD Π (1-P←た∈η)PO)
T′―{ιl}tた∈T′,ιた≠ιl               ιた¢T′,ιぉ≠ιl
K
= ][I(P(ιた∈T)P(Clιた)I (1-―」P(ιた∈T))P(c))
た=1
その結果,以下の式が導かれる。
川 η ∝
式(3.12)は3。3.3項でWikipcdiaから抽出した確率 P(ι∈T),P(dt),P(C)を用い
て算出できる。式 (3。12)は,ナイーブベイズの式(3.7)における個々の確率P(cltた)
を,aClιた)と事前確率P(c)の線形結合に置き換えたものであり,P(tた∈T)に
比例してその比重が決まる。結果的に,P(した∈T)はスムージングの比重を決定
するための係数の役割を果たしている。つまり,ιんがキーフレーズである場合は
P(Clιλ),ιたがキーフレーズでない場合はP(c)であることを表している。キーフ
レー ズである確率P(ιん∈ηが低いほどP(C)の値に近づき,分母のP(c)と相殺
され,ナイーブベイズの結果への影響が小さくなる。
3。4 出力例
本章で提案した自然文からの関連語句取得手法が実際のテキス トに対して機能
するかどうかを検証した。ここでは提案手法 (ESAベース)を用いて,4種類の
?
?
?
?
????
3.4.出力例
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図 3.5:入カテキス ト「Did you know that Microsoft is thc most inauential brand
Canada?」に対 して推測された閑連語句とそれ らの確率
Twi■erのツイー トを入カテキス トとして関連語/mjを得た.図3.5,図3.6,図3.7,図
3,8は,それぞれの入カテキス トに対 し,実際に得られた関連語句およびそれ らの
確率 (上位 8語句)を表している。図3.5や区3.6の例では,Microso量に調する関連
語句の中でも,入カテキス トの トピック (MicrOso■に関連する企業,Xbox)に合致
したものを取得できていることが分かる。両方とも「Microsoi」とい う語句を含ん
でいるが,図3.5では「brand」という一般語句,図3.6では「Xbox Livc」とい う固
有名詞がそれぞれのコンテキス トを方向づけている。また区3.5では,「Microso食」
と「brand」から成るコンテキス トが互いに補強し合っているため,「Canada」とい
うキーフレーズ単体から得られる関連語句は出力の上位に現れていない .
図3,7および図3.8では,入カテキス トは曖味性の高い語句で構成されている。と
もに「WarriOrs」とい う語句を含んでいるが,図3.7はNBAに関するテキス ト,図
3.8はニュージーラン ドのラグビーリーグに関するテキス トであり,「恥rttiors」が
意味するエンティティもそれぞれ「Golden State Wadors」,「Ncw Zcaland Warriors」
と異なる。提案手法により得 られた関連語句は,図3,7ではNBAのチーム名ある
いは関係者名,図3.8ではニュージーラン ド周辺のラグビーチーム名,プレイヤー
名などであり,入カテキス トが曖昧性のある語句であつても,関連語句を推演Jす
るのに十分な情報 さえ揃っていれば正 しい出力が得られる。図3.7では「Heat」と
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図 3.6:入カテキス ト「MicrOsoft dcnies Xbox Live security breach」に対 して推澱さ
れた関連語句とそれ らの確率
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図 3,7:入カテキス ト「Warriors beat the Hcat.¨Happy face!」に対 して推測された
関連語句 とそれ らの確率
い うNBAのチーム名,図3.8では 「McClenian」とい うニュージーラン ドの元ラ
グビープレイヤー・元コーチの名前から,それぞれ曖昧性のある語句同士で意味
を補い合い,コンテキス トに沿つた関連語句を推灘 している.
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図3.8:入カテキス ト「McClcnnan namcsヽ4獲iors iineup for irst pre―season t ial」に
対して推測された関連語句とそれらの確率
3.5 評価
3.5.1 人手 による間違語旬 の判定
提案手法の有効性を評価するため,被験者による関連語旬の判定を行つた.具
体的には,5人の被験者を雇い,提案手法によつて得られた関連語句が入カテキス
トにどの程度関連しているかを5段階 (1:全く関連がない,5:強く関連してい
る)で半J定させた.ESAを比較手法とし,各手法によつて取得した上位5つの震
連籍句を評価した。提案手法では,関連度計算にリンク数を用いた手法 (単純ジ
ンク),およびESAを用いた手法 (ESAベース)についてそれぞれ評価を行つた .
データセットとして,Googleニュース5の8種類のカテゴリ (世界,経済,政治 ,
技術,エンターテイメント,スポーツ,科学,健康)からそれぞれ3つの記事を選
択し,各記事のタイ トルおよびスニペットを抽出した.なお,タイ トルは極端に短
いテキス ト (平均導語数8.5),スニペットはやや短いテキス ト (平均単語数33.7)
を想定している。データセットの統計量は表3.5のとおりである。
表3.6は人手による判定の平均スコアを表している.ESAでは,取得した上位5
59
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表 3.5:人手による判定に用いたニュース記事のデータセット
テキス トの種類 タイ トル スニペット 両方
テキス ト数
総単語数
平均単語数
24
205
8.5
24
809
33.7
48
1014
21.1
表 3.6:人手による判定の平均スコア
テキス トの種類 タイ トル .4=-iy J. 両方
ESA
提案手法 (単純 リンク)
提案手法 (ESAベース)
2,73
3.01
3.18
2.32
3.03
3.11
2.52
3.02
3.15
つの関連語句のスコアの平均は,タイ トルに対して2,73,スニペットに対しては
2.32であるのに対し,提案手法では,タイ トル,スニペットのどちらに対しても3
以上となっている。このことから,提案手法ではESAよりも精度良く短文に対し
て関連語句を推演じできていることがわかる.提案手法 (単純リンク)では比較手
法のESAとほぼ同様の確率値 (スコア)を用いているため,この結果の差は,提
案手法のベイズ理論に基づく処理 (スコアリング)がうまく機能していることに
由来すると考えられる。また,提案手法において,関連度計算にESAを燿いた場
合とリンク数を用いた場合を比較すると,ESAを驚いた場合のほうがややスコア
が轟くなつており,単一の入力に対する関連語句取得においてより高精度な手法
を用いることで,精度を臓上できる可能性があることがわかる。一方で, リンク
数を用いた単純な方法でも十分な性能を達成できており,提案手法のベイズ理論
に基づくスコアリングが,精度向上に大きく影響していることがわかる.
タイ トルとスニペットの違いについてみると,ESAはスニペットに対して関連
議句取得の精度が低下している。これは,タイ トルに含まれる語/nIは基本的にそ
の記事を端的に表すためのキーフレーズであるが,スニペットに含まれる議句は,
記事の内容とはあまり関係のないものが存在するためであると考えられる.つま
3.5。評価
り,スニペットはノイズとなる語句を多く含んでおり,ESAの単純なスコアリン
グではノイズとなる語句から得られた関連語句が上位に出現する可能性が高くな
る。一方,提案手法では,ベイズ理論に基づくスコアリングにより,複数の語句
に共通する関連語句のスコアが比較的高くなるため,ノイズとなる語句を含むテ
キス トに対してロバス ト性が高い.その結果,ノイズの多いスニペットに対して
も,タイ トルと同等の精度で関連語句を推測できたと考えられる.
3。5.2 短文クラスタリング
提案手法によつて付与された関連語句が付加的な意味情報として機能するかを
検証するため,関連語句を用いてTwi■crの投稿メッセージ (ツイー ト)のクラス
タリングを行つた。このような短文に対するクラスタリングでは,共起する語句が
非常に少ないため,テキス トに対して関連のある語句を付与し,共通する関連語
句をもとにクラスタリングを行う必要がある。したがつて,関連語句推測の性能
が直接クラスタリングの性能に影響する。具体的には,Twitterのハッシュタグを
もとにあらかじめ正解集合を定義しておき,提案手法を用いてツイー トから関連
語句を推測し,関連語句を素性としてK―meansクラスタリングを実行した.ハッ
シュタグとは,ツイー トを発信するユーザが意図的に「#Obama」や「#MacBook」
のようにキーフレーズの直前に「#」 を付けたものであり,そのツイー トが言及し
ているトピックを明示的に表現する役害Jを持っている [29].そのため,ハッシュ
タグを用いて短文クラスタリングのための疑似的な正解データを生成できる [68].
ここでは,ハッシュタグによる正解データが出来る限り正しいクラスタとなるよ
う,ハッシュタグのキーフレーズとして,曖味性が低く,互いに トピックが独立し
そうなものを選択した6。
評価に用いた三種類のデータセットを表3.7に示す。一つ目のデータセット (U)
では,正解クラスタとして明確な差のあるカテゴリを想定し,政治,娯楽,スポー
ツ,情報技術,健康,宗教の各 トピックから一つずつハッシュタグを選択した。二
つ日 (IT)と二つ目 (S)のデータセットでは,同じトピックの中で異なるコンテ
6曖味性が低いのはハッシュタグであり,入カテキストには依然として曖味性のある語句が多く
含まれていることに注意する。
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キス トを持つクラスタを想定し,情報技術,スポーツからそれぞれハッシュタグ
を選択した。Uデー タセットとは異なり,ITデータセットやSデー タセットでは
各 トピックが類似しているため,広い意味を持つ関連語句 (情報技術全般に関連
する語句やスポーツ全般に関連する語句)を用いると,異なるトピックに属する
テキス トが同じクラスタに分類される。そのため,より狭い トピック (ITデータ
セットにおけるMacBookやSilvcrlightなど)に関連する語句のみを用いる必要が
ある。
データセットの作成手順として,1)各ハッシュタグによる検索を行い,英語で記
述されたツイー トを収集,2)同じデータセット内の男Jのハッシュタグを含むツイー
トを削除,3)リツイー ト (“RT"で始まり,他人のツイー トの引用を表す),URL
を除去,4)ツイー トの末尾にあるハッシュタグは全て除去し,それ以外のハッシュ
タグは「#」 のみを除去,5)三単語以下のツイー トを削除,の各処理を行つた。各
データセットの統計値を表3.7にまとめる。
評価のベースラインとして,bag¨o■wordsモデルによリツイー トに出現する単
語 (ストップワー ドを除く)をそのままクラスタリングの素性とする手法(BOW),
前項の評価と同様に,比較手法としてGabHlovichらのESA[17]によつて得られた
ベクトルを素性とする手法(ESA)を採用し,提案手法では,関連度計算に単純な
リンク数を用いた手法,およびESAを用いた手法についてそれぞれ評価を行つた。
提案手法及びESAでは,それぞれ関連語句の上位 10,20,50,100,200,500,
1,000,2,000,5,000を素性ベク トルとしてクラスタリングを行つた。クラスタリ
ングの評価指標には純度 (puHty)[83]j正規化相互情報量(NMI)[69],調整ランド
指数 (ARI)[20]を用いた。pu五tyは最も適合率の高いクラスタのみを考慮した指標
である。一方,NMIとARIは全てのクラスタを考慮しており,NMIは情報理論的
な解釈による指標,ARIは偽陽性および偽陰性となるクラスタにペナルティを与
えた指標である。いずれのスコアにおいても0から1までの値をとり,値が大き
いほどクラスタリングの性能が高いことを意味する.評価実験では,K―meansク
ラスタリングにおいて局所解に陥る可能性を考慮し,それぞれの手法において初
期値を変えて20回ずつクラスタリングを実行し,最もスコアの高かったものを採
用した。
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表 3.7:評価に用いた二つのデータセットと統計値
データセット名 ユニーク (U)情報技術 (IT)スポーツ (S)
ハッシュタグ
(ツイー ト数)
#Obama
(779)
#Bones
(949)
#PGA
(1,243)
#Ⅳricrosoft
(1,040)
#mediclnc
(1,109)
#ChHst
(871)
#NIlacBook
(1,251)
#Silverlight
(221)
#VNIWare
(890)
#MySQL
(1,241)
#Ubuntu
(988)
#Chrornc
(1,018)
#NFL
(1,043)
#NHL
(1,045)
#NBA
(1,085)
#ⅣILB
(752)
#ⅣILS
(969)
#UFC
(984)
#NASCAR
(857)
総ツイー ト数 5,991 5,609 6,735
総単語数 83,748 82,608 91,613
ツイー トあたり
平均単語数
13.979 14.728 13.603
総語彙数 19,636 16,539 18,603
ツイー トのクラスタリング結果を表3.8に示す (各手法によるスコアの最大値は
太字で表している).ツイー トに出現する語句をそのまま用いた場合(BOW)と比
較して,Wikipediaを用いて意味情報を拡張する手法 (ESA,提案手法)が,いず
れの評価指標においても高いスコアを達成している。これは,ツイー トあたりの
平均単語数が十数程度 (表3.7参照)であり,同じトピックに属するツイー トでも
あまり語句の共起がみられないためである。実際,Songらの研究 [68]においても
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表 3.8:クラスタリングの結果
同様の傾向がみられ,ツイー トのような短文のクラスタリングにおいては,BOW
や統計的なアプローチ (LDA[5]など)ではうまく機能 しないと報告されている。
ESAでもベースラインと比べてクラスタリング性能が向上しているが,提案手
評価指標 purity NMI ARI
データセット U IT S U IT S U IT S
BOW(ベースライン) 0.5910.580.5330.2920.320.2960.2180.2770.239
ESA(上位 10)
ESA(上位 20)
ESA(上位 50)
ESA(上位 100)
ESA(上位 200)
ESA(上位 500)
ESA(上位 1,000)
ESA(」ヒ4睦2,000)
ESA(上位 5,000)
0.492
0.503
0.554
0.567
0.565
0.537
0.585
0。624
0.623
0.644
0.649
0.659
0.695
0.651
0.613
0.599
0.555
0.424
0.467
0.475
0.518
0.554
0.559
0.604
0.583
0.588
0.533
0.213
0.219
0.262
0.297
0.311
0.299
0.326
0。380
0。380
0.428
0.426
0.445
0。483
0.475
0.421
0.423
0.346
0.211
0.247
0.229
0.301
0.365
0.341
0.382
0.370
0.397
0.359
0.180
0.170
0.212
0.241
0.248
0.226
.286
0.301
0.292
.408
.394
0.425
0.451
0.419
0.354
0.351
0.277
0.140
0.182
0.174
0.224
0.261
0.232
0.279
0.280
0.299
.218
提案手法 (単純リンク,上位 10)
提案手法 (単純リンク,上位20)
提案手法 (単純リンク,上位50)
提案手法 (単純リンク,上位 100)
提案手法 (単純リンク,上位200)
提案手法 (単純リンク,上位500)
提案手法 (単純リンク,上位 1,00o
提案手法 (単純リンク,上位2,000)
提案手法 (単純リンク,上位5,000)
0.415
0.540
0.638
0.682
0。731
0。716
0.693
0.674
0.673
0.688
.751
0。795
0.806
0.802
0.786
0。810
0.808
0.630
0.433
0.561
0.690
0。702
0.694
0.690
0.667
0.697
.666
0.125
0.225
.342
0.408
0.489
.495
0.503
0.533
0.531
0.436
0.482
0.552
0.627
0.602
0.667
0。669
0.586
0.445
0.177
0.289
0.441
0.518
0.507
0.527
0.526
0。546
0.494
0.104
0.202
0.292
0.347
0.392
0.370
0.346
0.294
0。293
0.428
0.500
0.572
0.591
0。609
.602
0.577
0.471
0.335
0.148
.245
0.427
0。428
0.391
0.370
0.304
0.320
0.274
提案手法 (ESAベース,上位 10)
提案手法 (ESAベース,上位 20)
提案手法(ESAベース,上位 50)
提案手法(ESAベース,上位 100)
提案手法(ESAベース,上位 200)
提案手法(ESAベース,上位 500)
提案手法(ESAベース,上位 1,000)
提案手法(ESAベース,上位 2,000)
提案手法(ESAベース,上位5,00o
0.562
0.620
0.688
0.727
0.729
0。774
0.706
.720
0.717
0.725
.756
0.795
0.810
0。811
0.794
0.780
.775
0.641
0.631
0.684
0.722
0。761
0.707
0.713
.680
0.674
0.638
0.244
0.314
0.428
0.492
0.492
0.552
.554
0.552
0。564
0.451
0.506
0.575
0.637
0.603
0。
`44
0.594
0.574
0.444
0.346
0.434
0.535
0。554
0.550
0.547
0.546
0.512
0.439
0.245
0.299
0.410
0.467
.452
0.537
0.356
0.389
0.368
0.477
0.527
0。
`13
0.596
0.608
0.600
0.572
0.508
0.346
0.325
0.416
0.455
0.504
0.430
.402
0.327
0.340
0.301
3.5。 評価
法ではさらに,全ての評価指標においてESAに勝つており,提案手法の有効性が
確認できる。これは,提案手法では,入カテキス トからの関連語句推測をベイズ理
論に基づいて統一的に処理しているためであると考えられる。すなわち,ESAの
経験則に基づくスコアリングと比較して,提案手法のベイズ理論に基づくスコア
リングにより,ロバス ト性の高い関連語句の推測を実現できているといえる。ま
た,Wikipcdiaは,コンピュータなどの特定の分野に記事が集中している傾向があ
り,母集団として偏つている可能性があるが,提案手法では母集団としての偏 り
の影響が比較的小さくなっていると考えられる.これは,提案手法では,最終的
な関連語句の確率は,個々 のキーフレーズに対する関連語句の確率の積として表
され,確率値の大小よりも,複数のキーフレーズに共通する関連語句であるかど
うかの影響が大きくなるためである。
提案手法において,単純にリンクの数から関連度を算出した場合と,ESAを用い
て関連度を再計算した場合について比較すると,ESAを用いた手法のほうがpu五ty
およびARIのスコアが高くなっている。一方,NMIではほぼ同等のスコアとなっ
ていることから,語句間の関連度として単純な手法を用いても,ナイーブベイズ
をもとにした統一的な関連語句推測の枠組みが精度に大きく影響していることが
わかる。
クラスタリングの素性として用いる関連語句の数に関して,同じカテゴリから
異なるトピックを選択したデータセット(I■S)では,ユニークカテゴリのデータ
セジト(U)よりも少ない数でスコアの最大値を達成している傾向がある。ITやS
のデータセットでは各クラスタが意味的に近くに存在 しており,関連語句を多く
用いると,別のクラスタと繋がつてしまうためである。また,ESAをベースとし
た提案手法では顕著にその傾向が現れている。このことから,特にESAベースの
提案手法では,上位の関連語句ほどコンテキス トに強く依存しており,下位にな
るにつれて徐々にコンテキス トから離れた関連語句になるという,関連語句の順
位付きリス トとしてはより理想に近い形で出力を得られることが分かる。
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むすび
本章では,Wikipediaとベイズ理論を用いた枠組みにより,自然文の入力に対し
て関連語句を推測する手法を提案した。具体的には,キー フレーズ (特徴語)の
抽出,多義語の曖味性解消 (エンティティリンキング),入力語句に対する関連語
句の取得,関連語句の集約といつた個別の問題に対して,Wikipediaから抽出可能
な情報をベイズ理論の枠組みで定義し,ナイーブベイズを拡張した手法によリー
つの問題として取 り扱 うことを可能にした。提案手法では,個別の問題に対する
入出力を確率として表現することによリベイズ理論に基づくスコアリングが可能
となり,経験則に基づく加算によるスコアリングよりも安定した精度で関連語句
を推測できる。人手による評価,およびアプリケニションとして短文クラスタリ
ングによる評価を行い,提案手法の有効性を確認した。
今後の課題として,入カテキス トの曖味性解消が挙げられる。提案手法では自
然文で与えられた入力に対して関連語句を推測しているが,この推測された関連
語句をフィー ドバックさせることで,入カテキス トに含まれるエンティティを特
定できると考えられる。これにより,短文解析において,より精度の高い意味情
報の拡張が可能になると思われる。また,特定したエンティティを用いることで,
さらに高精度な関連語句の推測が可能になる.入カテキス ト中の語句の曖味性解
消と関連語句の推測を一つのフレームワークによつて処理することで,アプリケー
シヨンにおける基盤知識としてより有用なものになると考えられる。
第4章 上位概念間の関係抽出
4.1 まえがき
人がテキストの意味を理解する背景には概念 (conccpt)というものがある。概念
とは,事物の総括的な意味や性質であり,事物そのものを表すエンティティ (entity)
とは区別して用いられる1.たとえば,「大阪大学」がある事物を表すエンティティ
であるのに対し,「大学」や「教育機関」はエンティティ「大阪大学」に対する (上
位)概念である。
心理学者Gregory Murphyが自身の著書 [36]で「概念は我々の心的世界を結び付
ける接着剤である (concepts are thc gluc that holds our mental world together)」と述
べていることからも分かるように,概念は言葉の意味を頭の中で理解するための
カギとなるものである.また,彼は「それら (概念)によつて我々は新しい物や事
象を認識・理角卒できるようになる (they enablc us to recognizc and understand new
OtteCtS and events)」と述べている。実際,我々 人間はテキス ト中にエンティティ
を観測したとき,それを概念に置き換えることでテキス トの意味を把握 しようと
する。これにより,テキス ト中に自分の知らない語句が含まれていても,テキス
トの意味を理解できることがある。たとえば,「シャラポワがエラニを破る」とい
う文を見たとき,シャラポワがテニス選手であることを知つていれば,エラニが
何かを知らなくてもそれがテニス選手であることを推測でき,結果としてこの文
の意味を把握できる。これは,我々 が日々の経験から,エンティティを上位概念
に置き換えながら関係を学習しており,「テニス選手がテニス選手を破る」あるい
は「スポーツ選手がスポーツ選手を破る」という上位概念間の関係があることを
学んでいるためである。
1概念はクラス (class),エンティティはインスタンス (instance)とも言い換えられる。
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一方,研究者はコンピュータにこの世界のありとあらゆるエンティティ間の関
係を定義させることを目指し,膨大なWcb上のテキス トから自動的に関係を抽出
しようとしてきた [4,7,12]。人には記憶するのが困難な量の関係を抽出・蓄積する
ことで,多様なアプリケーションを実現する研究が活発に進められている。アプ
リケーションとしては,Wol士am Alpha2(これは人手で構築された知識ベースを
用いているが)のような知識エンジンやSPYSEE3のような人物検索など,得られ
た関係を直接利用するものが主である。しかし,Webには次々と新しいエンティ
ティが登場するため,どれだけ網羅的に関係を抽出しても,未知の語句や関係が
出現しうる。これまでのエンティティを網羅するアプローチでは,このような未
知の語句や関係に対しては解を得ることは難しい。
そこで本章では,未知の語句に対しての推測を行 うための知識として,上位概
念間の関係をテキス トから抽出する手法を提案する。提案手法では,人が上位概
念間の関係を学習する方法にならい,テキス トから関係を抽出する際に語句を上
位概念に置き換えてから関係を抽出する。語句から上位概念への変換においては,
語句の曖昧性の問題が発生するが,Wikipediaのエンティティ (ペー ジ)を介して
行 うことで高い精度での変換を目指す。具体的には,語句からエンティティの変換
においては,Wikipcdiaのアンカーテキス トとリンク先のページの関係を利用し,
エンティティから上位概念の変換にはFreebase[6]で定義されているWikipediaの
ページとタイプの関係 (上位下位関係)を利用する。なお,提案手法はFrccbascを
利用しているため,英語以外の言語にはそのまま適用はできないが,他の言語で
もWikipediaのページをもとにした上位下位関係の情報があれば適用可能である。
以下,第4.2節で関連研究について述べ,第4.3節で提案手法について詳述する.
第4.4節でWikipediaの全テキス トデータを対象とした提案手法による関係抽出と
得られた関係の評価について議論し,第4.5節でアプリケーション上での評価につ
いて説明する。最後に第4.6節で本章のまとめと今後の課題について述べる。
2http ://www. wolframalpha.com/
3http://spysee jp/
4.2.関連研究
4.2 関連研究
テキス トから語句間の関係を抽出する研究はこれまで数多く行われてきたが,
Wcbの普及に伴い,大規模なWebコーパスを対象とした ドメイン非依存 0教師な
しの関係抽出手法が注目を集めてきた。EtzioniらのKnowltAll[12]はドメイン非
依存・教師なし (実質的には半教師あり)で関係抽出を行つた代表的な例である。
KnowltAllでは,関係抽出のためのパターン (例:capita10f関係に対してX,capital
of Yなど)を用いて関係抽出を開始し,得られた出力を新たな入力として反復を
行うブー トス トラッピング法 [47]によつて新たなパターンを学習することで,関
係タプル (例:Tokyo,capitdOt Japanの3つ組)の数を拡大していく。KnowltAll
ではWeb検索クエリを用いてWcbページを取得するため処理に時間がかかるが,
TextRunner[4]はKnowltAllの非効率さを改善するため,Webコーパスをあらかじ
め全部取得してから処理を行う。また,彼らは文献 [13]において,抽出した関係タ
プルが実際のWcbの文書中にどのような構文を伴って出現するかを検証することに
より,精度および網羅性の向上を測つている.BollegalaらのRclational Duality[7]
では,関係を表す方法として,パターンと語句ペアの2つの側面があることを利
用し,完全に教師なしでの関係抽出を実現している。これらのテキス トからの関
係抽出手法では,1)いかに多くの関係を2)精度良く抽出するか,という2点に注
視しているが,アプリケーションにおいて未知の語句や関係に対応するためには,
上位概念間の関係を充実させる必要がある。本研究では,未知の語句や関係に対
する推測能力をコンピュータに持たせることを目標とし,エンティティ間の関係
ではなく上位概念間の関係の抽出を行 う。
本研究で特に抽出対象としている動詞による概念間の関係を定義した辞書とし
ては,FrameNet[3]や京都大学格フレーム [24]がある。FralneNctは,手動でセン
テンス中の語句に概念 (クラス)を付与した辞書であり,本研究が抽出しようと
している概念と動詞の関係に類似した情報を持つている。しかし,保持している
関係数 (センテンス数)が17万程度であることや,固有表現に関する情報が少な
いことが短所として挙げられる.日本語のプロジェクトである京都大学格フレー
ムは,テキス トコーパスから自動で名詞,格助詞,動詞による関係を抽出してい
る。クラスタリング手法を用いて,似た文脈において出現する語句をまとめるこ
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とで,一つの用言に対し上位概念レベル (実際はその概念に属する名詞群)で関
係を定義している。用言 (関係)の数は4万程度であるが,一つの用言に多数の名
詞が含まれているため,実質的にはかなりの数の関係を保有していることになる。
京都大学格フレームでは,基本的にはテキス ト中に明言されている関係をそのま
ま抽出しているが,本研究ではWikipediaやFrccbaseといった前提知識を利用し,
テキス トの語句を概念に置き換えながら関係を学習する。そのため,抽出した関
係においても上位概念とWikipediaのエンティティあるいは語句の変換が容易であ
り,DBpedia[2]やYago[72]などのWikipcdiaのエンティティを利用した知識ベー
スと連携することも可能である。また,上位下位関係や上位概念間の関係などを
個別に整理・更新できるため,知識体系として管理しやすいという利点もある。
概念を利用したテキス トの内容の把握は,PrObase[79]と呼ばれるプロジェクト
で行われている.Probaseは確率的に上位下位関係を定義した知識ベースであり,
人のテキス ト理解の方法を模倣するため,概念数の充実に注力している点が大き
な特徴である。このプロジェクトでは,短文の概念化 [68]やWcbテーブルの理
解 [78]など,いくつかのアプリケーションにおいて上位概念を利用した手法の有
効性を明らかにしている.Probaseでは,語句の上位概念 (上位下位関係)や概念
の属性情報 (「言語」は「国」の属性である)をWcbのテキス トから抽出している
が,本研究では上位概念間の関係の抽出を行つている。
4。3 提案手法
本研究では,テキス トから関係を抽出する際に,語句を上位概念に置き換える
ことで,上位概念間の関係を抽出する手法を提案する。以下ではまず,人がどの
ように上位概念を利用して関係を学習し,推測するかについて述べた後,それを
模倣するための手法について詳述する。
4。3.提案手法
上位概念間の
関係
エンテイシ 間の
関係
イチロー がヤンキースに移籍する
テキスト
高橋尚成がパイレー ツに移籍する
図 4。1:上位概念間の関係の学習
4。3。1 人が行 う関係 の学習 と推測
概念とは,あるエンティティのまとまりを抽象化し,共通する意味・性質を表
したものである。たとえば,「東京大学」や 「京都大学」,「大阪大学」といったエ
ンティティ群に対し,共通した意味として「大学」や「教育機関」といつたもの
が (上位)概念となる。また,「大阪大学」「大阪城」「通天閣」といつたエンティ
ティ群に対しては,上位概念は「大阪に存在する建造物」などが該当する4.1っ
のエンティティには様々な上位概念が存在し,他のエンティティとの共通点や相
違点およびその他の関係は多くの場合,この上位概念を介して表現される。上位
概念を介して関係を学習することで,人は未知の事物を認識 0理解することがで
きる [36].
以下では,人がどのように上位概念間の関係を学習するかについて簡単に説明
する。たとえば,「イチローがヤンキースに移籍する」という文があつたとする (図
4組織としての大阪大学と単なる建造物としての大阪大学は別のエンティティであるとする見方
もあるが,ここでは区別しないものとする。
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4.1)。人はこの文を観演Jしたとき,「イチロー」,「ヤンキース」といったエンティ
ティを上位概念 「野球選手」,「球団」などを通 して認識する。このとき,単に「イ
チローがヤンキースに移籍する」というエンティティ間の関係のみならず,「野球選
手が球団に移籍する」とい う上位概念間の関係が存在 しうることも学習する。ま
た,別の文 「高橋尚成がパイ レーツに移籍する」を観沢1したときにも,同様の関
係を学習する。同じ上位概念間の関係をより多く観濃Jすればするほど,その関係
が一般的であると認識するようになる。このように,文章を観浜じするたびにエン
ティティを上位概念に置き換えることで,人は上位概念間の関係を学習 していく,
もちろん,実際にはこれよりもはるかに複雑なプロセスを経て言葉の意味を理解・
学習 していると考えられるが,根本的には,こうした上位概念への置き換えを経
て関係を学習 している.
4.3。2 提案手法の概 要
前節で述べた,人が行っている上位概念FE5の関係の学習方法にならい,本研究
では,テキス トから関係を抽轟する際に,語句を上位概念に置き換えて関係を抽
出する手法を提案する.提案手法では,入力として (英語の)テキス トコーパス
を与えると,上位概念間の関係とその出現頻度が朧力として得られる。提案手法
の処理の流れを図4.2に示す。提案手法は,テキス トに出現する語句間の関係を抽
出した後,WikipcdiaとFreebascの知識を用いて語句を上位概念に置き換えること
で,上位概念間の関係を抽出する.ここで,語/n3としてWikipediaのエンティティ
を意味しうるもののみを対象とすることで,Wikipediaの情報を利用した上位概念
への置き換えによる関係抽出が可能となる。以下ではこれらの処理について説明
する。
4。3.3 使薄する外部知識
本研究ではEtzioniらの研究 [12]と同様に,大規模なWebのテキス トコーパス
を対象 とした ドメイン非依存・教師なしの関係抽出を目指 しているため,様々 な
ドメインの語句や上位概念を出来る限 り網羅する必要がある.そこで,本研究で
4.3.提案手法
Freebase
山 汗ree燒隆饂鸞
Apple Inc. sells iPad computer manufacturer sells consumer 
product
product brand sells consumer product
computer manufacturer sells computer
produot brand sells oompuler
computer manufacturer released consumer product
product brand released consumer product
computer manufacturer released computer
テキストデータ product brand released computer
上位概念間の関係
図 4.2:提案手法の処理の流れ
はWikipediaを基盤知識 として利用する。これは,Wikipediaが幅広い分野につい
て記事を網羅していることに加えて,Wikipediaのアンカーテキス トが語義曖味性
解消のリソースとして活用できることが挙げられる.また,Wikipcdiaが世界中の
様々な言語で構築されていることも理由の一つである。同じエンティティに関す
る記事どうしが言語 リンクでつながってることから,将来的には多言語展開も実
現可能であると考えられる。
また,上位下位関係の知識 として,本研究ではFreebase[6]を利用する。Freebase
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※曖昧性のある語句を含む関係は使用しない.
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を用いる理由として,RecbascのページがWikipediaのエンティティとリンクして
いることや,上位概念の網羅性 。精度が高いことが挙げられる.別の選択肢とし
て,WikipcdiaのカテゴリやWordNct[14]が挙げられるが,Wikipediaは上位下位
関係以外のカテゴリが多く,隅獨らの研究 [73]で行つているような上位下位関係
の推出が必要があるため,またWordNctは,Ponzettoら[43]が取 り組んでいるよ
うな辞書間のマッピング処理が必要であるため,今回は使用 しなかった。なお今
後,多言語展開を行 う際には,上位概念も別の言語に置き換えられる必要がある
ため,様々 な言語で構築されているWordNetをrll用することが有効 と考えられる.
4.3。4 テキス トか らの語句 間の関係抽 出
提案手法では,テキス トが入力として与えられたときに,はじめの処理として
そこから語句間の関係を抽出する。これは,一般的に大規模な英語テキス トコー
パスを対象とした関係抽出で行われる処理である。すなわち,形態素解析器を用
いて品詞を取得し,2つの名詞の間のパターンを関係として取得する。なお,大量
のテキス トを処理する必要がある手法では,一般的に構文解析などの計算量の多
い処理は行わないことが多い.本研究においても,形態素解析のみを使用してパ
ターンを抽出する方法を採用する.
通常,英語のテキストから議句間の関係を抽出する場合,2つの名詞句 (NP)を
対として間に出現するパターンを関係として抽出する5.提案手法では,後の処理
で名詞を上位概念に置き換えるため,Wikipediaの語句のみを対象として関係を抽
出する。図4.3はWikipediaの話句を対象とした関係抽出の擁である.2つの語句
がともにWikipediaの語句である場合に,その間に出現するパターンを関係として
抽出している。
Wikipcdiaの用語辞書は,Wikipcdiaのページタイ トルあるいはアンカーテキス
トから構成され,それぞれの語句はWikipediaの一つ以上のページ (エンティティ)
にリンクしている.この用語辞書を用いて,テキス トが与えられたときにまず ,
5日本語の場合は格助詞と述語をもとに関係を抽出するなど,言語ごとに関係抽出方法は異なる
が,2つの名詞句を対として関係抽出を行 う部分は共通である.
4。3.提案手法
テキスト
75
Wikipedia0
用語辞書
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図4.3:Wikipediaの語句を対象とした関係抽出
Wikipediaの語句を抽出しながらセンテンス単位に分割していく6。 そして,各セ
ンテンスを形態素解析器にかけ,品詞情報を用いて関係を抽出する。提案手法で
は,動詞句による関係を対象とし,Wikipediaの語句の間に1個の動詞と0個以上
の前置詞が出現したときにそれを関係として抽出する。
4。3。5 語旬か らエンティティヘの置き換え
提案手法では,抽出したWikipediaの語句間 関係において,語句を上位概念に
置き換える。ここで問題となるのが,曖味性のある語句の処理である。すなわち,
語句を上位概念に置き換える際に,語義曖味性解消 (エンティティリンキング)を
行う必要がある。しかし,語義曖昧性解消は (手法にもよるが)形態素解析など
と比較して重い処理であるため,今回のような大規模なテキストコーパスを処理
する場合,適用が難しい。
そこで提案手法では,曖味性のない語句のみを対象とすることで語義曖味性解
消の問題を取り除く。これは,本研究では上位概念間の関係を抽出することが目
的であり,各事例 (語句間の関係)を網羅するよりも精度を重視する必要がある
ためである。
6この処理を同時進行させることで,終端文字を含む語句 (Apple lnc。など)においてセンテン
スが分割されることを防ぐ.
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表 4.1:Fl・cebaseのタイプ (上位概念)のうち,使用 しないものの一覧 (*は0文字
以上の任意の文字夕じを表す)
/common/*
/dataworld/*
/freebase/*
/symbols/*
/type/*
subject
focus
genre
category
class
instance
stopic
xterm
*keyword
xtypes
utype
concept
ranked item
nndb person
deceased person
context name
曖味性のない語句を半じ別するため,Nllilncらの研究 [35]などで用いられている
Wikipediaの語句とエンティティの対応関係を利燿する.つまり,あるアンカーテ
キス ト (語句)を見たとき,それが リンクされているページ (エンティティ)に
対 し,出現頻度に応 じた確率を害1り当てる。提案手法では,ある語旬が95%以上
の確率で 1つのエンティティにリンクされている場合,その語/m3には曖昧性がな
いと判断し,そのエンティティに置き換える。それ以外の語句は曖味性があると
みなし,それらの薔句を含む関係をすべて破棄する.
4.3。6 エンティティから上位概念への置き換え
語句をWikipediaのエンティティに置き換えた後,Fl・eebascを用いてタイプ (上
位概念)に置き換える.Freebaseでは,各エンティティのページの多くがWikipcdia
のページとリンクしているため,これをそのままrll用することで上位概念への置
き換えが可能である.
なお,上位概念間の関係を抽出するにあたり,一般性の高い上位概念をあらか
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じめ手動で除去する。具体的には,表4.1に示すFrccbaseのタイプを候補から除去
した後,エンティティを上位概念に置き換える.
4。3.7 語旬から上位概念への置き換えによる関係抽出
4.3.4項で抽出した語句間の関係において,4.3.5項,4.3.6項の処理により語句
を上位概念に置き換えることで,上位概念間の関係が得られる.1つの語句は一般
的に複数のレベルの上位概念を持つ (「テニス選手」,「スポーツ選手」,「人」など)
ため,同じ文から多数の上位概念間の関係を抽出できる。また,得られた関係は
頻度に応じて信頼度を与えることができる.本研究では単純に出現回数に比例し
た信頼度を付与するが,今後の研究として,上位概念単体の出現回数を考慮した
確率的な手法を検討する.
4。4 Wikipediaのテキス トを対象とした
上位概念間の関係抽出
Wikipcdiaの全テキス トデータ (2012年6月1日のダンプを使用)を対象とし,
実際に提案手法を用いて上位概念間の関係の抽出を試みた。なお,Wikipcdiaの語
句およびエンティティ情報は2009年3月7日のダンス Freebascの上位下位関係の
情報は2012年8月22日のダンプから取得した。また,形態素解析 (POS Taggilg)
にはStanford POS Tagger[75](モデルは速度を重視しenglish―le貴3wordsi¨stsimを
使用)を利用した.
表4.2に関係抽出に関する統計量を示す。抽出した語句間の関係の数は2,312,638
で,そのうち,両方の語句ともに曖味性がないような関係の数は235,938,上位概
念間の関係の数は7,409,974であった。直接比較はできないが,参考として,京都
大学格フレーム辞書 [24](日本語であるが)の用言数が約4万,FrameNct[3]のセ
ンテンス数が約 17万であることから,ある程度十分な量の関係が得られているこ
とが分かる。
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表 4.2:Wikipcdiaの全テキス トデータからの上位概念間の関係抽出に関する統計量
語句間の関係数          12,312,638
曖味性のない語句どうしによる関係数 1 235,938
上位概念間の関係数        17,409,974
また,抽出した関係からサンプルを取り,2人の被験者に関係が正しいかどうか
を判定させる実験を行つた。様々なドメインの上位概念について正しい関係が得
られているかをチェックするため, ドメイン非依存な事実関係の抽出に関する研
究 [41]やProbase[79]で用いられているものとほぼ同様の40個のクラス (上位概
念)を軸に,それぞれ50件ずつ,計2,000の関係をサンプルとして抽出した。な
お,出現回数が多い関係と少ない関係を両方含めて適合率を測るため,遺伝的ア
ィレゴリズムのルーレット選択 (出現回数に比例した確率で選択される)を用いてサ
ンプルを選出した。正誤の判定は以下の3つの基準に基づいて行 うよう指示した .
1.意味的に不自然でなく,文脈が明確なもの (例:devclopcr sclls soiware開発
者がソフトウェアを売る)
2.意味的に不自然ではないが,文脈が曖味なもの (例:person sclls so■ware人
がソフトウェアを売る)
3.意味的に不自然なもの (例:baseball player sells soiwarc野球選手がソフト
ウェアを売る)
また,被験者の理解の範疇を超える関係が提示された場合は,判定を行わないよ
う指示した。
サンプルによる適合率の評価結果をそれぞれ表 4。3,表4.4,図4.4に示す。表 4。3
は各被験者ごと,および両者の判定による適合率である。なお,被験者 1の有効
回答数は1,898,被験者2の有効回答数は1,967であつた。表4.3より,意味的に
不自然ではないものを全て正解とした場合,高い適合率を達成できていることが
分かる。また,両者で一致した判定の数は,判定基準(2)を正解に含む場合 1,551,
含まない場合905であつた。両者の判定の一致の度合いより,意味的に不自然か否
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表 4.3:抽出した上位概念間の関係の適合率 (判定基準(2)を正解に含む場合およ
び含まない場合)
適合率の種類 (2)含む (2)含まない
被験者 1の判定による適合率
被験者2の判定による適合率
両者の適合率のマクロ平均
両者で一致した判定による適合率
0.843
0.911
0.877
0。959
0.085
0。588
0。337
0.154
表 4.4:上位概念間ごとの関係の適合率 (判定基準(2)を正解に含む)
上位概念 マクロ平均 一致した判定
actor
aircraft
automobile
award
basketball team
celestial object
chemical element
cityown
company
country
curTency
digital camera
disease
drug
empire
fictional character
film
food
football team
holiday
0.839
0.737
0.815
0.867
0.867
0.850
0.900
0.888
0.934
0.936
0.969
0.926
0.887
0.768
0.874
0.938
0.970
0.794
0.875
0.844
0.895
0.778
0.938
1.000
0.909
1.000
0.935
1.000
1.000
1.000
1.000
1.000
0.974
0.865
0.923
1.000
1.000
0.889
0.949
0.944
上位概念 マクロ平均 一致した判定
hurricane
military combatant
mobile phone
mountain
newspaper
painter
plant
programming language
recurring event
religion
river
skyscraper
software developer
sports facility
tourist attraction
treaty
university
video game
war
wine
0.897
0.850
0.940
0.844
0.925
0.837
0.879
0.915
0.898
0.783
0.853
0.926
0.860
0.906
0.806
0.888
0.889
0.949
0.916
0.859
1.000
0.973
0.978
0.944
1.000
0.900
0.975
0.974
0.975
0.879
0.971
1.000
1.000
1.000
0.872
0.951
1.000
1.000
1.000
0.949
かの判断 (判定 (2)と判定(3))は比較的容易であるが,文脈が明確か否かの判断
(判定(1)と判定(2))は難しいことが分かる (なお,このような理由により,判定
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図 4.4:出現回数ごとの関係の適合率 (両被験者で一致した判定,判定基準(2)を
正解に含む)
(2)を含まない場合,両者のそれぞれの判定による適合率が大きく異なっていると
考えられる)。 したがつて,判定基準(2)を正解に含まない場合の適合率はあまり
信用できないが,判定基準(2)を正解に含む場合の適合率は比較的信頼できる値で
あるといえる。
表4.4は各上位概念ごとの関係の適合率である。表4.4より,いずれの ドメイン
においてもかなり高い適合率を達成できている。両被験者で一致した判定をみる
と,最低でも適合率が77.8%(aircraft)であり,それ以外の上位概念は85%以上 ,
残 り半分近くの上位概念で100%の適合率を達成している。また,図4.4は上位概
念間の関係の出現回数ごとの適合率であるが,出現回数が多くなるにつれて,適
合率が安定して100%となっていることがわかる。なお,図4.4において,出現回
数が10回以上 100回未満の部分で適合率が最も低くなっているが,これは同じ出
現回数の関係が少ないことに起因するものあり,実際には出現回数が1回の関係
において最も多くの不正解が発生している。出現回数が4回以上の関係に限定す
ると,適合率 (両被験者で一致した判定,判定基準(2)を正解に含む)は98.7%と
なった。
?
?
?
?
?
?
?
?
4。4。 Wikipcdiaのテキス トを対象とした 上位概念間の関係抽出   81
サンプルにおいて出現回数の多い関係は順に「celestial o可ect diSCOvered on day of
year」「family moved to citytown」「nlm dircctcd by pcrso五」「nlm directed by dircctor」
「■lm stars actor」となっている。出現回数の多い関係の中には典型的だと思われる
関係と曖味な関係が含まれているものの,図4.4からも分かるように意味的に不自
然な関係は見られない.曖味な関係は,少なくとも片方の上位概念が曖味である
ケースがほとんどであるため,上位概念単体での出現回数を考慮することで,典型
的な関係のみをより精度良く抽出できると考えられる。一方,上位概念「■lm」に関
して,出現回数の少ない関係は「■lm made for production company」「ilm f aturing
∞mcdy group member」などが存在する。出現回数の少ない関係にはあまり典型的
な関係は見られないため,多くのアプリケーションでは,低頻度の関係は不要で
あると考えられる。
出現回数が10回以上で両被験者が意味的に不自然であると判断した関係は6つ
のみであつた。具体的には,(A)「neld of study composcd by actor(学問領域が俳
優によつて作られる)」,(B)「airCrai built in organization member(航空機が組織
のメンバーにおいて作られる)」,(C)「autOmObile manufacturcd in cityscape(自動
車が都市の景観で製造される)」,(D)「basketballtcam do football team(バスケッ
トボールチームがフットボールチームをする)」,(E)「painter bom in govemmental
ju五sdiction(画家が政府の管轄区域で生まれる)」,(F)「brcCd OHgin play for football
tcam(品種の起源がフットボールチームの代表選手となる)」 が誤つた関係として
抽出されていた。これらの上位概念間の関係は出現回数が多いことから,元の語
句間の関係では正しい関係であつたと考えると,主な原因はエンティティが持つ
上位概念の2面性 (多面性)によるものであると考えられる。(A)は俳優かつ学者
のような人物,(3)は国際連合などの組織のメンバーである国,(C)は景観そのも
のとしても認識されるような美しい都市,(E)は政府の管轄区域である町や都市な
どが考えられる。同じエンティティでも上位概念は文脈によつて異なるが,上記
の例のように1つのエンティティの上位概念間で意味が大きく異なる場合につい
ては,上位概念の曖味性解消のような処理が必要となる。また,上位概念の2面
性が原因であると考えにくい(D)や(F)は,テキスト解析時のミスによるものであ
ると考えられる.(D)はポル トガル語の「do」が名前の途中に入つている場合など
第4章 上位概念間の関係抽出
で「do」を動詞 と判断したことによるもの,(F)は人と動詞の間に「in Gellllany」
などの修飾語が入つていたことによるものと予沢1できる。これ らの問題に対して
は,より精度が高く,かつ処理が軽いテキス ト解析方法を検討する必要がある。
4.5 ケーススタディ:アプリケーシヨンにおける評価
提案手法を用いて抽出した上位概念間の関係について,アプリケーションにお
いて有用かどうかを確認するための評価を行つた。具体的には,直接的なアプリ
ケーション例の 1つとして,文中に出現する語句の上位概念を予測するというア
プリケーションを想定した。これは,知識ベースが保持していない語句 (あるい
はエンティティ)を観測したときに,周辺の語句からその意味を推測するために
必要な処理である。なお,このタスクに特化した手法としては,一般的な機械学
習手法を用いたほうが精度が高くなると考えられるが,ここではあくまで抽出し
た上位概念間の関係の有用性を確かめるためにこのタスクを行つている。
上記のタスクを疑似的に発生させるため,Rcuter Corpus RCV17の1997年6月
1日以降の全データ (1997年8月19日まで)の記事を対象とし,提案手法と同様
に曖味性のない語句どうしによる動詞の関係を取得した。また,知識ベースが保
持していないエンティティは固有表現 (nalned cntity)が大多数を占めると考え,
大文字を含む語句が出現する関係のみを抽出した。その結果,語句間の関係数は
3,154となつた。この関係において,片方の固有表現が未知であると想定し,その
上位概念を,あらかじめ学習済みの上位概念間の関係を用いて予測する。上位概
念の予測では,もう片方の語句の全ての上位概念と動詞を用い,出現頻度の和に
よって上位概念の順位付きリス トを作成する。たとえば,「Gyula Hom appcaled to
Poland」という語句間の関係において「Gyula Hom」の上位概念を予測する場合,
「P01and」の全ての上位概念 (「country」や「staistical region」など)と「appealed
to」 の組合せ (「X appealed to country」や 「X appealed to statistical region」など)
から,Xとして妥当な上位概念を,その関係の出現頻度の和で順位を付ける。得
られた上位概念の順位付きリス トに対して,1位の適合率,および上位5位までを
7 httpl I tr ec.nist. g ov/data/reuters/reuters. html
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対象としたMRR(最上位の正解の順位の逆数平均)を測り,評価指標とした。な
お,実際には固有表現の上位概念は既知であるため,その上位概念を参照するこ
とで正誤判定を行つた.
評価の結果,上位概念の推測タスクにおける1位の適合率は50.5%,MRRは
57.3%であつた.なお,全5,230の推測タスクに対し,4,373のタスクに対して何ら
かの上位概念が推測された.一般的に上位概念の推測は通常の固有表現抽出タス
ク (pcrson,location,organizationなど大まかなクラスを推測するタスク)よりも候
補が多いため難 しく,さらにこのタスクでは使用可能なテキス ト情報が非常に少
ない状態であるが,1位として推測された上位概念の適合率が50%を超えている。
仮にテキス トに出現する主な上位概念を5つに限定した場合においても,ランダ
ムに上位概念を選択した場合は平均して20%の適合率となることから,抽出した
上位概念間の関係が,未知語の意味の推測に十分寄与しているといえる。具体例
として,「Scrgio Po壷ni signcd ttom Fiorcntina」という語句間の関係に対し,「Settio
Pomni」の上位概念として「pro athlete」「football player」,「Fio"ntina」の上位概
念として「sports team」「f00tball team」などが正しく上位に予測された。これは,
「signed from」という動詞自体が,スポーツ選手とスポーツチームの間に出現する
ことが多いことに起因している。また,「Fratto Tuttman宙si ed Beli Manasth」に
おいて,それぞれ「politician」,「citytown」などの上位概念が上位に予測されてい
た。この場合,「visited」という動詞はかな リー 般的であるが,片方の語句の上位
概念を用いることにより,文脈が狭められ,正しい上位概念を推測できたと考え
られる。
一方で,1位の適合率が50。5%であるのに対してMRRは57.3%に留まっている。
これは,1位として推測された上位概念が正解でない場合,2位以下も正解でない
ことが多いことを意味している。その理由として,抽出した上位概念間の関係の
中に,正解となる上位概念が含まれていないことが挙げられる。実際,2位以下の
全ての上位概念が誤 りであるケースが多数存在していた。この結果から,現状で
は上位概念間の関係が,実際に起こりうる上位概念間の関係に対して十分でない
ということがわかる。本研究では,上位概念間の関係を基盤知識として整備する
ことを目的としており,実際に起こりうる上位概念間の関係を出来る限り網羅す
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ることを目指している.そのため,今後はより大規模なテキスト (数TB以上)を
対象として上位概念間の関係の抽出を行うことを検討している。
4。6 むすび
本章では,人が上位概念間の関係を学習する方法にならい,テキス トから関係
を抽出する際に,語句を上位概念に置き換えてから関係を抽出する手法を提案し
た。提案手法では,テキス トから語句間の関係を抽出した後,Wikipediaのエンティ
ティ情報とFreebaseの上位下位関係情報を用いて語句を上位概念に置き換えるこ
とで,上位概念間の関係を抽出する。Wikipediaの全テキス トデータを対象として
関係抽出を行い,700万以上の上位概念間の関係を抽出した。得られた関係から
2,000のサンプルを取り,2人の被験者に意味的に正しいかどうかを判定させた結
果,95%以上の適合率 (両被験者で一致した判定のみを対象)を達成した。また,
抽出した関係を用いて,テキス ト中の未知の語句の上位概念を推測するタスクを
行つたところ,半分以上のケースで正しく上位概念を推測できていた。これらの
結果から,提案手法により得られた上位概念間の関係の有用性を確認した。
今後の課題として,提案手法をより大規模なWcbコーパスに適用することが挙
げられる。今回はWiHpcdiaのテキス トデータのみを対象として上位概念間の関係
を抽出したが,より巨大なコーパスを対象とすることにより,網羅性および精度
の両側面において性能を向上できると考えられる。
また,提案手法におけるスコアリングも重要な課題の一つである。現時点では,
関係の出現頻度をそのまま保持しているが,特徴的な上位概念 (「野球選手」「政
治家」など)よリー般的な上位概念 (「人」など)のほうが出現しやすいという問
題がある。そこで,上位概念単体の出現頻度を考慮し,第3章で行つているよう
な確率的な手法により関係のスコアリングを行 う予定である。これによつて,よ
り典型的な上位概念ペアに高いスコアを与えられると考えられる。
提案手法を多言語に対応させることも検討している.本研究ではFreebaseを使つ
ているため,手法を別の言語に対応,あるいは抽出した関係を別の言語に応用さ
せるためには,他の上位下位関係の情報が必要となる。たとえば,WordNetといっ
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た言語間の上位概念のマッピングが可能な基盤知識を用いれば,英語で抽出した
関係を別の言語に変換することが可能となる.
関係の種類を一般化させることも課題の一つである。本研究では動詞による関
係のみに絞つているが,品詞を限定せずにパターンを抽出することも可能である。
あるいは,宇佐美らの研究 [76]のようにアプリケーションを絞 り,周辺のパター
ンを全て素性として機械学習を行うことも考えられる。
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第5章 結論
5。1 論文のまとめ
本論文では,大規模かつ整理された情報という2つの特長を併せ持つ稀有な知識
源であるWikipediaを解析し,様々 な種類の知識を抽出する手法について議論した。
まず第1章では,知識獲得のための知識源やアプローチが存在する中で,Wikipcdia
がいかに有効な知識源であるかについて述べ,知識源としての重要な性質につい
て具体的に説明した。
第2章では,Wikipediaのカテゴリ構造を利用した語句の トピック分類手法につ
いて提案した.Wikipediaのカテゴリ構造は複数の親やループを持つネットワーク
構造であるため,単純に親カテゴリをたどつて トピックに分類する方法では,全
く関係のないカテゴリにまで到達してしまう。また,これを解決しようとホップ
数を制限して親カテゴリをたどつた場合,どのように最適なホップ数を決定する
かという別の問題が生じてしまう。そこで提案手法では,各カテゴリヘの所属を,
所属するか否かという2値ではなく,どの程度所属するかというスコア (確率)と
して表現することで問題を解決した。具体的には,Wikipediaのカテゴリ構造を有
向グラフとみなし,グラフ上のエッジを等確率で遷移するランダムウォークを用
いて確率を算出した.また,定常状態におけるランダムウォークによる確率を効
率的に算出するため,数値計算手法であるべき乗法によつて確率が収束すること
を証明し,べき乗法を用いた確率計算手法を提案した。語句の確率的な トピック
分類は,テキス トを分類するための重要な知識として利用できるため,実際にテ
キス ト分類において評価実験を行つた。評価結果より,提案手法を用いることで,
ホップ数を制限する手法において最適なホップ数を選択した場合よりも高い精度
でテキス トをトピックに分類できた。また,あらかじめ人手で教師データを作成
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する必要がある単純ナイーブベイズ手法と比較しても,十分に競合できる精度を
達成 した。
第3章では,Wikipediaから抽出可能な様々な情報をベイズ確率として定義し,
自然文から関連語句を推測する手法を提案した。自然文からの関連語句推測とい
うタスクは複数のサブタスクを含んでおり,入カテキス トからのキーフレーズの
抽出,キー フレーズの曖味性解消,個々 のキーフレーズからの関連語句の取得,そ
して関連語句の集約を行 う必要がある。既存研究ではキーフレーズや関連語句な
どに,経験則に基づくスコアを付与し,重み付き和をとるという単純な方法をとつ
ていた。提案手法では,これらのサブタスクをベイズ理論に基づくフレームワー
クにおいて定義し,確率的な入力に対して適用可能な拡張ナイーブベイズにより
解決した。人手による評価の結果から,ノイズを含む入カテキストに対して,既存
手法よりもロバス ト性の高い関連語句推測を実現できていることがわかった。ま
た,得られた関連語句を素性として短文のクラスタリングを行い,不足している
情報量をどれだけ精度良く付与できるかを検証した。評価結果から,提案手法で
は既存手法よりも高い精度でクラスタリングを行えることが分かつた。これは,提
案手法が短文に対してより高い精度で関連語句を付与できていることを意味して
いる。
第4章では,Wikipcdiaの記事 (エンティティ)をベースとし,大規模なテキス
トデータから上位概念間の関係を抽出する手法を提案 した。関係抽出に関する研
究ではこれまで,エンティティ間あるいは語句間の事実関係を網羅的に抽出する
ことを目的としていた。しかし,未知のエンティティに対しても何らかの推測を
行えるようにするためには,汎化した上位概念レベルで関係を学習する必要があつ
た。そこで提案手法では,関係抽出の際に,Wikipediaのエンティティを介して語
句を上位概念に置き換えてから関係を抽出することにより,上位概念間で関係抽出
を実現した。語句から上位概念への置き換えはWikipediaのエンティティを介して
行うため,語句間の関係抽出を行う際に,Wikipcdiaの語句を起点とし,Wikipedia
の語句の間に出現するパターンを取得した。提案手法を用いてWikipcdiaの全テキ
ス トデータから上位概念間の関係抽出を行つた結果,精度,規模ともに高い性能
を達成できることを確認した。また,抽出した上位概念間の関係が,未知のエン
5.2。今後の研究課題
ティティの上位概念を予測するタスクにおいて有用な知識であることを示した。
汎用的な知識体系の構築においては,様々 なアプリケーションに利用できるよう
入出力や知識の表現形式をシンプルにする必要があるが,加えて,他の知識体系と
の連携が容易であることも重要である.これは,汎用的な知識体系が有するべき
知識の量は膨大であり,研究分野全体としてこれを構築していくことが求められ
ているためである。第2章,第3章,第4章で提案した手法はそれぞれ別の種類の
知識を獲得するものであるが,これらはWikipediaのエンティティや語句,カテゴ
リを基盤としている。Wikipediaをベースとした知識体系の構築は,Wikipediaが
ハブとして機能するため,Wikipediaからの知識獲得に関する他の研究との連携が
容易となる。これまでWikipediaを用いてエンティティの属性情報やエンティティ
間の関係などを抽出し,それらを知識として定義した知識体系が公開されてきた
が:提案手法によつて得られた知識は,これらの知識体系と連携可能な新たな知
識として重要な役割を担うと考えられる.
5。2 今後の研究課題
本論文で提案した手法は,現時′点では主に英語を前提としているが,手法の大
部分は言語非依存であり,他の言語にも適用可能なよう設計されている。すなわ
ち,提案手法を用いて様々な言語での知識体系をWikipediaから再構築できる。し
かし,知識源自体のサイズは言語によつて異なり,マイナーな言語ではそもそも
抽出できる知識量が圧倒的に少なくなる。
この問題を解決するため,今後の展開として,Wikipediaのエンティティやカテ
ゴリを軸とし,Wikipediaの言語間リンクを通じて知識の共有を行 うことを検討し
ている。すなわち,Wikipcdiaをベースとした多言語オントロジー辞書の構築を試
みる.Wikipediaを含め,Web上には英語の知識源が圧倒的に多いため,英語で学
習した知識をWikipediaのエンティティやカテゴリをもとに整理し,別の言語のエ
ンティティやカテゴリに置き換えることで,マイナーな言語においても英語で学
習した豊富な知識を利用できる。また,言語によつて情報量の多い トピックは異
なると考えられるため,各言語で獲得した知識を,Wikipediaをベースにして学習
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することで,各言語で相互に不足している情報を補える可能性がある。このよう
にして構築された多言語オントロジー辞書は,コンピュータにとつての「知識」と
して,言語の壁を超えたテキス トの意図理解に貢献できると考えられる。
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