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Information Encoded in
Dopaminergic Activity
Dopamine neurons of the ventral tegmental
area (VTA) and substantia nigra have long
been identified with the processing of re-
warding stimuli. These neurons send their
axons to brain structures involved in moti-
vation and goal-directed behavior, for ex-
ample, the striatum, nucleus accumbens,
and frontal cortex. Multiple lines of evi-
dence support the idea that these neurons
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
paminergic activity derives from experiments
in which activity of single dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latter experiments (17), dopa-
mine neurons respond with short, phasic
activations when monkeys are presented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated when
animals touch a small morsel of apple or
receive a small quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
nate between these different types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopamine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as soon as the light is illuminated, and
this behavioral change correlates with two
remarkable changes in the dopamine neu-
ron output: (i) the primary reward no longer
elicits a phasic response; and (ii) the onset
of the (predictive) light now causes a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic ac-
tivity strongly resemble the transfer of an
animal’s appetitive behavioral reaction
from the US to the CS.
In trials where the reward is not deliv-
ered at the appropriate time after the onset
of the light, dopamine neurons are de-
pressed markedly below their basal firing
rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply report the occur-
rence of appetitive events. Rather, their out-
puts appear to code for a deviation or error
between the actual reward received and pre-
dictions of the time and magnitude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unpredicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constructs and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
supervisory signal for synaptic weight
changes (8, 10, 12) and (ii) as a signal to
influence directly and indirectly the choice
of behavioral actions in humans and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering













Do dopamine neurons report an error 
in the prediction of reward?
Fig. 1. Changes in dopamine neurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
drop of appetitive fruit juice occurs in the
absence of prediction—hence a positive
error in the prediction of reward. The do-
pamine neuron is activated by this unpre-
dicted occurrence of juice. (Middle) After
learning, the conditioned stimulus predicts
reward, and the reward occurs according
to the prediction—hence no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails to be activated by the
predicted reward (right). (Bottom) After
learning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in the behavioral re-
sponse of the monkey. The activity of the
dopamine neuron is depressed exactly at
the time when the reward would have oc-
curred. The depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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ly homogeneous—different neurons re-
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dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as soon as the light is illuminated, and
this behavioral change correlates with two
remarkabl changes in the dopamine neu-
ron output: (i) the primary reward no longer
elicits a phasic response; and (ii) the onset
of the (predictive) light now causes a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic ac-
tivity strongly resemble the transfer of an
animal’s appetitive behavioral reaction
from the US to the CS.
In trials where the reward is not deliv-
ered at the appropriate time after the onset
of the light, dopamine neurons are de-
pressed markedly below their basal firing
rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
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were observed. For patients, a significant VTA TD signal
was observed, with signal present also in the amygdala and
anterior insula. No regions of significant deactivation were
identified. Table 2 summarizes activation and deactivation
details.
Differences inTD signal between MDD and
control groups
Patients with antidepressant-unresponsive MDD, when
compared with unmedicated controls, had reduced TD
signals in the VS and dAC. The TD signal appeared
increased in the VTA, rAC, RC and hippocampus.
However, only the VTA signal was actually increased. The
apparent increases in the rAC, RC and hippocampus were
due to a lack of deactivation in patients: i.e. the TD signal
was blunted in these regions in MDD. Comparing patients
with controls in a medicated state, patients had an
increased signal in the VTA and rAC. Again though, only
the VTA signal was actually increased, and the apparent
increase in the rAC was due to a lack of deactivation in
patients. Figure 3A shows these regions and Fig. 4 shows
the TD signal effect sizes with 90% confidence intervals for
these regions. Table 3 lists details of these differences.
For controls in a medicated compared with unmedicated
state, the TD signal appeared significantly increased in the
rAC, RC and hippocampus (Fig. 3B). However, as shown in
Fig. 4, this was due to a lack of deactivation in the
medicated state. Therefore, as hypothesized, the effect of
acute medication administration was also to blunt the TD
signal in these regions. Table 3 lists details of the significant
between-group differences.
Correlations betweenTD signal and MDD
severity ratings
Significant correlations between clinical ratings of MDD
severity and the observed strength of the TD signal (TD-LRC)
are summarized in Table 4 and illustrated in Fig. 5.
Interpretation of the correlations depends on whether a
region was an activation or deactivation.
Fig. 3 (A) Difference inTD signal strength in patients compared
with unmedicated controls, PU: blunted deactivation (i); blunted
deactivation (ii); blunted activation (iii). (B) Difference inTD signal
strength in medicated controls compared with unmedicated
controls, MU: blunted deactivation (i), blunted deactivation (ii),
blunted deactivation (iii). Regions significant at P50.05 corrected.
H = hippocampus.
Table 2 Within group activation and deactivation







U Amygdala ("20,0,"20) 3.88 0.018
U Amygdala (26,"2,"14) 3.85 0.018
U Cauda e (10,8,0) 4.20 0.001
U D rsal anterior
cingulate
("4,10,46) 4.62 0.009
U Thala us ("2,"14,"6) 4.44 0.009











(9,"46, 31) "4.38 0.016
U Hippocampus ("17,"46,"10) "3.44 0.032
M Amygdala ("25,"4,"15) 4.16 0.016
M Amydgala (26,0,"14) 3.99 0.016
M Anterior insula ("32,16,4) 4.47 0.016
M Anterior insula (36,20,2) 4.50 0.016
P Midbrain/VTA (0,"21,"10) 3.93 0.054
P Amygdala ("25,"2,"14) 4.72 0.054
P Amygdala (22,"2,"16) 4.68 0.054
P Anterior insula (42,4,"10) 3.76 0.054
P=patients; U=unmedicated controls; M=medicated controls;
AC=anterior cingulate; "z-value indicates deactivation with
predicted TD signal; !=FDRwhole brain corrected.
Major depressio and TD signals Brain (2008), 131, 2084^2093 2089
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target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
paminergic activity derives from experiments
in which activity of single dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latter experiments (17), dopa-
mine neurons respond with short, phasic
activations when monkeys are presented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated when
animals touch a small morsel of apple or
receive a small quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
nate between these different types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopamine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as soon as the light is illuminated, and
this behavioral change correlates with two
remarkable changes in the dopamine neu-
ron output: (i) the primary reward no longer
elicits a phasic response; and (ii) the onset
of the (predictive) light now causes a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopa inergic ac-
tivity strongly resemble the ransfer of an
animal’s appetitive behavioral reaction
from the US to the CS.
In trials where the reward is not deliv-
ered at the appropriate time aft r the onset
of the light, dopamin n urons are d -
pressed markedly below their basal firi g
rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli th t pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply report the occur-
rence of appetitive events. Rather, their out-
puts appear to code for a deviation or error
between the actual reward received and pre-
dictions of the time and magnitude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unpredicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constructs and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
supervisory signal for synaptic weight
changes (8, 10, 12) and (ii) as a signal to
influence directly and indir ctly the choice
of behavioral actions in humans and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering













Do dopamine neurons report an error 
in the prediction of reward?
Fig. 1. Changes in dopamine neurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
drop of appetitive fruit juice occurs in the
absence of prediction—hence a positive
error in the prediction of reward. The do-
pamine neuron is activated by this unpre-
dicted occurrence of juice. (Middle) After
learning, the conditioned stimulus predicts
reward, and the reward occurs according
to the prediction—hence no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails to be activated by the
predicted reward (right). (Bottom) After
learning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in the behavioral re-
sponse of the monkey. The activity of the
dopamine neuron is depressed exactly at
the time when the reward would have oc-
curred. The depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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Information Encoded in
Dopaminerg c Activity
Dopamine neurons of the ve tral tegmental
area (VTA) and substantia nigra have long
been identified with the processing of re-
warding stimuli. These neurons send their
axons to brain structures involved in moti-
vation and goal-directed behavior, for ex-
ample, the striatum, nucleus accumbens,
and frontal cortex. Multiple lines of evi-
dence support the idea that these neurons
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
pamin rg c activity derive from exp rim nts
in which activity of singl dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latter experiments (17), dopa
mine neurons resp d with short, phasic
activations when monkeys are presented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated w en
animals touch a small morsel of apple or
receive a small quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
nate between these different types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopamine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as soon as the light is illuminated, and
this behavioral change correlates with two
remarkabl changes in the d pamine neu-
ron output: (i) the prima y reward no longer
elicits a phasic response; a d (ii) the onset
of the (predictive) light no caus s phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic ac-
tivity strongly resemble the transfer of an
animal’s appetitive behavioral reaction
from the US to the CS.
In trials where the reward is not deliv-
ered at the appropriate tim after the onset
of the light, dopamine neurons are de-
pressed markedly below eir bas l firin
rate exactly at the time that the reward
should have occurred (Fig. 1, bott m). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply r por the ccu -
rence of appetitive ev nts. Rather, their out-
puts appear to cod for a dev ation or error
betw e the actual reward received a d pre-
dictions of the time and magni ude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unp e icted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constructs and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
supervisory signal for synaptic weight
changes (8, 10, 12) and (ii) as a signal to
influence directly and indirectly the choice
of behavioral actions in humans and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering
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in the prediction of reward?
Fig. 1. Changes in dopamine eurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
d op of a pet tive fruit juice occurs in the
abs nce f prediction—hence a positive
error in the prediction of reward. The do-
pamine neuron is activa ed by this unpre-
dicted occurrence of juice. (Middle) After
learning, the conditioned stimulus predicts
reward, and the reward occurs according
to the prediction—hence no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails to be activated by the
predicted reward (right). (Bottom) After
learning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in the behavioral re-
sponse of the monkey. The activity of the
dopamine neuron is depressed exactly at
the time when the reward would have oc-
curred. The depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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Dopamine neurons of the ve tral teg ental
ar a (VTA) and substantia nigra have long
been identified with the p ces ing of re-
warding stimuli. These neur ns send their
axons to brain structur s invol ed in moti-
vation and goal-directed b havior, for ex-
mple, the striatum, nucleus accumb ns,
and frontal cortex. Multiple lin s of evi-
de ce support the idea that these eur ns
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
paminergic activity derives from experiments
in which activity of single dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latt r experiments (17), dopa-
mine neurons respond with short, phasic
activations when monkeys are pr sented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated when
animals touch a small morsel of apple or
receive a s all quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
n te between these diff rent types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopa ine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as so n as the light is illuminated, and
this behavior l change correlates it two
remarkable changes in th dopamine n u-
ron out ut: (i) the primary reward no lo g r
elicits a phasic response; an (ii) the onset
of the (predictive) light now ca ses a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic a -
tivity strongly resem le the transfer of an
animal’s appe itive behavioral reaction
from the US to the CS.
In trials where the rew rd is n t deliv-
ered at the appropriate tim after th onset
of the light, dopamine n urons are de-
pressed markedly below their basal firing
rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply report the occur-
rence of appetitive events. Rather, their out-
puts appear to code for a deviation or error
between the actual reward received and pre-
dictions of the time and magnitude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unpredicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (d creased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constr cts and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
sup rvisory signal for synaptic weight
changes (8, 10, 12) and (ii) a signal to
influenc direct y and i directly the choice
of behav or l actions in huma s and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering













Do dopamine neurons report an error 
in the prediction of reward?
Fig. 1. Changes in dopamine neurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
drop of appetitive fruit juice occurs in the
absence of prediction—hence a positive
error in the prediction of rewar . The do-
pamine neuron is activated by this unpre-
dicted occurrence of juice. (Middle) After
learning, the onditioned stimulus predicts
reward, and the reward occurs according
to the prediction—henc no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails be activated by the
predicte reward (right). (Bott m) Aft r
le rning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in th b havioral re-
sponse of the monkey. The activity of the
dopamine neuron i depressed exactly at
the tim when the reward wo ld have c-
curred. Th depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.















were observed. For patients, a significant VTA TD signal
was observed, with signal present also in the amygdala and
anterior insula. No regions of significant deactivation were
identified. Table 2 summarizes activation and deactivation
details.
Differences inTD signal between MDD and
control groups
Patients with antidepressant-unresponsive MDD, when
compared with unmedicated controls, had reduced TD
signals in the VS and dAC. The TD signal appeared
increased in the VTA, rAC, RC and hippocampus.
However, only the VTA signal was actually increased. The
apparent increases in the rAC, RC and hippocampus were
due to a lack of deactivation in patients: i.e. the TD signal
was blunted in these regions in MDD. Comparing patients
with controls in a medicated state, patients had an
increased signal in the VTA and rAC. Again though, only
the VTA signal was actually increased, and the apparent
increase in the rAC was due to a lack of deactivation in
patients. Figure 3A shows these regions and Fig. 4 shows
the TD signal effect sizes with 90% confidence intervals for
these regions. Table 3 lists details of these differences.
For controls in a medicated compared with unmedicated
state, the TD signal appeared significantly increased in the
rAC, RC and hippocampus (Fig. 3B). However, as shown in
Fig. 4, this was due to a lack of deactivation in the
medicated state. Therefore, as hypothesized, the effect of
acute medication administration was also to blunt the TD
signal in these regions. Table 3 lists details of the significant
between-group differences.
Correlations betweenTD signal and MDD
severity ratings
Significant correlations between clinical ratings of MDD
severity and the observed strength of the TD signal (TD-LRC)
are summarized in Table 4 and illustrated in Fig. 5.
Interpretation of the correlations depends on whether a
region was an activation or deactivation.
Fig. 3 (A) Difference inTD signal strength in patients compared
with unmedicated controls, PU: blunted deactivation (i); blunted
deactivation (ii); blunted activation (iii). (B) Difference inTD signal
strength in medicated controls compared with unmedicated
controls, MU: blunted deactivation (i), blunted deactivation (ii),
blunted deactivation (iii). Regions significant at P50.05 corrected.
H = hippocampus.
Table 2 Within group activation and deactivation







U Amygdala ("20,0,"20) 3.88 0.018
U Amygdala (26,"2,"14) 3.85 0.018
U Cauda e (10,8,0) 4.20 0.001
U D rsal anterior
cingulate
("4,10,46) 4.62 0.009
U Thala us ("2,"14,"6) 4.44 0.009











(9,"46, 31) "4.38 0.016
U Hippocampus ("17,"46,"10) "3.44 0.032
M Amygdala ("25,"4,"15) 4.16 0.016
M Amydgala (26,0,"14) 3.99 0.016
M Anterior insula ("32,16,4) 4.47 0.016
M Anterior insula (36,20,2) 4.50 0.016
P Midbrain/VTA (0,"21,"10) 3.93 0.054
P Amygdala ("25,"2,"14) 4.72 0.054
P Amygdala (22,"2,"16) 4.68 0.054
P Anterior insula (42,4,"10) 3.76 0.054
P=patients; U=unmedicated controls; M=medicated controls;
AC=anterior cingulate; "z-value indicates deactivation with
predicted TD signal; !=FDRwhole brain corrected.
Major depressio and TD signals Brain (2008), 131, 2084^2093 2089
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Information Encoded in
Dopaminergic Activity
Dopamine neurons of the ventral tegmental
area (VTA) and substantia nigra have long
been identified with the processing of re-
warding stimuli. These neurons send their
axons to brain structures involved in moti-
vation and goal-directed behavior, for ex-
ample, the striatum, nucleus accumbens,
and frontal cortex. Multiple lines of evi-
dence support the idea that these neurons
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
paminergic activity derives from experiments
in which activity of single dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latter experiments (17), dopa-
mine neurons respond with short, phasic
activations when monkeys are presented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated when
animals touch a small morsel of apple or
receive a small quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
nate between these different types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopamine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as soon as the light is illuminated, and
this behavioral change correlates with two
remarkable changes in the dopamine neu-
ron output: (i) the primary reward no longer
elicits a phasic response; and (ii) the onset
of the (predictive) light now causes a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic ac-
tivity strongly resemble the transfer of an
animal’s appetitive behavioral reaction
from the US to the CS.
In trials where the reward is not deliv-
ered at the appropriate time after the onset
of the light, dopamine neurons are de-
pressed markedly below their basal firing
rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply report the occur-
rence of appetitive events. Rather, their out-
puts appear to code for a deviation or error
between the actual reward received and pre-
dictions of the time and magnitude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unpredicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constructs and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
supervisory signal for synaptic weight
changes (8, 10, 12) and (ii) as a signal to
influence directly and indirectly the choice
of behavioral actions in humans and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering













Do dopamine neurons report an error 
in the prediction of reward?
Fig. 1. Changes in dopamine neurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
drop of appetitive fruit juice occurs in the
absence of prediction—hence a positive
error in the prediction of reward. The do-
pamine neuron is activated by this unpre-
dicted occurrence of juice. (Middle) After
learning, the conditioned stimulus predicts
reward, and the reward occurs according
to the prediction—hence no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails to be activated by the
predicted reward (right). (Bottom) After
learning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in the behavioral re-
sponse of the monkey. The activity of the
dopamine neuron is depressed exactly at
the time when the reward would have oc-
curred. The depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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Dopaminerg c Activity
Dopamine neurons of the ve tral tegmental
area (VTA) and substantia nigra have long
been identified with the processing of re-
warding stimuli. These neurons send their
axons to brain structures involved in moti-
vation and goal-directed behavior, for ex-
ample, the striatum, nucleus accumbens,
and frontal cortex. Multiple lines of evi-
dence support the idea that these neurons
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
pamin rg c activity derive from exp rim nts
in which activity of singl dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latter experiments (17), dopa
mine neurons resp d with short, phasic
activations when monkeys are presented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated w en
animals touch a small morsel of apple or
receive a small quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
nate between these different types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopamine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as soon as the light is illuminated, and
this behavioral change correlates with two
remarkabl changes in the dopamine neu-
ron output: (i) the primary reward no longer
elicits a phasic response; and (ii) the onset
of the (predictive) light now causes a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic ac-
tivity strongly resemble the transfer of an
animal’s appetitive behavioral reaction
from the US to the CS.
In trials where the reward is not deliv-
ered at the appropriate time after the onset
of the light, dopamine neurons are de-
pressed markedly below their basal firing
rate exactly at the time that the reward
should have occurred (Fig. 1, bottom). This
well-timed decrease in spike output shows
that the expected time of reward delivery
based on the occurrence of the light is also
encoded in the fluctuations in dopaminer-
gic activity (18). In contrast, very few do-
pamine neurons respond to stimuli that pre-
dict aversive outcomes.
The language used in the foregoing de-
scription already incorporates the idea that
dopaminergic activity encodes expectations
about external stimuli or reward. This inter-
pretation of these data provides a link to an
established body of computational theory (6,
7). From this perspective, one sees that dopa-
mine neurons do not simply r por the ccu -
rence of appetitive ev nts. Rather, their out-
puts appear to cod for a dev ation or error
betw e the actual reward received and pre-
dictions of the time and magni ude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unp edicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constructs and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
supervisory signal for synaptic weight
changes (8, 10, 12) and (ii) as a signal to
influence directly and indirectly the choice
of behavioral actions in humans and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering













Do dopamine neurons report an error 
in the prediction of reward?
Fig. 1. Changes in dopamine eurons’
output code for an error in the prediction of
appetitive events. (Top) Before learning, a
d op of a pet tive fruit juice occurs in the
abs nce f prediction—hence a positive
error in the prediction of reward. The do-
pamine neuron is activa ed by this unpre-
dicted occurrence of juice. (Middle) After
learning, the conditioned stimulus predicts
reward, and the reward occurs according
to the prediction—hence no error in the
prediction of reward. The dopamine neu-
ron is activated by the reward-predicting
stimulus but fails to be activated by the
predicted reward (right). (Bottom) After
learning, the conditioned stimulus predicts
a reward, but the reward fails to occur be-
cause of a mistake in the behavioral re-
sponse of the monkey. The activity of the
dopamine neuron is depressed exactly at
the time when the reward would have oc-
curred. The depression occurs more than
1 s after the conditioned stimulus without
any intervening stimuli, revealing an inter-
nal representation of the time of the pre-
dicted reward. Neuronal activity is aligned
on the electronic pulse that drives the solenoid valve delivering the reward liquid (top) or the onset of the
conditioned visual stimulus (middle and bottom). Each panel shows the peri-event time histogram and
raster of impulses from the same neuron. Horizontal distances of dots correspond to real-time intervals.
Each line of dots shows one trial. Original sequence of trials is plotted from top to bottom. CS,
conditioned, reward-predicting stimulus; R, primary reward.
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Inf rmation Encoded in
Dopaminergic A tivity
Dopamine neurons of the ve tral teg ental
ar a (VTA) and substantia nigra have long
been identified with the p ces ing of re-
warding stimuli. These neur ns send their
axons to brain structur s invol ed in moti-
vation and goal-directed b havior, for ex-
mple, the striatum, nucleus accumb ns,
and frontal cortex. Multiple lin s of evi-
de ce support the idea that these eur ns
construct and distribute information about
rewarding events.
First, drugs like amphetamine and co-
caine exert their addictive actions in part by
prolonging the influence of dopamine on
target neurons (14). Second, neural path-
ways associated with dopamine neurons are
among the best targets for electrical self-
stimulation. In these experiments, rats press
bars to excite neurons at the site of an im-
planted electrode (15). The rats often
choose these apparently rewarding stimuli
over food and sex. Third, animals treated
with dopamine receptor blockers learn less
rapidly to press a bar for a reward pellet (16).
All the above results generally implicate
midbrain dopaminergic activity in reward-
dependent learning. More precise informa-
tion about the role played by midbrain do-
paminergic activity derives from experiments
in which activity of single dopamine neurons
is recorded in alert monkeys while they per-
form behavioral acts and receive rewards.
In these latt r experiments (17), dopa-
mine neurons respond with short, phasic
activations when monkeys are pr sented
with various appetitive stimuli. For exam-
ple, dopamine neurons are activated when
animals touch a small morsel of apple or
receive a s all quantity of fruit juice to the
mouth as liquid reward (Fig. 1). These pha-
sic activations do not, however, discrimi-
n te between these diff rent types of re-
warding stimuli. Aversive stimuli like air
puffs to the hand or drops of saline to the
mouth do not cause these same transient
activations. Dopa ine neurons are also ac-
tivated by novel stimuli that elicit orienting
reactions; however, for most stimuli, this
activation lasts for only a few presentations.
The responses of these neurons are relative-
ly homogeneous—different neurons re-
spond in the same manner and different
appetitive stimuli elicit similar neuronal re-
sponses. All responses occur in the majority
of dopamine neurons (55 to 80%).
Surprisingly, after repeated pairings of
visual and auditory cues followed by reward,
dopamine neurons change the time of their
phasic activation from just after the time of
reward delivery to the time of cue onset. In
one task, a naı¨ve monkey is required to
touch a lever after the appearance of a small
light. Before training and in the initial
phases of training, most dopamine neurons
show a short burst of impulses after reward
delivery (Fig. 1, top). After several days of
training, the animal learns to reach for the
lever as so n as the light is illuminated, and
this behavior l change correlates wit two
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ron out ut: (i) the primary reward no longer
elicits a phasic response; and (ii) the onset
of the (predictive) light now causes a phasic
activation in dopamine cell output (Fig. 1,
middle). The changes in dopaminergic ac-
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dict aversive outcomes.
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dopaminergic activity encodes expectations
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established body of computational theory (6,
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between the actual reward received and pre-
dictions of the time and magnitude of reward.
These neurons are activated only if the time
of the reward is uncertain, that is, unpredicted
by any preceding cues. Dopamine neurons are
therefore excellent feature detectors of the
“goodness” of environmental events relative
to learned predictions about those events.
They emit a positive signal (increased spike
production) if an appetitive event is better
than predicted, no signal (no change in spike
production) if an appetitive event occurs as
predicted, and a negative signal (decreased
spike production) if an appetitive event is
worse than predicted (Fig. 1).
Computational Theory and Model
The TD algorithm (6, 7) is particularly well
suited to understanding the functional role
played by the dopamine signal in terms of
the information it constr cts and broadcasts
(8, 10, 12). This work has used fluctuations
in dopamine activity in dual roles (i) as a
sup rvisory signal for synaptic weight
changes (8, 10, 12) and (ii) a signal to
influenc direct y and i directly the choice
of behav or l actions in huma s and bees
(9–11). Temporal difference methods have
been used in a wide spectrum of engineering
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were observed. For patients, a significant VTA TD signal
was observed, with signal present also in the amygdala and
anterior insula. No regions of significant deactivation were
identified. Table 2 summarizes activation and deactivation
details.
Differences inTD signal between MDD and
control groups
Patients with antidepressant-unresponsive MDD, when
compared with unmedicated controls, had reduced TD
signals in the VS and dAC. The TD signal appeared
increased in the VTA, rAC, RC and hippocampus.
However, only the VTA signal was actually increased. The
apparent increases in the rAC, RC and hippocampus were
due to a lack of deactivation in patients: i.e. the TD signal
was blunted in these regions in MDD. Comparing patients
with controls in a medicated state, patients had an
increased signal in the VTA and rAC. Again though, only
the VTA signal was actually increased, and the apparent
increase in the rAC was due to a lack of deactivation in
patients. Figure 3A shows these regions and Fig. 4 shows
the TD signal effect sizes with 90% confidence intervals for
these regions. Table 3 lists details of these differences.
For controls in a medicated compared with unmedicated
state, the TD signal appeared significantly increased in the
rAC, RC and hippocampus (Fig. 3B). However, as shown in
Fig. 4, this was due to a lack of deactivation in the
medicated state. Therefore, as hypothesized, the effect of
acute medication administration was also to blunt the TD
signal in these regions. Table 3 lists details of the significant
between-group differences.
Correlations betweenTD signal and MDD
severity ratings
Significant correlations between clinical ratings of MDD
severity and the observed strength of the TD signal (TD-LRC)
are summarized in Table 4 and illustrated in Fig. 5.
Interpretation of the correlations depends on whether a
region was an activation or deactivation.
Fig. 3 (A) Difference inTD signal strength in patients compared
with unmedicated controls, PU: blunted deactivation (i); blunted
deactivation (ii); blunted activation (iii). (B) Difference inTD signal
strength in medicated controls compared with unmedicated
controls, MU: blunted deactivation (i), blunted deactivation (ii),
blunted deactivation (iii). Regions significant at P50.05 corrected.
H = hippocampus.
Table 2 Within group activation and deactivation







U Amygdala ("20,0,"20) 3.88 0.018
U Amygdala (26,"2,"14) 3.85 0.018
U Cauda e (10,8,0) 4.20 0.001
U D rsal anterior
cingulate
("4,10,46) 4.62 0.009
U Thala us ("2,"14,"6) 4.44 0.009











(9,"46, 31) "4.38 0.016
U Hippocampus ("17,"46,"10) "3.44 0.032
M Amygdala ("25,"4,"15) 4.16 0.016
M Amydgala (26,0,"14) 3.99 0.016
M Anterior insula ("32,16,4) 4.47 0.016
M Anterior insula (36,20,2) 4.50 0.016
P Midbrain/VTA (0,"21,"10) 3.93 0.054
P Amygdala ("25,"2,"14) 4.72 0.054
P Amygdala (22,"2,"16) 4.68 0.054
P Anterior insula (42,4,"10) 3.76 0.054
P=patients; U=unmedicated controls; M=medicated controls;
AC=anterior cingulate; "z-value indicates deactivation with
predicted TD signal; !=FDRwhole brain corrected.
Major depressio and TD signals Brain (2008), 131, 2084^2093 2089
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all c values (0.6#c#0.99) in the striatum (from the ventral part of
the putamen to the body of the caudate nucleus), with a ventral to
dorsal gradient (24#z#28) from small to large c. In the
tryptophan depletion condition (trp-: Fig. 2, left column), we
found a significant correlation (P,0.001, uncorrected) of BOLD
signals with V(t) only at smaller c values (0.6, 0.7, 0.8) in the ventral
parts of the striatum (212#z#24). Conversely, in the tryptophan
loading condition (trp+: Fig. 2, right column), we found a
significant correlation (P,0.001, uncorrected) with V(t) only at
larger c values (0.9, 0.95, 0.99) in the dorsal parts of the striatum
(16#z#28). These ventro-dorsal gradients could not reflect slice-
timing effects within single scans as we sought a correlation with
regressors varying across multiple scans, and also due to the fact
that we acquired images by interleaved scanning (see Materials
and Methods). We also performed model-based fMRI data
analyses based on a hyperbolic discounting model (see Fig. S4).
We found similar results as with the exponential model; a gradient
map of discount rate in the control condition, significant
correlation of V(t) with steeper discount rate only in the ventral
putamen, and significant correlation of V(t) with slower discount
rate only in the dorsal putamen and caudate nucleus.
To quantify the differential modulation of the ventral and dorsal
parts of the striatum by tryptophan levels, we set regions of interest
(ROI) in the ventral and dorsal parts of the striatum (see Materials
and Methods) and compared the regression coefficients (beta) of
the BOLD signals with respect to reward prediction V(t) computed
with small and large values of c (0.6 and 0.99). While the activity of
the ventral ROI (ventral putamen near the border of nucleus
accumbens) correlated with V(t) with c=0.6 was strongest under
the tryptophan depletion condition (Fig. 3A), the activity of the
dorsal ROI (body of the caudate nucleus) correlated V(t) with
c=0.99 was strongest under tryptophan loading (Fig. 3B). These
results were confirmed by second-level analysis. For each subject,
we checked the increasing or decreasing relationship between the
betas and tryptophan levels by nonparametric analysis (Spearman’s
rank correlation coefficient). In the ventral ROI, the betas at small c
(c=0.6) showed a significantly decreasing relationship with
tryptophan levels (P=0.0215 in a one-tailed one-sample t-test),
while the betas at large c (c=0.99) showed no significance
(P=0.184). In the dorsal ROI, the betas at large c showed a
significantly increasing relationship with tryptophan levels
(P=0.010), while those at small c showed no significance (P=0.118).
To check for any effects of tryptophan levels on reward-
unrelated brain activities or vascular responses, we investigated the
event-related responses of the visual cortex at the beginning of
each trial. We found no significant differences in the responses
under different tryptophan conditions (P=0.29, with anatomically
defined ROI of V1 [20]), suggesting that the modulation found in
the striatum was not due to a general effect of tryptophan levels on
BOLD signals.
DISCUSSION
Our findings present the first evidence of an effect of the
serotonergic system on localized brain activity related to reward
prediction. Although we did not find significant differences in
choice between immediate and delayed rewards at different
tryptophan levels, as in previous human studies using dietary
tryptophan depletion in healthy volunteers [21], we did observe
significant differences in brain activities for reward prediction
under different tryptophan levels. We found differential brain
activities in the striatum with different tryptophan levels that could
not be attributed to differences in motor components independent
of subject choice preferences, because we did not find any
significant effects of tryptophan levels on motor related measures,
such as reaction time. Just as recent studies revealed differential
genotypic effects by brain imaging [22,23], the effects of
Figure 2. Regression analysis of BOLD signal by expected future reward with different discount rates. Voxels within the striatum (3D mesh
surface) showing a significant correlation (P,0.001 in one sample t-test, uncorrected for multiple comparisons, n= 12 subjects) with V(t) at different
settings of c are shown with color codes (red: c= 0.6, orange: 0.7, yellow: 0.8, green: 0.9, cyan: 0.95, blue: 0.99). Red to yellow coded voxels, correlated
with reward prediction at shorter time scales, are predominantly located in the ventral part of the striatum (ventral putamen and nucleus
accumbens), while the green to blue coded voxels, correlated with reward prediction at longer time scales, are located in the dorsal part of the
striatum (dorsal putamen and caudate body).
doi:10.1371/journal.pone.0001333.g002
Model-Based fMRI Study
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all c values (0.6#c#0.99) in the striatum (from the ventral part of
the putamen to the body of the caudate nucleus), with a ventral to
dorsal gradient (24#z#28) from small to large c. In the
tryptophan depletion condition (trp-: Fig. 2, left column), we
found a significant correlation (P,0.001, uncorrected) of BOLD
signals with V(t) only at smaller c values (0.6, 0.7, 0.8) in the ventral
parts of the striatum (212#z#24). Conversely, in the tryptophan
loading condition (trp+: Fig. 2, right column), we found a
significant correlation (P,0.001, uncorrected) with V(t) only at
larger c values (0.9, 0.95, 0.99) in the dorsal parts of the striatum
(16#z#28). These ventro-dorsal gradients could not reflect slice-
timing effects within single scans as we sought a correlation with
regressors varying across multiple scans, and also due to the fact
that we acquired images by interleaved scanning (see Materials
and Methods). We also performed model-based fMRI data
analyses based on a hyperbolic discounting model (see Fig. S4).
We found similar results as with the exponential model; a gradient
map of discount rate in the control condition, significant
correlation of V(t) with steeper discount rate only in the ventral
putamen, and significant correlation of V(t) with slower discount
rate only in the dorsal putamen and caudate nucleus.
To quantify the differential modulation of the ventral and dorsal
parts of the striatum by tryptophan levels, we set regions of interest
(ROI) in the ventral and dorsal parts of the striatum (see Materials
and Methods) and compared the regression coefficients (beta) of
the BOLD signals with respect to reward prediction V(t) computed
with small and large values of c (0.6 and 0.99). While the activity of
the ventral ROI (ventral putamen near the border of nucleus
accumbens) correlated with V(t) with c=0.6 was strongest under
the tryptophan depletion condition (Fig. 3A), the activity of the
dorsal ROI (body of the caudate nucleus) correlated V(t) with
c=0.99 was strongest under tryptophan loading (Fig. 3B). These
results were confirmed by second-level analysis. For each subject,
we checked the increasing or decreasing relationship between the
betas and tryptophan levels by nonparametric analysis (Spearman’s
rank correlation coefficient). In the ventral ROI, the betas at small c
(c=0.6) showed a significantly decreasing relationship with
tryptophan levels (P=0.0215 in a one-tailed one-sample t-test),
while the betas at large c (c=0.99) showed no significance
(P=0.184). In the dorsal ROI, the betas at large c showed a
significantly increasing relationship with tryptophan levels
(P=0.010), while those at small c showed no significance (P=0.118).
To check for any effects of tryptophan levels on reward-
unrelated brain activities or vascular responses, we investigated the
event-related responses of the visual cortex at the beginning of
each trial. We found no significant differences in the responses
under different tryptophan conditions (P=0.29, with anatomically
defined ROI of V1 [20]), suggesting that the modulation found in
the striatum was not due to a general effect of tryptophan levels on
BOLD signals.
DISCUSSION
Our findings present the first evidence of an effect of the
serotonergic system on localized brain activity related to reward
prediction. Although we did not find significant differences in
choice between immediate and delayed rewards at different
tryptophan levels, as in previous human studies using dietary
tryptophan depletion in healthy volunteers [21], we did observe
significant differences in brain activities for reward prediction
under different tryptophan levels. We found differential brain
activities in the striatum with different tryptophan levels that could
not be attributed to differences in motor components independent
of subject choice preferences, because we did not find any
significant effects of tryptophan levels on motor related measures,
such as reaction time. Just as recent studies revealed differential
genotypic effects by brain imaging [22,23], the effects of
Figure 2. Regression analysis of BOLD signal by expected future reward with different discount rates. Voxels within the striatum (3D mesh
surface) showing a significant correlation (P,0.001 in one sample t-test, uncorrected for multiple comparisons, n= 12 subjects) with V(t) at different
settings of c are shown with color codes (red: c= 0.6, orange: 0.7, yellow: 0.8, green: 0.9, cyan: 0.95, blue: 0.99). Red to yellow coded voxels, correlated
with reward prediction at shorter time scales, are predominantly located in the ventral part of the striatum (ventral putamen and nucleus
accumbens), while the green to blue coded voxels, correlated with reward prediction at longer time scales, are located in the dorsal part of the
striatum (dorsal putamen and caudate body).
doi:10.1371/journal.pone.0001333.g002
Model-Based fMRI Study
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all c values (0.6#c#0.99) in the striatum (from the ventral part of
the putamen to the body of the caudate nucleus), with a ventral to
dorsal gradient (24#z#28) from small to large c. In the
tryptophan depletion condition (trp-: Fig. 2, left column), we
found a significant correlation (P,0.001, uncorrected) of BOLD
signals with V(t) only at smaller c values (0.6, 0.7, 0.8) in the ventral
parts of the striatum (212#z#24). Conversely, in the tryptophan
loading condition (trp+: Fig. 2, right column), we found a
significant correlation (P,0.001, uncorrected) with V(t) only at
larger c values (0.9, 0.95, 0.99) in the dorsal parts of the striatum
(16#z#28). These ventro-dorsal gradients could not reflect slice-
timing effects within single scans as we sought a correlation with
regressors varying across multiple scans, and also due to the fact
that we acquired images by interleaved scanning (see Materials
and Methods). We also performed model-based fMRI data
analyses based on a hyperbolic discounting model (see Fig. S4).
We found similar results as with the exponential model; a gradient
map of discount rate in the control condition, significant
correlation of V(t) with steeper discount rate only in the ventral
putamen, and significant correlation of V(t) with slower discount
rate only in the dorsal putamen and caudate nucleus.
To quantify the differential modulation of the ventral and dorsal
parts of the striatum by tryptophan levels, we set regions of interest
(ROI) in the ventral and dorsal parts of the striatum (see Materials
and Methods) and compared the regression coefficients (beta) of
the BOLD signals with respect to reward prediction V(t) computed
with small and large values of c (0.6 and 0.99). While the activity of
the ventral ROI (ventral putamen near the border of nucleus
accumbens) correlated with V(t) with c=0.6 was strongest under
the tryptophan depletion condition (Fig. 3A), the activity of the
dorsal ROI (body of the caudate nucleus) correlated V(t) with
c=0.99 was strongest under tryptophan loading (Fig. 3B). These
results were confirmed by second-level analysis. For each subject,
we checked the increasing or decreasing relationship between the
betas and tryptophan levels by nonparametric analysis (Spearman’s
rank correlation coefficient). In the ventral ROI, the betas at small c
(c=0.6) showed a significantly decreasing relationship with
tryptophan levels (P=0.0215 in a one-tailed one-sample t-test),
while the betas at large c (c=0.99) showed no significance
(P=0.184). In the dorsal ROI, the betas at large c showed a
significantly increasing relationship with tryptophan levels
(P=0.010), while those at small c showed no significance (P=0.118).
To check for any effects of tryptophan levels on reward-
unrelated brain activities or vascular responses, we investigated the
event-related responses of the visual cortex at the beginning of
each trial. We found no significant differences in the responses
under different tryptophan conditions (P=0.29, with anatomically
defined ROI of V1 [20]), suggesting that the modulation found in
the striatum was not due to a general effect of tryptophan levels on
BOLD signals.
DISCUSSION
Our findings present the first evidence of an effect of the
serotonergic system on localized brain activity related to reward
prediction. Although we did not find significant differences in
choice between immediate and delayed rewards at different
tryptophan levels, as in previous human studies using dietary
tryptophan depletion in healthy volunteers [21], we did observe
significant differences in brain activities for reward prediction
under different tryptophan levels. We found differential brain
activities in the striatum with different tryptophan levels that could
not be attributed to differences in motor components independent
of subject choice preferences, because we did not find any
significant effects of tryptophan levels on motor related measures,
such as reaction time. Just as recent studies revealed differential
genotypic effects by brain imaging [22,23], the effects of
Figure 2. Regression analysis of BOLD signal by expected future reward with different discount rates. Voxels within the striatum (3D mesh
surface) showing a significant correlation (P,0.001 in one sample t-test, uncorrected for multiple comparisons, n= 12 subjects) with V(t) at different
settings of c are shown with color codes (red: c= 0.6, orange: 0.7, yellow: 0.8, green: 0.9, cyan: 0.95, blue: 0.99). Red to yellow coded voxels, correlated
with reward prediction at shorter time scales, are predominantly located in the ventral part of the striatum (ventral putamen and nucleus
accumbens), while the green to blue coded voxels, correlated with reward prediction at longer time scales, are located in the dorsal part of the
striatum (dorsal putamen and caudate body).
doi:10.1371/journal.pone.0001333.g002
Model-Based fMRI Study
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all c values (0.6#c#0.99) in the striatum (from the ventral part of
the putamen to the body of the caudate nucleus), with a ventral to
dorsal gradient (24#z#28) from small to large c. In the
tryptophan depletion condition (trp-: Fig. 2, left column), we
found a significant correlation (P,0.001, uncorrected) of BOLD
signals with V(t) only at smaller c values (0.6, 0.7, 0.8) in the ventral
parts of the striatum (212#z#24). Conversely, in the tryptophan
loading condition (trp+: Fig. 2, right column), we found a
significant correlation (P,0.001, uncorrected) with V(t) only at
larger c values (0.9, 0.95, 0.99) in the dorsal parts of the striatum
(16#z#28). These ventro-dorsal gradients could not reflect slice-
timing effects within single scans as we sought a correlation with
regressors varying across multiple scans, and also due to the fact
that we acquired images by interleaved scanning (see Materials
and Methods). We also performed model-based fMRI data
analyses based on a hyperbolic discounting model (see Fig. S4).
We found similar results as with the exponential model; a gradient
map of discount rate in the control condition, significant
correlation of V(t) with steeper discount rate only in the ventral
putamen, and significant correlation of V(t) with slower discount
rate only in the dorsal putamen and caudate nucleus.
To quantify the differential modulation of the ventral and dorsal
parts of the striatum by tryptophan levels, we set regions of interest
(ROI) in the ventral and dorsal parts of the striatum (see Materials
and Methods) and compared the regression coefficients (beta) of
the BOLD signals with respect to reward prediction V(t) computed
with small and large values of c (0.6 and 0.99). While the activity of
the ventral ROI (ventral putamen near the border of nucleus
accumbens) correlated with V(t) with c=0.6 was strongest under
the tryptophan depletion condition (Fig. 3A), the activity of the
dorsal ROI (body of the caudate nucleus) correlated V(t) with
c=0.99 was strongest under tryptophan loading (Fig. 3B). These
results were confirmed by second-level analysis. For each subject,
we checked the increasing or decreasing relationship between the
betas and tryptophan levels by nonparametric analysis (Spearman’s
rank correlation coefficient). In the ventral ROI, the betas at small c
(c=0.6) showed a significantly decreasing relationship with
tryptophan levels (P=0.0215 in a one-tailed one-sample t-test),
while the betas at large c (c=0.99) showed no significance
(P=0.184). In the dorsal ROI, the betas at large c showed a
significantly increasing relationship with tryptophan levels
(P=0.010), while those at small c showed no significance (P=0.118).
To check for any effects of tryptophan levels on reward-
unrelated brain activities or vascular responses, we investigated the
event-related responses of the visual cortex at the beginning of
each trial. We found no significant differences in the responses
under different tryptophan conditions (P=0.29, with anatomically
defined ROI of V1 [20]), suggesting that the modulation found in
the striatum was not due to a general effect of tryptophan levels on
BOLD signals.
DISCUSSION
Our findings present the first evidence of an effect of the
serotonergic system on localized brain activity related to reward
prediction. Although we did not find significant differences in
choice between immediate and delayed rewards at different
tryptophan levels, as in previous human studies using dietary
tryptophan depletion in healthy volunteers [21], we did observe
significant differences in brain activities for reward prediction
under different tryptophan levels. We found differential brain
activities in the striatum with different tryptophan levels that could
not be attributed to differences in motor components independent
of subject choice preferences, because we did not find any
significant effects of tryptophan levels on motor related measures,
such as reaction time. Just as recent studies revealed differential
genotypic effects by brain imaging [22,23], the effects of
Figure 2. Regression analysis of BOLD signal by expected future reward with different discount rates. Voxels within the striatum (3D mesh
surface) showing a significant correlation (P,0.001 in one sample t-test, uncorrected for multiple comparisons, n= 12 subjects) with V(t) at different
settings of c are shown with color codes (red: c= 0.6, orange: 0.7, yellow: 0.8, green: 0.9, cyan: 0.95, blue: 0.99). Red to yellow coded voxels, correlated
with reward prediction at shorter time scales, are predominantly located in the ventral part of the striatum (ventral putamen and nucleus
accumbens), while the green to blue coded voxels, correlated with reward prediction at longer time scales, are located in the dorsal part of the
striatum (dorsal putamen and caudate body).
doi:10.1371/journal.pone.0001333.g002
Model-Based fMRI Study
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Beyond simple reinforcement learning: the computational
neurobiology of reward-learning and valuation
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Abstract
Neural computational accounts of reward-learning have been dominated by the hypothesis that dopamine neurons behave like a
reward-prediction error and thus facilitate reinforcement learning in striatal target neurons. While this framework is consistent with a
lot of behavioral and neural evidence, this theory fails to account for a number of behavioral and neurobiological observations. In this
special issue of EJN we feature a combination of theoretical and experimental papers highlighting some of the explanatory
challenges faced by simple reinforcement-learning models and describing some of the ways in which the framework is being
extended in order to address these challenges.
Introduction
Our understanding of the neural mechanisms by which predictions
about future reward are learned, and of the means by which such
learned predictions are used to guide reward-related decisions and
behavior, has progressed significantly within the past two decades.
Underpinning such progress in large part has been the observation that
neural signals resembling the features of a class of simple computa-
tional learning models collectively called ‘reinforcement learning’
(RL), that were originally developed to enable reward-guided
decision-making in artificial systems, appear to be present in the
mammalian brain (Sutton & Barto, 1998). Specifically, the phasic
activity of dopamine neurons has been found to resemble a type of
learning algorithm signal called a temporal difference prediction error
rule, in which the difference between successive temporal predictions
of future reward is used to update the expected value of particular
stimuli or actions (Montague et al., 1996; Schultz et al., 1997;
Schultz, 1998). Moreover, neuronal responses in target areas of such
dopamine neurons, such as the ventral and dorsal striatum, amygdala
and orbitofrontal cortex, have been found to resemble the type of value
signals that might be acquired by means of such a prediction error
signal (Schoenbaum et al., 1998; Gottfried et al., 2003; Samejima
et al., 2005; Paton et al., 2006). However, while this approach has
given rise to a blossoming research agenda in both human and animal
models, it is becoming increasingly clear that the simple temporal
difference reinforcement learning (TDRL) framework is likely to
provide only a partial account of the computational mechanisms
underlying learning and choice in the mammalian brain. In this issue
of EJN we explore some of the challenges facing TDRL-based
theories of reward learning, and highlight a number of the recent
advances that have been made in this area.
Challenges to the TDRL framework
Let us briefly consider a number of the explanatory gaps in the TDRL
framework. The finding that action selection can be differentiated on a
behavioral level into at least two distinct mechanisms, a goal-directed
mechanism in which actions are selected with reference to the
incentive value of the associated outcome and a habit-driven
stimulus–response (S-R) mechanism in which actions are selected
reflexively in a stimulus-driven manner (Balleine & Dickinson, 1998),
has created difficulties for a TDRL account because such models are
unable to capture the outcome value-sensitive features of goal-
directed control (Daw et al., 2005), nor are they capable of capturing
the contingency degradation insensitivity known to be prevalent in
habits (Balleine & O’Doherty, 2010). More challenges for the TDRL
framework, at least insofar as its hypothesized dopaminergic basis
goes, have emerged from studies that have investigated the extent to
which the presence of dopamine is essential for reward learning by
manipulating dopaminergic activity via either pharmacological or
genetic methods (Berridge & Robinson, 1998; Robinson et al., 2005;
Flagel et al., 2011). Such studies have found that the presence of
dopamine appears not to be critical for at least some aspects of reward
learning, as well as indicating possible contributions for this
neurotransmitter in modulating other aspects of reward processing
such as the performance of reward-related behaviors (Berridge, 2007).
Additionally, while dopamine neurons are capable of coding for
positive reward-prediction errors with considerable fidelity, these
neurons appear to possess a very limited dynamic range with which to
encode negative prediction errors, thereby rendering it difficult to
implicate such neurons in learning about aversive as opposed to
rewarding events (Bayer & Glimcher, 2005). Furthermore, in spite of
the biological plausibility of dopamine-mediated RL via dopaminergic
afferents into the ventral and dorsal striatum, the precise mechanism
by which a distal reward-prediction error signal can ultimately come
to mediate neural plasticity between stimuli and response represen-
tations, elicited perhaps seconds before, poses considerable mecha-
nistic challenges.
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いかと思います。基礎的な知見をどうにか臨床の現場に落とし込めるような研究を行ったり，も
しくは臨床家の方のアイデアを基礎研究の方にフィードバックしてつないでいくことが考えられ
ます。そういった仲介の仕事が，計算論的臨床心理学においてできると良いのではないかと思っ
ています。
　今回の発表の最初に，うつ病患者さんの意思決定は計算可能かとご質問したのですが，現段
階ではイエスとは言い難いのですが，これがイエスとなるように研究を進めていくことと，少し
でもいま苦しんでおられるうつ病患者さんに役に立つ研究を行っていきたいと思います。
　以上になります。
（大久保）　どうもありがとうございました。簡単に1点，2点確認のご質問があればお受けいたし
ますが，いかがでしょうか。
（質問者）　セロトニンというものと，ノルアドレナリンの結果についてですが，セロトニンという
ものは将来の報酬を，抑うつが高いと将来の報酬に基づいて，直近の報酬を選ぶと理解していま
す。ただノルアドレナリンの結果を見ると，選択にばらつきがあるという話だったと思うのですが，
結果に若干矛盾があるのではないかと感じたのですが，そのあたりについて。
（国里）　ご質問ありがとうございます。少し内容が非常にざっくりしたものになってしまって，少
しこちらの説明がわかりにくかったかと思います。抑うつが高いと将来の報酬に基づいて決定が
できなくなります。この時のセロトニンとノルアドレナリンの違いが不明確だったかと思います。
セロトニンは先の見通しにかかわるというのでいいと思うのですが，ノルアドレナリンに関してい
うと，そういった先のことというより，これまでの学習歴をちゃんと反映できているかというもの
になります。ノルアドレナリンが低いと選択がランダムになる，これまで学習してきた内容をうま
く活用できていないことが，この結果からいえることになります。
（大久保）　よろしいでしょうか。それでは国里先生，ありがとうございました。
