In this article, we suggest some regression-type estimators for the estimation of nite population variance using multi-variate auxiliary information under multi-phase sampling schemes when measurement error (ME) contaminates the study variable. An empirical study is also carried out to judge the merits of proposed estimators.
Introduction
In sample surveys, it is customary to exploit the auxiliary information to enhance the precision of estimators. Ratio and regression estimators provide one type of example. Sometimes the sample units are chosen with probability proportionate to some measure of size based on the auxiliary variate. In all these cases it is information on just one auxiliary variate that is used for reasons of sample selection or estimation. Pretty often we take information on several variates and it may be considered important to make use of the whole of the available material to improve the precision of at least some of the key items in the survey (see Raj [10] ). Isaki [7] has discussed multi-variate ratio estimators to estimate nite population variance S available in the sample. An important example is the regression estimator for means or totals, which uses values of an auxiliary variable from the full sample to estimate the mean of a variable of interest that is available only on the subsample. Multi-phase sampling is not widely discussed in literature. Mukerjee et al. [9] considered mainly three phases. Singh [18] proposed a class of estimators for population variance under twophase sampling, whose composition was partially dened for the single auxiliary variable. Dorfman [5] proposed regression estimator for estimation of population variance under two-phase sampling scheme. Allen et al. [1] proposed a family of estimators of population mean using multi-auxiliary information in presence of measurement errors.
In most of the statistical studies, it is one of the common believes that the data are error-free but usually in realistic circumstances this statement is not absolutely met and the data are infected by errors. The consequences made for the error free data become invalid for the measurement error situation. Some important sources of measurement error are discussed in Cochran [3] . In sampling theory, the use of suitable auxiliary information results in considerable reduction in mean square error. Shukla et al. ([11] , [12] ) contributed by suggesting a mean estimator as well as class(es) of factor-type estimator(s) in the presence of measurement error. Singh and Karpe [13] have paid attention towards the estimation of population mean of the study variable y using the auxiliary information in presence of measurement error. Singh and Karpe [14] considered the problem of estimation of population variance S 2 y under the assumptions: (i) when the study variable y is measured without error and auxiliary variable x is aected by error with known error variance S 2 v , (ii) when the study variable y is aected by error with known error variance S 2 u and the auxiliary variable x is free from error. Furthermore, under the assumption of measurement error in study variabley, Singh and Karpe [15] paid attention towards the estimation of nite population variance S 2 y . Bhushan et al. [2] proposed two-phase generalized class of regression-type estimators using auxiliary information. Diana and Giordan [4] have proposed a family of estimators for the population variance S 2 y by assuming error in both variables yand x under the regression approach. In practical application, let a psychiatrist wants to estimate the population variance of level of pathology in certain class of patients which depends upon the thinking disturbance , aggressive attitude, number of major miss-haps in life, ect.
In literature, the work on estimation of nite population variance using multi-auxiliary variables under multi-phase sampling is lacking especially when the study variable y is assumed to be contaminated with measurement error, so the present article is one of the steps to the solution of such situation.
Proposed Set-up: In the present study, we consider the following set-up:
( In Section 2, the symbols and notations used in this article are discussed. Section 3 presents the generalized regression-type variance estimator based on complete information of the multi-auxiliary variables about population variance, when the study variable is contaminated with measurement error. Section 4 present the generalized regressiontype variance estimator when population variance of few auxiliary variables is known. In Section 5, the generalized regression-type variance estimator is proposed when the population variance of all multi-auxiliary variable is unknown. Sections 6, 7 and 8 present the eciency comparison, numerical analysis and concluding remarks respectively.
Symbols and notations
Let U = {1, 2, ....., j, ...., N } be a nite population of N distinct and identiable units. Let y and xi (i = 1, 2, ..., r, r + 1, ..., q) , be the study and the q auxiliary variables respectively, taking values yj and xij for the j-th population unit. We are interested in estimating the nite population variance S 2 y under multi-phase sampling schemes. Specically we assume that a preliminary large sample n (1) is drawn with simple random sampling without replacement (SRSWOR) from a population and information on the auxiliary variable x1 is taken. In second phase, a relatively small sample of size n (2) is drawn from n (1) n (2) < n (1) and information on both auxiliary variables x1 and x2 is taken. This procedure goes up to the last phase when the smallest sample of size n (q+1) denote the known population variance and sample variance of the i-th auxiliary variable (i = 1, 2, ..., r, r + 1, ..., q) at l-th phase (l = i, ..., q, q + 1) , respectively. We limit our numerical study to two-phase sampling using three auxiliary variables.
The observational or measurement errors are dened as
.., r, r + 1, ..., q) , where u j(l) and v ij(l) are assumed to be stochastic with zero mean and constant variances S at l-th phase. We know thatȳ
due to measurement error at l-th phase.
The expected values of s 
To obtain the properties of proposed estimators, we use the following approximations. For l-th and (l + 1)-th phase, we dene the notations as Let s
where
here β 2(y) and β 2(u) are the population co-ecients of kurtosis for the variable y and u.
or t = y, xi and s = y, xi (i = 1, 2, ...., r, r + 1, ...., q) ,
Generalized Regression-Type Estimators Using Multi-Auxiliary Variables
In this section, the estimators are formulated under the proposed setup. be the sample variances of the study variable y under measurement error and the i-th auxiliary variable (i = 1, 2, ..., r, r + 1, ..., q) respectively. The population variance S 2 x i (i = 1, 2, ..., r, r + 1, ..., q) of all multi-auxiliary variables is known. We consider the following generalized multi-phase regression-type estimator for population variance S 2 y using αi (i = 1, 2, ..., r, r + 1, ..., q) as unknown constants.
In terms of e's, we have
Squaring (3.2) and then taking expectation, we get
For optimum value of αi = (−1)
|Λ xx(q×q) | (i = 1, 2, ..., q), the resulting minimum M SE Ŝ ⊗2 y1 , to rst order of approximation, is given by
, then (3.4) can be written as
Remark 3.1.1: Single-phase sampling using q auxiliary variables For full information case using q multi-auxiliary variables, we replace l by 1, which is the case of simple random sampling. The estimator given in (3.1) becomes
.
For the optimum values of αi = (−1)
|Λ xx(q×q) | (i = 1, 2, ..., q) , the resulting mini-
, to rst order of approximation, is given by
Here |Λyx i | (yxq) is the determinant of matrix of population variances of the variables y, x1, ...., xq and |Λ xx(q×q) | is the determinant of matrix of population variances of the variables x1, ...., xq. 
Generalized regression-type estimators using multi-auxiliary information
under multi-phase sampling in the presence of ME under IIC. Let s
be sample variances of the auxiliary variables xi (i = 1, 2, . . . , r, r + 1, . . . , q) at lth and (l + 1)-th phases respectively with the sample size n (l) and n (l+1) having the population variance S 2
be the sample variances of the study variable y of size n (l+1) selected at (l + 1)-th phase. The population variance S 2 x i (i = 1, 2, ..., r, r + 1, ..., q) on some auxiliary variables is known. We formulate the generalized regression-type estimator for the estimation of unknown nite population variance S 2 y using αi, δi (i = 1, 2, ..., r) and γi (i = r + 1, r + 2, ..., q) as unknown constants.
In terms of e's, we have (3.10)
Squaring (3.10) and then taking expectation, we get
|Λ xx(r×r) | (i = 1, 2, ..., r) and γi = (−1)
|Λ xx(q×q) | (i = r + 1, r + 2, ..., q) , the resulting mini-
. then (3.12) can be written as
Remark 3.2.1: Two-phase sampling using q auxiliary variables
For the case of two-phase sampling using q multi-auxiliary variables, we replace l by 1. The estimator given in (3.9) becomes
For optimum values of αi = (−1) 1, 2 , ..., r) and γi = (−1)
|Λ xx(q×q) | (i = r + 1, r + 2, ..., q) , the minimum
Remark 3.2.2: Two-phase sampling using q auxiliary variables in the absence of measurement error Let the observations of variable of interest y be recorded without an error. Substituting S 2 u = 0 in (3.13), we get A * yy = λ * yy , so
3.3. Generalized regression-type estimators using multi-auxiliary information under multi-phase sampling in the presence of ME under NIC. Let s
be the sample variances of the study variable y under measurement error and the i-th auxiliary variable (i = 1, 2, ..., r, r + 1, ..., q) respectively at (l + 1)-th phase, whereas
be the sample variance of i-th auxiliary variable at l-th phase. The population variance S 2 x i (i = 1, 2, ..., r, r + 1, ..., q) of all multi-auxiliary variables is unknown. We consider the following generalized regression-type estimator for population variance S 2 y under no information case using αi (i = 1, 2, ..., r, r + 1, ..., q) as unknown constant.
To the rst order of approximation, we write (3.17) as
Squaring (3.18) and then taking expectation, we get MSE as
|Λ xx(q×q) | (i = 1, 2, ..., q) ,the resulting minimum
y3 , to rst order of approximation, is given by
We can write (3.20) in compact form as
Remark 3.3.1: Two-phase sampling using q auxiliary variables
For no information case using q auxiliary variables, we replace l by 1, which is the case of two-phase sampling. The estimator given in (3.17) becomes
|Λ xx(q×q) | (i = 1, 2, ..., q), the resulting minimum
, to rst order of approximation, is given by 
Data Description
Population 1: (Source: Mukherjee et al. [8] ) The fertility data is based on 64 countries. Let y =Total fertility rate, 19801985, the average number of children born to a woman, using age specic fertility rates for a given year, x1 = Child mortality, the number of deaths of children under age 5 in a year per 1000 live births, x2 =Female literacy rate, (percent) and x3 =Per capita GNP (in billions) in 1980. The data is based on the crime rate data of USA in 1960. Let y =Number of oenses reported to police per million population, x1 =Number of males of age 14-24 per 1000 population, x2 =Indicator variable for southern states and x3 =Mean number of years of schooling times 10 for persons age 25 or older. 
Conclusion
In general, the presence of measurement error in the survey data invalidates the results. The goal of this study was to show how measurement error is to be seperated in case of multi-phase sampling using multi-auxiliary variables for estimation of population variance S 2 y . The values of absolute measurement error are shown in Table 1 . It is also evident that the condition (4.1) holds for all the populations. Hence, the use of proposed estimators are highly preferred in the cases of multi-phase sampling under CIC, IIC and NIC.
