Introduction
Let G be a group and S a given set. G is said to act as a transformation group on the right of S if there exists a mapping φ : S × G → S : (h, g) → hg such that:
i. h1 = h, 1 is the identity element of G; ii. h(g 1 g 2 ) = (hg 1 )g 2 for all g 1 , g 2 ∈ G.
The action is said to be free if hg = h implies that g = 1. Transformation groups have been used extensively in system theory since its inception. The early work of Brockett, Krener and others in the case of linear systems [3, 4] and nonlinear state space systems [2, 25] has been important in understanding the role of invariance under feedback and coordinate transformations. More recently in [15, 21] , an output feedback transformation group was presented for the class of nonlinear single-input, single-output (SISO) systems that can be represented in terms of ChenFliess functional expansions, so called Fliess operators [9, 10] . There was no a priori requirement that these input-output systems have state space realizations, so the results presented there are independent of any particular state space coordinate system or state space embedding when realizations are available. In particular, it was shown that this output feedback transformation group leaves a certain subseries of an operator's generating series invariant. The order, r, of this invariant subseries corresponds to the notion of relative degree (defined purely from an inputoutput point of view) when it is well defined. Such a subseries does not, however, coincide with the transfer function of the Brunovsky form, 1/s r , unless the generating series has a stronger notion of relative degree referred to as extended relative degree. It was mentioned in [15] that this fact hints at the possibility of a larger feedback transformation group for this class of inputoutput systems whose invariants do correspond exactly to Brunovsky forms. In this paper, that group is presented. It is referred to as affine since it can always represent the input-output feedback linearization law of any control affine state space realization having a well defined relative degree in the usual sense [24] . The generalization requires a nontrivial extension of the approach taken in [15, 21] , as well as generalizations of the combinatorial tools used in [12, 14, 16, 19, 20 ] to characterize system interconnections. A preliminary version of this part of the paper appeared in [13] . The next part of the paper is devoted to a characterization of the Faà di Bruno Hopf algebra of coordinate maps for the group, as was done for the output feedback transformation group in [11, 12, 14, 16] for the SISO case and in [18] for the multivariable case. Such combinatorial Hopf algebras provide explicit and powerful computational tools for finding the group inverse via the antipode of the algebra. This is useful in applications such as computing the generating series of a closed-loop system [14, 18] and analytical system inversion [19] . The Hopf algebra presented here is commutative, graded and connected and contains as a subalgebra the Hopf algebra of the output feedback transformation group. It will be shown that its antipode can be computed in a fully recursive manner. In addition, the Lie algebra of the group is described and shown to be induced by a pre-Lie product analogous to what was found for the output feedback transformation group in [21] . Overall, the focus here is on the SISO case since the multivariable extension of the affine feedback group and its Hopf algebra do not appear to be as straightforward as in the earlier work.
The final part of the paper is dedicated to describing the invariants of the affine feedback group action for series which have well defined relative degree. The computation tools developed in the previous part are demonstrated on a few examples. Specifically, it is shown how input-output feedback linearization can be performed in a coordinate-free manner using only formal power series operations.
The paper is organized as follows. In the next section, a few key preliminary concepts are briefly outlined to establish the notation and make the presentation more self-contained. In Section 3, the new transformation group is described in detail. In the subsequent section, the Hopf algebra is developed. In Section 5, the associated Lie algebra is described, and the invariance theory is presented is the next section. The paper's conclusions are given in the final section.
Preliminaries
A finite nonempty set of noncommuting symbols X = {x 0 , x 1 , . . . , xm} is called an alphabet. Each element of X is called a letter, and any finite sequence of letters from X, η = x i1 · · · x i k , is called a word over X. The length of η, |η|, is the number of letters in η. The set of all words with length k is denoted by X k . The set of all words including the empty word, ∅, is designated by X * . It
(a) Fliess Operators and Their Interconnections
One can formally associate with any series c ∈ R ℓ X a causal m-input, ℓ-output operator, Fc, in the following manner. Let p ≥ 1 and t 0 < t 1 be given. For a Lebesgue measurable function u : 
where x i ∈ X,η ∈ X * , and u 0 = 1. The input-output operator corresponding to c is the Fliess [6, 7] . This product is associative and R-linear in its left argument c. In the event that two Fliess operators are interconnected to form a feedback system, the closed-loop system has a Fliess operator representation whose generating series is the feedback product of c and d, denoted by c@d [6, 20] . Consider, for example, the SISO case where X = {x 0 , x 1 } and ℓ = 1. Define the set of operators
where I denotes the identity map. It is convenient to introduce the symbol δ as the (fictitious) generating series for the identity map. That is, F δ := I such that I + Fc := F δ+c = Fc δ with c δ := δ + c. The set of all such generating series for F δ is denoted by R X δ . F δ forms a group under the composition
, and• denotes the modified composition product [14] . 2 It is of central importance that the corresponding group (R X δ , •, δ) has a dual that forms a Faà di Bruno type Hopf algebra. In which case, the group (composition) inverse c −1
δ can be computed efficiently by a recursive algorithm [5, 17] . This inverse is also key in describing the feedback product as shown in the following theorem.
(b) Shuffle Product Operations on Ultrametric Spaces
The R-vector space R X with the distance between two series defined as dist(c, d) = σ
for some arbitrary but fixed 0 < σ < 1 is a complete ultrametric space [1] . In this section two lemmas are presented which describe how the distance between two series are altered by operations involving the shuffle product. These results are employed in Section 3 to prove the existence of a group inverse.
Lemma 2.1. For any series
Proof. First observe that
In which case, from the ultrametric triangle inequality it follows that 
✷✷✷
where
Lemma 2.2. The shuffle inverse is an isometry for any c, d ∈ Rnp X having identical constant terms. 2 The same symbol will be used for composition on R X and R X δ . As elements in these two sets have a distinct notation, i.e., c versus c δ , respectively, it will always be clear which product is at play.
Proof. For any
and hence the lemma is proved. ✷✷✷
(c) Hopf Algebras
Some definitions and facts concerning Hopf algebras are summarized here for later use [8, 23, 29] .
A coalgebra over R consists of a triple (C, ∆, ε). The coproduct ∆ :
• ∆, and ε : C → R denotes the counit map. A bialgebra B is both a unital algebra and a coalgebra together with compatibility relations, such as both the algebra product, m(x, y) = xy, and unit map, e : R → B, are coalgebra morphisms. This provides, for example, that ∆(xy) = ∆(x)∆(y). The unit of B is denoted by 1 = e(1). A bialgebra is called graded if there are R-vector subspaces Bn, n ≥ 0 such that B = n≥0 Bn with m(B k ⊗ B l ) ⊆ B k+l and ∆Bn ⊆ k+l=n B k ⊗ B l . Elements x ∈ Bn are given a degree deg(x) = n. Moreover, B is called connected if B 0 = R1. Define B + = n>0 Bn. For any x ∈ Bn the coproduct is of the form
Suppose A is an R-algebra with product m A and unit e A , e.g., A = R or A = B. The vector space L(B, A) of linear maps from the bialgebra B to A together with the convolution product
, is an associative algebra with unit ι := e A • ε. A Hopf algebra H is a bialgebra together with a particular R-linear map called an antipode S : H → H which satisfies the Hopf algebra axioms and has the property that S(xy) = S(y)S(x). When A = H, the antipode S ∈ L(H, H) is the inverse of the identity map with respect to the convolution product, that is,
A connected graded bialgebra H = n≥0 Hn is always a connected graded Hopf algebra.
Suppose A is a commutative unital algebra. The subset g 0 ⊂ L(H, A) of linear maps α satisfying α(1) = 0 forms a Lie algebra in L(H, A). The exponential exp ⋆ (α) = j≥0 1 j! α ⋆j is well defined and gives a bijection from g 0 onto the group G 0 = ι + g 0 of linear maps γ satisfying
The set of characters is denoted by G A ⊂ G 0 . The neutral element ι := e A • ε in G A is given by ι(1) = 1 A and ι(x) = 0 for x ∈ Ker(ε) = H + . The inverse of Φ ∈ G A is given by
Given an arbitrary group G, the set of real-valued functions defined on G is a commutative unital algebra. There is a subalgebra of functions known as the representative functions, R(G), which can be endowed with a Hopf algebra, H. In this case, there is a group isomorphism relating G to the convolution group G A , say, Φ :
In some sense, the coordinates maps are the generators of H, though they can not always be easily identified in general.
Affine Feedback Transformation Group
It will be assumed henceforth that X = {x 0 , x 1 } and ℓ = 1, which corresponds to a SISO system. The first step in building the affine feedback transformation group is to redefine R X δ in terms of pairs of series and then to generalize the modified composition product in a consistent fashion.
Definition 3.1. Consider a pair of series
where φ d is the continuous (in the ultrametric sense) algebra homomorphism from R X to End(R X ) uniquely specified by
for any e ∈ R X , and where
The modified composition product mentioned in Section 2 corresponds here to the special case where d L = 1. Some fundamental properties of this product are given next. 
Lemma 3.1. The mixed composition product on
(5) One can define a shuffle product within End(R X ) via
In which case, φe acts as an algebra map between the shuffle algebra on R X and the shuffle algebra within End(R X ).
✷✷✷ It is easily checked that
is an ultrametric on R X δ . 3 The following lemma states that the mixed composition product acts as an ultrametric contraction on this space.
3 Using dist for both the ultrametric on R X and R X δ should cause minimal confusion since their arguments are distinct.
Lemma 3.2. For any c ∈
where c = (c, ∅)∅ + c ′ . In which case, the mixed composition product acts as a contraction from
It is first shown that on the ultrametric space (R X , dist):
The first step is to verify that (3.2a) holds when c = η ∈ X * . It is shown by induction on the length of η that
The claim is trivial when η is empty or a single letter. Assume the inequality holds for words up to length k ≥ 0. For any x 0 η with η ∈ X k , inequality (3.3) follows directly from the induction hypothesis. The case for x 1 η is handled as follows:
In which case, (3.3) holds for any η ∈ X * . The inequality (3.2a) is now derived. Observe
The proof for (3.2b) is completely analogous. The final step of the proof is to employ the ultrametric triangle inequality in conjunction with (3.2). Observe
✷✷✷
Analogous to the special case d L = 1 in [14] , where the modified composition product is used to define the group product, here the mixed composition product is used to define a group product on R X δ as generalized in Definition 3.1. Its basic properties are given in the subsequent lemma.
Definition 3.2. The composition product on R X δ is defined as
Proof.
(1) This claim is a direct consequence of the left linearity of the mixed composition product. (2) In light of the first item it is sufficient to prove the claim only for c = η ∈ X k , k ≥ 0. The cases k = 0 and k = 1 are trivial. Assume the claim holds up to some fixed k ≥ 0. Then via Lemma 3.1 (4) and the induction hypothesis it follows that
In a similar fashion, apply the properties in Lemma 3.1 (1), (4), and (5) to get
Now employ the induction hypothesis so that
Therefore, the claim holds for all η ∈ X * , and the identity is proved.
(3) First apply Definition 3.2 twice, Lemma 3.1 (1) and (5) to get
Now apply the mixed associativity property from the previous item and then recombine terms according to Definition 3.2 so that
and the lemma is proved. ✷✷✷
. The primary motivation behind the two series products defined above is given in the following theorem.
Theorem 3.1. For any c ∈ R X and c δ , d δ ∈ R X δ the following identities hold:
(1) It is sufficient to prove the claim for c = η ∈ X * . This is done by induction on the length of η.
The case for the empty word is trivial. Assume the identity holds for words η ∈ X k up to some fixed length k ≥ 0. Then
Similarly,
Hence, the claim holds for all η ∈ X * .
(2) Observe
Let Rnp X δ denote the subset of R X δ with the defining property that the left series are not proper. A main result of the paper is given below. 
It is first shown that the mapping
is an ultrametric contraction, and therefore, has a unique fixed point, which by design is a right inverse, c −1
Thus, the fixed point will always be in the group. Then it is shown that this same series is also a left inverse, that is, c −1
To establish the first claim, observe via Corollary 2.1 and Lemma 2.2 that for arbitrary e δ ,ē δ
In which case, from Lemma 3.2 it follows that
To address the second claim, suppose c −1 δ satisfies (3.4a). In which case,
Using Lemma 3.3 (2) and Lemma 3.1 (5) gives
Applying Lemma 3.1 (3) then yields
which is (3.5a). If, in addition, c −1 δ also satisfies (3.4b), then substituting (3.4a) into (3.4b) gives
Therefore, in a similar fashion
Once again applying Lemma 3.1 (3) gives
which is equivalent to (3.5b). ✷✷✷ Example 3.1. The subgroup with c L = 1 was the main object of study in [14] [15] [16] [17] . In this case,
respectively. Proof. See Lemma 3.1 (2) and Lemma 3.3 (2). ✷✷✷
Hopf Algebra of Coordinate Maps for R np X δ
In order to describe the Hopf algebra of coordinate functions for Rnp X δ , it is first necessary to restrict the set up to the subset of series having the form
, where c ′ L is proper. From a control theory point of view, there is no loss of generality since the generating series of any Fliess operator y = Fc δ [u] can assume this form by simply rescaling y. So abusing the notation, in this section Rnp X δ will be used to denote only this subset. For any η ∈ X * define the left and right coordinate maps as
respectively. 4 Let V denote the R-vector space spanned by these maps. Define the corresponding free commutative algebra, H, with product µ : hη ⊗h ξ → hηh ξ , h,h ∈ {a, b} and unit 1 which maps every c δ ∈ Rnp X to 1. The degree of a coordinate map is taken as deg(bη) = 2 |η| x0 + |η| x1 , deg(aη) = 2 |η| x0 + |η| x1 + 1, and deg(1) = 0. In which case, V is a connected graded vector space, that is, V = n≥0 Vn with Vn denoting the span of all coordinate maps of degree n and V 0 = R1. Let V + = n≥1 Vn.
Similarly, H has the connected graduation H = n≥0 Hn with H 0 = R1. Three coproducts are now introduced. The first coproduct is ∆ ⊔⊔ (V + ) ⊂ V + ⊗ V + , which is isomorphic to sh * via the coordinate maps. That is, for any h,h ∈ V + :
where θ k denotes the endomorphism on V + specified by θ k hη = hx k η for k = 0, 1. Clearly this coproduct can be computed recursively. Next consider for any η ∈ X * the coproduct∆(V + ) ⊂
In either case, using the notation of Sweedler [29] ,
where h η(1) ∈ V + and h η(2) ∈ H. The sums are taken over all the terms that appear in the respective composition in (4.3), and the specific nature of the factors h η(1) and h η(2) is not important here. Like the shuffle coproduct, this coproduct can also be computed inductively as described next.
Lemma 4.1. The following identities hold:
where id denotes the identity map on H.
Proof. 
In which case,∆a 
At this point, the method of proof is exactly the same as that in part (2) modulo the fact that ∆ 
The next lemma provides a grading for this coproduct, which is clearly evident in the example above.
Lemma 4.2. For any hη
Proof. The following facts are essential:
The proof is via induction on the length of η. When |η| = 0 then clearly∆h ∅ = h ∅ ⊗ 1 ∈ Vn ⊗ H 0 , where n = deg(h ∅ ) ∈ {0, 1} (noting that b ∅ ∼ 1). Assume now that (4.4) holds for words up to length |η| ≥ 0. Let n = deg(hη). There are two ways to increase the length of η. First consider hx 1η . From item i above deg(hx 1η ) = n + 1. Now apply item iii, the induction hypothesis, and Lemma 4.1 in that order:
which proves the assertion. Consider next hx 0η . From item ii above deg(hx 0η ) = n + 2. In this case, repeat the first two steps of the previous case and apply item i to get
In addition, from the induction hypothesis and item ii it follows that
Thus, applying Lemma 4.1,∆hx 0η ∈ (V ⊗ H) n+2 , which again proves the assertion and completes the proof. ✷✷✷ The final coproduct is described by
Its coassociativity follows directly from the associativity of the group product on Rnp X . The following lemma shows how to compute this coproduct in term of∆ and ∆ ⊔⊔ .
Lemma 4.3. The following identities holds:
(2) In a similar fashion
✷✷✷

Example 4.2. Applying the identities in Lemma 4.3 gives the first few reduced coproduct terms, namely,
The main theorem of this section is given next, namely that H is a Hopf algebra of combinatorial type, and thus has an antipode S. It is important to note here that the elements h ∈ H of the form (4.1) are indeed coordinate maps in the sense described in subsection 2(c).
Observe that for any c δ ∈ Rnp X δ one can associate a character Φc ∈ L(H, R) as
and Φc(1) = 1 so that Φc(hηh ξ ) = Φc(hη)Φc(h ξ ) for any h,h ∈ {a, b} and η, ξ ∈ X * . A simple calculation then shows that the maps (4.1) satisfy (2.2). (See [18, Lemma 2] for a similar calculation.) In light of (2.1), it also follows that hη(c
for all η ∈ X * and h ∈ {b, a}.
Thus, the antipode provides an explicit way to compute the group inverse.
Theorem 4.1. (H, µ, ∆) is a connected graded commutative unital Hopf algebra.
Proof. From the development above, it is clear that (H, µ, ∆) is a connected bialgebra with counit ε defined by ε(aη) = 0 for all η ∈ X * , ε(bη) = 0 for all nonempty η ∈ X * , and ε(1) = 1. Here it is
shown that this bialgebra is also graded and thus is automatically a Hopf algebra, i.e., has a well defined antipode, S [8] . Specifically, it needs to be shown for any n ≥ 0 that ∆Hn ⊆ (H ⊗ H)n.
It is well known if h ∈ Vn that ∆h ⊔⊔ h ∈ (V ⊗ V )n. Therefore, it follows directly from Lemmas 4.2 and 4.3 that ∆h ∈ (V ⊗ H)n. In which case, via the identity ∆(a
The next theorem says that the antipode of any graded connected Hopf algebra can be computed in a recursive manner once the coproduct is computed.
Theorem 4.2. [8]
The antipode, S, of any graded connected Hopf algebra (H, µ, ∆) can be computed for any a ∈ H k , k ≥ 1 by
where the reduced coproduct is
As noted earlier, the coproducts ∆ ⊔⊔ and∆ can be computed recursively, and ∆ is computed directly in terms of ∆ ⊔⊔ and∆. So in fact the antipode of H can be computed in a fully recursive manner as described next. The first few antipode terms computed via this theorem are: 
and
with Lg i h L denoting the Lie derivative of h L with respect to g i [10, 24] . 5 Consider now the output y = uy L + y R .
If the solution to the state equation is written in the form
, The deferred proof from Section 2 is presented next. 5 The output functions hL and hR are not to be confused with elements of H. 
where in general a xjη(1) = a ∅ . Therefore, ax j η c δ = 0, or equivalently, (c, x j η) = 0. In which, case c = k. ✷✷✷
The section is concluded by some dimensional analysis of the grading of V and H. Let V h,k denotes the subspace of V k spanned by the coordinate functions h of degree k where h ∈ {a, b}. Define p h,k = dim(V h,k ), p k = dim(V k ) and the corresponding generating functions
Analogous definitions apply when V is replaced by H.
Theorem 4.4. The following identities hold:
Proof. The identity for F Va is proved in [12, Proposition 8], the proof for F V b is perfectly analogous. The identity for F V follows directly from the fact that V = Va ⊕ V b . It is worth noting that the coefficients of all three series come from the Fibonacci sequence. The identity for F Ha was also proved in [12] , and again the proof for F H b is very similar. The factorization of F H is a consequence of the fact that p k = p a,k + p b,k . In this case, the coefficients of F Ha and F H b are integer sequences A166861 and A200544, respectively, in [28] , while the sequence for F H appears to be new. ✷✷✷
The Lie Group R np X δ
In this section, the group Rnp X δ is considered as an infinite dimensional Lie group. It is convenient in this case to identify c δ = (c L , c R ) ∈ Rnp X δ with c δ = δc L + c R , so that the symbol δ is treated more like a letter in X. The first goal is to describe the left-invariant vector field on Rnp X δ , which for a Lie group uniquely identifies the Lie bracket [22] . The left translation of d δ by c δ is
Since composition is left linear, there is no loss of generality in setting
Define the velocity vector at t = 0 as the series in R X δ of the form
Then specifically the differential of ξ δ • at δ in the direction of v δ is
The time derivative of the product ξ• d δ is computed inductively. It is clearly zero when ξ = ∅. Otherwise, using Lemma 3.1 (4),
where ∅ • v δ = 0 and
So the differential is
where the definition in (5.1) is extended to treat the letter δ as
In which case, the left-invariant vector field on Rnp X δ is
The corresponding Lie bracket is then
where ∂χ v δ : e → e • v δ . This analysis gives the following theorem.
Theorem 5.1. The Lie algebra of the Lie group
Recall that the mixed composition product is left linear, and in light of (4.4) the corresponding coproduct satisfies∆V ⊆ V ⊗ H. Hence, H is a commutative, right-sided Hopf algebra in the sense of [26, Theorem 5.8] , and therefore V must inherit a pre-Lie product. The following result is not unexpected. 
Proof. The identity can be verified directly using the distributive property
which can be proved by induction on the sum of the lengths of η, ξ ∈ X * . This also implies that R X δ is a com-pre-Lie algebra in the sense of [11, 12] . ✷✷✷ Example 5.1. In the special case where c δ = δ + c R and d δ = δ + d R , the corresponding subspace of T δ Rnp X δ is spanned by vectors of the form v δ = δ0 + v R . Thus, the pre-Lie product and Lie bracket above reduce to those described in [12] and [21] , respectively. 
Relative Degree and Group Invariants
The relationship between relative degree and invariants under the transformation group Rnp X δ is described in this section. The following definition describes relative degree from a generating series point of view. It reduces to the usual definition in a state space setting [24] . It uses the notion of a linear word, that is, any word in the language L = {η ∈ X * : η = x Observe that c having relative degree r is equivalent to saying that for some K = 0 and some proper e ∈ R X with x 1 ∈ supp(e).
The main result of this section is given next. Proof. If c has well defined relative degree r then it can be decomposed as in (6.1), where without loss of generality e = x 0 e 0 + x 1 e 1 with e 1 proper. Then, setting e δ := (K + e 1 , e 0 ) ∈ Rnp X δ (since K + e 1 is not proper), it follows from (3.1) that (1, 0) , which gives the desired conclusion that d δ = (1, 0) . ✷✷✷ Theorem 6.1 is a generalization of the well known result stating that the relative degree of a finite dimensional control-affine state space realization is invariant under static state feedback [24] . If (f, g, h, z 0 ) has relative degree r in the classical sense, then the input-output system is put into the form y The relative degree assumption here, as above, ensures that e L is not proper, thus e δ ∈ Rnp X δ . It follows directly from the proof of Theorem 6.1 that u = F e 
