ABSTRACT In space-time adaptive processing (STAP) technique, the estimation of the interference-plusnoise covariance matrix is one of the critical points. Incorporating a priori knowledge into STAP architectures can reduce the effect of the heterogeneous environment and substantially improve the estimation accuracy of the covariance matrix. Besides the prior information, the persymmetric structure in radar systems with symmetric spaced linear array and constant pulse repetition interval can also be exploited to improve the STAP performance. In this paper, we present a new computationally adaptive knowledge-aided STAP method that requires fewer samples by utilizing the persymmetric structure of the covariance matrix. In addition, based on the covariance matrix estimation technology of the newly proposed knowledge-aided STAP method, two knowledge-aided persymmetric adaptive detectors in the nonhomogeneous environment are proposed as well. First, a two-step design procedure-based detector is proposed for the partially homogeneous model, which is called knowledge-aided persymmetric adaptive coherence estimator. Second, we improve the stochastic heterogeneous model and propose a new knowledge-aided persymmetric generalized likelihood ratio test for this model. Finally, simulation results confirm the effectiveness of the proposed methods.
I. INTRODUCTION
The effective estimation of the unknown interference-plusnoise covariance matrix is one of the fundamental steps in space-time adaptive processing (STAP) methods. In conventional STAP, the sample covariance matrix (SCM) has been widely used as an unbiased estimator of the true covariance matrix under the assumption that the training samples (secondary data) are independent and identically distributed (i.i.d) and have the same covariance matrix as the primary data (i.e., homogeneous environment) [1] - [3] . However, the realistic clutter environments are often heterogeneous (non-i.i.d) [4] , [5] . Thus, the SCM is usually not an accurate estimate of the interference-plus-noise covariance matrix because of lacking sufficient homogeneous training samples.
To obtain a better estimate of the interference-plusnoise covariance matrix, knowledge-aided STAP (KA-STAP) techniques are proposed in recent years [6] - [14] . In KA-STAP, prior covariance matrices can be derived from the potential knowledge sources such as land-use and coverage data, previous scanning, and radar parameters, etc. [4] . The rest problem is then to apply the prior knowledge in the estimation of the covariance matrix. In general, knowledge-aided processing approaches can be divided into two categories: indirect and direct approach [6] , [7] . The indirect approach utilizes knowledge to select the secondary data for covariance estimation [6] - [8] . While, the direct method directly combine the prior knowledge when designing space-time processors [9] - [14] . Both indirect and direct methods can improve the covariance matrix estimation performance significantly compared with the conventional SCM method. However, unlike the direct method, the indirect method fails to reduce the demand for the number of the training samples because it just discards the outliers from the training data and uses the resulting outlier free training data for covariance matrix estimation during the processing [4] .
Besides the various kinds of prior information widely employed by KA-STAP methods, the commonly exhibiting special structure property of the interference-plus-noise covariance matrix can also be exploited to enhance the STAP performance. In a radar system, if a linear array is symmetrically spaced and the pulse repetition interval is a constant, the interference-plus-noise covariance matrix has the persymmetric property [2] , [15] which has been considered to improve detection performance in the previous studies [15] - [20] .
In this paper, we exploit the persymmetric structure of the interference-plus-noise covariance matrix to improve the performance of KA-STAP. A knowledge-aided method with the requirement of fewer samples is presented, where a particular linear transformation is used to take the structural information of the interference-plus-noise covariance matrix into account. Then, the minimum mean square error (MMSE) estimate of the covariance matrix is derived by combining the prior information with secondary data. Furthermore, by the two-step designed procedure, two innovative detectors based on the proposed covariance matrix estimation method are proposed. The former one called knowledge-aided persymmetric adaptive coherence estimator (KA-P-ACE) is designed for the partially homogeneous model, and the second one named as knowledge-aided persymmetric generalized likelihood ratio test (KA-P-GLRT) is for the improved stochastic heterogeneous model. The proposed detectors exploit both the prior knowledge and the persymmetric property of the interference-plus-noise covariance matrix, which can significantly enhance the detection performance.
We compare the performance of the two proposed detectors with recent methods including knowledge-aided adaptive coherence estimator (KA-ACE) [21] , persymmetric adaptive coherence estimator (Per-ACE) [20] , and Bayesian adaptive matched filter -maximum a posteriori (BAMF-MAP) [22] . KA-ACE is a knowledge-aided version of the adaptive coherence estimator (ACE) based on the Bayesian framework for the partially homogeneous model. Per-ACE exploits the persymmetric structure of the covariance matrix in the partially homogeneous environment. BAMF-MAP is a knowledgeaided Bayesian detector proposed for the stochastic heterogeneous model where the MAP estimate of the primary data covariance matrix is derived to yield a Bayesian inference with the adaptive matched filter. Different from our propose detectors, KA-ACE and BAMF-MAP only use the prior information, Per-ACE merely exploits the persymmetric structure of the covariance matrix.
The remainder of this paper is organized as follows. Section II introduces the background of STAP and presents the persymmetric property of the interference-plus-noise covariance matrix. In Section III, we introduce a linear transformation tool and describe the method for combining the prior covariance matrix with secondary data to obtain the MMSE estimate of the persymmetric interference-plus-noise covariance matrix. In Section IV, the two-step designed KA-P-ACE and KA-P-GLRT detectors are proposed for the partially homogeneous environment and stochastic heterogeneous environment respectively. In section V, simulation results are given to illustrate the improvement of our work. Finally, conclusions of this paper are drawn in Section VI.
In this paper, (·) H , (·) * and (·) T denote the conjugate transpose, conjugate and transpose operations, respectively. Tr(·) is the trace operators, det(·) represents the determinant of a square matrix, and stands for the Hadamard matrix product. E{·} and var{·} denote the statistical expectation and variance. (·) indicates the real part. · denotes the Frobenius matrix norm or the Euclidean vector norm and |·| stands for the modulus of a complex number. The letter i is the imaginary unite (i.e., i = √ −1 ), and I M denotes the M -dimensional identity matrix. The notation ∼ means ''is distributed as''.
II. BACKGROUND AND PRELIMINARY

A. PROBLEM FORMULATION
STAP attempts to detect the desired target in the presence of interference and noise including spread clutter, manmade jamming, and thermal noise. The detection problem can be formulated as the following binary hypothesis test:
where x ∈ C M ×1 denotes the received signal of the cell under test (CUT), which is also called primary data. {x k } K k=1 are the K training samples (also referred as secondary data) generally taken from range cells adjacent to the CUT. a ∈ C is the unknown amplitude of the target and v is the known spacetime steering vector. n and n k denote the interference and noise component of the primary and secondary data.
From [1] , we know the optimal linear filter (i.e., the matched filter) is
where R u = E{nn H } is the unknown interference-plusnoise covariance matrix of the CUT. The matched filter w is optimum under maximizing signal-to-interference-plusnoise-ratio (SINR), where the SINR is defined as the ratio of the output target power and output interference-plus-noise power [1] , i.e.,
In order to compare the performance of different STAP processors conveniently, SINR loss L SINR is defined to be the ratio of the SINR of an algorithm to the signal-to-noise ratio SNR o of the matched filter in an interference-free environment [1] . Thus,
Let denote the covariance matrix of the secondary data, i.e.,
in homogeneous environment. In conventional STAP [1] - [3] , the interference-plus-noise covariance matrix is commonly estimated from the training samples {x k } K k=1 by
B. PERSYMMETRIC STRUCTURE
In the radar system, if the linear array or the pulse train is symmetrically spaced, then the covariance matrix R u ∈ C M ×M is persymmetric, which means
where J M is the M -dimensional antidiagonal matrix with one as the non-zero element. Furthermore, the space-time steering vector v is also persymmetric, i.e.,
For illustrating how to use the persymmetric property to enhance the STAP performance, Lemma 1 is given here. Define
Then we have: Lemma 1: Persymmetric vectors and persymmetric Hermitian matrices are characterized by the following two properties [15] :
1) v is a persymmetric vector if and only if T v is a real vector. 2) R is a persymmetric Hermitian matrix if and only if
T RT H is a real symmetric matrix, where T is a unitary matrix defined as follows,
C. EQUIVALENT PROBLEM
Relying on matrix T , the origin problem (1) can be transformed into another equivalent hypothesis test described as follows,
where
After the equivalent transformation, the corresponding interference-plus-noise covariance matrix of the primary data R p and the covariance matrix of the secondary data p in (9) are given by
and
According to the persymmetric property depicted in Lemma 1, we can obtain that R p is a real symmetric matrix. However, the sample covariance matrix R is calculated from finite samples, so it is Hermitian but generally not persymmetric. Consequently, a persymmetric estimator of the sample covariance matrix is constructed by
Under the criteria of minimizing the Euclidean distance R e − R , R e is the optimal Hermitian persymmetric estimator of R [23] . Thus, we have the estimator of R p computed from the secondary data as,
Proof: Since we have
according to the property of persymmetric matrix described previously, one can obtain (T R u T H ) = T R u T H = R p . Therefore, E{ R p } = R p and the above proposition is proven.
III. KNOWLEDGE-AIDED COVARIANCE MATRIX ESTIMATION
In this section, the linear and convex combination methods are exploited to incorporate the prior knowledge in persymmetric covariance matrix estimation. By using the matrix T , the estimation of the persymmetric covariance matrix R u is equal to estimation of the real symmetric R p (see (10) ). The idea of linear, convex, and affine combinations of multiple filters has been widely considered in fields, such as adaptive filter design for antenna array processing [24] , [25] and distributed estimation over networks [26] , [27] . The estimation of a large-dimensional covariance matrix by the linear combination of the SCM with the identity matrix I was originally proposed in [28] , where only the situation of real-valued data is considered. Then, the work in [28] was extended to the complex-valued data case, as well as to a general matrix rather than only the identity matrix in [9] . Taking into account the commonly exhibiting persymmetric structure of the covariance matrix in STAP application, we derive both the linear combination and the convex combination methods VOLUME 6, 2018 for persymmetric covariance matrix estimation based on the previous works in [9] and [28] . In this way, the requirement of training data can be further relaxed since the persymmetric property of the covariance matrix is adopted in the estimation phase.
Different from the usual knowledge-aided techniques within the Bayesian framework, the proposed methods in this section assume the training samples are i.i.d. instead of assumptions regarding the distribution of {x k } K k=1 . Assume E{ R} = R u and R 0 be the prior covariance matrix derived from the knowledge sources. By incorporating the prior knowledge into the interference-plus-noise covariance matrix estimation, R 0 should be transformed at first by using the matrix T , i.e.,
Under the criteria of minimizing the Euclidean distance, R p,0 is the optimal real symmetric estimator which can be derived from R 0 .
Proof: Assume A be the real symmetric estimator obtained from R 0 . Under the criteria of minimizing the Euclidean distance, the optimal estimator A o can be derived by
Since A is a real matrix, we have
In order to get a more accurate estimate of R p by exploiting the prior knowledge, the optimal linear combination of R p and R p,0 in the sense of mean-squared error, which is called R p , is proposed as the estimator of R p . In this paper, the proposed method, which is called the persymmetric general linear combination (PGLC), can be expressed by the following optimization problem,
If we assume α + β = 1, optimization problem (15) becomes a convex combination problem, which is called persymmetric convex combination (PCC).
A. PERSYMMETRIC CONVEX COMBINATION
For the optimization problem in (16), using the Lemma 2 and referencing the corresponding derivations in [9] and [28] , we can obtain
Taking the derivative of (17) with respect to α and setting it to zero, we have
where is defined as (18), we can observe that α o ∈ (0, 1). Thus, α o is the solution of the PCC Problem. However, R p in the above expressions is unknown, so we need to obtain the numerical solution as the estimate of α o .
First of all, can be estimated as follows,
where R p (i, j) stands for the element of R p in the ith row and jth column, and x p,k (i) denotes the ith element of x p,k .
It is obvious that
estimator of , which can be estimated as
In most cases, it can be proven that the difference between the right-hand and the left-hand side of (20) converges to zero in quadratic mean [28] . The right-hand side of (20) is a theoretically appealing estimator of , but its computation load is heavy. To solve this problem, another expression is given as follows,
where r p,m denotes the mth column of R p . By using the estimate of in (21), two types of estimation for α o are proposed, which are called PCC-I and PCC-II.
1) PROPOSED PCC-I
Substituting
(in replace of ) into (18) and using R p,0 − R p 2 as the estimate for R p,0 − R p 2 , we obtain the first estimate of α as follows:
2) PROPOSED PCC-II
On the other hand, we can directly replace E{ R p − R p,0 2 } with its unbiased estimate R p − R p,0 2 in (18), and then derive another estimate of α which is given by
It can be observed that α o,1 ∈ (0, 1), but α o,2 ∈ (0, 1) cannot be guaranteed. Therefore, α o,2 should be replaced by min{1, α o,2 } in practice.
B. PERSYMMETRIC GENERAL LINEAR COMBINATION
For the optimization problem in (15), the processing steps are similar to those of PCC. Firstly, we have
Since E{ R p } − R p = 0, let β o denote the optimal β and take the derivative of (24) with respect to α and set it as zero. We can get the optimal α as
and substitute (25) into (24) with replacing β o by β. We arrive at
Hence, the minimizer of (28) with respect to β is obviously given by
Similar to the PCC method, we present two types of estimation for α o and β o in this section, which are called PGLC-I and PGLC-II respectively.
1) PROPOSED PGLC-I
Inserting (in replace of ) into (29), we can estimate α o and β o as
where and µ are given by
2) PROPOSED PGLC-II
In addition, consider the fact
which can be estimated as R p − µR p,0 2 . Then, α o and β o can be also estimated as
What's more, because β o,2 is not guaranteed to be positive, it should be replaced by max( β o,2 , 0) in practice.
IV. KNOWLEDGE-AIDED PERSYMMETRIC DETECTORS IN HETEROGENEOUS ENVIRONMENT
This section addresses the adaptive detector design problem in the heterogeneous environment, mainly considering the partially homogeneous model [20] , [21] , and the stochastic heterogeneous model [22] . Both persymmetric property and a priori knowledge are exploited to design our proposed knowledge-aided persymmetric detectors which can further reduce the data requirement compared to other existing persymmetric detectors and knowledge-aided Bayesian detectors. It should be noted that there exists a mismatch between the covariance matrix of the primary data R u and that of the secondary data (i.e., R u = ) in heterogeneous environment, so the assumption E{ R} = = R u in section III is no longer valid. In partially homogeneous model and stochastic heterogeneous model, E{ R} = is valid. Therefore, the MMSE of p can be calculated by our proposed PCC and PGLC methods, which is an important step of the following methods.
A. KNOWLEDGE-AIDED PERSYMMETRIC ADAPTIVE COHERENCE ESTIMATOR IN PARTIALLY HOMOGENEOUS ENVIRONMENT
For the detection problem in (1), the partially homogeneous model assumes that the interference and noise components of the primary and secondary data, denoted by n and n k , (k = 1, · · · , K ), are independent complex circular Gaussian vectors, but the power level of the corresponding covariance matrices are different, which can be expressed as
where γ > 0 is an unknown scaling factor, CN M (·) denotes the complex Gaussian distribution.x is the expectation of x, which is equal to av under hypothesis H 1 and zero under hypothesis H 0 . If γ = 1, the partially mode is reduced to the homogeneous case. The knowledge-aided persymmetric adaptive coherence estimator (KA-P-ACE) proposed here is based on two-step design procedure [29] . Firstly, we derive the generalized likelihood ratio test (GLRT) under the assumption that is known. Subsequently, we substitute the estimate of into the test by replacing to obtain the final test statistic.
The GLRT for (1) in the partially homogeneous environment can be expressed as max
where T 1 denotes the threshold, the subscripts 1 and 0 are used to denote the distributions under H 1 and H 0 . According to the assumptions in (37), the probability density functions (PDFs) of x under H 1 and H 0 are given by
After similar derivations in [20] , the test form derived from (38) can be obtained as
where T a is the modified threshold. Since T H p T = and T H = T −1 , the statistic can be rewritten as
After completing the first design step, we then replace the covariance matrix p with its MMSE estimator R p . Therefore, the KA-P-ACE is finally given by
Compared with the conventional knowledge-aided ACE (KA-ACE) [21] , the proposed detector not only incorporates the prior knowledge but also utilizes the persymmetric property of the covariance matrix.
B. KNOWLEDGE-AIDED PERSYMMETRIC GLRT IN STOCHASTIC HETEROGENEOUS ENVIRONMENT
The partially homogeneous model successfully depicts the possible difference of the power levels between the primary and the secondary data, which has been widely used in many fields including radar, communications and sonar [21] , [30] . However, this model does not consider the possible structural differences between the covariance matrix of primary and that of the secondary data. To solve this problem, the stochastic heterogeneous model is proposed, in which the covariance matrices of primary and secondary are assumed to be with some joint distribution [21] , [22] . Although the detection performance of adaptive detectors which are designed based on this model can be enhanced significantly in the heterogeneous environment, there are still some drawbacks needed to be improved. First, The GLRT detector has no analytical expressions. In addition, the approximate GLRT test statistic and the MMSE estimate of the interference-plus-noise covariance matrix in the CUT need to be calculated by using the Gibbs sampling method, which requires a large amount of computation. In this paper, we propose a new stochastic heterogeneous model without changing the principle of the original model, which is formulated as
where CW M −1 (·, l) denotes the inverse complex Wishart distribution with l ≥ M degrees of freedom (DOFs). According to the properties of the inverse complex Wishart distribution [31] , [32] , we can obtain
From (46), we can observe that the difference between R u and increases as l decreases, which means the environment becomes more heterogeneous. On the other hand, for bigger l, R u is closer to , which corresponds to a more homogeneous environment.
For the stochastic heterogeneous model in (44), we present a new two-step designed adaptive detector called knowledgeaided persymmetric GLRT (KA-P-GLRT). Similar to KA-P-ACE, we first derive the GLRT under the assumption that covariance matrix is known. Then, we come up with the final KA-P-GLRT statistics by substituting the unknown matrix by its MMSE estimator.
Let X denote [x 1 , · · · , x K ] and etr(·) stand for exp(Tr(·)). The GLRT for (1) in stochastic heterogeneous environment can be expressed as max of the most range bins contain no target. Since the prior knowledge that always exists is uncertain in practice, the prior interference-plus-noise covariance matrix we can obtain is unfixed. Therefore, to mimic the uncertainty, R 0 is generated by using (60) in the simulation as [9] .
where t is a vector of i.i.d. Gaussian random variables with mean 1 and variance σ 2 . The Parameter σ 2 indicates the distance between R 0 and R u . The larger σ 2 means the more inaccuracy that the prior covariance matrix is. Fig. 1 shows the SINR loss performance of the proposed PCC and PGLC methods. Moreover, we compare the proposed methods with the performance of the convex combination (CC), general linear combination (GLC) [9] and traditional sample matrix inversion (SMI) method [1] . From  Fig. 1 , it can be observed that the convergence speed of PGLC is significantly faster than the GLC and SMI method. The performance enhancement of the proposed method is over 3 dB compared with GLC in case of using fewer independent snapshots when σ 2 = 0.3 (the prior covariance matrix is not very accurate, see (60)). At the same time, similar conclusions can be drawn when comparing PCC with CC method. In addition, comparing the four propose methods (PCC-I, PCC-II, PGLC-I, PGLC-II) with each other, the performances of these To further analyze the enhancement of the PGLC and PCC method compared with the existing approaches, Fig. 2 is given in this section. ''PSMI'' denotes the method using VOLUME 6, 2018 (13) to estimate the real covariance matrix R p (i.e., R p = (T RT H )), which just exploits the persymmetric property of the interference-plus-noise covariance matrix. ''Prior'' and ''Tr-Prior'' denote the performance of the results with prior covariance matrix R 0 and the transformed prior covariance matrix R p,0 . Here, we just analyze the performance of PGLC-II, because the conclusions obtained with the four proposed methods are similar.
As seen in Fig. 2 , the convergence speed of the PSMI method is approximately two times that of the SMI method. Since the DOFs of R p are half of the original covariance matrix R u , only half the number of samples are needed to estimate the covariance matrix under the same accuracy requirement. Also, we know that 1) the PSMI method converges twice as faster as the SMI method; 2) the performance of R p,0 is better than R 0 , the convergence speed of the PGLC method, which uses the optimal linear combination of R p and R p,0 as the estimate of R p (see (15) ), should be more than twice of the GLC method. The simulation result in Fig. 2 confirms this conclusion. Fig. 3 and Fig. 4 display the performance of the proposed KA-P-ACE and KA-P-GLRT method, where PGLC-II method is exploited to calculate R p . The DOFs of the inverse complex Wishart distribution l in KA-P-GLRT method (see (44)) are assumed to be 30. Both the detector threshold and the probability of detection P d are calculated from 100 P fa independent Monte Carlo trials. For limiting the computational burden, the probability of false alarm is set to P fa = 10 −3 , elements of sensors are assumed to P = 4 and the number of pulses is set as Q = 6 (i.e., the DOFs of this STAP problem are M = P * Q = 24) in all simulations. The remaining parameters are also shown in Table 1 .
From Fig. 3 , we can see that the proposed KA-P-ACE and KA-P-GLRT outperform the existing KA-ACE [21] , Per-ACE [20] and BAMF-MAP [22] techniques. The performances between KA-ACE and BAMF-MAP are similar since both of them use the prior knowledge. However, the Per-ACE only exploits the persymmetric property of the covariance matrix, whose performance is better than that of traditional AMF and ACE but is not as good as that of the newly proposed methods which not only incorporate the prior knowledge but also utilize the special structure information. Comparing Fig. 3 (a), Fig. 3 (b) and Fig. 3 (c) , we can obverse that the performance enhancements of our proposed KA-P-ACE and KA-P-GLRT are significant in low sample supporting situation. As the sample number K increases, the performances of existing KA-ACE, Per-ACE and BAMF-MAP techniques get closer to the proposed methods. Comparing Fig. 3 (b) and Fig. 3 (d) , with the performance of Per-Ace as the reference (the performance of Per-Ace will not change for the reason that it does not exploit the prior knowledge), we can obverse that the performance of knowledge-aided methods (KA-P-ACE, KA-P-GLRT, KA-ACE and BAMF-MAP) will get worse as σ 2 increases, but the performance of KA-P-ACE and KA-P-GLRT will always better than Per-ACE for the reason that they both also exploit the persymmetric property.
At last, the performances of KA-P-ACE and KA-P-GLRT with different σ 2 s are displayed in Fig. 4 . It can be observed that the performances of proposed detectors are improved obviously when the prior covariance matrix becomes more accurate. Moreover, form Fig. 4 , we can observe that the performances of our proposed detectors are near to the theoretical optimal performance when K = 20, where K < M .
VI. CONCLUSIONS
This paper aims at reducing the impact of lacking homogeneous training samples for covariance matrix estimation caused by heterogeneous environment and radar-related parameters limits. A new KA-STAP approach was proposed, which incorporates both the prior knowledge and the structural property of the interference-plus-noise covariance matrix. The proposed method transforms the original detection problem into another equivalent problem whose covariance matrix is an M -dimensional real symmetric matrix instead of complex persymmetric matrix. Then, the optimal estimate of the interference-plus-noise covariance matrix in the sense of MMSE is obtained based on general linear or convex combination of the covariance matrices which are estimated from the secondary data and the transformed prior covariance matrix respectively. Simulation results and theoretical analysis presented that the proposed method converges more than twice as fast as that CC and GLC method can do. Furthermore, relying on the proposed covariance matrix estimation method, we present the KA-P-ACE for the partially homogeneous model and KA-P-GLRT for the stochastic heterogeneous model to further enhance the detection performance of STAP technology, especially in traininglimited scenarios. Finally, numerical simulations illustrated the performance improvements of the newly proposed methods regarding output SINR and detection probability. 
