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Um grande número de estudos tem sido desenvolvido para a resolução de 
problemas com vários objetivos (problemas multiobjetivo) ou vários níveis de decisão 
(problemas multinível). No entanto, estudos sobre problemas que combinem estas duas 
características ainda são escassos. 
Este trabalho tem como objetivo propor uma resolução do problema, binível e 
biobjetivo, da escolha da configuração de uma rede de sensores e a sua respetiva 
localização num espaço bi-dimensional (nomeadamente num quadrado), de forma a 
minimizar os custos totais (aquisição e instalação) e maximizar a percentagem de área 
coberta (e consequentemente, reduzir o risco de não-deteção). 
Para resolver o problema foi desenvolvido um algoritmo evolutivo, que percorre 
o conjunto de soluções de Nível Superior (com o número de cada tipo de sensor a usar), 
explorando para cada uma dessas soluções, no Nível Inferior, as melhores localizações 
para os sensores. O algoritmo apresenta como output uma lista de soluções 
potencialmente não-dominadas. 
De forma a compreender para que conjuntos de parâmetros o algoritmo 
apresenta melhores resultados, foram executados diversos testes, com as várias 
fronteiras potencialmente de Pareto resultantes a serem comparadas através do indicador 
de qualidade, hipervolume. Este indicador permite comparar diferentes fronteiras 
potencialmente de Pareto, avaliando a dominância das soluções e a sua distribuição ao 
longo do Espaço dos Objetivos. 
 Os resultados dos testes permitiram identificar oportunidades para tornar o 
algoritmo mais eficiente. Assim será conveniente integrar um método que permita uma 
pesquisa não-exaustiva e inteligente no Nível Superior, bem como um método que seja 
capaz de distribuir melhor os sensores no espaço admissível. Adicionalmente, este 
algoritmo deverá permitir resolver problemas com regiões admissíveis e avaliações de 
custo e risco mais realistas. 
 
Palavras-chave: 











A large number of studies have been developed to solve problems with multiple 
objectives (multi-objective optimization) or multiple decision levels (multi-level 
optimization). Nevertheless, studies about problems that combine these two 
characteristics are still rare.  
The objective of this dissertation is to offer a possible resolution to the bi-level 
and bi-objective problem, that is choosing a sensor network configuration and its 
distribution on a bidimensional space (namely, a square), in order to minimize the total 
costs (procurement, installation) and to maximize the percentage of covered area (and 
therefore, to reduce the risk of non-detection). 
In order to solve this problem, an evolutionary algorithm was developed that 
analyzes the solution set at the Upper Level (with the number of each type of sensor to 
be used), searching, in the Lower Level, the best locations for any of those sensors. The 
algorithm produces as output a list of potentially non-dominated solutions. 
In order to better understand the set of parameters to which the algorithm 
provides betters results, various tests were executed, with the potential Pareto frontiers 
given as an output, being compared by the quality indicator, hypervolume. This 
indicator allows us to compare different potential Pareto frontiers, by evaluating the 
dominance of their solutions and their distribution in the Objective Space. 
The test results allowed us to identify some opportunities to improve the 
algorithm’s efficiency. Therefore, it may be suitable to include a non-exhaustive and 
intelligent Upper Level search method, as well as a method able to better distribute the 
sensors throughout the feasible area, in the Lower level. Additionally, this algorithm 
should be improved, in order to solve problems with more realistic descriptions of the 
feasible area and of the evaluation of cost and risk. 
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Tal como tem acontecido com outras tecnologias, o desenvolvimento de redes de 
sensores começou por ser estudado sobretudo em aplicações militares e de defesa, e 
estendeu-se progressivamente a outras áreas de aplicação, nomeadamente, 
monitorização ambiental ou de trânsito, prevenção de desastres naturais ou industriais, 
etc.. Estudos que procuravam resoluções inteligentes para o problema da localização 
dos equipamentos começaram a surgir no final dos anos setenta, como resposta ao 
desenvolvimento tecnológico iniciado durante a Guerra Fria (Chong e Kumar, 2003), 
embora seja nos últimos vinte anos que se encontra a maior parte da literatura desta 
área. Estes estudos baseiam-se nos modelos de localização de equipamentos e serviços 
que começaram a florescer na década de sessenta, após uma publicação de Hakimi 
(1964). 
No entanto, nesta dissertação o problema é colocado a partir de uma perspetiva 
inovadora: o problema será estudado na sua estrutura mais básica, sem configurações 
pré-definidas. 
Antes de analisar o problema apresentado nesta dissertação, é conveniente 
compreender a sua forma mais simples. Suponhamos que pretendemos descobrir a 
localização ótima para um determinado número fixo de sensores do mesmo tipo, e com 
igual raio de deteção, na região [ ] [ ] 21,01,0 ℜ∈× , tal que a probabilidade de deteção de 
ameaças seja máxima. Equivalentemente, podemos pensar que queremos minimizar a 
probabilidade de uma ameaça não ser detetada. Esta probabilidade, que  a partir daqui 





coberta pelos sensores sobre a área total. Trata-se de um problema de resolução 
relativamente simples, uma vez que tem um único objetivo, e apenas um nível de 
decisão. 
 
Figura 1. Exemplo de solução para o problema com 3 sensores. 
 
 
 A Figura 1 representa uma possível solução para este problema em que existem 
três sensores de raio 
4
2
. O valor de risco associado a esta solução é aproximadamente 
0.44. No entanto, é fácil encontrar uma outra solução cujo valor de risco seja inferior. 
Na Figura 2 é apresentada uma solução cujo valor do risco, 0.13, está bastante próximo 
do ótimo.  




















Figura 2. Solução quase-otimal para o problema anterior. 
 
Uma possível maneira de tornar o problema mais complexo e interessante, é 
considerar que o número de sensores é variável (mas limitado), e que cada sensor 
comporta um custo de aquisição. Existe agora mais um objetivo, uma vez que além de 
querermos minimizar o risco, queremos também minimizar o custo total. No entanto, 
como se pode facilmente compreender, estes dois objetivos são incompatíveis, uma vez 
que a minimização do risco tende a exigir mais sensores, e a minimização do custo 
tende a exigir menos. Aos problemas com dois ou mais objetivos em conflito dá-se o 
nome de problemas multiobjetivo (PMO). Ao contrário dos problemas com apenas um 
objetivo, não existe apenas um valor ótimo para estes problemas, mas um conjunto de 
valores não dominados, como explicaremos no capítulo seguinte. 




, e custo de 10 unidades monetárias (u.m.). Uma possível maneira de 



















enfrentar este problema é descobrir, para cada número de sensores a utilizar, a 
localização dos mesmos que minimize o risco. 
Tabela 1. Risco e custo consoante o número de sensores 




















Consideremos agora que não existe apenas um tipo de sensor, mas vários tipos 
de sensores, com raios de cobertura e custos de aquisição diferentes. O problema não se 
complica muito em relação ao anterior. Existem, igualmente, dois objetivos – 
minimização do custo e minimização do risco – e dois níveis de decisão – quantos 
sensores se deve utilizar de cada tipo, e onde se deve colocá-los. No entanto, o número 
de soluções aumenta consideravelmente. Suponhamos que, ao exemplo anterior, 
acrescentamos um tipo B de sensores, de raio 
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e custo de aquisição de 18 u.m.. Estão 
disponíveis para aquisição dois sensores deste novo tipo. Novamente, uma resolução 
simples é analisar todas as combinações de números de sensores tipo A e B, e descobrir 

























































Como é possível observar, existem pares de números de sensores do tipo A e B, 
como (1,2), que não aparecem na Tabela 2 Com esse par, os custos totais são de 38 
u.m., e o valor de risco mínimo que é possível obter é aproximadamente 0.4. Assim, não 
faz sentido incluir essa solução na Tabela 2, uma vez que tanto os valores de custo 
como os de risco são maiores que os apresentados pela solução correspondente ao par 
(2,0). Diz-se então que a solução correspondente ao par (2,0) domina a solução 
correspondente ao par (1,2). Uma solução domina a outra quando não apresenta valores 
piores em nenhum dos objetivos, e existe pelo menos um objetivo em que é melhor. 
Uma solução diz-se não-dominada se não houver nenhuma outra solução admissível 
que a domine. No capítulo seguinte estes conceitos serão apresentados com maior 
pormenor. 
 
Como já foi referido, esta gama de problemas tem dois níveis de decisão – um 
onde se escolhe quantos sensores de cada tipo deverão ser colocados, e um segundo 
onde se escolhe a sua localização. Além disso, estes dois níveis de decisão são 





após definir quantos sensores de cada tipo se vai colocar. Aliás, é possível considerar 
que, para cada escolha que é feita a respeito do número de sensores de cada tipo, existe 
um sub-problema bem definido. Estes sub-problemas são independentes entre si, mas 
dependentes do problema geral. 
 Nestes problemas, denominados binível (PBN), o Nível Superior diz respeito ao 
problema de determinação da melhor configuração de sensores e o Nível Inferior à 
localização dos sensores. No capítulo seguinte, este tipo de problemas será descrito de 
forma mais detalhada. 
Podemos, então, considerar que o problema apresentado atrás é um problema 
binível e biobjetivo (PBNBO). Contudo, apenas o Nível Superior é verdadeiramente 
biobjetivo. Como observámos no exemplo apresentado, para cada solução de Nível 
Superior, i.e., para cada escolha relativa ao número de sensores de cada tipo, existe 
apenas uma solução ótima – aquela que minimiza o risco. Isto acontece porque o custo 
dessa solução já foi estipulado no Nível Superior, e qualquer que seja a localização dos 
sensores, o custo manter-se-á. 
 O mesmo não acontece se introduzirmos no nosso problema custos de 
instalação. Este tipo de custo, além de depender do tipo de sensor, depende também da 
localização onde é instalado o sensor. Por exemplo, é expectável que um sonar (sensor 
acústico), colocado à tona de água, tenha uma instalação mais barata do que um sonar 
preso ao fundo do mar. Também é possível prever que um sensor instalado perto da 
fonte de energia seja mais barato do que um que esteja longe. 
 O problema torna-se agora mais complexo. Não é só apenas o Nível Superior 
que é biobjetivo, mas também o Nível Inferior. Assim, sempre que é fixada uma solução 





um conjunto delas. É possível que algumas destas sejam melhores que soluções 
correspondentes a outra solução de Nível Superior, enquanto outras não. Surge portanto 
a necessidade de desenvolver um algoritmo que consiga mover-se ao longo das várias 
soluções de Nível Superior, explorando os respetivos Níveis Inferiores, e selecionando 
as melhores soluções globais. 
 Nesta dissertação, foi realizado um estudo destes dois sub-problemas 
(configuração e localização de uma rede de sensores), interligados numa formulação 
binível. Este estudo propõe um algoritmo heurístico para a resolução integrada dos dois 
sub-problemas. É esperado que no futuro esta sugestão de resolução possa servir como 
uma boa base de apoio para um eventual algoritmo final que seja integrado num 
Sistema de Apoio à Decisão para a protecção de protos, sem prejuízo de poder ser 
adaptável também a outras áreas de aplicação. 
 Nos próximos capítulos será apresentado este estudo. No Capítulo 2. é feita uma 
revisão dos trabalhos desenvolvidos na literatura e que fundamentaram o trabalho 
apresentado. No Capítulo 3 é apresentada uma descrição aprofundada do problema 
estudado e, no Capítulo 4, a descrição do algoritmo que permitirá resolver o problema. 
No Capítulo 5 são apresentados os resultados de testes feitos ao algoritmo proposto. No 









































2. Revisão de literatura 
 
 De seguida será feita uma apresentação dos vários tipos de problemas que 
compõem o problema estudado: problemas de localização de sensores, problemas 
multinível e problemas multiobjetivo. Será também apresentada uma revisão dos 
estudos desenvolvidos e publicados sobre estes três problemas. 
 
2.1. Problemas de localização de sensores 
 
Nos últimos dez anos têm surgido múltiplos artigos que procuram estudar o 
problema da configuração de redes de sensores. Uma grande parte procura resolver 
problemas com apenas um objetivo. Por exemplo, Zou e Chakrabarty (2004) ou Fei e 
Boukerche (2008) apenas procuram maximizar a cobertura. Já Undeger et al. (2002) 
consideram o problema de três formas diferentes: fixando o número de sensores, 
limitando o orçamento, ou fixando a cobertura. Desta forma, apesar de introduzirem um 
custo de aquisição de sensores no problema, este continua a ser monobjetivo. Dhillon e 
Chakrabarty (2003) e Wu et al. (2007) estudaram estes problemas com restrições, 
respectivamente: no valor da cobertura exigida e no orçamento disponível. 
O problema foi também estudado tendo em vista outros objetivos, como a 
otimização da energia e da largura de banda (Rabbat e Nowak, 2004) ou da longevidade 
da rede perante eventuais ataques (Wang et al, 2005). 
 Existem alguns artigos que estudaram o problema do ponto de vista 





sensores – casos de Jourdan e Weck (2004), Ngatchou et al. (2005), Xiaoling et al. 
(2006) e Jia et al. (2009). No entanto, a inexistência de custos de instalação e/ou de 
manutenção faz com que estes problemas sejam multiobjetivo em apenas um nível de 
decisão. Ou seja, escolhida uma determinada configuração para os sensores a utilizar 
(número de sensores de cada tipo), é imediatamente conhecido o custo dessa solução, e 
resta-nos otimizar a localização de cada sensor de forma a maximizar a área coberta. 
Em geral, para cada solução de Nível Superior (configuração dos sensores), só existe 
uma solução de Nível Inferior (localização dos sensores) ótima, e não um conjunto de 
soluções não-dominadas, como é o caso do problema estudado nesta dissertação. Não se 
conhecem estudos que enfrentem problemas de localização contínua com estas 
características. 
  
2.2. Problemas multinível 
 
Em Investigação Operacional, a problemas com diferentes níveis de decisão 
completamente hierarquizados dá-se o nome de problemas multinível. Historicamente, a 
otimização multinível está fortemente relacionada com o modelo económico criado pelo 
economista alemão Heinrich Freiherr von Stackelberg, no âmbito da Teoria de Jogos, 
em 1952. 
Um jogo de Stackelberg é caracterizado por ter dois jogadores: um líder e um 
seguidor. O líder tem a capacidade de antecipar as reações do seguidor às suas próprias 
ações e assim, consegue escolher a estratégia ótima. Por outro lado, o seguidor vai 
tentando encontrar, perante as decisões do líder, a estratégia que melhor lhe convém. 





No entanto, foi necessário esperar vinte anos para que Bracken e McGuill (1973, 
1974) publicassem os primeiros estudos em programação multinível – designação 
posteriormente introduzida por Candler e Norton (1997). Uma vez que esta dissertação 
trabalha com um problema com apenas dois níveis, é aqui apresentada a formulação 
padrão de um problema binível: 
 min, (
, ) 
  . : 
   (
, ) ≤ 0 
    ∈ argmin (
, ) 
   . : 
    (
, ) ≤ 0 
    
 ∈ ,  ∈ ,  ∈  
     ⊆ ℝ,  ⊆ ℝ  
Formulação 1. Formulação padrão de um problema binível. 
 
Nos PBN existem dois níveis de otimização, que daqui adiante serão 
denominados por Nível Superior e Nível Inferior. Tradicionalmente, as variáveis, 
restrições e funções objetivo do Nível Superior, apresentam a letra u (do inglês upper) 
agregada em índice, e as do Nível Inferior a letra l (do inglês lower), de forma a facilitar 
a compreensão da notação. Estes dois níveis desempenham, respetivamente, os papéis 
de líder e de seguidor, tal como no jogo de Stackelberg. 
O Nível Superior tem o controlo da otimização, permitindo-lhe controlar os 
valores do vetor X de forma a otimizar o objetivo . No entanto, este Nível Superior 





Superior, vai tentar otimizar o objetivo  . Os valores da variável y, definidos 
precisamente pelo Nível Inferior, servirão como restrição para o Nível Superior. 
Este tipo de modelos tem aplicações em múltiplas áreas – geralmente áreas que 
envolvem interações entre dois organismos não cooperativos. Por exemplo, Fan e 
Machemehl (2011) aplicam um modelo de otimização binível ao problema de desenho 
de uma rede de transportes públicos. O Nível Superior enfrenta o problema do ponto de 
vista da empresa que pretende desenhar a rede, que tenta minimizar os custos (de 
operação, de procura insatisfeita e dos próprios utilizadores). Por outro lado, o Nível 
Inferior irá modelar a reação dos utilizadores aos vários possíveis desenhos de rede, em 
que estes tentam minimizar o tempo de viagem e o número de transferências entre 
linhas. Um compêndio das várias resoluções publicadas ao longo dos anos pode ser 
consultado em Colson et al. (2007). 
No contexto do problema estudado nesta dissertação, a existência de dois níveis 
de decisão surge como consequência de a configuração, que escolhermos para os 
sensores a utilizar (número e tipo), fazer variar o número de variáveis no problema da 
sua localização. No entanto, ao contrário dos modelos de PBN tradicionais, os dois 
níveis serão cooperativos, uma vez que trabalham ambos para melhorar dois objetivos 
comuns – risco e custo. 
  
2.3. Problemas multiobjetivo 
 
Outra particularidade deste problema é o facto de ter dois objetivos, que se 
apresentam em conflito. Facilmente se pode compreender que, ao tentar minimizar o 





a tendência vai ser exatamente a contrária. A este tipo de problemas chama-se 









) ≤ 0 
 ℎ(
) = 0 
 
 ∈  
Formulação 2. Formulação padrão de um problema multiobjetivo 
 
Uma vez que é impossível obter uma única solução ótima, a estratégia passa por 
tentar encontrar soluções eficientes. Uma solução é dita eficiente se não houver outra 
que seja estritamente melhor em pelo menos um dos obejtivos e simultaneamente não 
seja pior nos restantes. Soluções que apresentam estas características também se podem 
chamar soluções de Pareto, soluções Pareto-otimais ou soluções não-dominadas. O 
conjunto de soluções eficientes de um problema multiobjetivo é denominado de 
fronteira de Pareto. 
Numa fronteira de Pareto é fácil observar o que é necessário ceder num objetivo 
para que outro possa melhorar. A estes compromissos entre objetivos chama-se trade-
offs. 
Uma vez que existem múltiplas soluções não-dominadas, é preciso um trabalho 
ativo do Decisor na escolha da solução final. O papel do Decisor pode ser: 
• A priori, onde o Decisor define à partida qual a importância relativa dos 
objetivos, definindo um peso para cada um deles. Este processo faz com 





otimização. No entanto, este tipo de escolha requer do Decisor um 
conhecimento total do problema e dos objetivos, o que é raro. 
• A posteriori, onde é apresentada ao Decisor a fronteira de Pareto, a partir 
da qual este deve escolher a solução que prefere. Este processo não 
requer do Decisor grande conhecimento do problema, mas uma vez que 
é necessário gerar todas as soluções eficientes, pode ser um processo 
bastante moroso. Outro inconveniente é que exige que o Decisor analise 
listas potencialmente longas de soluções. 
• Interativo, onde se vai alternando entre a geração de soluções eficientes 
e o feedback do Decisor quanto às mesmas. Este processo é um bom 
compromisso entre o método a priori e a posteriori, pois permite ir 
adquirindo conhecimento da variação dos objetivos ao longo do espaço 
admissível das soluções. Requer do Decisor um papel bastante ativo 
durante o processo de otimização. Para problemas não-lineares, este é 
um método de difícil aplicação. 
No algoritmo apresentado nesta dissertação, o papel do Decisor será feito a 
posteriori, uma vez que se trata dum problema não-linear e com um comportamento 
bastante imprevisível. 
Um grande número de algoritmos evolutivos tem sido desenvolvido com o 
objetivo de resolver problemas multiobjetivo. Para um estudo extensivo dos diversos 
métodos e técnicas para enfrentar este tipo de problemas devem ser consultado os  








2.4. Problemas biobjetivo e binível 
  
 Aos problemas que combinem estas duas características chamam-se problemas 
de otimização multinível e multiobjetivo. O problema particular retratado nesta 
dissertação é um problema de otimização binível e biobjetivo. 
 Enquanto problemas multinível ou multiobjetivo têm recebido grande atenção, a 
combinação dos dois é um tema ainda pouco explorado na literatura, principalmente 
num contexto mais heurístico. 
Shi e Xia escreveram os primeiros artigos sobre o assunto, em 1997 e 2001. A 
sua sugestão passou por transformar os problemas binível multiobjetivo em problemas 
binível monobjetivo, através do método das restrições, e otimizar apenas um dos 
objetivos, mantendo os outros como restrições. Os valores dos objetivos fixados são 
fornecidos pelo Decisor, considerando diferentes níveis de satisfação. No Nível Inferior 
são utilizados métodos clássicos para resolver o problema monobjetivo resultante. Abo-
Sinna e Baky apresentaram, em 2007, uma extensão deste algoritmo. Em 2011, Zheng 
et al. também se inspiraram no artigo de Shia e Xia, para resolver o mesmo problema, 
mas com o nível inferior linear. 
Em 2007, Eichfelder apresentou mais uma resolução que aborda o problema 
através de métodos clássicos, com a utilização de métodos numéricos na otimização do 
Nível Inferior. No Nível Superior, o autor propõe uma pesquisa exaustiva, o que pode 
tornar a resolução computacionalmente custosa para problemas grandes. 
Jia et al. (2009) apresentaram um algoritmo baseado na agregação de pesos, para 





al. (2007) procuraram resolver um problema binível multiobjetivo estocástico, com 
aplicação em Supply Chain Planning. 
 Para um problema tão complexo, de grande dimensão, e com objetivos e 
restrições não-lineares e mal definidos, acreditamos que uma escolha de métodos 
clássicos para a resolução não será a mais acertada. 
 Desde o início da década de noventa, utilizam-se métodos evolucionários para a 
resolução de problemas binível monobjetivo e problemas mono-nível multiobjetivo. No 
entanto, os primeiros artigos que utilizam métodos evolucionários aplicados a 
problemas binível multiobjetivo (PBNMO) parecem datar de 2006, sendo uma área de 
investigação bastante recente e pouco estudada. 
  Halter & Mostaghim (2006) utilizaram um algoritmo de Particle Swarm 
Optimization (PSO) para resolver um PBNMO aplicado a sistemas químicos. No 
entanto, uma vez que o nível inferior do problema era linear, os autores usaram um 
algoritmo PSO especializado. Em 2012, Zhang et al também utilizaram um PSO para 
resolver PBNMO, que apresenta potencialidades interessantes. As partículas são 
guiadas através de rankings de não-dominância e medidas de povoamento, e as 
melhores soluções vão sendo guardadas. 
 Em 2010, Deb e Sinha apresentaram um algoritmo viável para a resolução deste 
tipo de problemas. Para cada solução de Nível Superior é executado no Nível Inferior o 
método NSGA-II (Deb et al., 2002), não até se encontrar a verdadeira fronteira de 
Pareto, mas até se verificar um certo critério de paragem. Seguidamente, é feita uma 
pesquisa local para melhorar as melhores soluções. As soluções - ótimas no Nível 





 Como já foi referido anteriormente, é preciso notar que estes algoritmos foram 
desenvolvidos para PBNMO com características diferentes das apresentadas no 
problema estudado nesta dissertação (ver Capítulo 3.). No entanto, estes estudos devem 
servir como base e fundamentação para os algoritmos a serem desenvolvidos. 
 O algoritmo apresentado nesta dissertação situa-se no grupo de algoritmos 
evolutivos. Apresenta algumas semelhanças com o algoritmo desenvolvido por Deb e 
Sinha, mas enquanto esse algoritmo faz uso do algoritmo evolutivo para a resolução de 
problemas multiobjetivo NSGA-II, o algoritmo apresentado neste trabalho terá como 
base o algoritmo Pareto Envelope-based Selection Algorithm II (PESA-II), 
desenvolvido por Corne, Knowles e Oates (2001). 
O algoritmo PESA-II utiliza duas listas: A lista interna onde, vão sendo 
guardadas novas soluções (ou aleatoriamente, ou através de processos de mutação e 
cruzamento), e uma lista externa, de tamanho máximo fixo, onde são armazenadas 
soluções potencialmente não-dominadas e bem espalhadas ao longo do espaço dos 
objetivos. O espaço dos objetivos é um sistema de coordenadas cartesianas em que se 
















































De seguida é apresentada a formulação correspondente ao problema estudado neste 
trabalho. 
 
* = +ú-./0	1.	.+0/.	10	2340	3, 3 ∈ 5. 
6 = 700/1.+1	10	.+0/	8. 
9* = +ú-./0	-á
3-0	1.	.+0/.	10	2340	3, 3 ∈ 5 
-* = +ú-./0	-í+3-0	1.	.+0/.	10	3, 3 ∈ 5 
 
93+3-3/		(<(, ) = /(), =(, ) = >() + 7(, )) 
. : 
 -* ≤ * ≤ 9*																, 3 ∈ 5 
 * ∈ 	ℕA																										, 3 ∈ 5 
 6 ∈ B																														, 8 ∈ 1…∑ **∈'  
Formulação 3. Formulação do problema estudado 
 
No Nível Superior existe um vetor de variáveis discretas e não-negativas X, que 
indica qual a quantidade de sensores a usar de cada tipo. A única restrição é a eventual 
limitação, inferior (m) e superior (M), ao número de sensores disponíveis de cada tipo. 
No Nível Inferior o vetor de variáveis contínuas Y indica as coordenadas de cada 
sensor, no espaço admissível S. O Nível Inferior depende do Nível Superior, uma vez 
que a dimensão do vetor Y depende dos valores estipulados para as variáveis em X – 





Existem também dois objetivos: minimizar o risco (R), e minimizar o custo (K). 
O risco é calculado com base na localização do total dos sensores – i.e., através das 
variáveis no vetor Y – enquanto o custo tem uma componente fixa, de aquisição - que 
depende, portanto, dos valores das variáveis X – e uma componente que variará 
consoante a localização de cada sensor - que dependerá das coordenadas definidas pelo 
vetor Y. Desta forma o Nível Superior também depende dos resultados no Nível 
Inferior. 
Como é possível verificar, os dois níveis estão dependentes um do outro. 
De seguida é apresentada uma formulação equivalente, mas ligeiramente 
diferente, em que se destaca cada um dos níveis: 
 
93+3-3/		(<(, ) = /(), =(, ) = >() + 7()) 
. : 
 -* ≤ * ≤ 9*																													, 3 ∈ 5 
 * ∈ 	ℕA																																							, 3 ∈ 5 
  ∈ /-3+E(/(F), 7(F)) 
 . : 
  F6 ∈ B																												, 8 ∈ 1…∑ **∈'  
Formulação 4. Formulação alternativa do problema estudado. 
  
Esta formulação ajuda a compreender que há efetivamente dois níveis de 
decisão, tratando-se portanto, de facto, de um problema binível. Não obstante, ao 
contrário do que é habitual, o Nível Inferior e o Nível Superior têm objetivos 






 Tanto quanto foi possível apurar, os estudos que têm sido realizados 
relativamente a problemas binível têm-se concentrado na necessidade de haver objetivos 
independentes e hierarquizáveis num único problema. A necessidade de recorrer a dois 
níveis de decisão neste problema, surge, no entanto, do facto da dimensão do vetor Y 
variar consoante os valores das variáveis X. Não foram encontrados estudos sobre 
modelos que apresentem estas características.  
 Pode-se, eventualmente, argumentar que a necessidade de utilizar um modelo 
binível não é total, se se fixar a dimensão do vetor Y, atribuindo um valor pré-definido 
às variáveis correspondentes a um sensor não utilizado. Esta técnica é comum, por 
exemplo, em problemas de localização discreta, em que equipamentos não utilizados 
têm um conjunto de variáveis de localização correspondentes, com valor nulo. 
 No entanto, não é possível replicar essa técnica no caso das variáveis Y, uma vez 
que se tratam de coordenadas, e logo, o valor nulo tem já um significado atribuído. A 
única solução passaria, eventualmente, por atribuir às coordenadas de sensores não 
utilizados, valores fora do espaço admissível. Todavia isso tornaria o cálculo dos 
objetivos ainda mais complicado e pesado, uma vez que seria necessário automatizar 










3.2. Problema testado 
 
 Para efeitos desta dissertação é assumida uma versão simplificada do problema, 
que será seguidamente descrita. 
 
3.2.1. Região admissível 
No problema estudado, o espaço admissível (S) considerado será limitado ao 
quadrado !0,1& × !0,1& ⊆ ℝ$ . Dentro desse espaço não são consideradas quaisquer 
restrições aos locais onde pode ser instalado um sensor.  
 
3.2.2. Custo 
 A função custo dependerá de duas componentes: 
• Custo de aquisição dos sensores. Este custo depende exclusivamente do(s) 
tipo(s) de sensor(es) que se escolhe instalar. É representado na formulação como 
a função C(X). 
• Custo de instalação dos sensores. Este custo depende não só do(s) tipo(s) de 
sensor(es) a instalar, como dependem« do local de instalação. É representado na 
formulação como a função c(X,Y). 
 
Neste trabalho vamos considerar um caso representativo, em que o custo de 
instalação é calculado através de matrizes que para cada um dos tipos de sensores, e 






Essas matrizes são geradas através do seguinte processo: 
1. É escolhida a precisão da grelha que se sobreporá à área S.  
2. É escolhida, aleatoriamente, a localização de dois geradores na área S. 
3. Para cada ponto da grelha, é calculada a distância (d) ao gerador mais 
próximo. O custo variável c nesse ponto será gerado com base nessa distância: (1 × H +
I), onde A e B são constantes que variam consoante o tipo de sensor. 
 
3.2.3. Risco 
 A função risco é inversamente proporcional à probabilidade de deteção de 
ameaças. Neste trabalho consideramos uma versão simplificada do cálculo desta 
probabilidade. 
Cada tipo de sensor terá um raio de deteção associado, e a probabilidade de 
deteção de ameaças será proporcional à área coberta pela totalidade dos sensores. 
 
 





Por exemplo, na Figura 3, a área coberta pelos sensores é maior na Solução B do 
que na Solução A. Logo, o risco será menor para a solução B. 
O cálculo da área total de círculos, que se podem intersectar, tem sido alvo de 
vários estudos, uma vez que tem aplicação em diversos problemas. Em 1962, Zahn, 
publicou um estudo sobre o problema de maximização da cobertura de círculos - nesse 
caso, numa área também circular. Perante a impossibilidade de encontrar uma fórmula 
razoável para o cálculo de dois círculos que se intersectem, Zahn compreendeu que seria 
fútil procurar um método de cálculo analítico para o caso em que o número de sensores 
seja maior. Zahn sugeriu que o cálculo da área fosse feito por um processo mais 
experimental. Sobre a área de interesse, é colocada uma grelha de pontos. A proporção 
entre o número de pontos cobertos pelos círculos e o número total de pontos resultará 
numa aproximação da área coberta. Evidentemente, quanto maior for a precisão da 
grelha – i.e.quanto maior for o número de pontos na grelha -, melhor será a estimativa 
da área, mas mais custoso será o cálculo da área. Um meio-termo satisfatório entre 














 Neste capítulo será apresentado um algoritmo capaz de resolver o problema 
apresentado no capítulo anterior. 
Trata-se dum algoritmo heurístico, e portanto, as soluções que produz não serão 
necessariamente não-dominadas. Além disso, não é possível saber se as soluções 
obtidas terão ou não um valor objetivo perto do ideal. Por esta mesma razão, o conjunto 
de soluções apresentado no final não é uma verdadeira fronteira de Pareto, mas sim uma 
fronteira potencial de Pareto. É certo que as soluções finais não são dominadas por 
qualquer solução já encontrada, mas não há maneira de garantir que não sejam 
dominadas por todas as possíveis soluções do problema. Por essa razão serão apelidadas 
de soluções potencialmente não-dominadas. 
  
4.1. Descrição do algoritmo 
 
Este algoritmo começa por inicializar uma lista Lista_Output onde serão 
guardadas soluções, originadas de diferentes soluções de Nível Superior, e que sejam 
potencialmente não-dominadas e bem espalhadas ao longo do Espaço dos Objetivos. É 
criada também uma nova lista N, onde são listadas todas as soluções de Nível Superior 
possíveis. Isto é, todas as combinações de números, dos diferentes tipos de sensores, 





está limitado superiormente pela disponibilidade existente. O decisor também tem o 
poder de exigir um número mínimo de determinado sensor a utilizar. 
 É, então, escolhida aleatoriamente uma solução X pertencente a N. Vai-se 
explorar o espaço de soluções de Nível Inferior à procura de soluções potencialmente 
não-dominadas, correspondentes à solução de Nível Superior X. Este processo de 
pesquisa baseia-se no algoritmo PESA-II. São criadas duas listas, LI e LE. A primeira 
servirá para armazenar novas soluções, sujeitas a avaliação. A segunda, à semelhança da 
Lista_Output, guardará apenas soluções potencialmente não-dominadas, com a 
diferença de que estas correspondem todas à mesma solução de Nível Superior. 
 Na primeira iteração, a lista LI é preenchida com |LI| soluções de Nível Inferior 
geradas aleatoriamente. Cada uma destas soluções é constituída por coordenadas 
bidimensionais para cada um dos sensores fixados em X. As soluções são, de seguida, 
avaliadas quanto ao seu custo e risco, de forma a compreender se devem entrar na lista 
LE ou não. 
Como já foi referido, só entrarão em LE soluções potencialmente não-
dominadas pelas que já estão na lista. Soluções de LE que sejam dominadas pelas novas 
soluções são eliminadas. No entanto, para que o número de soluções potencialmente 
não-dominadas na lista não seja muito extenso e o tempo de computação não aumente 
consideravelmente, nem todas as soluções potencialmente não-dominadas serão 
armazenadas em LE. Quando o tamanho de LE ultrapassa uma certa capacidade 
máxima pré-estabelecida, é preciso eliminar uma das soluções. 
Tal como noutros algoritmos multiobjetivo, as soluções que são mais fortemente 
candidatas a serem excluídas são aquelas que se encontram em zonas do Espaço dos 





risco e custo, máximos e mínimos, encontrados em soluções de LE, e com uma 
determinada precisão. Para cada solução, o seu Squeeze Value é dado pelo número de 
soluções que partilham com ela o mesmo quadrado da grelha. O conjunto de soluções 
cujo Squeeze Value é maximal chama-se Max_SQ_list.  
Uma vez avaliadas as soluções e determinada a nova constituição da lista LE, é 
necessário gerar novas soluções para LI. As novas soluções geradas resultarão de 
cruzamentos e mutações de soluções de LE. Cada geração de LI é avaliada e são 
verificadas quais as soluções que podem entrar em LE. O número de gerações está 
dependente de um determinado critério de paragem (discutido no capítulo seguinte). 
Para além disso, para garantir diversidade, existe sempre uma certa quantidade de 
soluções geradas de forma totalmente aleatória. 
Uma vez acabado de explorar o Nível Inferior, para determinada solução de 
Nível Superior, vamos ver que soluções de LE podem entrar na Lista_Output. As 
regras de entrada são as mesmas que foram usadas para entrar em LE. Apenas soluções 
potencialmente não-dominadas podem estar na Lista_Output, e no caso da capacidade 
máxima da lista ser ultrapassada, é necessário retirar uma solução. No entanto, agora, 
além do Squeeze Value, existe outro critério para o desempate na escolha da solução a 
ser a excluída. Dentro das soluções em Max_SQ_list, é eliminada de LE aquela cuja 
distância L1 (ou de Manhattan) da solução de Nível Superior, para as soluções vizinhas 
(i.e.aquelas que ocupam o mesmo espaço na grelha), é menor. Com isto procuramos 
ajudar a escolha do decisor, ao tentar garantir que, além de haver diversidade das 
soluções de Lista_Output ao longo das várias zonas do Espaço das Objetivos, haja 





Para a próxima iteração é escolhida uma nova solução X de nível Superior. O 
Algoritmo corre até um certo critério de paragem ser verificado. 
No fim de cada iteração, para que o processo de pesquisa no Nível Superior seja 
mais refinado, tenta-se eliminar de N, soluções de Nível Superior que não possam levar 
a soluções potencialmente não-dominadas. Isto acontece quando na Lista_Output é 
encontrada uma solução A que já apresenta um risco 0, ou seja, o mínimo possível. 
Qualquer solução cujo custo total (custo fixo de instalação de sensores, mais o custo 
variável mínimo de cada um deles) seja necessariamente superior ao apresentado pela 
solução A, pode ser eliminada da lista N. 
 
4.1.1. Fixando alvos para risco e custo 
Se o decisor já tiver um certo valor em mente para um dos objetivos, o problema 
pode-se resumir a um problema monobjetivo. No entanto, uma vez que acreditamos que 
esses valores são sempre introduzidos com alguma incerteza, preferimos manter o 
problema com dois objetivos, tentando encontrar soluções cujos valores ótimos estejam 
perto dos alvos. 
Isto é, se o decisor incluir um valor alvo para o Custo, só entrarão nas listas LE e 
Lista_Output soluções cujo custo seja superior a 90% do custo-alvo ou inferior a 
110%. No início do algoritmo é realizada uma filtragem, em que soluções cujo custo 
não poderá estar dentro desta margem são excluídas de N. Se o decisor preferir incluir 
um valor alvo para o Risco, só serão incluídas nas listas soluções cujo risco esteja a um 
distância menor que 0.05 do risco-alvo. Em cada iteração, se alguma das soluções da 
lista Lista_Output tiver um risco inferior ao risco-alvo, qualquer solução de N que não 









cr= crossover rate. 
mr= mutation rate. 
|Lista_Output|max = tamanho máximo da lista de output. 
|LE|max = tamanho máximo da lista externa. 
|LI| = tamanho da lista interna. 
Max_iterações = número máximo de iterações no segundo nível. 
p = precisão da grelha do Squeeze Factor. 
n = número de tipo de sensores diferentes. 
Lisup = número máximo de sensores do tipo i a usar. 
Liinf = número mínimo de sensores do tipo i a usar. 
O input pode também incluir: 
custo_alvo = valor de custo que se pretende que as soluções apresentadas atinjam. 
risco_alvo = valor de risco que se pretende que as soluções apresentadas atinjam. 
 
LISTAS/MATRIZES: 
N = Matriz com todas as possíveis diferentes soluções de Nível Superior ainda não 
analisadas ou excluídas. 
LI = Matriz com uma solução de Nível Inferior em cada linha. 
LE = Lista intermédia composto por soluções de Nível Inferior potencialmente não-
dominadas e originadas por apenas uma solução de Nível Superior. 
M = Matriz que para cada zona do Espaço dos Objetivos (definidas por uma grelha de 
precisão p) indica os índices das soluções de EP / Lista_Output que aí se encontram. 
Squeeze_Factor = Matriz que indica para cada solução da lista EP / Lista_Output o seu 




Lista_Output = Lista de Output composta por soluções de Nível Inferior 
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Algoritmo 1. Função Principal 
 
No caso de o input identificar um custo alvo, o algoritmo não inclui a linha 25. 
No caso de o input identificar um risco alvo, o algoritmo não inclui a linha 3. O último 
caso aplica-se também no caso de o input não incluir nem um custo nem um risco alvo. 
Nesse caso o parâmetro de risco_alvo é nulo. Não é considerada a possibilidade de se 









1. ] = efdlmjncqfh(], eqfl_bff) 
2. k`~`	c``	 ∈ ] 
3.  \	tqfh_seh() + tqfh_rld_neo ≥ .  × tqfh_lrh 
4.    P ← P\ 
5.  \	tqfh_seh() + tqfh_rld_neo ≤ .  × tqfh_lrh 
6.    P ← P\ 
7. \b\~	] 
Algoritmo 2. Função Filtragem Custo. 
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 ← {:	/370() = /370_-3+} 




6.  k`~`	c`` ∈ ] 
7.   \	tqfh_seh() + tqfh_rld_neo ≥ tqfh_nl 
8.    P ← P\ 
9. \b\~	] 
Algoritmo 3. Função Filtragem Risco 
 
1. \ = `rlelçãh(¡) 
2. k`~`	c``		 ∈ 	¡ 
3.  7M20* = 7M20() 
4.  /370* = /370() 
5. uV3-3+/	1.	Jw	201		0VMçõ.	10-3+1 
6. k`~`	c``		 ∈ 	¡ 
7.  Ju	 ← w+7VMã0(, Ju, |Ju| ) 
8. \b\~	Ju. 
Algoritmo 4. Função Avaliação 
 
1. \ = 	¡otqãh(, \, |\|nl) 
2. >0-4//		0VMçã0		70-		0VMçõ.	.-	Ju 
3. \		é	ihneolil	hd	lmnl	qhçãh	jn	\ 
4.  \b\~	Ju 
5. \		ihneol	lmnl(q)qhçãh(õjq)jn\ 
6.  uV3-3+/	()	0VMçã0(õ.)	10-3+1	1.	Ju 
7. Ju ← Ju ∪  
8. \|\| > |\|nl 
9.  Ju ← u
7VMã0(Ju) 
10. \b\~	Ju 








1. \ = ¡otqãh(, \, |\|nl) 
2. \	tqfh_lrh × .  ≤ tqfh() ≤ tqfh_lrh × .  
3.  >0-4//		0VMçã0		70-		0VMçõ.	.-	Ju 
4.  \		é	ihneolil	hd	lmnl	qhçãh	jn	\ 
5.   \b\~	u| 
6.  \		ihneol	lmnl(q)qhçãh(õjq)jn\ 
7.   uV3-3+/	()	0VMçã0(õ.)	10-3+1	1.	Ju 
8.  Ju ← Ju ∪ Jw 
9.  \	|\| > |\|nl 
10.   Ju ← u
7VMã0(Ju) 
11. \b\~	Ju 
Algoritmo 6. Função Inclusão (com Custo Alvo) 
 
1. \ = ¡otqãh(, \, |\|nl) 
2. \	deqth_lrh − . ¤ ≤ deqth() ≤ deqth_lrh + . ¤ 
3.  >0-4//		0VMçã0		70-		0VMçõ.	.-	Ju 
4.  \		é	ihneolil	hd	lmnl	qhçãh	jn	\ 
5.   \b\~	Ju 
6.  \	ihneol	lmnl(q)qhçãh(õjq)jn	\ 
7.   uV3-3+/	()	0VMçã0(õ.)	10-3+1	1.	Ju 
8.  Ju ← Ju ∪ Jw 
9.  \	|\| > |\|nl- 
10.   Ju ← u
7VMã0(Ju) 
11. \b\~	Ju 
Algoritmo 7. Função Inclusão (com Risco Alvo) 
 
1.  = cd¥lnjofh(, ¦) 
2. ∝	← +ú-./0	V.20/3-.+2.	./10 ∈ !0,1& 
3. [	 ←	∝ " +	(1−∝)$ 
4. \b\~	[. 
Algoritmo 8. Função Cruzamento 
 
1. ¨ = ¨flçãh() 
2. k`~`	c``	e	 ∈ || 
3.  ∝	← +ú-./0	V.20/3-.+2.	./10 ∈ !0,1& 
4.  \	 ∝	≤ © 
5.   9* 	← 	+ú-./0	V.20/3-.+2.	./10 ∈ !0,1& 
6.  \]Ãb 
7.   9* 	← 	*  
8. \b\~	[. 







1. \ = \tqãh(\) 
2. J7 ← -3+ª∈«¬(7M20()) 
3. ­7 ← -
ª∈«¬(7M20()) 
4. J/ ← -3+ª∈«¬(/370()) 
5. ­/ ← -
ª∈«¬(/370()) 
6. 9 ← {} 
7. k`~`	c``		 ∈ 	\ 
8.  9 ®¯°*Y±²(ª)³´µ(¶µ³	´µ)Z ·
° , ¯°±Y¸²(ª)³´¹(¶¹³	´¹)Z ·
°º ← 	9 ®¯°*Y±²(ª)³´µ(¶µ³	´µ)Z ·
° , ¯°±Y¸²(ª)³´¹(¶¹³	´¹)Z ·
°º ∪  
9. k`~`	e = :	 +  
10.  k`~`	» = :  +  
11.   k`~`	¼ = : |¨(e, »)| 














_Â_V32 ← 	 { ∈ 9
_Â_V32:	-3+∈¿_ÀÁ_*Y¸J"(, ) = 9
_132+73} 
17. Ju ← u70Vℎ./	V.20/3-.+2.	 ∈ 	9
_Â_V32 
18. Ju ← Ju\Ju 
19. \b\~	Ju 




- Algoritmo 1: 
 - Algoritmo 2 / Algoritmo 3; 
- Algoritmo 8 + Algoritmo 9; 
 - Algoritmo 4: 
  - Algoritmo 5 / Algoritmo 6 / Algoritmo 7: 
   - Algoritmo 10. 
 








No Esquema 1., é possível compreender a hierarquia das várias funções do 
algoritmo. Na Figura 4 é apresentada a hierarquia das três listas do algoritmo (LI, LE e 
Lista_Output). Nas listas LI, existe um conjunto de soluções cuja qualidade no espaço 
dos objetivos não é relevante, e que correspondem a apenas uma solução de nível 
superior. As listas LE também contêm soluções correspondentes a apenas uma 
determinada solução de nível Superior, mas apenas potencialmente não-dominadas e 
bem espaçadas. 
 Finalmente, a Lista_Output inclui soluções potencialmente não-dominadas e 
bem espaçadas, correspondentes a diferentes soluções de nível Superior. 
 













































LE LE LE 
LI LI LI LI LI LI 







 Apresentado o corpo estrutural do algoritmo, é necessário estudar para que valor 
dos vários parâmetros ou para que critérios este apresenta melhores resultados. Para isso 
o algoritmo foi desenvolvido em MATLAB. Os testes apresentados neste próximo 
capítulo foram corridos num PC com um processador Intel® Core™ i5-3550CPU @ 
3.30 GHz. 
 
5.1. Comparação de soluções 
 
A avaliação de cada um destes aspetos será feita consoante dois critérios: a 
qualidade das soluções e o tempo de CPU. No entanto, ao contrário dos problemas 
monobjetivo, em que a qualidade de duas soluções diferentes é facilmente comparável, 
nos problemas biobjetivo a comparação não é tão simples e linear. 
 
Figura 5. Dois conjuntos de soluções, em que um claramente domina o outro. 
















Na Figura 5 facilmente se verifica que, num problema em que tentamos 
minimizar o custo e o risco, o conjunto de soluções representadas pelos círculos é 
melhor do que o conjunto de soluções representadas pelos quadrados. Podemos, no 
entanto obter duas fronteiras potencialmente de Pareto que se intersectem. 
 
Figura 6. Dois conjuntos de soluções em que nenhum domina o outro. 
 
É preciso encontrar uma medida de qualidade que permita comparar fronteiras 
potenciais de Pareto que se encontrem em casos semelhantes ao da Figura 6. 
Ziztler e Thiele (1998) propuseram um indicador binário a que chamaram de 
hipervolume, e que apesar de não permitir medir a qualidade de uma fronteira potencial 
de Pareto, permite comparar duas fronteiras, mesmo no caso em que se intersectam. 
O hipervolume, no caso da existência de apenas dois objetivos, mede a área 
dominada por uma fronteira potencial de Pareto, tendo em conta um ponto de referência 
à escolha. Assim, este indicador tem em conta não só a qualidade das várias soluções, 
como a sua dispersão ao longo do Espaço dos Objetivos. 
















Figura 7. O hipervolume do conjunto dos pontos P1, P2 e P3 é igual à área da região a 
verde (Cao, 2008). 
 
O cálculo deste indicador é moroso no caso de múltiplos objetivos. Todavia, 
como no problema estudado nesta dissertação, só existem dois objetivos – custo e risco 









5.2. Instância testada 
  
 A instância testada será a seguinte: 
• Existem 4 tipos de sensores diferentes (I, II, III e IV). 
• Existe apenas 1 sensor disponível do tipo I, 2 do tipo II e III, e 3 do tipo IV. 
Não existe obrigatoriedade de utilizar nenhum dos tipos de sensores. 












• O custo de cada sensor do tipo I, II, III e IV, é respetivamente 150, 110, 75 e 
30 unidades monetárias. 
• As coordenadas dos dois geradores são (0.219; 0.047) e (0.6789; 0.6793). 
• Os valores dos parâmetros de geração dos custos variáveis são, A=50 e B=5 
para sensores do tipo I, A=40 e B=4 para os sensores do tipo II, A=30 e B=2 
para os sensores do tipo III e A=15 e B=1 para os sensores do tipo IV. No 
anexo A são apresentadas as matrizes de custo variável para cada tipo de 
sensor, com precisão 0.1. 
 
Em anexo é possível consultar as tabelas com os resultados dos testes. De seguida 
serão apresentadas algumas conclusões referentes aos resultados obtidos para cada parte 
do algoritmo. Para cada conjunto de parâmetros, o algoritmo foi corrido 10 vezes, 






5.3. Parâmetros testados 
 
De seguida será apresentado um estudo aprofundado sobre: 
• critérios de paragem no Nível Superior e Inferior; 
• dimensão das listas; 
• avaliação do risco; 
• processos de cruzamento e mutação; 
• processo de exclusão de soluções. 
 
5.3.1. Critérios de paragem 
 O número de iterações no Nível Superior pode ser fixo ou variar consoante um 
determinado critério de paragem.  
Os testes (vide Anexo B) parecem indicar que quantas mais iterações o 
algoritmo correr no Nível Superior, melhor a qualidade - i.e., maior o hipervolume - da 
solução final obtida. Por outro lado, mais tempo demora o algoritmo a correr. Isto é um 
resultado lógico e esperado, uma vez que quantas mais iterações o algoritmo correr, 
mais configurações diferentes de sensores são analisadas. Embora não seja tão linear, a 
mesma observação pode ser feita no Nível Inferior. 
Também foram testados números de iterações variáveis. No primeiro critério de 
paragem, a existência de uma nova iteração está dependente de uma condição que avalia 
se um valor pseudoaleatório gerado através de uma distribuição Uniforme (0,1) é 
inferior a um determinado valor β. Esse valor β começa por ser 1, e é multiplicado por 





lista LE. Assim que uma solução entra para a lista, o valor de β é restabelecido para o 
valor original de 1. A ideia deste critério de paragem é que, à medida que vamos 
obtendo uma fronteira cada vez mais perto da verdadeira fronteira de Pareto, e que seja 
cada vez mais difícil para uma nova solução entrar na lista, a probabilidade de 
existência de novas iterações seja menor. Além disto, é imposto um número máximo de 
iterações. No entanto, o algoritmo parece apresentar melhores resultados para um d com 
valor 1, o que sugere que, na generalidade dos casos, este critério de paragem resulta 
mal. 
Também foi testado como critério de paragem a evolução do hipervolume da 
Lista_Output em cada iteração (Deb e Sinha, 2010). O teste consistia em interromper o 
algoritmo se a diferença entre o hipervolume da Lista_Output em duas iterações 
consecutivas fosse inferior a um certo δ (nos testes, foi utilizado o valor 0.001). No 
entanto, a qualidade das soluções finais resultantes ficou aquém das obtidas através de 
números razoáveis fixos de iterações. Isto acontece porque a evolução do hipervolume 
ao longo das iterações não é suave, uma vez que pode haver muitas iterações em que 
nenhuma solução entre na lista (Figura 8). 
Mais tarde, testou-se a alternativa de impor um número mínimo exigível de 
iterações seguidas com diferenças entre hipervolumes em iterações consecutivas 
inferiores a δ, e os resultados  aproximaram-se dos obtidos com números fixos e altos de 
iterações, com tempos de computação mais baixos. 
A sugestão para um exemplo desta dimensão é utilizar um número fixo de 
iterações de 72 no Nível Superior (equivalente a analizar todas as soluções nesse nível), 








Figura 8. Dois registos diferentes da evolução do hipervolume da 
Lista_Output ao longo das iterações no Nível Superior.  
 
Este critério de paragem parece resultar melhor no Nível Superior do que Nível 
Inferior. Apesar de exigirem um maior tempo de computação, os testes feitos com 
números de iterações fixos apresentaram melhores resultados do que os feitos com 
número de iterações dependentes da evolução do hipervolume. 






































5.3.2. Comprimento das listas 
Foi igualmente testada a variação do valor do hipervolume perante diferentes 
tamanhos para as três listas, Lista_Output, LE e LI. Os dados recolhidos (vide Anexo B) 
parecem apontar que:  
• para a Lista_Output, o tamanho máximo da lista sugerido é 0.75 ×
∏ (9* + 1)*∈' , que no caso da instância testada é 0.5(2 × 3 × 3 × 4) =
54. O tamanho da Lista_Output depende também, em parte, da vontade 
do Decisor ter à sua disposição muitas ou poucas alternativas. 
Recomenda-se que o valor mínimo deste tamanho máximo da lista não 
seja abaixo de ∏ 9**∈' . 
• para a lista LE, o hipervolume foi máximo para um tamanho máximo de 
lista igual a 81, ou seja 150% do tamanho da Lista_Output. 
• para a lista LI, o hipervolume foi máximo para um tamanho de lista  
igual a 120. Curiosamente, o tamanho desta lista parece ser um dos 
parâmetros com maior influência no tempo de computação do algoritmo 
inteiro. 
• É possível melhorar ligeiramente o valor do hipervolume, sem aumentar 
o tempo de computação, ao não limitar, simultaneamente, o tamanho das 
listas LE e Lista_Output. Desta forma, as listas nunca passam pelo 







5.3.3. Avaliação do risco 
 Os testes parecem confirmar a ideia de que uma avaliação do risco feita num 
maior número de pontos leva a soluções melhores (vide Anexo B). No entanto, esta 
proporção não é totalmente linear. No exemplo testado com uma precisão de 0.02, a 
solução final tem um valor de hipervolume ligeiramente superior ao das soluções dos 
testes com precisão de 0.01. Além do mais, precisões muito refinadas levam a grandes 
tempos de computação. É necessário encontrar um compromisso entre a qualidade da 
solução que queremos obter e o tempo de computação. 
 
5.3.4. Exclusão de soluções 
 A precisão da matriz M, que é usada para decidir qual a solução que deve ser 
excluída das listas LE e Lista_Output, parece ter uma maior influência no hipervolume 
da lista final, em casos que esta tenha um comprimento pequeno (vide Anexo D). É 
nesses casos que se dá um maior número de exclusões, e portanto é necessário que a 
precisão da matriz M tenha um valor apropriado. Para uma Lista_Output de tamanho 
54, recomenda-se o valor "
Ì
, o que faz com que a matriz M tenha 25 zonas diferentes. 
Este valor parece conduzir a um maior hipervolume, e é suficiente para que a solução 
final seja razoavelmente diversificada. 
 
5.3.5. Cruzamento e mutação 
  O operador de cruzamento utilizado é o proposto por Radcliff (1991) 
para problemas contínuos. O cromossoma filho (f) é resultado de uma combinação 





 = Í4" + (1 − Í)4$ 
onde α é um valor aleatório gerado através de uma distribuição Uniforme (0,1). 
A probabilidade de um cromossoma de uma nova lista LI ser produto de um 
cruzamento entre dois genes de LE é dada pela taxa de cruzamento. 
No operador de mutação, cada gene de um cromossoma gerado através de 
mutação é substituído por um valor aleatório, com uma probabilidade igual à taxa de 
cruzamento. 
Foram calculados os valores de taxas de cruzamento e mutação para os quais o 
algoritmo apresenta melhores resultados (vide Anexo B).  
A evolução do tempo de computação parece representar uma superfície 
relativamente regular, que aumenta à medida que a taxa de cruzamento se aproxima de 
0. 
A evolução do hipervolume perante a variação das duas taxas não parece ser tão 
regular. No entanto, uma taxa de mutação de 0.5 e uma taxa de cruzamento de 0.6 













De seguida, na Figura 9, é apresentado um exemplo de uma fronteira 
potencialmente de Pareto, com um dos valores mais altos de hipervolume encontrado – 
0.6316. Esta conjunto de soluções demorou cerca de 10 minutos a ser encontrado. 
 
Figura 9. Distribuição das soluções que constituem a lista final ao longo do Espaço dos 
Objetivos. 
 
No anexo C é apresentada a lista completa de soluções encontradas na fronteira 
potencial de Pareto apresentada na Figura 9. As Figuras 10 e 11 representam dois 
exemplos de soluções encontradas na lista. As coordenadas de cada sensor são 
apresentadas na figura. O esquema de cores representa a distância de cada ponto do 
espaço ao gerador mais próximo. 

















Figura 10. Representação de uma solução X=(1,2,1,0), com custo de 917 u.m. e risco de 
0.474. 
 
Figura 11.  Representação de uma solução X= (1,2,2,2) com custo de 2263.9 u.m. e 











































Os parâmetros escolhidos para gerar este conjunto de soluções foram: 
• Comprimento da Lista_Output = 54 
• Comprimento da Lista LE = 81 
• Comprimento da Lista LI = 120 
• Número Fixo de Iterações no Nível Superior = 72 
• Número Fixo de Iterações no Nível Inferior = 70 
• Taxa de mutação = 0.5 
• Taxa de cruzamento = 0.6 
• Precisão da avaliação de risco = 0.02 
• Precisão da matriz M = 1 5Î  
 
Facilmente se pode observar que há soluções na Lista_Output para as quais, apesar 
de não ter sido encontrada outra solução que as domine, poderão ser desprezadas. É o 
caso da solução representada na Figura 12. O sensor de tipo IV (com o raio de deteção 
mais pequeno) está claramente a mais. A solução X= (1,2,0,1) foi fixada no Nível 
Superior, mas o sensor de tipo IV tornou-se irrelevante ao colocar-se no raio de acção 






Figura 12.  Representação de uma solução X= (1,2,0,1) com custo de 721.8 u.m. e risco 
de 0.534. 
 
De seguida, para tentar compreender que gama de valores de hipervolume era 
possível atingir, testou-se o algoritmo com números de iterações no Nível Inferior 
bastante maiores. Enquanto os restantes parâmetros se mantiveram iguais aos do 
exemplo anterior – exceptuando o comprimento das listas LE e Lista_Output, que 
deixou de ser limitado – os números de iterações no Nível Inferior testados foram de 
200, 400, 1000 e 2000. Na Tabela 3 é apresentada a variação do hipervolume e do 
tempo de CPU para estes números de iterações. Como é possível observar é necessário 
um tempo de computação muito maior para se verificar um aumento razoável do 
hipervolume. Com 2000 iterações houve um aumento de quase 4% no valor do 
hipervolume, comparativamente ao caso em que o algoritmo correu com apenas 70 
iterações. No entanto, o aumento do tempo de CPU foi de quase 2700%. 




















Nº DE ITERAÇÕES 
NO N. I. 
HIPERVOLUME 
TEMPO DE CPU 
(MIN) 
70 0.6327 9.3 
200 0.6363 25.5 
400 0.6404 52.3 
1000 0.6576 121.7 
2000 0.6580 260.9 
Tabela 3. Variação do hipervolume e do tempo de CPU com o número de iterações 
no Nível Inferior. 
 
Também parece ser possível assumir que 0.6580 é um valor muito próximo do 
limite superior do algoritmo. Isto porque, apesar de se ter dobrado o número de 
iterações, a diferença entre o hipervolume obtido para 2000 iterações e para 1000 
iterações foi apenas de 0.0004. 
 No entanto, ao observar-se a lista de soluções obtida com 2000 iterações no 
Nível Superior (representada na Figura 13) continuamos a encontrar algumas soluções 
com o mesmo problema da solução representada na Figura 12. No capítulo seguinte será 






















Figura 13. Conjunto de soluções obtido com 70 e 1000 iterações no Nível Superior 









6.1.  Principais conclusões 
 
Neste trabalho foi proposto um algoritmo para a resolução de um problema binível e 
biobjetivo de localização. Algoritmos que permitam uma resolução heurística de 
PBNBO são raros. 
O algoritmo proposto é uma extensão do algoritmo PESA-II (Corne et al., 2001), 
originalmente desenvolvido para a resolução de problemas multiobjetivo e mono-nível, 
permitindo agora a resolução de problemas com dois níveis de decisão. Foram também 
usadas algumas técnicas e métodos descritos no trabalho de Deb e Sinha (2010).  
No entanto, a proposta apresentada parece ser a única preparada para a resolução de 
problemas em que os dois níveis existem como consequência, não de objetivos não-
cooperativos, mas sim de as dimensões das variáveis de decisão do Nível Inferior 
dependerem dos valores das variáveis de decisão do Nível Superior. Apesar de o 
algoritmo ser apresentado para a resolução do problema de cconfiguração e localização 
de sensores, pode ser facilmente adaptado para outros problemas com características 
semelhantes. 
Foram feitos vários testes às diferentes fases e parâmetros do algoritmo, avaliando 
os resultados através do indicador hipervolume. Contudo, é preciso notar que esta 
medida de qualidade não permite determinar a qualidade global de uma solução. O 
único majorante que existe para este valor é 1, valor esse que é inatingível, uma vez que 
requereria uma solução “ideal” que minimizasse ao mesmo tempo o custo e o risco. 





final do capítulo anterior está próxima da ótima ou não. No entanto, o hipervolume 
permite-nos comparar soluções e ter uma noção do espaço dominado por cada fronteira. 
Assim, é um indicador, não só da qualidade de cada uma das soluções na potencial 
fronteira, como também da sua diversidade no espaço dos objetivos.  
 É necessário, todavia, prudência na interpretação destes resultados e desta 
medida de qualidade. O hipervolume não deve ser visto como uma medida comparativa 
final, mas sim como um auxiliar. Se tivermos duas fronteiras potencialmente de Pareto 
que são “incomparáveis” – i.e. que se cruzam, quando sobrepostas – uma fronteira pode 
ter um maior hipervolume, e, no entanto, ser na outra que se encontram as soluções 
individuais que mais agradam ao Decisor. 
 No entanto, de forma a afinar os parâmetros do algoritmo, e perante a 
necessidade de encontrar uma medida de qualidade de fronteiras de Pareto, o 
hipervolume parece ser a melhor escolha na literatura, uma vez que é a única que 
permite comparar fronteiras ditas “incomparáveis”. Assim, os testes realizados parecem 
indicar que o algoritmo obtém bons resultados em tempos de computação razoáveis, em 
particular sob as seguintes condições: 
• Um tamanho máximo da Lista_Output de 0.75 × ∏ (9* + 1)*∈' ; 
• Um tamanho máxima da lista LE de 1.5 × |Lista_Output|; 
• Um tamanho fixo da lista LI de 120; 
• Um número máximo (72) de iterações no Nível Superior; 
• 70 iterações no Nível Inferior; 
• Uma taxa de cruzamento, 0.6 e uma taxa de mutação 0.5; 





É possível obter melhores resultados, se se admitir tempos de computação maiores, 
ao aumentar o número de iterações do Nível Inferior (até 1000), ou não limitando o 
tamanho das listas Lista_Output e LE. 
 
6.2. Desenvolvimentos futuros 
 
Em 2012 deu-se início aos primeiros desenvolvimentos do Projecto SAFEPORT, 
que visa estudar o complexo problema de vigilância e segurança de portos. O seu 
principal objetivo é o desenvolvimento de um Sistema de Apoio à Decisão capaz de 
oferecer, para diferentes portos, boas recomendações quanto à configuração, localização 
e utilização dos recursos de defesa, incluindo sensores, outros equipamentos e pessoal 
(Maia Martins et al., 2010). 
Para que este algoritmo possa vir a ser utilizado no futuro, no âmbito do projeto 
SAFEPORT, deverá ser melhorado, de tal forma que possa enfrentar problemas de outra 
grandeza e complexidade. Por exemplo, é previsível que a variedade de sensores e 
outros equipamentos susceptíveis de serem utilizados seja bem maior do que 4, o que 
levará a que o Nível Superior tenha um número de soluções muito elevado. 
Esta pluralidade de soluções no Nível Superior fará com que seja incomportável 
analisar todas. É possível que, nesse caso, um critério de paragem baseado na evolução 
do hipervolume seja uma escolha acertada, pois permite atingir níveis de qualidade 
razoáveis em tempos de computação bastante mais curtos. 
Além do mais, não sendo possível analisar todas as soluções, será necessário saber 





Nível Superior a analisar é feita de forma aleatória. No entanto, defende-se que é 
preciso encontrar uma alternativa viável e inteligente a esta escolha. 
Uma possível ideia para resolver este problema é o uso de metamodelos (Knowles e 
Nakayama, 2008, Santana-Quintero et al, 2010) de forma a ir modelando o Nível 
Superior à medida que cada solução é analisada. Desta forma, a escolha da próxima 
solução a analisar seria criteriosa, evitando-se configurações dos equipamentos que não 
contribuam para a fronteira de Pareto final. 
Contudo, para que isto seja exequível, tem que ser possível avaliar cada uma das 
soluções do Nível Superior, o que não é fácil quando cada solução de Nível Superior 
gera múltiplas soluções de Nível Inferior. Uma alternativa é utilizar o hipervolume para 
avaliar as listas EP geradas por cada solução de Nível Superior. No entanto, é preciso 
estar consciente que esta alternativa pode levar a que a pesquisa seja demasiadamente 
centrada em soluções de Nível Superior que gerem fronteiras de Pareto no Nível 
Inferior diversificadas, em oposição a fronteiras concentradas numa determinada zona 
do Espaço dos Objetivos, mas que tenham maior qualidade. 
Outra alternativa, ainda por testar, é utilizar a própria Lista_Output como medidor 
de qualidade. A Lista_Output é já, ela própria, um filtro de qualidade, uma vez que só 
soluções potencialmente não dominadas e diversificadas entram nela. Uma solução de 
Nível Superior de qualidade é uma solução que gerará múltiplas soluções de Nível 
Inferior que entrem na Lista_Output. 
No que diz respeito à avaliação do risco e do custo, é natural que surjam funções 
mais complexas. Por exemplo, não é realista considerar que a capacidade de deteção dos 
sensores é binária (ou deteta ou não), mas sim gradual consoante a distância ao sensor. 





Rodrigues (2012), Minimizing Port Security Risk. No entanto a existência de avaliações 
de risco e custo mais complexas não terá impacto no algoritmo, à exceção do tempo de 
computação, uma vez que trabalha com estas avaliações numa lógica de “caixa negra”. 
O algoritmo fornece a solução e recebe a avaliação, e é independente da forma como é 
feita esta análise. 
A região admissível para a instalação de sensores também foi alvo de uma 
simplificação. É de esperar que a região tenha múltiplas formas, e que haja 
determinados locais onde não é possível ser feita a instalação de determinado sensor. 
Porém, esta complicação não se prevê difícil de ultrapassar. Uma alternativa fácil de 
implementar – o que não significa que seja a melhor – é limitar a entrada a soluções 
admissíveis na Lista_Output. 
Por fim, de forma a obter-se melhores soluções, deverá ser agregado a este 
algoritmo um outro, de pesquisa local para o Nível Inferior (Deb e Sinha, 2010). A 
pesquisa no Nível Inferior não deve ser feita extensivamente, mas sim até um 
determinado critério de paragem se verificar. Após isso, devem ser escolhidas as 
melhores soluções da lista, sujeitando-as então ao tal algoritmo de pesquisa local 
especializado na localização e distribuição de sensores ao longo do espaço admissível. 
Este melhoramento permitirá atingir soluções melhores em menos tempo, evitando que 
surjam soluções como a representada na Figura 12. 
Estando consciente da necessidade de melhoramentos significativos, consideramos 
que o algoritmo proposto neste trabalho constitui uma base adequada para o que mais 
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Anexo A. Matrizes dos custos variáveis 
 
 
Custos variáveis do sensor tipo I. 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
0 256 87 18 49 180 411 742 1173 1704 2335 2828 
0.1 259 90 21 52 183 414 745 1176 1707 1927 2199 
0.2 362 193 124 155 286 517 848 1156 1227 1398 1669 
0.3 565 396 327 358 489 720 755 727 798 969 1240 
0.4 868 699 630 661 784 555 426 397 468 640 911 
0.5 1271 1102 1033 883 555 326 197 168 239 410 681 
0.6 1774 1605 1183 754 425 196 68 39 110 281 552 
0.7 2311 1683 1154 725 396 167 38 9 81 252 523 
0.8 2382 1753 1224 796 467 238 109 80 151 322 593 
0.9 2553 1924 1395 966 637 409 280 251 322 493 764 




Custos variáveis do sensor tipo II. 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
0 205 69 14 39 144 329 594 938 1363 1868 2262 
0.1 207 72 17 41 146 331 596 941 1366 1542 1759 
0.2 289 154 99 124 229 414 678 925 982 1119 1335 
0.3 452 317 261 286 391 576 604 581 638 775 992 
0.4 694 559 504 529 627 444 341 318 375 512 729 
0.5 1016 881 826 707 444 261 157 134 191 328 545 
0.6 1419 1284 946 603 340 157 54 31 88 225 442 
0.7 1849 1346 923 580 317 134 31 8 64 201 418 
0.8 1906 1403 980 636 373 190 87 64 121 258 475 
0.9 2042 1539 1116 773 510 327 224 201 258 394 611 







Custos variáveis do sensor tipo III. 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
0 152 51 10 28 107 246 444 703 1021 1400 1696 
0.1 154 53 11 30 109 247 446 705 1023 1155 1318 
0.2 216 115 73 92 171 309 508 693 735 838 1001 
0.3 338 236 195 214 292 431 452 435 478 580 743 
0.4 520 418 377 395 469 332 255 237 280 383 545 
0.5 761 660 619 529 332 194 117 100 142 245 408 
0.6 1063 962 709 451 254 117 40 22 65 168 330 
0.7 1386 1009 691 434 237 99 22 5 47 150 313 
0.8 1428 1051 734 476 279 142 64 47 90 192 355 
0.9 1531 1153 836 579 381 244 167 149 192 295 458 




Custos variáveis do sensor tipo IV. 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
0 76 26 5 14 53 123 222 351 511 700 848 
0.1 77 26 6 15 54 124 223 352 512 578 659 
0.2 108 57 37 46 85 155 254 346 368 419 500 
0.3 169 118 98 107 146 215 226 217 239 290 371 
0.4 260 209 188 198 235 166 127 119 140 191 273 
0.5 381 330 309 265 166 97 59 50 71 123 204 
0.6 532 481 354 226 127 58 20 11 32 84 165 
0.7 693 504 346 217 118 50 11 2 24 75 156 
0.8 714 525 367 238 140 71 32 24 45 96 178 
0.9 765 577 418 289 191 122 83 75 96 147 229 












Anexo B.  Testes à variação de parâmetros 
 
De seguida serão apresentados os resultados dos testes corridos na 
implementação do algoritmo em MATLAB. Cada instância foi corrida 20 vezes tendo 
sido registada a média e o desvio padrão do hipervolume de cada uma das listas 
obtidas (respetivamente MED HV e DP HV) assim como o tempo médio de computação 
(MED T(s)), em segundos. 
Os diferentes parâmetros estão codificados de 1 a 9 por uma questão de 
organização das tabelas. De seguida é apresentada a legenda relativa a essa 
codificação: 
1 – Comprimento da Lista_Output 
2 – Comprimento da lista LE 
3 – Comprimento da lista LI 
4 – Número de iterações no Nível Superior (Inf corresponde ao número máximo 
de iterações, ou seja, 72) 
5 – Número de iterações no Nível Inferior 
6 – Taxa de mutação 
7 – Taxa de cruzamento 
8 – Precisão do Risco 


















COMPRIMENTOS DAS LISTAS 
 
1 2 3 4 5 6 7 8 9 MED HV DP HV MED T (s) 
12 10 5 Inf 40 0.7 0.2 0.1 6 0.5695 0.0127 4.2541 
54 10 5 Inf 40 0.7 0.2 0.1 6 0.5794 0.0169 4.2151 
72 10 5 Inf 40 0.7 0.2 0.1 6 0.5693 0.017 4.2042 
36 10 5 Inf 40 0.7 0.2 0.1 6 0.5783 0.0215 4.2089 
6 10 5 Inf 40 0.7 0.2 0.1 6 0.5235 0.0228 4.2807 
12 6 5 Inf 40 0.7 0.2 0.1 6 0.5619 0.0143 4.3665 
12 10 5 Inf 40 0.7 0.2 0.1 6 0.5673 0.0161 4.251 
12 12 5 Inf 40 0.7 0.2 0.1 6 0.5616 0.0164 4.237 
12 16 5 Inf 40 0.7 0.2 0.1 6 0.5777 0.0164 4.2292 
36 10 5 Inf 40 0.7 0.2 0.1 6 0.5753 0.0137 4.2027 
36 12 5 Inf 40 0.7 0.2 0.1 6 0.5817 0.0192 4.198 
36 16 5 Inf 40 0.7 0.2 0.1 6 0.5771 0.021 4.1886 
36 18 5 Inf 40 0.7 0.2 0.1 6 0.5741 0.0173 4.1949 
36 36 5 Inf 40 0.7 0.2 0.1 6 0.5866 0.0149 4.1917 
36 48 5 Inf 40 0.7 0.2 0.1 6 0.5757 0.0209 4.1886 
54 27 5 Inf 40 0.7 0.2 0.1 6 0.5752 0.0143 4.2089 
54 54 5 Inf 40 0.7 0.2 0.1 6 0.5808 0.0131 4.1839 
54 81 5 Inf 40 0.7 0.2 0.1 6 0.5915 0.0198 4.1777 
54 108 5 Inf 40 0.7 0.2 0.1 6 0.5832 0.0129 4.2557 
72 36 5 Inf 40 0.7 0.2 0.1 6 0.5715 0.0186 4.1949 
72 72 5 Inf 40 0.7 0.2 0.1 6 0.5716 0.0193 4.1902 
72 96 5 Inf 40 0.7 0.2 0.1 6 0.5695 0.0161 4.1715 
36 16 20 Inf 40 0.7 0.2 0.1 6 0.6032 0.0129 13.1587 
36 16 30 Inf 40 0.7 0.2 0.1 6 0.6028 0.0211 19.0103 
36 16 40 Inf 40 0.7 0.2 0.1 6 0.6022 0.0179 24.8619 
36 16 50 Inf 40 0.7 0.2 0.1 6 0.6011 0.0179 30.6573 
36 16 60 Inf 40 0.7 0.2 0.1 6 0.5969 0.0127 36.6088 
54 81 5 Inf 40 0.7 0.2 0.1 6 0.5832 0.0129 4.2011 
54 81 20 Inf 40 0.7 0.2 0.1 6 0.5866 0.0187 13.1758 
54 81 40 Inf 40 0.7 0.2 0.1 6 0.6058 0.0132 24.723 
54 81 60 Inf 40 0.7 0.2 0.1 6 0.6012 0.0126 36.2375 
54 81 80 Inf 40 0.7 0.2 0.1 6 0.6028 0.0169 47.7691 
54 81 100 Inf 40 0.7 0.2 0.1 6 0.6102 0.0118 59.2679 
54 81 120 Inf 40 0.7 0.2 0.1 6 0.623 0.0104 70.8338 
54 81 140 Inf 40 0.7 0.2 0.1 6 0.6145 0.013 82.4278 









CRITÉRIOS DE PARAGEM 
 
1 2 3 4 5 6 7 8 9 MED HV DP HV MED T (s) 
12 10 5 5 10 0.7 0.2 0.1 6 0.4574 0.0491 0.0952 
12 10 5 10 10 0.7 0.2 0.1 6 0.5066 0.0361 0.1794 
12 10 5 30 10 0.7 0.2 0.1 6 0.5258 0.0165 0.5257 
12 10 5 50 10 0.7 0.2 0.1 6 0.5404 0.0194 0.9017 
12 10 5 Inf 10 0.7 0.2 0.1 6 0.5478 0.0211 1.2683 
12 10 5 HV(1) 10 0.7 0.2 0.1 6 0.3937 0.0933 0.0749 
12 10 5 HV(3) 10 0.7 0.2 0.1 6 0.4711 0.0527 0.1186 
12 10 5 HV(10)  10 0.7 0.2 0.1 6 0.5298 0.0423 0.3058 
12 10 5 HV(20) 10 0.7 0.2 0.1 6 0.5422 0.0216 0.5273 
12 10 5 Inf 10 0.7 0.2 0.1 6 0.5527 0.0279 1.2901 
12 10 5 Inf 15 0.7 0.2 0.1 6 0.5568 0.0149 1.7004 
12 10 5 Inf 30 0.7 0.2 0.1 6 0.5626 0.015 2.7331 
12 10 5 Inf 40 0.7 0.2 0.1 6 0.5639 0.0205 3.2058 
12 10 5 Inf 45 0.7 0.2 0.1 6 0.5667 0.017 3.2698 
12 10 5 Inf 50 0.7 0.2 0.1 6 0.5585 0.0149 3.5724 
12 10 5 Inf 60 0.7 0.2 0.1 6 0.5668 0.0127 3.7269 
12 10 5 Inf 70 0.7 0.2 0.1 6 0.5711 0.015 3.8719 
12 10 5 Inf HV(1) 0.7 0.2 0.1 6 0.5214 0.0125 0.649 
12 10 5 Inf HV(3) 0.7 0.2 0.1 6 0.5455 0.0274 0.833 
12 10 5 Inf HV(10) 0.7 0.2 0.1 6 0.5595 0.0221 1.7659 
12 10 5 Inf HV(20) 0.7 0.2 0.1 6 0.543 0.028 2.9453 
12 10 5 Inf 60 0.7 0.2 0.1 6 0.5741 0.0231 6.4631 
12 10 5 Inf 80 0.7 0.2 0.1 6 0.5836 0.018 8.3102 
54 81 120 Inf 70 0.7 0.2 0.1 6 0.6175 0.0127 122.9101 
54 81 120 Inf 90 0.7 0.2 0.1 6 0.6213 0.0071 157.068 
54 81 120 Inf 110 0.7 0.2 0.1 6 0.618 0.0145 190.1808 
54 81 120 Inf 130 0.7 0.2 0.1 6 0.6185 0.0148 222.8786 
 
* Critério de  Paragem depende da variação do hipervolume (ver secção 5.3.1.). O 
número entre parentesis representa o número de iterações seguidas com hipervolume 










EXCLUSÃO DE SOLUÇÕES 
 
1 2 3 4 5 6 7 8 9 MED HV DP HV MED T (s) 
12 10 20 Inf 40 0.7 0.2 0.1 2 0.5812 0.0131 13.4067 
12 10 20 Inf 40 0.7 0.2 0.1 3 0.5792 0.0165 13.3428 
12 10 20 Inf 40 0.7 0.2 0.1 4 0.5859 0.0184 13.2944 
12 10 20 Inf 40 0.7 0.2 0.1 5 0.5918 0.015 13.3006 
12 10 20 Inf 40 0.7 0.2 0.1 6 0.5865 0.0103 13.3272 
12 10 20 Inf 40 0.7 0.2 0.1 7 0.5683 0.0232 13.3459 
12 10 20 Inf 40 0.7 0.2 0.1 10 0.5766 0.0228 13.363 
 
PRECISÃO DO RISCO 
 
1 2 3 4 5 6 7 8 9 MED HV DP HV MED T (s) 
12 10 5 Inf 10 0.7 0.2 0.2 6 0.4966 0.0321 1.1716 
12 10 5 Inf 10 0.7 0.2 0.1 6 0.5421 0.0197 1.2230 
12 10 5 Inf 10 0.7 0.2 0.05 6 0.5578 0.0138 1.3354 
12 10 5 Inf 10 0.7 0.2 0.02 6 0.5682 0.0119 4.6878 
12 10 5 Inf 10 0.7 0.2 0.01 6 0.5615 0.0104 7.6160 
 
 




C*/M** 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
0 0.5392 0.5380 0.5512 0.5404 0.5526 0.5372 0.5556 0.5470 0.5910 0.5821 0.5857 
0.1 0.5683 0.5533 0.5401 0.5572 0.5623 0.6034 0.5680 0.5258 0.5771 0.5677 0.5654 
0.2 0.5523 0.5703 0.5380 0.5963 0.5461 0.5801 0.5535 0.5466 0.5791 0.5758 0.5902 
0.3 0.5788 0.5651 0.5894 0.5631 0.5692 0.5937 0.5585 0.5351 0.5989 0.5815 0.6065 
0.4 0.5578 0.5422 0.5746 0.5889 0.5713 0.5884 0.5293 0.5915 0.5999 0.5633 0.5599 
0.5 0.5185 0.5640 0.5524 0.5882 0.5814 0.5852 0.5871 0.6009 0.5492 0.5901 0.5437 
0.6 0.5716 0.5754 0.5871 0.5619 0.5476 0.6238 0.5790 0.5541 0.5637 0.5772 0.5612 
0.7 0.5491 0.5653 0.5760 0.5814 0.5827 0.5994 0.5664 0.5477 0.5907 0.6012 0.5921 
0.8 0.5549 0.5821 0.5572 0.5560 0.5675 0.5695 0.5637 0.5478 0.5589 0.5844 0.5923 
0.9 0.5340 0.5648 0.5706 0.5842 0.5418 0.5887 0.5915 0.5577 0.5536 0.5401 0.5970 
1 0.5693 0.5583 0.5759 0.5948 0.5901 0.5761 0.5843 0.6004 0.5795 0.5354 0.5642 










C/M 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
0 5.16 5.13 5.10 4.98 5.15 4.99 4.93 4.84 4.96 4.82 4.90 
0.1 5.26 5.13 5.13 4.98 5.05 4.93 4.95 4.76 4.70 4.68 4.59 
0.2 5.16 5.05 5.02 4.98 4.91 4.84 4.80 4.80 4.74 4.70 4.63 
0.3 5.12 5.18 5.09 4.98 4.95 4.93 4.82 4.77 4.76 4.62 4.56 
0.4 5.27 5.09 5.04 4.91 4.90 4.85 4.82 4.77 4.74 4.77 4.65 
0.5 5.29 5.07 5.13 5.07 4.99 5.01 4.96 4.95 4.84 4.76 4.51 
0.6 5.15 5.13 5.01 4.98 4.93 4.82 4.84 4.76 4.76 4.70 4.68 
0.7 5.21 5.12 5.16 4.98 4.90 5.01 4.93 4.76 4.70 4.66 4.57 
0.8 5.05 4.99 4.93 4.87 4.82 4.79 4.76 4.66 4.62 4.59 4.57 
0.9 5.04 4.99 4.95 4.88 4.79 4.79 4.73 4.68 4.65 4.66 4.76 





































Nos gráficos acima, as zonas mais escuras correspondem a valores de hipervolume e 
tempo de CPU mais altos, e as zonas mais claras a valores mais baixos. Os resultados 
foram obtidos com os seguintes valores para os restantes parâmetros: 
• Comprimento da Lista_Output = 54 
• Comprimento da Lista LE = 81 
• Comprimento da Lista LI = 5 
• Número Fixo de Iterações no Nível Superior = 72 
• Número Fixo de Iterações no Nível Inferior = 40 
• Precisão da avaliação de risco = 0.1 































Anexo C.  Solução de Exemplo 
X Y Custo Risco 
0 0 0 0 
 
0.0 1 
0 0 0 1 .7233 .7403 32.3 0.976 
0 0 0 2 .7449 .7406 .6517 .6796 64.6 0.958 
0 0 0 2 .0500 .2014 .7235 .6995 67.2 0.955 
0 0 0 2 .0756 .2157 .7234 .6996 68.1 0.952 
0 0 1 0 .7476 .6930 79.6 0.924 
0 0 1 1 .0499 .1906 .6816 .6973 117.0 0.922 
0 1 0 0 .7498 .7300 117.5 0.885 
0 1 0 0 .6900 .5500 140.6 0.885 
0 1 0 1 .7283 .6821 .0498 .2125 152.4 0.864 
0 1 0 1 .7413 .6807 .1199 .2362 153.2 0.862 
1 0 0 0 .7002 .6599 159.4 0.744 
1 0 0 1 .6601 .7199 .0498 .2103 194.2 0.723 
1 0 0 1 .7001 .6598 .0957 .1801 195.1 0.720 
1 0 1 0 .6997 .6804 .0499 .2134 244.1 0.689 
1 0 1 0 .7004 .6797 .1480 .2128 245.9 0.668 
1 0 1 1 .7150 .6563 .1407 .1920 .0499 .3497 290.0 0.654 
1 0 1 1 .7150 .6563 .1407 .1920 .0499 .4180 329.4 0.648 
1 0 1 1 .7147 .6600 .1404 .1917 .1156 .4257 330.2 0.644 
1 0 2 0 .6849 .6584 .1000 .3451 .1333 .1697 351.0 0.625 
1 1 1 0 .5657 .6964 .1497 .2500 .7498 .5724 412.3 0.612 
1 0 2 0 .7012 .6600 .2257 .1823 .1279 .3471 412.8 0.616 
1 0 2 0 .6969 .6581 .1443 .4478 .1456 .1740 429.6 0.596 
1 1 1 0 .5600 .6653 .1476 .1930 .8362 .5505 454.7 0.590 
1 1 1 0 .5832 .5875 .1499 .1858 .8144 .7953 508.9 0.585 
1 1 1 0 .5653 .7191 .1486 .2938 .7497 .4637 514.4 0.585 
1 1 1 0 .5576 .6603 .1451 .1864 .8435 .4561 532.0 0.577 
1 1 1 0 .5839 .5642 .2007 .1753 .8086 .8349 591.3 0.570 
1 1 1 0 .5648 .7414 .1475 .3370 .7495 .3566 651.7 0.565 
1 1 1 0 .6524 .4750 .1902 .1789 .8133 .8297 690.9 0.560 
1 2 0 1 .2499 .3260 .5862 .7443 .7369 .4800 .6867 .6541 721.8 0.534 
1 2 0 1 .2455 .3059 .4913 .7441 .7431 .5922 .7344 .7945 743.4 0.525 
1 2 0 1 .2481 .3163 .4875 .7423 .7386 .5503 .7996 .8074 764.6 0.508 
1 2 1 0 .6441 .4509 .7481 .7937 .1498 .2708 .4625 .7637 889.8 0.490 
1 2 2 0 .2315 .3317 .6519 .5550 .8144 .7979 .5506 .7649 .7266 .5674 913.2 0.491 
1 2 1 0 .6615 .4531 .7790 .8294 .1381 .3029 .4526 .7848 917.0 0.474 
1 2 2 0 .2265 .3429 .6625 .4876 .7216 .7715 .4515 .6856 .8305 .5500 1037.1 0.458 
1 2 2 1 .4533 .6462 .8148 .7583 .1483 .3302 .2498 .1666 .7433 .4964 .6422 .7088 1092.9 0.456 
1 2 2 0 .2237 .3407 .6629 .4873 .7229 .7708 .4527 .6864 .8328 .5496 1114.4 0.458 
1 2 2 1 .4551 .6619 .8487 .7939 .1564 .3470 .1459 .1034 .7414 .4927 .6048 .7360 1126.0 0.439 
1 2 2 1 .4552 .6658 .8450 .7912 .1581 .3493 .1679 .1134 .7420 .4927 .6050 .7379 1187.8 0.438 
1 2 2 0 .2232 .3407 .6615 .4524 .6771 .7866 .3511 .7216 .8302 .4962 1252.0 0.431 





X Y Custo Risco 
1 2 2 0 .2304 .3477 .6809 .4005 .7173 .7499 .3609 .7485 .8450 .4891 1378.1 0.423 
1 2 2 0 .2307 .3478 .6871 .3821 .7257 .7397 .3507 .7592 .8473 .4992 1420.8 0.421 
1 2 2 0 .2117 .3239 .8092 .7943 .5648 .8041 .2525 .7378 .7737 .4505 1460.3 0.415 
1 2 2 1 .4061 .6782 .7997 .7553 .1634 .3468 .4495 .2273 .7480 .4926 .7220 .7376 1670.5 0.415 
1 2 2 2 .7457 .3691 .6828 .8082 .2126 .2098 .5221 .6176 .3742 .5739 .1230 .4457 .3661 .7452 1684.2 0.402 
1 2 2 2 .7328 .3649 .4501 .6055 .2170 .1967 .6498 .8154 .4664 .8177 .2284 .4066 .1490 .6196 1748.1 0.398 
1 2 2 2 .7491 .3584 .6763 .8150 .2242 .2073 .5385 .6230 .3578 .5421 .1205 .4438 .3887 .7606 1782.9 0.388 
1 2 2 2 .7340 .3534 .4151 .5897 .2288 .1925 .6802 .8397 .4553 .8102 .2368 .3948 .1466 .6174 1913.9 0.378 
1 2 2 2 .7371 .3558 .3899 .5933 .2264 .2062 .5501 .8488 .7283 .8115 .3105 .8108 .1471 .6174 1989.9 0.364 
1 2 2 2 .7367 .3584 .3951 .5963 .2242 .2073 .5385 .8438 .7411 .8114 .3124 .8309 .1487 .6178 2067.5 0.361 
1 2 2 2 .7374 .3571 .3847 .5945 .2256 .2093 .5174 .8492 .7931 .8102 .3284 .9113 .1487 .6174 2161.2 0.346 
1 2 2 2 .7381 .3536 .3741 .5903 .2287 .2089 .5222 .8571 .7997 .8097 .3327 .9210 .1467 .6166 2263.9 0.341 
 
 
 
 
  
