Infrared dark clouds (IRDCs) are dense, molecular structures in the interstellar medium that can harbour sites of high-mass star formation. IRDCs contain supersonic turbulence, which is expected to generate shocks that locally heat pockets of gas within the clouds. We present observations of the CO J = 8-7, 9-8, and 10-9 transitions, taken with the Herschel Space Observatory, towards four dense, starless clumps within IRDCs (C1 in G028.37+00.07, F1 and F2 in G034.43+0007, and G2 in G034.77-0.55). We detect the CO J = 8-7 and 9-8 transitions towards three of the clumps (C1, F1, and F2) at intensity levels greater than expected from photodissociation region (PDR) models. The average ratio of the 8-7 to 9-8 lines is also found to be between 1.6 and 2.6 in the three clumps with detections, significantly smaller than expected from PDR models. These low line ratios and large line intensities strongly suggest that the C1, F1, and F2 clumps contain a hot gas component not accounted for by standard PDR models. Such a hot gas component could be generated by turbulence dissipating in low velocity shocks.
INTRODUCTION
Giant molecular clouds contain significant supersonic turbulent motions and this turbulence may play a key role in supporting molecular clouds against collapse on large scales, as well as in generating small-scale density perturbations that can then locally collapse to form stars (e.g., Padoan & Nordlund 2002; McKee & Ostriker 2007) . Numerical simulations of magnetohydrodynamic (MHD) turbulence, similar to that observed in molecular clouds, show that such turbulence decays on the order of the crossing time at the driving scale (Gammie & Ostriker 1996; Mac Low et al. 1998; Stone et al. 1998; Mac Low 1999; Padoan & Nordlund 1999; Ostriker et al. 2001) . In typical Galactic star-forming regions, the volume averaged turbulent dissipation rate is on the order of the cosmic ray heating rate (Pon et al. 2012 ). This turbulent heating, however, only occurs within localized shock fronts, such that these shocks create a hot gas component with a low volume filling factor, thereby producing a very different spectral signature than would be expected from uniformly heated gas (Pon et al. 2012) . Pon et al. (2012) present MHD, C-type shock models for 2 and 3 km s −1 shocks propagating into gas with densities between 10 2.5 and 10 3.5 cm −3 . By scaling these models to the expected turbulent energy dissipation rate of a molecular cloud * Herschel is an ESA space observatory with science instruments provided by European-led Principal Investigator consortia and with important participation from NASA.
(e.g., Basu & Murali 2001) , Pon et al. (2012) predict the integrated intensities of shock excited lines from low-mass starforming regions. They show that most of the energy in these shocks is radiated by rotational transitions of CO and, by comparing their shock results to the PDR models of Kaufman et al. (1999) , they predict that mid-J CO lines (J upper ≥ 6) should be dominated by emission from shocked gas, despite this hot shocked gas only having volume filling factors of the order of 0.1%. Such excess emission in the CO J = 6 → 5 line, consistent with an extra hot gas component, has already been detected in the Perseus B1-East 5 low-mass star-forming region (Pon et al. 2014) and in the Taurus molecular cloud (Larson et al. in preparation) .
SOURCES
We consider clumps to be structures that are large enough to fragment into star clusters and cores to be structures likely to form a single star. To match such a theoretically based classification system to observed structures in IRDCs, we choose to refer to objects on the size scale of a parsec as clumps, and objects on the size scale of 0.1 pc as cores. Such a naming convention helps us to clarify the size scale of the object being described and to differentiate between substructures within regions. With this working, observational definition, clumps will typically have masses on the order of hundreds of solar masses (Butler & Tan 2009 ) while cores will have masses on the order of tens of solar masses (Tan et al. 2013; Butler et al. 2014) .
The four clumps examined in this paper are the clumps studied by Tan et al. (2013) . The locations of these four clumps, as given by Butler & Tan (2012) , are listed in Table 1 and the clumps will be referred to as C1, F1, F2, and G2 (Butler & Tan 2009 . These clumps are spread between three different IRDCs, the C (G028.37+00.07), F (G034.43+00.24), and G (G034.77-0.55) IRDCs of Butler & Tan (2009) . IRDC C is also known as the Dragon Nebula (Wang 2015) . These clumps were selected by Tan et al. (2013) for five reasons. First, the clumps are well studied, having been surveyed in continuum emission Chambers et al. 2009 ), mid-infrared extinction (Butler & Tan 2009 , and molecular line emission, including, but not limited to, N 2 H + and N 2 D + emission (Fontani et al. 2011) . Second, the clumps are dark at 24 and 70 microns in Spitzer MIPSGAL images (Carey et al. 2009 ), indicating the lack of massive embedded protostars. Third, the clumps are in relatively quiescent environments, indicated by the lack of mid-infrared sources within 20 arcsec (Benjamin et al. 2003; Tan et al. 2013) . Fourth, the clumps have large mass surface densities (Butler & Tan 2009 and fifth, they have large deuterium fractions measured by the N 2 D + to N 2 H + column density ratio (Fontani et al. 2011) . These four clumps are thus prime candidates to be sites of star formation in the near future, but are unlikely to currently contain massive protostars. Tan et al. (2013) detect small, 0.1 pc sized cores in N 2 D + emission within each of these clumps, with the C1 and G2 clumps harbouring two local maxima of N 2 D + emission each. These individual N 2 D + cores are denoted as C1-N, C1-S, G2-N, and G2-S. Figure 1 shows the mass surface densities of the four clumps, as derived from 8 micron extinction mapping (Butler & Tan 2012) , and the central locations of the six cores. The contours start at 0.075 g cm −2 (A V of 17 mag) and increase by increments of 0.075 g cm −2 , with the typical uncertainty being on the order of 30% based upon uncertainties in the opacity per unit mass (Butler & Tan 2009 . The uncertainty based upon background fluctuations is of the order of 0.013 g cm −2 (Butler & Tan 2012 ). This figure also shows the locations of the MM7 clump of Rathborne et al. (2006) and the 24 micron source towards the edge of the F1 clump (Chambers et al. 2009) Rathborne et al. (2006) , was previously called the F2 clump by Butler & Tan (2009) . When Butler & Tan (2012) updated the central locations of 42 of the Rathborne et al. (2006) clumps by selecting the highest mass surface density peak within the clump areas defined by Rathborne et al. (2006) , the F2 clump was the only clump for which Butler & Tan (2012) were unable to find a mass surface density peak within the clump boundary or within a few arcseconds of the boundary. The peak that Butler & Tan (2012) ended up assigning to F2 is ∼ 10 arcsec outside of the Rathborne et al. (2006) boundary and 23 arcsec from the central location of MM7. Due to this position shift, we refer to the 0.5 pc scale mass surface density structure associated with the Butler & Tan (2012) F2 location as the F2 clump and refer to the structure associated with the Rathborne et al. (2006) location as the MM7 clump. A closer examination of the Butler & Tan (2012) mass surface density map suggests that the F2 clump and MM7 clump are indeed different clumps (see Figure 1 ).
HERSCHEL OBSERVATIONS

Reduction
As part of the open time project OT2_pcaselli_8, roughly 1 arcminute square maps of the CO J = 8 → 7, 9 → 8, and 10 → 9 line emission from the C1, F1, F2, and G2 clumps were obtained using the Heterodyne Instrument for the FarInfrared (HIFI; de Graauw et al. 2010) on board the Herschel Space Observatory (Pilbratt et al. 2010 ). All of the observations were conducted in position switching mode with on-the-fly mapping. The off positions, in J2000 right ascension and declination, used for C1 and G2 were ( (HRS) . Since the WBS data have lower noise and the observed lines are quite weak, we will hereafter only use the WBS data. The noise in the WBS and HRS spectra are correlated, such that averaging the two spectra together would not produce any significant gain in the signal to noise of the lines. Further details of the observations, including the map centres, source times, beam sizes, observation bands, upper energy levels, rest frequencies, observation IDs, main beam efficiencies, and observation dates are given in Table 2 .
All of the Herschel data were reduced and processed using the Herschel Interactive Processing Environment (HIPE). During this reduction, multiple versions of HIPE between version 8 and 12.1.0 were used. The Herschel data were run through the default pipeline before being downloaded from the Herschel Science Archive. Standing waves were removed from the data and a second order polynomial was fit to the baseline. The H and V polarization data were combined and spectral cubes were created from the data. When making the spectral cubes, the doGridding task was initially allowed to choose the optimal map grid for the data. After examining the data to determine which maps show detections, the doGridding script was then rerun, on a clump by clump basis, on the original data to grid all of the data sets showing detections onto the grid map for the highest J line with definitive detections. Due to the similarities in beam sizes for the different lines, the higher J maps were not further Notes. Column 1 gives the name of the clump as denoted by Butler & Tan (2012) and, in parenthesis, the original name of the clump as assigned by Rathborne et al. (2006) . The F2 clump was not given a designation by Rathborne et al. (2006) . Column 2 gives the name of the IRDC in which the clump is embedded. Columns 3 and 4 give the right ascension and declination of the clump and columns 5 and 6 give the Galactic longitude and latitude of the clump, as given by Butler & Tan (2012) . Column 7 gives the velocity with respect to the local standard of rest of the parent IRDC, as given by Simon et al. (2006) . Column 8 gives the kinematic distance of the cloud from Simon et al. (2006) . While Kurayama et al. (2011) find a 1.56 kpc distance for IRDC F, containing F1 and F2, Foster et al. (2012) find a distance consistent with the kinematic distance for IRDC F, based upon extinction measurements. We thus elect to use the kinematic distances from Simon et al. (2006) for all four clumps in this paper. Notes. Column 1 gives the name of the clump observed while column 2 gives the 12 CO transition observed. Columns 3 and 4 are the right ascension and declination, respectively, of the map centres. The on source integration time of the observation is given in column 5. The average half power beam width of the H and V polarizations is given in column 6 and the Herschel frequency band of the observation is given in column 7. Columns 8 and 9, respectively, give the rest frequency and upper level energy, in units of kelvin, of the observed transition from the Spectral Line Atlas of Interstellar Molecules (SLAIM; Remijan et al. 2007 ) . Columns 10 and 11 give the observation ID and the main beam conversion factor used. The main beam conversion factor used is the average of the appropriate values for the H and V polarizations based on the revised values of Jellema et al. (in preparation) . Finally, column 12 gives the date the observation was conducted.
smoothed to match the slightly larger beam size of the CO J = 8 → 7 maps. The resulting data cubes were then converted from frequency space into velocity space, with respect to the local standard of rest, and then smoothed to a resolution of 2 km s −1 (but with 1 km s −1 sampling) from their original 1 MHz resolution (∼ 0.3 km s −1 ). To convert between antenna temperatures and main beam temperatures, main beam efficiencies of 0.628, 0.635, and 0.590 were used for the CO J = 8 → 7, 9 → 8, and 10 → 9 data, respectively (Jellema et al. in preparation) . A forward efficiency of 0.96 is used for all observations (Roelfsema et al. 2012) . All intensities quoted in this paper are main beam temperatures, unless otherwise stated.
To fit a Gaussian profile to each pixel of the data cubes, the HIPE multifit graphical user interface (GUI) was used. The pixel with the strongest apparent detection was first identified by eye and the GUI was used to fit a Gaussian to this spectrum. The best fit from this pixel was then used as the initial estimate for the automated fitting of the remainder of the pixels. Each fit was reviewed and any fits which appeared exceedingly poor were redone individually using the GUI. For any spectrum where it was ambiguous whether small features near the edges of the line were part of the line or just noise, the default fit from the multifit GUI was adopted. Since the hot gas component generated from turbulent dissipation should be relatively widespread across a molecular cloud, a map average spectrum was also created for each data set and a Gaussian was fit to these spectra using the HIPE fitting GUI. Since the CO J = 10 → 9 line is not detected in any map, the spatially averaged CO J = 10 → 9 spectra from all four regions were combined in IDL, after first shifting the velocity zero points of each spectra. For the C1, F1, and F2 data, the velocity zero point used was chosen to be the average central velocity of the spatially averaged CO J = 8 → 7 and 9 → 8 spectra. For G2, the average of the N 2 D + central velocities of the G2-N and G2-S cores was used (Tan et al. 2013 ).
While the GUI provides uncertainty estimates for most of the fit parameters, we choose to estimate the uncertainty in the A&A proofs: manuscript no. Herschelpaperv42 integrated intensity from the equation
where dI is the uncertainty in the integrated intensity, RMS is the root mean square of the baseline, FWHM is the full width at half maximum of the line, and δv is the velocity resolution. The RMS of the baseline is determined by applying the HIPE statistics task to the regions of the spectrum that appear to be devoid of any lines. The absolute flux calibration for these HIFI bands is of the order of 10% (Roelfsema et al. 2012 ), but has not been included in any below stated intensity uncertainties. The pointing accuracy of Herschel is of the order of 2" (Roelfsema et al. 2012) .
Any spectrum with an integrated intensity less than four times the uncertainty in the integrated intensity is classified as a non-detection. Spectra with integrated intensities between four and five times the uncertainty are classified as tentative detections and those spectra with integrated intensities greater than five times the uncertainty are classified as strong detections. Tentative and strong detections will jointly be referred to as detections and all further analysis in this paper will consider strong and tentative detections equally. We chose a cutoff at four times the uncertainty, rather than three times, because too many lines with integrated intensities between 3 and 4 times the uncertainty in the integrated intensity did not appear to be obvious, good quality fits by eye.
For non-detections, an upper limit to the integrated intensity is assigned via
where FWHM ave is the average full width at half maximum of all of the detected lines from the same map. Due to a lack of detected lines in the CO J = 10 → 9 maps, the average FWHM of the CO J = 9 → 8 map of the corresponding region is adopted in order to calculate the upper limits of the 10 → 9 spectra. For the G2 CO J = 9 → 8 and 10 → 9 maps, where no lines are detected, the mean of the FWHM ave values from the C1, F1, and F2 CO J = 9 → 8 maps (5.4 km s −1 ) is used to estimate the integrated intensity upper limit. Figure 2 shows the spectra and the associated Gaussian fits for the three observed lines towards the positions of the C1-N and C1-S cores. Figure 3 shows the spectra obtained by averaging all of the data, for each transition, over the C1 clump and the corresponding fits. These spectra are typical of strong detections (and non-detections in the case of the 10 → 9 lines).
Results
Figures 4 and 5 show the integrated intensities of the CO J = 8 → 7 and 9 → 8 transitions towards the F1, F2, and C1 clumps. Given the close proximity of F1 and F2, both clumps are placed on the same figure. The G2 clump is not shown, as the CO J = 8 → 7 line is only tentatively detected in one location within G2 and the CO J = 9 → 8 line is not detected towards any location within G2. Maps for the CO J = 10 → 9 transition are also not shown as this line is not detected towards any location.
The results of the Gaussian fits to the individual pixels are given in Table 3 . This table lists the fraction of pixels with tentative and strong detections; the maximum peak intensity, integrated intensity, and FWHM; the average peak intensity, integrated intensity, FWHM, and central velocity with respect to the local standard of rest; and the minimum FWHM. Table 4 gives the best fit parameters for the spatially averaged spectra. Note that in Table 3 , the typical upper limit to the integrated intensities is given (I lim , see Equation 2), which is equal to four times the typical integrated intensity uncertainty, while in Table 4 , it is the integrated intensity uncertainty that is instead quoted (dI, see Equation 1).
In the C1, F1, and F2 maps, the CO J = 8 → 7 line is detected in roughly half of the pixels and the 9 → 8 line is detected in over 25% of the pixels. In the G2 map, the CO J = 8 → 7 line is only detected in one pixel and in the spatial average. Furthermore, in the G2 map, the CO J = 9 → 8 line is not detected at any location and is not detected in the spatial average. The CO J = 10 → 9 is not detected in any of the four clumps, nor in any of the spatially averaged spectra of each clump.
No line is detected in the CO J = 10 → 9 spectra obtained from combining the spatial averages of all four mapped regions, with an upper limit on this CO J = 10 → 9 integrated intensity of 0.26 K km s −1 . It should be noted, however, that given the differences in the CO J = 9 → 8 and 8 → 7 integrated intensities between the four regions, in particular between the G2 clump and the other three clumps, it is by no means obvious that the CO J = 10 → 9 intensity should be similar between the four regions. Thus, the CO J = 10 → 9 integrated intensity may still be slightly larger than 0.26 K km s −1 in any particular clump. The C1, F1, and F2 maps have reasonably similar integrated intensity ranges for detections, with the detections of the CO J = 8 → 7 and 9 → 8 lines having integrated intensities ranging from 0.45 to 2.63 K km s −1 and from 0.5 to 2 K km s −1 , respectively. The average integrated intensity of a detection of the CO J = 8 → 7 line varies from 1.11 to 1.31 to 1.05 K km s −1 between the C1, F1, and F2 maps, and the average detection of the 9 → 8 line for these three regions changes from 0.67 to 1.14 to 0.75 K km s −1 . The integrated intensity of the spatial averages tends to be approximately a factor of two lower than the average detection from a single pixel and the emission is clearly spatially inhomogeneous within each clump. The pixel with both the largest CO J = 8 → 7 and 9 → 8 integrated intensity lies just to the northeast of the 24 micron source in the F1 clump. Figure 6 shows the ratio of the CO J = 8 → 7 to 9 → 8 integrated intensities for all locations with detections in both lines. Table 5 gives the minimum, maximum, and average integrated intensity ratio for the C1, F1, and F2 maps. The CO J = 8 → 7 to 9 → 8 integrated intensity ratio ranges from 0.7 to 3.0, with a weighted average ratio of 2.0, 1.7, and 1.6 for all the points in clumps C1, F1, and F2, respectively, where both lines are detected. This weighted average is found by weighting the ratios by the inverse of their fractional uncertainties, which are typically on the order of 20-25%. The ratios of the integrated intensities from the spatially averaged WBS spectra are 2.1 ± 0.3, 2.6 ± 0.4, and 1.9 ± 0.3 for clumps C1, F1, and F2.
The ratio of the peak intensity of the CO J = 8 → 7 and 9 → 8 lines are reasonably similar, with weighted averages of 2.1, 2.0, and 1.4 for all of the points with detections in both transitions and ratios of 2.1 ± 0.5, 2.4 ± 0.5, and 2.4 ± 0.6 for the spatially averaged WBS spectra (for C1, F1, and F2 respectively).
In the F1, F2, and G2 maps, detection of the CO J = 9 → 8 line is always accompanied with a CO J = 8 → 7 detection; there is one location (18 h :53 m 18.5 s , 1
• :27':10") in the F2 map where the CO J = 9 → 8 integrated intensity is larger than the CO J = 8 → 7 integrated intensity, due to the 9 → 8 line having a larger FWHM. At this location, the CO J = 8 → 7 line still has a larger peak intensity. There are four locations in the C1 map where the CO J = 9 → 8 line is detected but the CO J = 8 → 7 line is not, despite reasonably similar RMS values between the two lines. For three of these locations, the CO J = 9 → 8 line is 
Notes.
Column 1 gives the name of the clump observed while column 2 gives the CO transition observed. Columns 3 and 4 give the number of pixels in which there are tentative and strong detections, respectively. The number in parentheses is the corresponding percentage of pixels in the entire map. The maximum peak intensity and mean peak intensity of all of the detections are given in columns 5 and 6, while the maximum and mean integrated intensities of all of the detections are given in columns 7 and 8, respectively. Column 9 gives four times the average uncertainty in the integrated intensities of all of the detections, which gives a measure of the typical upper limits for any non-detections. For maps with no detections, column 9 gives four times the average uncertainty of all of the pixels. Columns 10, 11, and 12 give the maximum, minimum, and mean FWHM of all detections, respectively. Column 13 gives the mean central velocity with respect to the local standard of rest of all of the detections. 
Column 1 gives the name of the clump observed while column 2 gives the CO transition observed. Columns 3-6 give the best fit parameters for the spatially averaged spectrum from each map. The parentheses give the uncertainties for each parameter, as given by the Gaussian fitting routine, except for the integrated intensity, where the uncertainty is given by Equation 1. Column 3 gives the peak intensity while column 4 gives the integrated intensity. The FWHM is given in column 5. The central velocity with respect to the local standard of rest is given in column 6.
only tentatively detected. The exception is the pixel centered at (18 h :42 m :47.3 s , -4
• :04':21"), where the CO J = 9 → 8 line has a strong detection. Given the generally low signal to noise of all of the detected lines, it is possible that these unusual line ratios are just due to noise, although the CO J = 9 → 8 line may indeed be stronger than the CO J = 8 → 7 line towards some, or all, of these locations, in particular the C1 location with a strong 9 → 8 detection.
The average linewidth of detections ranges between 4 and 7 km s −1 , depending upon the line and the clump. There are no obvious, significant trends in the distribution of FWHM or central velocity in the four clumps, although the determination of these line properties is significantly limited by the low signal to noise of the data. Maps of these quantities are therefore not shown. No lines other than the CO lines are detected in these Herschel observations.
In the C1, F1, and F2 maps, the central velocities of the detected lines are all within 3.5 km s −1 of the expected velocity, with the most discrepant velocities typically being associated with either weaker detections or broader lines. For the one pixel from the G2 map where the CO J = 8 → 7 line is detected and the spatially averaged CO J = 8 → 7 spectrum of G2, however, the central velocities of the detected lines vary from the known velocity of the G2 clump by over 15 km s −1 . As such, we consider the G2 detections to be false positives, possibly caused by random noise in the spectra. The velocity discrepancy between the line detected in the G2 spatial average and the known G2 central velocity is unlikely to be due to an outflow, as protostellar outflows are typically well collimated, such that the outflow emission would only contribute to a few pointings within the surveyed area. In such a case, a detection in the G2 spatial average would require detections in multiple pixels, since map positions A&A proofs: manuscript no. Herschelpaperv42 Notes. Column 1 gives the name of the clump observed. Column 2 gives the number of pixels where both the CO J = 8 → 7 and 9 → 8 lines are detected while the value in parentheses gives the corresponding fraction of pixels with detections in both lines. Columns 3-5 give, respectively, the minimum, maximum, and weighted average ratio of the CO J = 8 → 7 to 9 → 8 integrated intensities. The integrated intensity ratio of these two lines from the spatially averaged spectra is given in Column 6, with the number in parentheses being the uncertainty in the ratio.
off of the outflow axis would contribute no signal to the spatial average. We also consider it highly unlikely that this detection is a line from a more complex molecular species, given that CO should be by far the most abundant molecule in these IRDCs. If the G2 detections are false positives due to noise, it is, however, unusual that the G2 CO J = 9 → 8 spatially averaged WBS and HRS spectra show an emission feature at a level of three times the integrated intensity uncertainty, just below our threshold for a detection, at a similar 60 km s −1 central velocity to the CO J = 8 → 7 tentative detections, as the central velocities of noise induced false positives in different data sets should not necessarily be correlated.
Comparison PDR model
Setup
The Kaufman et al. (1999) PDR model calculates the emission from a semi-infinite, uniform density slab of material that is illuminated from one side. The PDR model includes molecular freeze out and starts with roughly Solar chemical abundances.
A microturbulent Doppler broadening of β = 1.5 km s −1 is used, which corresponds to a FWHM of approximately 2.5 km s −1 , since FWHM = 2β √ ln(2). This is smaller than the FWHM observed for the mid-J lines, but consistent with the linewidths of the previously observed 12 CO J = 3 → 2 line towards these clumps (Sanhueza et al. 2010; Pon et al. in preparation, Paper II) . Single dish observations of the N 2 D + J = 2 → 1 line, which have a similar beam size to that of our Herschel observations, also reveal linewidths of the order of 2 km s −1 (Fontani et al. 2011) . Using a smaller FWHM for the PDR model will increase the emission in the mid-J lines, as the lower lines will be less effective coolants.
To give the PDR models the best chance at matching the bright emission detected in the mid-J CO lines, we use the larger PAH abundance introduced by Hollenbach et al. (2012) , as this enhanced PAH abundance produces extra heating in the periphery of a cloud which leads to much larger mid-J CO fluxes.
The six cores surveyed have densities of the order of 10 5 cm −3 (Butler & Tan 2009 Tan et al. 2013; Butler et al. 2014) , but the gas surrounding these cores is likely at a lower density closer to 10 4 cm −3 , as typically found in IRDCs Tan et al. 2014 ). Most of the higher J CO emission is also expected to come from the warmer, outer layers of a molecular cloud, where the density is lower than in the centers of dense cores. We thus compare our Herschel intensities to PDR models with densities of either 10 4 or 10 5 cm −3 . We examine models with interstellar radiation fields (ISRFs) of log(G 0 ) = 0 (G 0 = 1 Habing), where the average far-ultraviolet ISRF in free space is 1.7 Habing, or 1.6 × 10 −3 erg cm −2 s −1 . We also examine a model with a density of 10 4 cm −3 and an ISRF of log(G 0 ) = 0.5 (G 0 ≈ 3 Habing), to test the effect of increasing the UV field.
In all of the PDR models, the CO J = 8 → 7 and higher lines are optically thin (τ < 0.5), such that we double the integrated intensities of the lines to account for emission directed inwards from the far side of the cloud. Since the models go to an A V of 10.4 mag, this doubling accounts for the emission from a slab with an A V of 20.8 mag. While the visual extinctions towards the IRDC core centers are much higher than this, of the order of 100 mag, we consider the PDR model predictions to still be reasonably accurate, as most of the mid-J CO emission comes from the warm outer layers where CO is not heavily frozen out. In the three models, over 90% of the emission in the CO J = 8 → 7, 9 → 8, and 10 → 9 lines is emitted from gas at A V ≤ 1.5. Figure 7 shows the PDR model predictions as well as the observed integrated intensities of the mid-J CO lines. All three PDR models underpredict the observed CO J = 9 → 8 integrated intensities in the C1, F1, and F2 clumps, including the integrated intensities from the spatial averages, which have almost an order of magnitude lower integrated intensity than the maximum CO J = 9 → 8 integrated intensity measured from an individual pixel. The models with an ISRF of 1 Habing underpredict the observed CO J = 8 → 7 integrated intensity, although the higher ISRF model for a density of 10 4 cm −3 is capable of producing an 8 → 7 integrated intensity larger than the largest observed integrated intensity of the 8 → 7 line. The non-detection of the CO J = 10 → 9 line in all of the spectra is consistent with all three PDR models, while the non-detection of any mid-J CO lines in the G2 clump is only consistent with the highest density PDR model. The 0.26 K km s −1 upper limit on the CO J = 10 → 9 integrated intensity from the combined spectrum of all four clumps is still consistent with all three PDR models.
PDR results
The log(n) = 4, log(G 0 ) = 0 model produces a large CO J = 8 → 7 to 9 → 8 integrated intensity ratio of 13.6, while the higher ISRF model for this density produces a slightly lower ratio of 9.2. The log(n) = 5, log(G 0 ) = 0 model generates a ratio of 7.4. For all three models, the ratio of the CO J = 8 → 7 to 9 → 8 integrated intensities is nowhere near the average observed ratios of 1.6 to 2.0 for individual pixels in the C1, F1, and F2 maps. The models are also highly inconsistent with the CO J = 8 → 7 to 9 → 8 integrated intensity ratios obtained from the spatially averaged spectra, which are in the range of 1.9 to 2.6 for the C1, F1, and F2 maps.
DISCUSSION
Based on the PDR models, the CO J = 9 → 8 line should not have been detected in any pixel or in any of the spatially averaged spectra. Instead, the observations clearly show CO J = 9 → 8 detections in over 25% of the pixels in the C1, F1, and F2 maps, as well as in the spatially averaged spectra of these maps. Similarly, the PDR models predict a much larger CO J = 8 → 7 to 9 → 8 integrated intensity ratio than observed, with the discrepancy between the highest observed ratio calculated from the spatially averaged spectra and the lowest predicted ratio still being 12 times the uncertainty for the observed ratio. While the average ratio from pixels with detections in both lines may be slightly skewed to lower ratios, since requiring both lines to be detected preferentially selects pixels with larger CO J = 9 → 8 integrated intensities, the spatially averaged spectra, which do not have this selection bias, produce similarly low ratios for the C1, F1, and F2 clumps.
Increasing the density of the PDR does not significantly change the absolute integrated intensities of the mid-J lines, but rather primarily decreases the ratio of the CO J = 8 → 7 to 9 → 8 integrated intensities. Raising the ISRF increases the intensities of all transitions and slightly lowers the CO J = 8 → 7 to 9 → 8 ratio. For relatively weak ISRFs (G 0 < 100), increasing the ISRF has a very limited effectiveness in creating hot CO, as larger ISRFs increase the size of the bounding C + layer, causing CO to form at larger extinctions, where the heating rate, and thus temperature, are lower. CO is also such an effective coolant, that upon formation of significant quantities of CO, the gas temperature tends to drop rapidly. This suggests that a PDR region with a much higher density and ISRF would be needed to consistently match both the absolute integrated intensities of the CO J = 8 → 7 and 9 → 8 lines and the ratio between these lines. Given the observational constraints on the density and ISRF of these regions (see Section 2), it seems highly unlikely that PDR emission alone can explain the observed mid-J CO line intensities. The inability of the PDR models to reproduce the large observed CO J = 9 → 8 integrated intensities and the CO J = 8 → 7 to 9 → 8 integrated intensity ratios strongly suggests that there is a gas component in the C1, F1, and F2 clumps that is not accounted for by the PDR models.
RADEX (van der Tak et al. 2007 ) 1D, non-local thermodynamic equilibrium (LTE) radiative transfer models with CO column densities of the order of 2 × 10 18 cm −2 , line widths of 5 km s −1 , densities of 10 5 cm −3 , and gas temperatures around 20 K also produce CO J = 8 → 7 to 9 → 8 intensity ratios of the order of 10. Only at temperatures above 40 K does the line ratio approach the observed values, although such high temperature models, with the full CO column density of 2 × 10 18 cm −2 , significantly overproduce, by an order of magnitude, the observed integrated intensities. Radex models with lower column densities, such that the CO J = 8 → 7 and 9 → 8 lines are optically thin, suggest a ratio between the lines of approximately 2 is only reached at temperatures above 100 K. Thus, the low observed ratio of the CO J = 8 → 7 to 9 → 8 lines suggests that the missing gas component in the PDR models is a hot gas component, with a temperature of at least 40 K, and likely above 100 K.
The variation of the mid-J CO line strengths and ratios across the surveyed regions implies that the generating source of the hot gas component must be spatially intermittent and cannot be a relatively uniform heating source, such as cosmic ray heating. The beam size changes by less than 10% between the CO J = 8 → 7 and 9 → 8 transitions, such that differing beam filling factors due to changes in the beam size cannot account for the line ratio differences between the observations and the models.
The dissipation of turbulent motions in low velocity shocks is expected to produce a hot gas component filling a small volume fraction of the cloud, and such a hot gas component has already been observed towards a low mass star-forming region, Perseus B1-E5 (Pon et al. 2012 (Pon et al. , 2014 . The large mid-J CO integrated intensities towards the C1, F1, and F2 regions may be due to such a low volume filling factor hot gas component generated by the dissipation of turbulence. Preliminary models of turbulence dissipating in low velocity shocks propagating in 10 5 cm −3 gas predict CO J = 8 → 7 and 9 → 8 integrated intensities on the order of 1.5 and 1.0 K km s −1 , respectively, which are comparable to the observed intensities in the C1, F1, and F2 clumps (Pon et al. in preparation, Paper III) .
While the C1-N, C1-S, F1, and F2 cores are believed to be starless, there are more evolved sources within IRDCs C and F that could be responsible for generating a warm gas component. For instance, as shown in the middle panel of Figure 1 , there is a 24 micron source towards the northeast corner of the F1 clump (Shepherd et al. 2007; Chambers et al. 2009 ), indicative of an embedded young stellar object. Foster et al. (2014) have also identified an embedded population of low mass protostars near this 24 micron source that could heat gas from protostellar outflows. This 24 micron source location is roughly coincident with the largest CO J = 8 → 7 and 9 → 8 integrated intensities detected in any map. The mid-J CO emission in the F2 map also preferentially comes from the vicinity of the MM7 clump, which is known to contain a water maser, a signpost of embedded high mass star formation (Chambers et al. 2009 ). It is less obvious, however, what embedded sources, if any, could be responsible for the mid-J emission in the C1 map. The average FWHM of the mid-J CO lines is of the order of 5 km s −1 , which is slightly larger than the 3 km s −1 line width of the 12 CO J = 3 → 2 line seen towards these clumps (Sanhueza et al. 2010; Paper II) . The larger linewidths of the higher lines could be indicative of broadening from outflows, but could also be due to the low signal to noise of the mid-J detections. High velocity outflows generate very strong shocks that can lead to gas temperatures above 1000 kelvin (e.g., Kaufman & Neufeld 1996) , which would create different line ratios compared to lower velocity shocks.
While the ratios of the mid-J CO lines can discriminate between different origins for the hot gas component by constraining the temperature of the hot gas, Figure 7 shows that the CO J = 8 → 7 emission could come from either the hot gas component or the ambient gas, depending upon the density of the gas and the ISRF. Observations of lower J CO lines are thus vital for constraining the PDR parameters and determining what fraction of the 8 → 7 emission comes from the hot gas component. Observations of lower J CO transitions towards the C1, F1, and F2 clumps will be presented in a future paper (Paper II). The similarity in the spatial distribution of the CO J = 8 → 7 and 9 → 8 emission, however, suggests that the two lines are powered by the same excitation process, such that the 8 → 7 emission may also come primarily from the warm gas component. The G2 region is clearly different from the C1, F1, and F2 regions, in that no emission in any of the observed lines is detected in the G2 maps. It is not obvious, however, whether there are significant differences between the C1, F1, and F2 regions, given the large variance in emission between pixels in each of the individual maps. The lack of detections in the individual pixels in G2 can be attributed to the lack of a hot gas component within G2, or at least a less substantial hot gas component in G2 than in the other three observed regions. Of the four clumps A&A proofs: manuscript no. Herschelpaperv42 observed, the G2 clump has the smallest measured N 2 H + line widths (Fontani et al. 2011) , such that G2 appears to be less turbulent than the other clumps. This lower level of turbulence may account for a reduced hot gas component, if the hot gas components in the C1, F1, and F2 clumps are due to turbulent dissipation. The lower turbulent state of G2 may be related to its evolved state, given that a transition to coherence is seen in move evolved, lower mass prestellar cores (Pineda et al. 2010) . The G2 clump also has almost twice the D/H ratio of the other three clumps as measured from the ratio of N 2 D + and N 2 H + (Fontani et al. 2011 ) and an order of magnitude larger D/H ratio measured from NH 3 and NH 2 D , thus suggesting that the G2 clump is cooler and potentially more evolved. Alternatively, if G2 is younger, then G2 would be more likely to be free of embedded low mass protostars and the associated heating from these protostars and their protostellar outflows. While the non-detection of the CO J = 8 → 7 line in the spatial average of the spectra from the G2 map is consistent with the highest density PDR model, the G2 clump is believed to have the lowest density of the four clumps observed (Butler & Tan 2009 . A lower PAH abundance than assumed in the PDR models would lead to cooler temperatures at low visual extinctions, which would in turn reduce the expected integrated intensities of the mid-J CO lines from the PDR zone. As such, a lower PAH abundance in the G2 clump would allow the G2 clump nondetection to be still consistent with the expected CO J = 8 → 7 emission from a lower density PDR zone around the G2 clump.
CONCLUSIONS
Maps of the CO J = 8 → 7, 9 → 8, and 10 → 9 transitions were obtained with the Herschel Space Observatory towards the C1, F1, F2, and G2 clumps. These four clumps are all embedded within IRDCs and each contains at least one core that appears to be quiescent and prestellar. The CO J = 8 → 7 and 9 → 8 lines are detected in roughly 25 to 50% of the pixels towards C1, F1, and F2, but are not reliably detected in any pixel or in the spatial average of all pixels towards the G2 clump. The CO J = 10 → 9 line is not detected in any pixel or any spatial average, thereby placing a 0.5 K km s −1 upper limit on the integrated intensity in the spatially averaged spectra. The detected CO J = 8 → 7 and 9 → 8 lines have typical integrated intensities of the order of 1.2 and 0.9 K km s −1 in individual pixels and integrated intensities of the order of 0.8 and 0.35 K km s −1 in the spatially averaged spectra. The emission is, however, not spatially uniform, with the line emission varying by at least a factor of four between different regions within the same map. The average integrated intensity ratio of the CO J = 8 → 7 to 9 → 8 lines is found to be of the order of 1.6 to 2.6 PDR models based on Kaufman et al. (1999) were compared to the observed integrated intensities. While the CO J = 8 → 7 integrated intensities can be explained by PDR models with reasonable densities and ISRF, the models all underpredict the CO J = 9 → 8 integrated intensity, with the models predicting that the CO J = 9 → 8 line should have been undetected at all locations given the RMS level obtained. The PDR models also produce CO J = 8 → 7 to 9 → 8 integrated intensity ratios between 7 and 14, which are significantly larger than the observed ratios. The combination of abnormally high integrated intensities of the CO J = 9 → 8 line and low ratios between the CO J = 8 → 7 and 9 → 8 lines strongly suggests the presence of a hot gas component within the C1, F1, and F2 clumps with a temperature likely above 100 K. The presence of a hot gas component is consistent with predictions for the dissipation of turbulence in low velocity shocks (Pon et al. 2012 ), but could also be due to heating from outflow generated shocks or embedded protostars. The emission around the F1 and F2 clumps, in particular, is concentrated near regions with known star formation, although there are no obvious embedded sources associated with the emission regions near the C1 clump.
A&A proofs: manuscript no. Herschelpaperv42 Fig. 1 : Mass surface density derived by Butler & Tan (2012) . The top, bottom left, and bottom right panels show IRDCs F, C, and G, respectively. The contours start at 0.075 g cm −2 (A V of 17 mag) and increase by increments of 0.075 g cm −2 . The blue diamonds give the central locations of the cores as seen in N 2 D + emission (Tan et al. 2013 ). The regions shown in the bottom two panels (IRDCs C and G) are the regions mapped by Herschel in the CO J = 9 → 8 line. The large blue rectangles in the top panel (IRDC F) show the areas mapped by Herschel in the CO J = 9 → 8 line for the F1 and F2 clumps. In the bottom left panel, the mass surface density hole near 18 h :42 m :48.0 s , -4
• :04':00" is due to the presence of an 8 micron source at this location preventing a reliable mass surface density from being determined from the extinction of the 8 micron Galactic background . Such mass surface density holes, corresponding to locations of other 8 micron sources, can be seen in the other maps. In the top panel, the cross gives the location of the 24 micron source associated with the F1 clump (Chambers et al. 2009 ) and the 'X' gives the location of the Rathborne et al. (2006) MM7 clump. and increasing by increments of 0.075 g cm −2 . The blue diamonds are the locations of the F1 and F2 cores, with the top left core being F2. The large blue rectangles denote the area surveyed with Herschel. The cross gives the location of the 24 micron source associated with the F1 clump (Chambers et al. 2009 ) and the 'X' gives the location of the Rathborne et al. (2006) MM7 clump. The blue circles have diameters equal to the half power beam width of the Herschel beams. Kaufman et al. (1999) PDR models (lines). The solid line is for a PDR model with log(n) = 4 and log(G 0 ) = 0, the dotted line is for log(n) = 4 and log(G 0 ) = 0.5, and the dashed line is for log(n) = 5 and log(G 0 ) = 0. The black diamonds give the integrated intensities from individual pixels. The light blue points are centered on the mean value of all of the detections towards a particular clump and the error bars on these points are sized to the average uncertainty of all single pixel detections, such that the uncertainty in the average integrated intensity detection is much smaller. For maps with no detections, the light blue upper limit instead shows the average upper limit for an individual pixel. The red points show the integrated intensity of the average of all of the spectra across each map, with the error bars showing four times the uncertainty of this integrated intensity. The top left, top right, bottom left, and bottom right panels show the data for the C1, F1, F2, and G2 regions, respectively. Note how none of the PDR models can account for the large observed CO J = 9 → 8 integrated intensities.
