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Abstract 
 
Within the scope of BW-Eye project, BlueWorks – Medical Expert Diagnosis is 
developing computational tools with the goal of improving the medical decision 
support. 
A useful tool is an application capable of doing the overlap of digital images 
gathered by diagnosis machines. This goal was already pursued in previous works 
performed by Blueworks, and this project aims to continue the development of a 
reliable and accurate image registration algorithm. 
The work performed addressed the improvement and correction of the 
previous algorithm, and it is described in this report as well as the first graphical user 
interface developed to interact with portions of the algorithm, implemented in C# 
programming language and Matlab® compiled code. 
The algorithm is based in the extraction of descriptor points of images, and its 
subsequent comparison to find the correspondences between the homologue pairs in 
different images.  With this, it is applied a spatial transformation to a sensed image in 
order to be corrected aligned with the reference image coordinate system. The goal of 
the graphical user interface is to allow a semi-manual image registration. 
Several corrections and improvements were made to the existing algorithm, 
which allowed the reach of many conclusions about the existing problems that should 
have a priority solution in the future. Regarding the graphical interface, all the goals 
were achieved, contributing to a software component that leads way to a future 
complete implementation with all the desired algorithm features. 
 
 
 
 
Keywords: algorithm, image registration, graphical user interface, spatial 
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Resumo 
 
Com o objectivo de melhorar o apoio à decisão médica, a empresa BlueWorks 
tem vindo a desenvolver ferramentas computacionais, inseridas no projecto BW-Eye. 
Uma das funções em falta é uma aplicação capaz de fazer a sobreposição das diversas 
imagens digitais reunidas e armazenadas pelas ferramentas já existentes. Este 
objectivo foi já introduzido em trabalho anterior realizado pela BlueWorks, e este 
trabalho tem como objectivo continuar o desenvolvimento de um algoritmo de registo 
de imagem, fiável e preciso. 
Neste documento são descritas as tarefas realizadas na correcção e melhoria 
do algoritmo implementado utilizando o software Matlab®, assim como o primeiro 
desenvolvimento de uma interface gráfica para o referido algoritmo criada utilizando a 
linguagem de programação C#, e partes do algoritmo em Matlab®. 
O algoritmo existente baseia-se na extracção de pontos-chave das imagens e 
sua posterior comparação de modo a encontrar correspondência entre os diversos 
pares homólogos. Com isto é aplicada uma transformação espacial a uma das imagens 
em referência a outra, podendo assim ser efectuada a sua sobreposição. O objectivo 
da interface gráfica é o registo semi-manual de imagens. 
Foram feitas várias correcções e melhorias ao algoritmo, e retiradas bastantes 
conclusões acerca dos problemas existentes e que deverão ter resolução prioritária no 
futuro. A nível da interface gráfica foram atingidos todos os objectivos pretendidos, o 
que deixa em aberto uma futura implementação com todas as características 
desejadas para o algoritmo. 
 
 
 
 
Palavras-chave: algoritmo, registo de imagens, interface gráfica, transformação 
espacial. 
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1. Introduction 
 
1.1. Overview 
 
One of the greatest advantages to medicine in the last decades was the 
evolution of the diagnostic instruments and techniques. Because of this, the number of 
generated data in medical exams increased. These data can be of several types, text, 
graphics, images, video, sound, and others. The storage of all these data has to 
guarantee that it is not lost or its relation and correlation with each patient’s clinical 
history is correct. Having access to the data the physician extracts information to 
formulate the diagnosis. This information is full of subjectivity because it is subjected 
to the personal evaluation of each doctor. 
Thinking about these problems, BlueWorks enterprise is working on some 
projects to improve clinical services to patients provided not only by the physicians, 
but also by all the clinical staff, as well as the efficiency of the whole treatment 
process. BW-Eye Ophthalmologic Decision Support System is one of these projects. 
Using a conjugation of different areas such as engineering, math, physics and 
medicine, this software is being developed with the aim of being easier the gathering, 
storage and analysis of such information, allowing the possibility to develop further 
technology to the point where software is able to suggest possible diagnosis decisions 
in ophthalmology, to provide a helpful tool to physicians. For this, it is focused in 
extracting all important and meaningful information from all data generated in exams 
that can be used in medical diagnosis. Other possibility to help the diagnosis decision is 
the comparisons with identical clinical cases previously correctly analyzed by a 
physician stored in databases. All information and similar cases are compared to 
perform the most correct diagnosis possible, to be posterior validated by the 
physician. 
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All this began two years ago during the course project of three Biomedical 
Engineering students [1] [2] [3], where they studies the workflow of CCC and created 
an integration and information management tool. 
The place where BlueWorks operates has an important role in the development 
of the projects due to the availability of CCC to provide plenty of medical data 
resources and the knowhow of the staff. Combining this with the knowledge acquired 
by BlueWorks staff, mostly in Biomedical Engineering course, it is easier to have an 
ideal environment to create these useful tools. 
 
 
1.1.1. Workflow  
 
Workflow defines the flow of people, information and goods given a certain 
scenario. In the diagnosis process, it is summarized information workflow, since it is 
essential to understand where the problems, or the points that can be improved, are. 
This is valid for the different medicine areas. As it referred before, in the studies [1] [2] 
[3] and posterior work made by BlueWorks team, it was possible to describe the usual 
workflow of the ophthalmology service of the CCC. 
 
 
 
Diagram 1 – Usual workflow of the ophthalmology service of the CCC (from BlueWorks internal document). 
 
 
The Diagram 1 represents the workflow for typical clinics, where the patient is 
received by the physician in his office to be examined. If required, the doctor can 
recommend the realization of some exams. Depending on the dimension of the 
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healthcare unit, they can be performed not only by the ophthalmologist but also by 
technicians, in examination rooms, and the generated results are given to patient who 
returns to physician office and delivers them to him. The physician can now analyze 
the results data and compare them with other similar cases to perform a diagnosis and 
prescribe therapy if necessary. This diagnosis is done with the knowledge and intuition 
of the physician, which is inherently subjective. The conclusion is that traditional 
workflows are almost entirely performed by human work. The computer part is 
restricted to the exam realization and unimodal data gathering. 
Blueworks wishes to bring some changes to the normal workflow, using 
computational power to the analysis and decision tasks.  
 
 
 
Diagram 2 – Ideal workflow after the successful implementation of BW-Eye (from BlueWorks internal 
document). 
 
 
This new clinical workflow configuration becomes greatly improved. Patients 
that arrive to a health unit are prescribed with pre-established exams associated to the 
current symptoms, with the resulting data being digitally processed. The generated 
diagnosis and corresponding therapy only requires the physician’s approval. Previous 
BW-Eye projects have already implemented some of the main desired features within 
a modular application that allows several equipments, connected to a health unit’s 
network, share each examination data digitally while at the same time provide image 
processing utilities and database operations. Each diagnose equipment has its specific 
module that provides the possibility of visualizing, saving and creating custom reports 
with the useful information extracted from each imported exam. With this data, 
computers can now run data information and gathering techniques involving some 
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steps like: data classification through neural-network analysis; Data Mining allowing 
easily and extensively search in a database for similar clinical cases, and to review 
applied therapies and outcomes; causal relations between known diseases and the 
corresponding treatment; association of a patient’s symptoms and necessary 
examinations; and others. All these techniques are used to propose the result that can 
be a suggestion of extra exams to gather more information, or the expected diagnosis 
and therapy. The final step in consultation is performed by the physician who has to 
validate the diagnosis and therapy suggested. Therefore, the only task missing is done 
in foreground and has no impact in the patient’s treatment. This task is adding the 
cases, correctly validated or not validated, to the database of BW-Eye so next time 
they will be available to a comparison, if necessary. With this, BW-Eye intends to 
reduce the total time of a patient’s consultation service, and increase the reliability of 
diagnosis. 
 
 
1.1.2. Application Architecture 
 
To implement BW-Eye the first thing to assure is the existence of good clinical 
computer network coverage, thus allowing robust and secure data storage with a safe 
backup system, to transfer all the generated data in exams from different places and 
store them. With this, the information system that will collect, process and store the 
data can be installed in necessary computers and diagnosis equipments distributed in 
the entire clinic infrastructure. 
BW-Eye architecture is divided in three main components: exam acquisition 
modules, database access and clinical data management modules: 
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Diagram 3 – BW-Eye logic diagram (from BlueWorks internal document). 
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1.1.2.1 Exam acquisition modules 
 
Each one of the equipments has its own characteristics that have to be studied 
along with the data and information useful for the results, to know the specifications 
that the specific module will have to have. The combination of modules forms the 
middleware that make the interface between examination equipments and other BW-
Eye components. Some of this modules are already developed and in use at CCC, and 
allowing the acquisition of different data to the database. 
 
 
1.1.2.2 Application Database 
 
All data generated by acquisition modules or other data generated by BW-Eye 
or inserted in need to be stored to be accessible when necessary. Each data is stored in 
logical ways and correctly associated with the correspondent patient, or other 
associations that can be useful. 
 
 
1.1.2.3 Clinical data management 
 
This tool allows visualizing images, and in a nearby future will allow image 
manipulation such as registry, feature extraction, automated comparison, and other 
necessary tasks. The work performed during this project addressed the problem of 
image registry, which roughly refers to an algorithm capable of perfectly align several 
images taken from the same scene (in this case, eye fundus). 
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1.2. Objectives 
 
The initial objectives established were the implementation of image 
registration algorithm for more than two images, starting with a previously 
implemented one with the ability to align two images [4].  After the first semester 
studying image registration algorithms and the code implemented in [4], it was verified 
that the implemented algorithm had  limitations and some things to improve and 
correct, and after a reunion with the project coordinators it was decided that the news 
objectives would be improvements and errors correction, in order to have the best 
possible robust algorithm. Since even the best algorithm can fail, other goal of this 
project was the creation of a graphic interface for semi-manual image registration, to 
be included in the OphthalSuite software.  
 
 
1.3. Document structure and organization 
 
This document is divided in six main sections. Starting with the introduction 
where there is explained the context the project is based on and the objectives 
defined. The second one, the project management, identifies the people involved in 
the work team. Project Analysis is the third section, where there is defined the 
requirements and explained all the theoretical concepts behind this work. In the fourth 
section, algorithm improvement, it is explained all the implementations made in the 
algorithm, and the conclusions of each implementation. The fifth section, graphical 
user interface, describes the implemented graphical user interface that will allow semi-
manual image registering. The last section is the discussion of global results, 
conclusions and future work. 
 
 
BW-Eye, Image Registration Algorithm Project Management 
8 
Project Report Frederico Lopes 
2. Project management 
 
2.1. Project team members 
 
BW-Eye project team was composed by two Biomedical Engineering students 
and one coordinator from the Faculty of Science and Technology of the University of 
Coimbra, a supervisor from the CCC and a supervisor and two collaborators of 
Blueworks. 
 
Table 1 – Project team members. 
Name  Designation  Contact 
Frederico Lopes  Trainee student  fred.j.lopes@gmail.com 
Pedro Sá  Trainee student  pedrodbsa@gmail.com 
Dr. Miguel Morgado  Project coordinator  miguel@fis.uc.pt  
Dr. António Travassos  Supervisor  centrocirurgico@ccci.pt 
Eng. Paulo Barbeiro  Supervisor  pbarbeiro@blueworks.pt 
Eng. Armanda Santos  Engineering 
Collaborator 
 asantos@blueworks.pt 
Eng. Edgar Ferreira  Engineering 
Collaborator 
 eferreira@blueworks.pt 
 
 
2.2. Project supervising 
 
The two trainee students were integrated in BlueWorks – Medical Expert 
Diagnosis, Lda, where they were supervised by Eng. Armanda Santos, Eng. Edgar 
Ferreira and Eng. Paulo Barbeiro. Every day, it was made a little topics report of the 
work done. More extensive reports of the project development were made every time 
the supervisors or coordinator requested them. 
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3. Project Analysis 
 
3.1. Project requirements 
 
At CCC, many of the images produced in exams such retinographies, 
angiographies, and others, were given to the physician in paper sheets with images 
and sometimes text annotations. To make some diagnosis, physicians had to compare 
various images, of different exams or of different dates. That was done putting two 
sheets side by side. 
The work already made by BlueWorks created OphthalSuite, an information 
system that provided the images in digital format to the physician in his computer. This 
information system gathered all images and metadata produced by the equipment, 
and not only the images that the physician or technician selected to be on the 
exported report (commonly in PDF format with highly-destructive image compression) 
Such advance brought great improvements to the workflow of the CCC, transforming 
many paper data into digital format reducing the risks of loss. Another improvement 
was tools to control image proprieties, for example the brightness, contrast or a way 
to optimize the quality of the image shown. 
One important function missing was image registration to make possible the 
accurate overlap of images. Integrating this in BW-Eye would provide a new 
complementary option to compare images of the same eye that currently are 
compared side by side in screen, alternate screens or, as already mention, side by side 
in paper format. This has many limitations, the subjectivity of the physician that only 
could build a mental image of the two images in paper virtual registered and the 
impossibility of making the register of parts of the image with small details that lost 
definition in printing. With image registration the physician can create a sequential 
time overlap of images to see, for instance, the progression of dye in angiography, the 
evolution of diseases, or any important time based element for diagnosis. The tool 
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should be able to work with all image formats and different types of exams that are 
stored in database, in other words, it has to be the most generic as possible. 
As said, this algorithm was already partially implemented by a former 
Blueworks collaborator [4]. His work focused in the creation of an algorithm to 
perform the mentioned alignment automatically. Their implementations do the 
register of only two images, with some limitations. These limitations have to be 
corrected to have a robust and reliable algorithm. Since the objectives of this project 
are to continue the development of an alignment tool based on previous work, and 
not the review or to validate that, the “inherited” code was used “as is”. This includes 
both code and performance variables, as for example threshold values. 
After having the algorithm, it has to be implemented in a graphic interface to 
be used integrated in the modules or as a standalone application. This part has direct 
impact in the workflow because it is what it is used by the medical staff. 
 
 
3.2. Theory background 
 
3.2.1. The human eye anatomy 
 
The human eye [5] [6] [7] [8], considered as an anatomic structure, is formed by 
two main portions: the eyeball and its protector system. 
The protective function is assured by the orbit, the eyelids, the eyelashes, the 
lachrymal system and the conjunctiva. 
The eyeball occupies a part of the orbital cavity. It is covered, in posterior 
surface, by adipose tissue that gives protection and some kind of support. In the 
external part are inserted the muscles that are responsible for the eye movements. 
Besides the eyeball, in the orbit there are also nerves and vessels that assured the 
conduction of nervous stimuli to the brain and vascular supplies. The wall of the 
eyeball can be divided into three different layers: outer layer or fibrous tunic (sclera 
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and cornea), middle layer or vascular tunic (choroids, iris and ciliary body) and the 
inner layer (retina and retinal pigment epithelium). 
 
 
 
Figure 1 – Representation of the basic human eye anatomy [7]. 
 
 
The most external layer, or sclera [9], is generally white, opaque, and 
compound by fibrous tissue that gives rigidity and spherical shape to the eyeball. Its 
main function is the protection of the eye inner parts. Its thickness varies between 0.3 
mm to 1 mm as considering the anterior and posterior pole (the thickest) or the 
equator (the thinner). This structure also serves for muscles insertion. There are more 
two important elements related to sclera: the first one is the limbus that consists on 
the junction between sclera and cornea and the second one, the lamina cribosa that 
corresponds to a perforated plate formed by the penetration of optic nerve fibers in 
sclera.   The anterior part of fibrous tunic is the cornea [10], characterized by its 
elevated refractive power (43 diopters). Actually, it is the most refractive element of 
the eye and has a role in the light focus. Its transparency allows the vision of the 
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structures in eye’s interior. In the external surface, the cornea is covered by 
conjunctiva  
The dark vascular-pigmented layer, that prevents reflections of light within the 
eye, lies between sclera and retina and consists of tree portions: choroid, iris and 
ciliary body. The choroid [11] is in the posterior surface and extends from the ciliary 
body, anterior, to the optic nerve, posterior. It is responsible for the blood supply of 
the outer layers of the retina and regulates the temperature. The iris is the anterior 
part of vascular tunic responsible for the eye color. It is a thin membrane with two 
layers: the anterior mesodermal-stromal layer and the posterior ectodermal-
pigmented epithelial layer. This last one protects the excessive intake of light through 
the pupil, which is the circular opening in the center of the iris, that changes size as the 
iris adapts spontaneously to the entry of light, dilating or contracting. The lens [12] is a 
biconvex, avascular, colorless and transparent structure and it is suspended within the 
eyeball through the suspensory ligament or zonule. It form varies with the action of 
the suspensory ligament and the ciliary muscle. The ciliary body contains numerous 
muscle fibers whose contraction is reflected on the change of lens shape and so the 
focus at objects placed at different distances. This phenomenon is called 
accommodation. Under the ciliary muscle is located the vascular layer of the ciliary 
body which is responsible for the production of aqueous humor.  
In the inner surface there is the retina [13], which is a light sensitive tissue. It is 
divided in two parts. The first, a non-sensory part (retinal pigment epithelium) in the 
posterior side of the layer is responsible for the transport of metabolic waste from the 
photoreceptors. The sensitive part of retina is located in the anterior side. It is 
composed by several neuron layers, which are light sensitive. Photoreceptor cells are 
responsible for this action, and they are divided in two types: rods and cones. The rods 
are used mainly when the light is poor and provide black-and-white bad defined vision. 
Cones work with good light condition and are responsible for color vision. There is 
another rare type of responsible for reflexive responses to bright daylight, the 
photosensitive ganglion cells. The chemical and electrical reactions create nerve 
impulses, which communicate with brain by the optic nerve. Near the center of retina 
is a yellow highly pigment region, the macula [14], with the fovea in their center. Fovea 
[15] is the eye area of greatest acuity vision and it has a high concentration of cones 
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cells. The optic nerve, composed by retinal ganglion cells, leaves the orbit in the optic 
disk [16]. The insertion in optic disk allows the passing of blood vessels, too. This zone 
does not have photoreceptors invalidating the reception of light creating the called 
“blind spot”. Retina, optic disk, macula and fovea, form the interior surface of the eye 
and are referred as fundus.  
 
 
3.2.2. Exam types 
 
Several different types of exams produce images that can be used in image 
registration. The importance of image registration is the images differences of each 
type of exam, mostly size and color. From all of them, were there mostly used the 
retinal angiography and retinography, something defined out the beginning of the 
work. 
 
 
3.2.2.1 Retinal Angiography 
 
The retinal angiography [17] [18] [19] is a medical imaging technique that 
photographs the back structures of the eye used especially to examine the blood 
vessels. The procedure is based on the injection of a dye into the circulatory system, 
which will become fluorescence when illuminated. Special cameras take a picture of 
the retinal fundus where the blood vessels are evidenced by the fluorescence of the 
dye. The process can be used to track the temporal evolution of the dye through the 
vascular system by taking various photos with certain time gaps. The dye is eliminated 
by the urinary system after 12 to 24 hours. 
To acquire the photos the eye is illuminated with light of a specific wavelength, 
which varies according to the dye used. To achieve the expected wavelength is used a 
filter. The dye will excite and the light emitted with the fluorescence is filtered again to 
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a certain wavelength and it is captured by a special camera. The result is a grey scale 
image. 
The dye takes approximately 10 seconds to reach the choroid. In the next 20 
seconds it is taken approximately one photo per second. Moreover, another photo is 
taken 5 to 15 minutes after. All these times depend on the physician indications. 
Several pathologies can be detected using this method. They can be identified 
by hyperfluorescence or hypofluorescence regions. The hyperfluorescence can be 
caused by leaking defects (ex: aneurysm), pooling defects, staining, transmission 
defects or abnormal vasculature. Blocking defects and filling defects cause the 
hypofluorescence regions. 
 
 
3.2.2.2 Retinography 
 
This technique [20] [21] consists in using a fundus camera to take photos of the 
interior surface of the eye. There are two types which differ in the light used. The 
normal retinography uses white light and produces color images that can be used to 
analyze the color characteristics of the retinal fundus. The other type of retinography 
uses a combination of polarizes and optical filters to block the red light, illuminating it 
whit green light. It is called red-free retinography. The images produced are grey scale 
images.  
 
 
 
3.2.3. Image Registration 
 
“Image registration is the process of determining the point-by-point 
correspondence between two images of a scene”, [22]. In other words, this means 
transforming the different images into the same coordinate system [23]. The images 
can be acquired from the same scene but in different times, different viewpoints or 
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image acquisition systems [24]. This results in different spatial alignments of the 
various images. The objective of image registration is calculating and applying a 
transformation model in sensed images, using others as reference. Sensed images are 
resampled to register the reference image, which is kept unchanged and it is used as 
base coordinate system [22]. For each sensed image it is necessary to calculate his 
transformation model. After applying the transformation, correspondent points in 
both images should be overlapped if the same coordinate system is used. The process 
of choosing the reference image is very important in case of doing the registration for 
more than two images, but that will not be focused in this report because the 
registration for more than two images was not one of the objectives. 
To determine the transformation it is necessary to choose a certain number, 
depending of the image transformation model chosen, of correspondences of points 
between two images. This correspondence can be made manually, by identifying 
homologues points looking into the images or automatically, by computer like it was 
implemented in [4]. The graphical interface implemented will be with manual 
selection. 
Image registration is used in many areas [24] like arts, astronomy, astro-
physics, biology, chemistry, criminology, genetics, physics, cartography, industrial 
inspection, aerial images, virtual reality, medicine, or basically any area involving 
imaging techniques. Image registration is being very useful in medicine to do many 
tasks such as [24] computational anatomy, computer-aided diagnosis, fusion of 
different modalities, intervention and treatment planning, monitoring of diseases, 
motion correction, radiation therapy or treatment verification. This is due to the last 
decade’s evolution and increase of utilization of medical imaging techniques, like 
computer tomography (CT), diffusion tensor imaging (DTI), magnetic resonance 
imaging (MRI), positron emission tomography (PET), single-photon emission computer 
tomography (SPECT) or ultrasound (US) [24] [25]. In ophthalmology, image registration 
is used to track the progress of diseases, create mosaic images of the same eye series 
of images and real-time registration to assist ophthalmologists in surgeries. Some of 
these registrations can involve images from different exam types. 
The algorithm in [4] will be explained next to serve as theoretical introduction 
so the explanation of improvements will be understandable. 
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Image registration can be generally represented by a modular structure, which 
shows all the main steps that were necessary to do a fully automated image 
registration algorithm. This structure was used in previous work and it will be 
explained next. This serve as introduction to the work explained in section 4. 
 
 
 
 
 
 
3.2.3.1 Feature Detection 
 
To implement image registration the first thing to do is to detect common 
structures in the two images. These structures should have the maximum specificity 
possible, in way of being easier to make the correspondences. There are several 
structure types depending on the types of images used [22]: lines, points, curves, 
Image 
Feature Detection 
Features Matching 
Image 
Feature Detection 
Transformation Estimation 
Images Resampling 
Registered Images 
Diagram 4 – Image registration algorithm steps (for two 
images) [4]. 
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templates, regions and patches. Specific for eye images, they can be the optic disk [26], 
macula [27] or blood vessels [28]. Blood vessels are the most used because they are 
ramified in the entire eye, and they are relatively stable, unless there are some 
diseases that degrade them. They were chosen to the work, more specific the y shaped 
bifurcations formed by the ramification of the blood vascular tree. 
 
 
Diagram 5 – Feature detection steps [4]. 
 
 
 
3.2.3.1.1. Vascular Tree Extraction 
 
The process of extracting the vascular tree of the retina images is described in 
[29] [30] and the code available at [31] was adapted by [4] to the desired features of 
the algorithm. The function supports grey scale images and for RGB images it is 
necessary to select only the green layer because it is the one with highest contrast 
between the vessels and the background (from now on, understand background as all 
the image except the pretended features) [29]. 
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3.2.3.1.1.1. Image preprocessing 
 
One of the most difficult tasks to extract features from many images is the lack 
of contrast between the features and the background. To overcome this it is necessary 
to process the image.  In retinal vascular extraction it is suggested in [29] the use of 
two-dimensional matched filters. This consists in the application to the image of 
Image 
Image 
Preprocessing 
Mask Detection 
Threshold 
Determination 
Segmentation 
Size Filtering 
Hollow Vessels 
Filling 
Mask Removing 
Vascular Tree 
Diagram 6 – Vascular tree extraction steps [4]. 
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known template filters which will produce higher responses to convolution process in 
areas of the image that have similar structure (in this case, pixel intensity).  
 
 
 
Figure 2 – The two templates used, the respective graphic representations and the equations. 
 
 
 
Like  the  image  shown,  the  templates  are  Gaussian  based,  representing  
the intensity of  the grey  tones of vessels, where L represents the  length  in pixels of 
each template,  and  the deviation  (σ) of  the Gaussian  function  is equal  to  2 [29].  
The two types of templates are due to some image vessels appearing darker than the 
background, and in others the opposite happens – vessels are brighter than the 
background. Because of  the  free orientation of the vessels in a retinal image, the 
template have to rotate in intervals of 15°, in a total of 12 templates, to cover the 
maximum orientations possible of the vessels with a good  relation  between  results  
and  computer  performance [29].  The image is convolved with all the templates of 
one type, and the enhanced image is obtained by choosing for each pixel the 
maximum value resultant from the convolution calculated with the twelve templates.  
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3.2.3.1.1.2. Threshold determination 
 
After having the vascular tree enhanced in the image, it is necessary to extract 
it. To do this it is established a threshold value in grey scale, which is the limit between 
background and vessel structure. 
In previous work it was used the entropy-based threshold proposed in [29]. The 
global entropy is a measure of the uncertainty associated with a random variable (in 
image case, the pixel grey intensity) [32] [33] [29]. It is defined by 
 
where  is the probability of intensity  in the total of  intensities (n depends on the 
image characteristics, for example a 8 bits image has 256 values of intensity). Image 
pixels are dependent on each other (the intensity of a pixel is related with the 
neighbors), which restricts the use of global entropy. Images with the same histogram 
will have the same entropy value because of the absence of spatial distribution in the 
global entropy equation. To outline this it is used the local entropy 
 
where  represents the probability of co-occurrence of the intensity  and . Using 
the co-occurrence matrix,  defined in [30]. For every pixel  in 
image : 
-  
-  
-  
-  
If s (0 ≤ s ≤ 255) is a threshold, s can partition a co-occurrence matrix in four 
quadrants A, B, C and D. 
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Figure 3 – Four quadrants of the co-occurrence matrix. 
 
 
The pixels from the vascular tree have a higher response when convolved with 
the templates, so, the intensity is higher, located in quadrant C, and the pixels of 
background have lower response and a consequent lower intensity, quadrant A. To 
achieve the value s, the total local entropy of the quadrants A and C is maximized, in 
other words, the threshold value is the one that maximizes H(s): 
 
 
 
 
 
3.2.3.1.1.3. Segmentation 
 
The segmentation of the vascular tree is a very simple process. It just verifies if 
the grey value of each image pixel is higher or lower than the threshold value. If it is 
higher, the pixel is part of the vascular tree and it is marked with the value 1 (true). If it 
is lower, it is part of the background and it is marked with the value 0 (false). The result 
is a binary two-dimensional array, with the size of the image. 
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3.2.3.1.1.4. Size Filtering 
 
The image pre-processing step generates some noise due to the high response 
of some small structures that are not vessels, or little part of vessels, which have high 
response and the other parts of those vessels that do not. This is because these 
structures are similar to the templates applied. To clean these small structures it is 
applied a filter that sets structures smaller than 0.09% of the image size as 
background. The value 0.09% is achieved in [4] performing several tests based on the 
studies of [29]. Here, the value is fixed in 950 pixels for images of  pixels 
. 
To find these structures, it is used Matlab® function bwlabel. This function 
scans binary images for labels (regions), using the option of 8-connected neighbors in 
opposition to the 4-connected neighbor: 
 
 
Figure 4 – Left: 4-conected neighbor. Right: 8-conected neighbor. 
 
 
 All labels that are smaller than 0.09% of the image size are marked as 
background. 
 
 
3.2.3.1.1.5. Fill Hollow Vessels 
 
In some type of exams, the resultant image can have intensity profiles of 
thickness vessels different from the templates. This is due to the optic effects of the 
cylindrical shape of vessels. For example, angiographies have lighter vessels than the 
background, but due to this effect, some large vessels have a darker center. When the 
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templates are applied to these vessels, they are segmented as two separated parallel 
vessels correspondent to the borders of the original larger vessel. This fact is extremely 
important because the two segmented vessels, will originate completely different 
features compared to the same image but correctly segmented as one unique vessel. 
To correct this it is used the Matlab® function bwlabel again. The process is the 
same of the last section, but here it detects background layers. Because of the vessel 
division, the section between them was marked as background, and if the part is 
isolated from the real background, it is labeled separately by bwlabel. If the labels are 
smaller than 0.0115%, (threshold value identified in previous work (4)) they are 
marked as vessel.  
 
3.2.3.1.1.6. Mask Determination and Removal 
 
Usually the exams resulting images are surrounded by a black mask created by 
the shadow of part of the lenses of the medical equipment. When the templates are 
applied in the image pre-processing step the border that separates the mask of the 
retinal background has high responses and they are marked as vessels. When 
segmented vessels cross with these borders, it can originate bifurcations that will 
originate possible features. 
To correct this, the pixels of each line are read from left and right. If their grey 
value is lower than 15, it is considered mask (true; 1). When the first pixel with a value 
bigger than 15 is found, all the pixels until that one and an offset of 10 pixels after are 
marked as mask. The limit value was achieved in [4] as well as the offset, which is used 
to guarantee a correct delimitation of the mask due to some variations of intensity in 
pixels near the mask. The result is a binary image with mask (true) and the rest is 
marked false. 
After having the mask, the final step is quite simple. All the pixels of vascular 
tree binary image that are overlapped with the mask are reclassified as background. 
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3.2.3.1.2. Bifurcation Points Determination 
 
This part of the algorithm determines the position of the features in the image. 
The features are the vessels bifurcations that are present in the image achieved in the 
previous part of the algorithm. 
 
 
 
 
 
3.2.3.1.2.1. Vascular Tree Skeleton Determination 
 
This step is very simple due to the use of Matlab® function bwmorph with the 
option operation set to thin. This function shrinks the true (0) parts of a binary image 
to a structure of 1 pixel width, in this case, shrinks the vascular tree to a 1 pixel width 
skeleton. 
 
 
3.2.3.1.2.1. Bifurcation Positions Determination 
 
After having the skeleton of the vascular tree, it is necessary to identify the 
position of the bifurcation points. For this, it is verified for each pixel of the skeleton 
how many pixels in the 8-neighbour region are also from the skeleton tree. If there are 
more than four, the pixel is marked as a candidate to be a bifurcation point. The pixel 
is not immediately marked as a final candidate because there are many situations 
where various pixels in the same bifurcation zone can be candidates like those that 
Figure 5 illustrates.  
 
Vascular 
Tree 
Vascular Tree 
Skeleton 
Determination 
Bifurcation 
Position 
Determination 
Bifurcation 
Positions 
Diagram 7 - Bifurcation points determination steps [4]. 
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Figure 5 – Representation of a hypothetical fragment of a vascular tree skeleton: white squares – skeleton; black 
squares – background; grey circles – bifurcation points candidates; black circle – selected bifurcation point (from 
[4]). 
 
 
As it can be seen it is needed another factor to select the correct point. The 
criterion achieved in [4] was to use the bwlabel function again to label the candidate 
points. When these situations occur, the function will form labels of this kind of 
bifurcation clusters. Then the Matlab® function regionprops determines the centroid 
of the cluster, and the values are rounded to the unit, obtaining the coordinates of the 
selected point, the black symbol in the example image. 
 
 
3.2.3.1.2.1.1 Bifurcation Positions Validation 
 
At this step the set of possible bifurcation points have to be analyzed to 
determine which them are real bifurcation. 
In [4] were described two methods of making the selection. In the first, the 
number of possible point’s existents in a window of 0.16% (41x41 for 1012x1024 pixels 
image are counted; these values were achieved in previous work [4]), centered in each 
possible bifurcation points. If there are more than two, none of them is considered. 
The objective of this is eliminating a large number of false bifurcation points that can 
be wrongly detected because of the existence of structures, like diseases, in these 
zones. To the results of this step is applied the second method. In this the values of 
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grey intensity of a circumference (radius = 20 pixels for this case) around each possible 
bifurcation point are analyzed, and it is calculated a threshold of 
 (value 
from previous work). This separates the pixels with higher intensity from the others. In 
real bifurcation points, the spectrum has three zones higher than the threshold that 
corresponds to the three branches of a normal vessel bifurcation. In each of the three 
zones, the pixel with higher value is identified as the position of the center of that 
branch. For situations where there are more than three zones higher than the 
threshold, the ones selected are the branches with a separation angle bigger than 25° 
[4]. If after this, there still are more than three possible branches it is applied the last 
method. For each possible branch it is established a main line between the center of 
bifurcation and the point that defines the center of the branch. For each pixel of the 
line it is measured the grey intensity of 5 perpendicular pixels line centered on the 
pixel of the main line. All the intensities are summed and the three branches with the 
bigger intensity sum of all pixels are the chosen. 
 
 
3.2.3.2 Features Matching 
 
This is one of the most important and challenging steps of image registration. 
Only with features points determined it is not possible to make image registration, it is 
necessary to make the correspondences between the equivalent points in both 
images. 
The step is divided in two main parts, one in which is established an initial set of 
bifurcation correspondences, and the other where the set is refined. In [4] there used 
two different approaches to implement the first part. In this work it is only used the 
approach 2 because of two main reasons. First because some issues were reported in 
the tests performed in [4] for the approach 1, and second because the approach 2 
code, unlike approach 1, is fully implemented by [4] which leaves more freedom to 
future improvements. 
BW-Eye, Image Registration Algorithm Project Analysis 
27 
Project Report Frederico Lopes 
In the chosen approach, the Euclidean distance [34] between four invariant 
parameters of one feature in the first image and the invariants of all the features of 
the other image is minimized. The feature of the second image that has the minimal 
Euclidean distance is assigned as a possible match. The second step is establishing the 
correct correspondences between each feature of one image to the feature in the 
other image that has more invariants similarity. 
 
3.2.3.2.1. Invariants Determination 
 
The invariants have to be based on characteristics that should be specific for 
each bifurcation, allowing the correct identification of the same region regardless of 
image rotation and zoom, but must also be able to detect the difference between 
mirrored points, points that have two vessels with the same thickness, vessels with 
two identical angles, or other specific situations like these. As the structures are 
vessels bifurcations the variables that can change are vessels width and the angles 
between each branch [23] [35] [36] [37]. Therefore, these are the base of the 
invariants in [4]. 
 
 
Figure 6 – Default bifurcation structure representation: 1, 2, 3 – vessel branch identification; A, B, C – vessel 
branch width [4]. 
 
 
Assuming the structure in the image above as a representation of a default 
bifurcation structure, the angles formed by the branches are: 
 Ө1,2 – angle between branch 1 and branch 2 
 Ө2,3 – angle between branch 2 and branch 3 
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 Ө3,1 – angle between branch 3 and branch 1 
 
The first invariant parameter is the smaller angle of the three. To find the 
second invariant parameter the widths of the branches that form the first angle are 
measured. If both branches have the same width or if the branch with bigger width is 
the one placed clock-wisely to the first angle, the second invariant is the angle placed 
clock-wisely to the first angle (Figure 7 (a)). If the branch with bigger width is placed 
anti clock-wisely, to second invariant is the angle placed anti clock-wisely to the first 
(Figure 7 (b)). 
 
 
Figure 7 – Illustration of the criteria to choose the second invariant: (a) clock-wise; (b) anti clock-wise. The arrow 
identifies the vessel with bigger width that forms the first angle. 
 
 
 
For the other two invariants, the variable is the vessel widths. The third 
invariant parameter is the ratio of the widths of the branch with bigger width that 
forms the first angle and the other branch which forms that angle (Figure 7 (a): B/A; 
Figure 7 (b): A/B). The ratios of the widths of the branches that form the second angle 
define the fourth invariant parameter. If the second angle is placed, clock-wisely 
(Figure 7 (a)) the ratio is between the widths of the branch more clock-wisely and the 
other (C/B). If the second angle is placed anti clock-wisely (Figure 7 (b)) the ratio is 
between the widths of the branch more anti clock-wisely and the other (C/A).  
The process to determine the widths of the branch starts by finding the line of 
pixels that connects the bifurcation point with the point of the center of the branch 
determined in 3.2.3.1.2.1.1. For each pixel of that line it is determined the intensity 
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values of a perpendicular line (this will be addressed with more detail on section 4.2.3) 
that represents a cross section of the branch. A first derivate of the intensities is 
calculated and the borders, where there is a big difference of intensity values, appear 
like the maximum and minimum of the function calculated. The difference of the two 
values is the vessel width. The final value for branch width is the rounded mean of all 
the widths in the line. 
 
 
3.2.3.2.2. Inliers Selection 
 
The correspondences from the step before have incorrect matches of pairs of 
features. To exclude this pairs it is suggested in many articles and books like [38] [39] 
the selection of the correct matched pairs by estimating the homography [40] 
transformation with the RANSAC algorithm [41] (code available in [42]).  
“Homography (H) is an invertible transformation from a projective plane to a 
projective plane that maps straight lines to straight lines” [40]. In image registration, it 
is used to measure the relation of two sets of points. The greater is the geometrically 
similarity of the points the greater is the homography. 
The RANSAC iteratively calculates the homography for a random sample of 
correspondent points. Given H it is calculated the distance for each supposed 
correspondence. If a point is consistence with the H, it is considered as a hypothetical 
inlier. The process iterates n times and the H with large number of inliers selected is 
chosen. The number of iterations can be settled manually, or it can be given an 
objective result, and the algorithm iterates until it reaches that value.  
In other words the RANSAC algorithm iteratively estimate the correct inliers 
(correct matches) of a set of data which contains both inliers and outliers (wrong 
matches). The outliers are discarded and the final set of matched features should 
contain only correct matches. 
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3.2.3.3 Transformation matrix estimation 
 
 
After having the final set of correct pairs of features, it is necessary to 
determine the transformation for one image in relation to the other. There are many 
types of image transformations related to the ophthalmologic images registration [30] 
[43] [44]. The transformation model to be used has to have in consideration the image 
acquisition conditions, the physical characteristics of the structure that is in the image, 
in this case the eye retina, the extension of the retina that was photographed and the 
characteristics of the camera. In [4] there chosen the affine [29] and polynomial [23]  
transformations, and they are calculated using the Matlab® function cp2tform [45]. 
In [23] it was indicated the use of polynomial transformations considering the 
eye retina as an approximation to a spherical surface, only with small depressions in 
macula and optic disk zones, and its motion can be modeled as a general rigid motion. 
For this approximation, it is also necessary to keep in consideration the fact that the 
retina is rigidly attached to the back of the eye, except for detached retinas due some 
diseases. This transformation produces good results as reported in [43], however it has 
the disadvantage of higher computational cost. Although, the quadratic transformation 
is the one that best complies with the eye spherical shape. If both images are highly 
overlapped, a simplification may be made by assuming that the scene is a flat surface, 
and with that, the affine transformation may be used, resulting in a less demanding 
computational procedure with virtually identical results to the more complex one. The 
affine transformation is a composition of rotations, translations, dilations, and shears 
[46]. This transformation will be used regardless of image overlapping, when the 
number of detected inliers is between 3 and 5 inclusive, since these are not enough 
points to perform the polynomial transformation.  
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3.2.3.4 Images re-sampling 
 
In order to align two or more images, several of them must be adjusted to 
match the reference one. This is done by re-sampling the other image using the 
transformation to the coordinate system of the reference one. 
For image re-sampling it is needed the transformation parameters and chosen 
the reference image. If the image registration is made for more than two images, the 
process to choose the reference image is very important, and more complicated if the 
set is limited to two images. In this case, if the total overlap is small, the reference 
image should be the one with the most centered fovea. With a big overlap, this issue 
has less significance. For more than two images, the base of the concept is choosing 
the image that is connected with the higher number of images of the set. 
With the transformation parameters, the images are transformed to the 
coordinate system of the reference image. After this, it is very simple to obtain the 
images overlapped. 
For this step, it was used the Matlab® function imtransform [47] which uses the 
spatial transform structure from the function cp2tform.  
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4. Algorithm improvement 
 
This section describes the various improvements or corrections done in the 
image registration algorithm of [4]. These steps were not settled in the beginning of 
the project, but as it was mentioned before, it was necessary to correct some issues, 
which have multiplied with time. Many of the issues were discovered after solving 
other issues, or with the more knowledge of the previous work and consequently of 
the image registration theme. 
The presentation of the work is based in the logic sequence introduced in 
section 3.2.3 and not in the sequence in which the improvements were made during 
the last year. 
The development of the algorithm was done using Matlab® 7.3 (R2006b), 
running in Windows XP Professional Service Pack 3. 
 
 
4.1. Vascular Tree Extraction 
 
4.1.1. Fill Hollow Vessels 
 
In some types of exam images, mainly in angiographies, the larger width vessels 
tend to have a darker central portion as referred in 3.2.3.1.1, which is classified as 
background during the vessels structure segmentation. This causes vessel to be 
segmented as two different vessels that correspond to the region of the bright borders 
of the real vessel in the original image. This is going to be a problem in the next steps 
of the registration algorithm, particularly in the bifurcation point’s determination, 
because when the vascular tree skeleton is determined there where two lines instead 
of one increasing the number of wrong bifurcations detected. To solve this it is 
referred in 3.2.3.1.1.5 a function that detects regions marked as background with a 
size less than 0.0115% of the total number of pixels of image, and considers them as 
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vessel structures. In this work, it was noticed that this does not work in two cases: 
when the central region classified as background is bigger than 0.0115%, and when this 
region is opened like as in Figure 8. 
 
 
Figure 8 – Left: part of the original image showing a vessel with darker central portion. Right: The vascular tree 
extracted from the left image. It is visible the bigger vessel divided in two parts in the right image, and the 
opening marked with the red circle. The green area represents the total area labeled, which contains in the inside 
area the divided vessel due to the opening. The blue circle shows small areas formed by vessels crosses. 
 
 
In the first case, the evident solution was increasing the area value, but there is 
the risk of classifying as vessel small areas formed by vessels crosses, as it is shown in 
the image above. There were tested some values to see what has happened. As 
suspected, the solution to this specific problem was not solved, but it was found a 
better value for the used images. Tests were made in the 4 images, that are used more 
for experimentation, using visual inspection with increments of 0.001%. During these 
tests, it was noticed that the manipulation of this value would not be enough to solve 
this problem, but even so, it was reached an interval [0.022%, 0.028%] that wielded 
better results, with the maximum number of correct points matched between two 
images without filling the small areas of vessel crosses. The value chosen to substitute 
the old one was the average of the interval, 0.025%. As said the maximum value in this 
interval did not solve the problem of vessels division, and for bigger numbers the 
number of correct matched points decreased and some of the small significant areas 
where filled. 
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The problem of the second case was impossible to solve with the previous 
method. The first successful idea was the use of two Matlab® functions: imdilate [48] 
and imerode [49]. The first function dilates the borders of white pixels zones of binary 
images. Thus, when applied with the correct options it fills the black space between 
the divided vessels, but also dilates the borders of all vessels. To correct this it was 
applied the imerode function that erodes the borders of white zones, in opposite to 
imdilate. This will not bring back the space between the divided vessel, because when 
the imdilate fills this space, the imerode function will not recognize any borders here to 
erode. 
 
 
Figure 9 – Vascular tree binary image after applying imdilate and imerode functions. 
 
 
In the image, it is shown the results of the problem. In the right side of the 
image there is a small area filled due to the use of this second solution and not of the 
use of a higher value in the first proposal solution 
With the problem solved, it was thought that Fill Hollow Vessels function was 
unnecessary because the main reason for its existence was the vessel separation 
problem. However, when it was removed from algorithm the results decreased. There 
are zones with many tiny vessels detected (ends of vascular tree or diseases zones 
matched as vessels) that form little hollows because of the large number of crosses 
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between them. These little hollows increase the number of possible bifurcations points 
detected and concentrated in small areas. Most of them from wrong detected vessels, 
so there is a larger number of points matching and many of them not from real vessels.  
This increased the errors in matching procedures and the function is kept in the main 
algorithm.  
 
4.1.2. Mask Determination 
 
One of the first problems detected in the algorithm was an error in the mask 
determination (3.2.3.1.1.6). The mask was calculated, but only for left and right 
borders like Figure 10 shows. In the image it is evident the problem of this error. All 
the vessels that do not end inside the image were crossed with the mask borders. 
These borders were marked as vessels because the principle of vessels detection is the 
high response in the convolution with the templates referred in section 3.2.3.1.1.1, 
and the zone of the mask has similar characteristics. All the crosses resulted in one 
wrong feature that enters in the algorithm.  
 
 
Figure 10 – Wrong determination of the mask. It can be seen in the right image the result of this: a bifurcation of 
one vessel with the border of the mask. 
 
 
The solution to this was quite simple, because it was only needed apply to the 
code created to left and right, to the top and bottom of the images. 
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Figure 11 – After the corrections it is evident the removal of the mask border error, and the inexistence of the 
wrong bifurcation. 
 
 
However, after some tests it was noticed another problem in this step. Since 
the criterion of mask determination was to mark the line as mask until the first pixel 
(adding an offset value after) with grey intensity higher than 15, if an image was 
wrongly taken, and shows a dark area with pixels intensity below 15, the mask will be 
wrongly determined. In the test, none of the images have this conditions, but since it is 
not recommended to reduce the 15 intensity threshold because it can create the 
opposite problem of not detecting all the masks, it was chosen a completely different 
solution. 
Since Blueworks integration platform identifies the machine that originated the 
image, it is acceptable that the masks can be calculated once, and used as a standard 
template to all images from the referred equipment. This can be done by using the 
code implemented and an image taken without any eye, only light, which assures that 
the mask will be completely isolated from the background and no errors will occur. For 
the global algorithm, this is a good solution, because it reduces any possible error in 
the mask determination step, and reduces the computational cost for the algorithm. 
The only inconvenient is the additional step of preparing the data to calculate the 
initial mask, but it is a small effort when compared with its advantages.  
 
4.2. Feature Detection and Validation 
 
A problem with this algorithm was the number of less important bifurcations 
that are taken into account in validation. These bifurcations can be tiny vessels in the 
end of ramifications that only appear in images with good contrast and not in common 
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images, disease zones with strange structures or other images defects that can be 
classified as vessels, forming zones with a higher concentration of points. Most of 
them can be discarded because of its irrelevance for image registration. 
In addition to this, it is very important for the algorithm if in each zone of the 
image the detected bifurcations belong to the main vessels. This means that for some 
part of the image with some bifurcations it is important not only to discard the 
irrelevant ones, but also to select the most important of the others. This has to take in 
consideration the variations of the size of vessels. If they are near the optic disk, the 
main vessels have a bigger width and, in the ends of ramification, the main vessels are 
much tinier.  
In order to achieve this goal, the selective identification of the most-relevant 
points, several approaches were attempted. 
 
4.2.1. Approach 1 – Image scaling 
 
One approach to do that selection, is the successively scaling of the initial 
image, before preprocessing, to a smaller one (¼ of original size) and the attempt to 
detect the bifurcations in each one, inclusive in the original size. The resizes are made 
by the Matlab® function imresize [50]. The interpolation type used here was the 
default, bilinear, since, in many internet forums dedicated to image processing, it is 
referred as an interpolation with a good performance/quality relation. For now on 
when reduced images are mentioned it includes de original size one, to make the 
writing easier. In each reduction all the steps described in section 3.2.3.1, except the 
bifurcation points validation, are applied to the reduced image. After the 
determination of the set of bifurcation point’s candidates, a binary image with the 
points is scaled to the initial size of the image and summed to a global classification 
matrix. This global classification matrix is composed by the four bifurcation scaled 
images of candidate points. With this method, the bifurcations with ticker branches 
will remain in successive reductions, having a bigger value in the global classification 
matrix. With the used images (1012x1024 pixels), a maximum of four steps is enough 
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since the fifth image (sometimes the fourth is also too small) is too small to contain 
any useful information, even being totally black in some tests. 
 
 
 
Figure 12 – Background (grey): preprocessed image; Blue: vascular tree extracted; Red: bifurcations 
classification based in vessels width (lightest red – better classification). In the bottom right hand side a real size 
part of the image. 
 
 
 
The last step is the validation of candidate points. For this there are considered 
the points detected in the original size image. For each point detected in this image is 
created a window with 0.16% of the area of the image. From all possible bifurcations 
present in the window with at least 3 branches (choose the best three from the ones 
that had more), it is chosen the one with best classification in global classification 
matrix for that pixel location.  
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Theoretically, this should work but when it was applied, the results were far 
away from the expected. The first thing noticed was the location of the final selection 
of bifurcations. Many of them were near of bigger vessels than they should be. 
Exploiting the implementation was noticed that the classification matrix was not the 
expected. 
 
 
 
Figure 13 - Zoomed image with gradient colors to show better the classification. The centers of pink circles are 
the location of selected bifurcations, the others were discarded. 
 
 
In the above image, it is shown a montage of a region of the image with the 
preprocessed image in background to see where the vessels are and overlapped are 
the gradients of the classification matrix. The small light blue points are the 
bifurcations in the original size image. If the implementation works as expected, these 
points should be over the other large blue areas that are the classification of smaller 
image sizes like it is shown in the bottom right corner.  
These matching errors in the overlap of the four layers of classification are 
caused by the usage of the regular vessel-extraction algorithm on resized images since 
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this algorithm is not implemented in a way that allows the adjust the templates size 
used to identify the referred vessels. Big part of the error is due to the fact of the 
resize being done on the original image and the other image processing steps applied 
to the already resized image. This leads to some notes. The use of templates that do 
not have size changes to enhance the vessels, have worse results with the resize of 
images. It is simple to understand why this happens. If the template has a fixed size it 
is ideally used to produce high responses to the vessels with approximately the same 
size. This problem will be discussed later in the report. The important point here is that 
these differences of preprocessing will be propagated at the resizes of the 
classification matrix layers. Because this implementation deals with pixel scale, any 
little error in smaller images can become much bigger in the resized image. This is 
noticed with some bifurcations that remain in the smaller image, but after the resizes 
and overlap, the matrix classification has four separated layers. This means that the 
bifurcation will have the lowest classification because no layer is overlapped. 
Moreover, if a near bifurcation, in the 0.16% area only appears in two layers, but the 
overlap is done correctly, it will have a higher classification than the other and it will be 
chosen. 
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Figure 14 – Overlap of a region of the image with the four layers of classification.  - Original size.  - 1/4 of 
original size.  -  1/16 of original size.  - 1/64 of original size. In the bottom right corner the best overlap of the 
total image which this region make part of, the only bifurcation with overlap of all four layers. 
 
 
Searching for a solution it was thought a different approach for this 
implementation that avoids the errors of the preprocessing in resized images, doing 
the preprocessing in the initial image, and do the resizes only for the vascular tree 
extracted. This approach is explained next. 
 
 
4.2.2. Approach 2 – Blood vessel scaling 
 
The base of this approach it is the same of the one before. The only difference, 
as referred, is doing the resize only after the preprocessing. This will eliminate all the 
errors related to the application of the templates in smaller images. 
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The first evident advantage of this is reducing the computational cost, because 
the preprocessing is one of the steps that use more the CPU, which means a higher 
necessary time for processing. 
In the first attempt there were not seen considerable improvements because 
the first downsizings of the vascular tree image did not discard the less important 
vessels (tiny vessels) (Figure 5). 
 
 
Figure 15 – Vascular trees extracted in this approach (sequence A, B, C and D). The resize do not discard 
significant vessels. 
 
This is because of the way the imresize functions for binary images when it was 
used the nearest neighbor interpolation. This option is necessary for binary images, 
because it does not do weighted averages of near pixels, conserving the binarity of the 
image. The behavior of the function allows the vessels with, for example, 4 pixels to 
remain in the image, with 1 pixel width, after the fourth resize. Because of this, the 
majority of the vessels in the images have enough thickness (pixels) not to be erased 
with the simple resize. Since the skeleton is used to determine the bifurcation points, 
the vessels with 1 pixel will have equal number of bifurcations of the same vessel with 
more than 1 pixel. Therefore, almost the same points remain in the reduced images 
and initial image that makes the classification useless. 
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One possible solution was the use of Matlab® function imerode explained 
before. As it was said, it erodes the borders of the white parts of a binary image, in this 
case the vessels of vascular tree. But this barely improved the results because, since in 
the first resize only a very small part of the vessels was discarded, in the second almost 
all disappeared and in the third most of the times all the information was eroded 
(Figure 16). There were tried many options of imerode function, but the results were 
all similar to the ones show in Figure 16. The use of other than ¼ proportion needs a 
more complex sampling and averaging of positions, since it will require interpolation, 
and results and coordinates rounding. 
 
 
Figure 16 – Resize using the function imerode (sequence A, B, C, D). The last image did not have any vessel. 
 
 
Since this two approaches did not have the expected results, and the idea of 
selecting bifurcations due to its importance can have a high influence in the quality of 
the global algorithm, the idea of making a classification based on the importance was 
not abandoned, because it can be very useful in eliminating sources of errors in 
features correspondence. After discussing the problem, a third completely different 
idea but based in the same concept was implemented, the third approach, which is 
explained next. 
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4.2.3. Approach 3 – Blood Vessel Width 
 
This new approach tries to make the classification based in the width of the 
vessels that forms the bifurcation.  
In this new method, the resize of the image is not necessary. After having the 
list of bifurcation point candidates, it is picked the first one to be analyzed. A window 
around it, with the same size referred before (0.16%), is analyzed. The widths of the 
three branches of all the points present in the window are measured. The point with 
the thicker branch of all the branches is selected. All the other points are discarded 
from the main list of candidate points and are no more analyzed. The difference of 
time processing for the second approach is not significant for this stage of the 
algorithm development, and it will be discussed in section 5.4 .  
The first results were not again the ones expected. A dept analysis of the code 
showed that the actual method of measuring the width of vessels had some 
limitations. The maximum width found had 10 pixels, while visual inspection of binary 
image of vascular tree wielded a maximum of 20 pixels.  Doing this for 9 points (of 91 – 
10%) it was seen that all the points had errors (see table below). For the tiniest vessels, 
the error was smaller and had less impact in the ratio descriptors (3.2.3.2.1) than the 
widest ones. The biggest problem was the points with big errors in one branch because 
the impact in ratio error was much bigger. 
 
Table 2 – Branches points widths measured in the function and by visual inspection in vascular tree binary 
image. 
 Branches points widths 
D
et
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Function 
7 3 7 5 3 4 5 4 8 
2 4 4 4 8 3 3 3 4 
7 8 4 4 4 3 4 3 5 
Visual 
inspection 
8 4 9 5 5 5 9 5 14 
5 6 8 4 11 4 5 3 14 
6 17 7 4 7 4 6 3 14 
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Figure 17 – One of the biggest branches with 19 pixels width (181-162). With the initial method, the biggest 
branch in this image has 10 pixels. 
 
 
This problem derails the implementation of all this approach. Because the 
limitations and some unreliability in the use of variations of intensity values in real 
image to calculate the vessels width, the imagined solution was the use of the vascular 
tree extracted to measure the vessels there. Because of the lack of time this 
implementation was restricted to just an idea and some tries that did not work. 
 
4.3. Invariants Determination 
 
The first correspondence of points is made using the Euclidean distance 
between the descriptors of each bifurcation in one image to all bifurcations in the 
second image (3.2.3.2). After organizing all the distances into a numerical matrix, it is 
found the minimum value of each column which represents the minimum Euclidean 
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distance of the bifurcation in image 1 (column) to all bifurcations in image 2 (lines). 
One problem was noticed when the RANSAC algorithm crashed,  possibly due to some 
bifurcations of image 1 having several minimums for image 2 resulting in various 
bifurcations of image 2 being matched to the same bifurcation in image 1 (Figure 18). 
To illustrate this problem it was created a script to make the graphical 
representation of the correspondences between points. To do this it was used the 
function that calculates the lines to measure the width in section 3.2.3.2.1. The 
coordinates of the points to trace the line were the location of the reference image 
bifurcation and the location of the correspondences for that point in sensed image. 
The coordinates of this last point were from the sensed image, to be able to see the 
spatial difference between the two images. These two images have a big overlap and 
have just a simple different translation. Having the line indexes, it was drawn in the 
reference image. It is visible some points with multiple lines connected to them, which 
are the multiple matches. 
 
 
 
Figure 18 – Graphic representation of the correspondences. The white dots indicate the location of the point in 
reference image (background) and the red crosses represent the location of coordinates in sensed image. 
 
The result of this draws to correct matches shows lines with similar orientation, 
and size (Figure 19). 
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Figure 19 – Representation of correct matches. 
 
 
The error was reported to Marco Zuliani [51], the author of the algorithm. After 
the reporting and some e-mails exchange, the problem in RANSAC was solved by the 
author in a new version of the algorithm. Since each bifurcation can only have one 
right correspondence in the other image, as a matter of logic, there was an attempt to 
solve the problem with alternative means. 
For each bifurcation of a given image 1, it was calculated the most similar 
bifurcation in a second image. However, several bifurcations of image 1 could be 
pointing to the same bifurcation in image 2. Once this corresponds to a physically 
impossibility, for all these multiple matches cases we chose only the smaller one, and 
all the others were discarded.  
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Table 3 – Example of multiple matches. In green the chosen point. 
 
 
 
In the optimum scenario, each detected point had a correspondent one in the 
other image, but due to the extraction algorithm and extent of overlapping this is 
highly unlikely to occur. After the first tests, that did not improve the results, the 
conclusion was that the problem was the reduced specificity of descriptors. This 
conclusion was relatively easy to reach. If after this implementation the correct 
matches decrease, it is because some of the correct matches before were discarded. 
Nevertheless, if they were discarded and should be selected, that means that other 
bifurcation had smaller Euclidean distance to the bifurcation in image 1 than the 
discarded one. If a wrong bifurcation is more similar, speaking in Euclidean distance, it 
means that the descriptors are not specific enough for what it is desired. 
It is logic to think that if previously most of those points were correctly 
matched after applying them to the RANSAC algorithm, the best solution is keeping it 
that way. However, the computational cost of RANSAC increases with the increase of 
the ratio wrong inliers/correct inliers. Therefore, it is useful to submit to RANSAC the 
best selection possible. 
If the main objective of improving the specificity of descriptors is achieved, this 
implementation does not make sense, since most of the bifurcations will be matched 
only with one of the other image, even if the matches are wrong. 
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4.3.1. Lines determination 
 
By performing the graphic lines representation referred in last section, it was 
noticed a problem with the function that calculates the line indexes. Some lines had a 
fold. 
 
 
Figure 20 – representation of one folded line. 
 
 
In the previous implementation it is only used to plot lines and it wasn’t 
important, but there are two functions in the main algorithm that uses it to calculate 
line indexes that are important to the final results. The fastest way found to solve this 
problem was a function found at Matlab® file exchange [52], while searching for the 
solution to the function already existent. This function is quite similar in the way it 
works and adjusts fine without errors. 
 
 
4.3.2. Angles 
 
Other problem detected in the studies of bifurcation descriptors was an error in 
the angles between branches. These angles should sum 360º because the bifurcation is 
composed by three branches with the internal angles forming a circle. However, to 
some bifurcations the value of the sum was not 360º. To correct this problem a big 
part of the code had to be reformulated. This is very important because was another 
source of descriptors errors that was corrected. 
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5. Graphical User Interface 
 
5.1. Overview 
 
In the future, physicians and researchers will have access to all the registration 
algorithms functionalities through a specific developed GUI, and during this project, we 
have contributed to a future tool. 
The developed graphical user interface is a part of the image registration 
algorithm that was visible to the end user. With it, the user will have access to some 
implemented functionalities of the algorithm, and it will be able to select the points 
manually and matches them if the automated overlap fails. This manual alignment was 
one of the tasks defined to be implemented during this project, generating a tool to be 
integrated with OphthalSuite. 
This first implementation was programmed to be very limited in its 
functionalities in comparison to what is expected in the future. The time limit just 
allows improving the basic functions for doing image registration of two images, 
selecting the points by hand. It is developed as a standalone application using the C# 
programming language [53] and Matlab® Compiler™ [54] which allows the use of 
compiled Matlab® functions with C#. 
 
5.2. Architecture 
 
 
 
 
Load 
Images 
Manually select 
six points for 
each image 
Transformation 
estimation 
Images 
Overlap 
Diagram 8 – Architecture of the GUI. 
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5.3. Implementation 
 
Even being a standalone application, the layout is similar to other applications 
developed by Blueworks. 
 
 
Figure 21 – Image registration GUI. 
 
 
In this first GUI, two images are loaded, and for each image there are settled by 
hand six points, forming two pairs of correspondent points. Next, the transformation is 
calculated and the registered images are presented in a new window. 
The functionalities present will be described next. 
 
 
5.3.1. Control of Images 
 
The first thing to do is to load the images. There is a button, Load Image, for 
each image. These buttons are not limited to image control. When there is already an 
image load in the panel with points marked, if it is loaded another image, the older one 
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is removed as well as the point labels in image and the point location in data grids. All 
this is disposed from the computer memory.  
 
 
Figure 22 – Three image controls. 
 
 
When the images to be registered are bigger than the size of the panels where 
they are shown (for example Figure 21) the user has to be able to navigate in the 
image. Since many times the images are in near positions, the Anchor Images option 
allows the movement of the two images at the same time. In other words, with the 
checkbox selected, if the user moves any image, the other will make the same move. 
When the checkbox is not selected, moving one image will not do anything in the other 
one. 
Reset Position button is very simple, like the name says, it just move both 
images to the original position, the top left corner of the window. 
The fourth option is the Reset All button. This button clears the two images, 
and discards the same things like Load Image button, but for the two images. After 
this, the window is in the same conditions as when loaded. 
 
 
5.3.2. Correspondent Points Control 
 
As it was referred, the correspondent points have to be settled by hand for 
each image. The user navigates trough the image and clicks with the mouse in the 
point’s location that he thinks is the best to do the matching. For each point chosen it 
is placed a visible symbol at the location in the image (Figure 23).  
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Figure 23 –  - deselected point.  - selected point.  - mouse over the point. 
 
 
The point location is automatically added to a data grid that shows the location, 
and another that helps to visualize the relation for each pair of points in both images. 
The A and D data grids in Figure 24 have the points location for each image, the 
items can only be deleted. Selecting one item from these data grids highlight it one the 
correspondent image. The B data grid has the same function as A but when an item is 
selected, the correspondent in data grid C is selected to, and both are highlighted in 
the images. C data grid is the most different because it allows deleting, reordering its 
elements and dragging from D data grid. The selection in C does the same as in B. 
The final set of pairs of points is formed by the B and C data grids.  
 
 
 
Figure 24 – The four data grids. A and B for points on left image. C and D for points on the right image. B and C 
make the correspondences between the two images. 
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5.3.3. Images Overlap 
 
To this step is essential to have 6 points in each image. The bigger is selected as 
reference and the small one is transformed using the Matlab® code.  
The transformation is applied to the image and the mask for that type of exam. 
By now, the mask image has to be chosen manually. The objective of this is saving the 
transformed image in PNG [55] format using the mask to define the transparent zone 
in the saved image. This removes the borders for appearing in the overlap of the two 
images. 
The interaction between C# and the Matlab® code is limited due to the 
programming language differences. The compiled code works like a black box, the data 
is sent to it and the output is returned. The input data are image paths and an array 
with the inliers points. The output is two pairs of points, indicating the location of the 
transformed image (top left, and bottom right corners of the image). The transformed 
image is saved in a temporary file directly from the Matlab® code, instead of being 
directly sent to the C#. This aspect will be analyzed in section 7.2.2. 
The registration of the two images is shown in a new window. The reference 
image is painted in the origin of the panel. The transformed image origin is defined by 
the coordinates returned from Matlab® code. 
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Figure 25 – Window with the registered images. 
 
 
The coordinates for the transformed image can be adjusted to make some 
necessary corrections on the overlap. The other option allows the user to select the 
alpha value [56] to set the transparency of the transformed image. 
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5.4. Tests 
 
Because of the simplicity of this implementation, the only relevant test was 
trying some different types of images to see if the transformation was successful. The 
next figures are the result of two pairs of images. 
 
 
 
 
Figure 26 – Tests with RGB and grey image. 
 
 
To this pair and the one in Figure 27 we can see some errors in some parts, and 
another with an almost perfect overlap. The main cause of this is the limitation in 
choosing only 6 points. To regions far from the chosen points, the errors increase. This 
is because the already referred spherical form of the eye. A little change of the camera 
viewpoint produces some transformations in the 2D image. Therefore, even making a 
good selection of points, the regions far from the points have errors. 
BW-Eye, Image Registration Algorithm Graphical User Interface 
57 
Project Report Frederico Lopes 
 
Figure 27 – Test with angiography images. 
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6. Results and Discussion 
 
Due to the type of work done with the improvements, the tests were presented 
in the correspondent sections for a better arrangement of ideas. In this section it will 
be discussed the results for the global algorithm tests, comparing with the results of 
the work at the beginning of the year. 
Some of the first tests were made using visual inspection, and for coherence 
purposes, all the others equivalent tests used this method which, of course, in many 
situations is not the ideal. 
 
Table 4 – Global tests to different algorithm implementations. The images used can be seen in attachment A. 
Images This Work Previous 
Work 
Reference/Sensed 
1 2 3 
C T S C T S C T S C T S 
Figure 28/Figure 29 
10 100 79 9 86 85 9 87 81 10 50 81 
14 100 80 10 86 89 9 87 83 10 50 80 
14 100 79 9 86 80 8 87 80 10 50 80 
Figure 29/Figure 28 
8 111 77 11 108 80 5 117 81 9 49 92 
6 111 80 12 108 79 9 117 80 9 49 93 
9 111 77 12 108 80 8 117 78 9 49 91 
Figure 30/Figure 31 
5 74 80 5 63 96 5 64 78 X X X 
5 74 81 5 63 95 5 64 80 X X X 
5 74 77 5 63 98 5 64 81 X X X 
Figure 31/Figure 30 
5 35 77 4 32 86 4 36 86 X X X 
5 35 76 4 32 83 4 36 83 X X X 
5 35 74 4 32 85 4 36 82 X X X 
Algorithm configuration: 
1 – without using any of the feature and detection approaches, but with all the other improvements. 
2 – Using Approach 2 – Blood Vessel Scaling. 
3 – Using Approach 3 – Blood Vessels Width. 
 
C – Correct matches; T – Total bifurcation points; S – Time in seconds. 
  - Correct images overlap;   - Wrong images overlap; X – Algorithm aborts. 
 
This tests were made to some pairs of images and were tested the number of 
total inliers, the success of overlap and the process time of whole algorithm. Since 
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some times Matlab® is slow showing images in the screen, the time counter ends after 
the image transformation. This is acceptable because after having the transformed 
image the process of overlapping the images is fast when it is used C#, which is the 
target language to the whole implementation.  
 
For each pair of images the tests were made using both as reference to see the 
differences when switching the reference, and were repeated three times for each 
configuration. There were made tests using red-free retinography images, but the 
algorithm abort due to the lack of bifurcation points detected. 
In Table 4 are summarized the results of the tests made. In this table, several 
things can be concluded. Looking for successful and wrong overlaps results it is evident 
that, except in two cases, the type and quality of images can be a big problem in image 
registration. The problem is the lack of contrast between the blood vessels and the 
background. In Figure 28 and Figure 29, the contrast between the vessels and the 
background is bigger than in Figure 30 and Figure 31, which results in a total wrong 
overlap for the news implementations and an algorithm abort for the previous work.  
This abort is due to a set of less than 3 inliers, which make any transformation 
impossible. 
From the table it is also possible to verify that the number of correct matches is 
not linear depending on the total number of bifurcation correspondences. This 
happens because of the increase of possible bifurcations, which also increases the 
possibility of wrong matches. Increasing the capacity of the algorithm of detecting 
more points can be useful to poorer quality images, but for good images, the result is 
an increasing of points in confusion zones, which only cause more correspondences 
errors. All this assumptions lead to a bigger problem of the algorithm – the lack of 
bifurcation point descriptors specificity. The four invariants, and the way that they 
work, are not robust enough to do the first correspondences. To help understanding 
this problem, some points of two images were printed as well as the Euclidean 
distances between them. This was useful to visualize the wrong correspondences and 
to evaluate the values of the descriptors. 
Looking to the correct matches it is evident that the results do not decrease 
comparing to the previous work. In some cases, especially in the worse pair of images 
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where it was possible to calculate the transformation, it increases even without 
success in the overlap. 
The differences in times are not much significant at this level of development. 
The RANSAC step is one that spends many seconds, which are directly related to the 
iterations. In this case it was chosen a maximum of 10 000 iterations, which is a large 
margin for finding all the correct inliers. Just to notice, in all the tests of the table the 
inlier that took more iterations to be found, had around 6 000 iterations, which are 
almost half of the maximum chosen. Of course, the total time is increased, but as it 
was said before, at this level, the time was not the priority. The iteration number leads 
again to the problem of specificity. Increasing the number of outliers without 
increasing the inliers will make the RANSAC slower. Increasing the specificity of 
descriptors leads to an increase of correct inliers when the Euclidean distance is 
calculated, this leads to reducing on the time consumed by RANSAC. In the ideal 
situation, descriptors are specific enough to make the correct correspondences of all 
pairs. 
Many variables in previous work were settled for one specific type of images. 
This year many of them were adjusted to be variable with different image types.  
In section 4.2.1 it was referred the problem of using fixed size templates, 
introduced in section 3.2.3.1.1.1. The problem in section 4.2.1 was already discussed, 
but this problem is valid to other approaches since all of them use the image pre-
processing. In some images, the size of vessels decreased from the optic disk to the 
tiny vessels ramifications in the periphery of the eye. Using a fixed width template, the 
results decrease to bigger and smaller vessels. Solving this problem by keeping this 
implementation seems very complex because this is what detects vessels, but to turn 
the template size variable it is necessary a previous knowledge regarding vessels 
width. Eventually this may be achieved by using image metadata regarding optical 
system specifications (resolution, aperture angle, etc). 
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7. Conclusions and Future Work 
 
7.1. Conclusions 
 
The main objectives were not completely achieved since the final algorithm 
improvements are not enough to perform correct image registration for images 
without good quality. Despite that, all studies served to gather a big knowledge about 
many of the problems of the algorithm and some guides to possible solutions. 
Continuing the previous work had advantages and disadvantages. On one hand, we 
had a base to explore and did not spend too much time in studies and research. One 
the other hand we could work in a task for some time, and discover that something 
previously assumed as correct, was wrong and our work could be useless. 
Image registration process is a huge programming challenging. It is a very 
complex problem due to the block architecture. There are very semi-independent 
steps, but a little change in them can lead to a necessity of correcting problems in 
other algorithm parts originated by that change. 
The graphical user interface yields good prospects to a future automatic 
interface.  
To conclude, more important than the corrections made, were the errors, 
problems and limitations discovered, essentially for the correct work of the algorithm.  
 
7.2. Future Work 
 
7.2.1. Image Registration Algorithm 
 
The results achieved in this project can be a good source for future 
developments of the image registration algorithm. 
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One of the first things to correct is the specificity of bifurcation descriptors. It is 
one of the most important steps in this type of algorithm. The solution can be: modify 
the existing ones or creating other additional descriptors. Solving the problem of 
vessels width measure is one solution that can bring improved results in descriptors. 
With better descriptors, the whole algorithm will be quite different, and some already 
implemented approaches and the futures ones maybe need to be redefined. 
The process of enhance and extract bifurcations has to be redefined in a way of 
working with images of poor quality.  
Next, the algorithm should be passed to C-based language. This can be a hard 
task but the difference of time consumption between C and Matlab® will be crucial for 
a useful use of the algorithm. 
The overlap for more than two images is another challenging task that should 
be done in order to increase the utility of the tool. 
Many other smaller improvements can be done, depending on the future 
orientation of this project.  
 
7.2.2. Graphical User Interface 
 
This is a first attempt to create a user interface to use in the future, in a way to 
help physicians analyzing retina images. Due to this, and the limited time, there are 
many improvements to be done. The improvements depend on the guideline for 
future work. 
The most important issue is using the entire algorithm in way to remove the 
need of selecting points. The ideal GUI will just allow to choose the images, and all the 
remaining processing will be done automatically, until the registered images appears in 
the screen, although the manual point selection should remain optional to the cases 
where the quality of the image does not allow a good performance by the automatic 
algorithm. 
Since the usefulness of the image registration is the capability to overlap a big 
number of images, the usage of only two images is a limitation, although the 
sequential use this tool to several image pairs maintaining the same reference one can 
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allow this to be used to more than two images. The parts of the images that overlap 
have to be carefully processed to combine the pixel intensities in order to reduce the 
images boundary formed [43]. 
In several programming forums, it is referred that Matlab® is much slower 
compared with C or even C#, so a crucial improvement is to convert all the Matlab® 
algorithms into a faster language to improve the performance of the GUI. 
Since there will be default masks already created for each type of equipment, 
the mask needs to be detected automatically and not open manually. This detection 
could also be done by using the image metadata. 
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Attachments 
 
Attachment A 
 
 
Figure 28 – Angiography image (1024x1012 pixels). 
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Figure 29 – Angiography image (1024x1012 pixels). 
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Figure 30 – Angiography image (1024x1012 pixels). 
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Figure 31 – Angiography image (1024x1012 pixels). 
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Attachment B 
 
 
Figure 32 – 30 examples of a total of 167 (85+82) bifurcations. In cyan the 4 invariants. The red, green 
and blue stars are the location of the center of branches. 
 
Table 5 – Euclidean distances between bifurcations of the two images. In red the minimum Euclidean 
distance from points of one image (columns) to the points of the other image (rows). 
  1 2 3 4 5 … 82 
1 54,88179 8,060562 51,94093 72,10109 54,01081 … 69,94864 
2 33,35593 38,26357 6,034417 28,69164 14,37877 … 27,40902 
3 57,08066 83,58687 39,84662 24,82736 40,56916 … 27,72465 
4 31,95462 54,46665 13,63472 11,66844 11,3129 … 11,1909 
5 41,77363 56,89107 12,83934 19,06351 19,96738 … 19,80358 
6 20,93431 39,83284 15,44663 24,50084 6,290422 … 22,19127 
7 6,965909 47,57979 29,71495 25,91235 15,44928 … 23,01368 
8 7,720798 53,28542 34,10807 25,58544 19,38737 … 22,76242 
… … … … … … … … 
85 20,9772 54,11658 22,08652 12,02509 9,06890 … 9,15843 
 
