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Abstract 
Document images are usually degraded in the course of photocopying, faxing, printing, or scanning. 
Degradation problems seems negligible to human eyes but can be responsible for an abrupt decline in 
accuracy by the current generation of optical character recognition (OCR) systems. In this paper we present a 
binarization method based on retinex theory followed by a global threshold. The proposed method has been 
evaluated and compared to other existing methods. The experimental results showed high quality results in 
terms of visual criteria and OCR performance for the proposed method even for documents captured in an 
inadequate illumination condition. 
 




Cameras and scanners are nowadays widely used to convert grayscale or color documents into digital 
images. The digitization of documents makes it easier to access, preserve, share, and improve document 
processing times and throughput. Historical documents can be seen only from their physical location, but 
after digitization, they are accessible worldwide. Therefore, digitization of cultural and historical documents 
is an active and growing trend. The Document Digitization solution reduces the costs associated with manual 
document handling, storage and processing and enables better allocation of resources to more productive 
tasks and ultimately helps improve profit margins. 
Numerous problems resulting from document digitization process cause low performance of textual 
information extraction techniques. For scanned documents, salt and pepper noise, touching and broken 
characters, and skew have long been the processing obstacles. For camera-based images, low resolution, 
skew, warping and border noise are the major challenges. Because of these degradation factors, researchers 
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develop techniques to clean-up and enhance document images to increase the recognition accuracy of 
document image analysis systems. 
Binarization is the first step to clean up the document image by solving the degradation problems. 
Binarization is the process of converting a color image to a binary one by using threshold selection 
approaches. Each pixel of the image is classified into either white for background or black for text as shown 
in Fig. 1. An accurate selection of the threshold is essential to reliably separate the document image into 
foreground and background, especially for document images with shadows, non-uniform illumination, noise, 
low contrast, smear and smudge. Further processing such as character recognition and feature extraction 
become easier after accurate binarization. The error in the thresholding stage will propagate to all later 
phases.  
 
2 Previous work 
Most of the binarization approaches which deal with degraded and poor quality document image can be 
classified into the following categories: 
1. Global thresholding techniques. 
2. Histogram based thresholding techniques. 
3. Local thresholding techniques. 
4. Clustering-based thresholding techniques. 
5. Entropy-based thresholding techniques. 
6. Object attribute-based methods.  
7. The spatial methods.  
2.1. Global thresholding techniques 
In this category a single value threshold is selected for the whole document image. The document image 
is separated into foreground and background classes based on the selected threshold. Numerous global 
thresholding approaches have been developed in the past. In Solihin et al [1] native integral ratio (NIR) and 
quadratic integral ratio (QIR) are introduced. Integral ratio is a class of global thresholding method that is 
used to develop the two histogram-shape based methods in [1]. Gorman et al [2] proposed a global 
thresholding approach that is based on local features by using a connectivity-preserving measure. Gu et al [3] 
used morphological segmentation algorithm (differential top-hats transform) to separate the characters from 
background images. The drawbacks of this method include the fact that ﬁxed parameters are used, and the 
method fails when the documents have variable contrast. 
a) Original document image. b) Binarized document image. 
Figure 1: Example image for binarization process. 
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Global thresholding techniques are fast and efficient to convert the grey scale document image into a 
binary image. However, they are unsuitable for complex and degraded documents. Moreover, global 
thresholding techniques produce marginal noise on the page borders when the illumination of the document 
is not uniform.  
2.2. Histogram-based thresholding techniques 
Histogram based techniques achieve thresholding based on the properties of the histogram shape. For 
example, the peaks, valleys and concavities [4] of the smoothed histogram are analyzed. Otsu’s algorithm [5] 
is one of the most popular histogram based thresholding methods. It performs the thresholding based on a 
maximization criterion for the variance of the between-class pixel intensities. This method takes more time 
for document image binarization due to the inefficient formulation of the variance of the between-class. 
Moreover, the performance depends on the image types. The extension of the original method to multi-level 
thresholding is referred to as the Multi Otsu’s method [6]. Chou et al [7] and Eikvil et al [8] developed two 
methods to enhance Otsu’s method by dividing the documents into blocks, and then define Otsu’s method for 
each block. Pavlidis et al [9] used grey scale pixels with significant curvature. 
The common drawbacks of histogram-based techniques are their ineffectiveness for documents that do 
not have a bimodal histogram distribution, especially when the images contain clear handwriting on a 
contrasting background. 
2.3. Local thresholding techniques. 
Local based thresholding techniques evaluate different threshold for each pixel based on the grey 
intensities of the neighbouring pixels. The local threshold is determined according to pixel by pixel or region 
by region. The threshold is computed for each pixel by using some local statistics such as variance, range, or 
surface-fitting parameters of the neighbourhood pixels. The methods can be approached in different ways 
such as background subtraction [12], mean and standard derivation of pixel values [13], local mean and 
mean deviation [14], integral images to compute mean and variance in local windows [15]. Bernsen’s [16] 
used the function of the lowest and highest grey values. Taxt et al [17] used Expectation-Maximization 
(EM). In Niblack [10], a window based local mean and standard deviation are used to calculate the threshold 
value. An improvement of Niblack’s method is presented in Sauvola et al [11] especially when the document 
image is stained and badly illuminated. In this method, the threshold is calculated for each pixel instead of a 
window. 
Some of the common disadvantages of the local based thresholding approaches include the dependence 
on the region size and the image characteristics, and the computational time. To combine the advantages of 
both global and local based thresholding techniques, hybrid approaches have been introduced as in [18]. 
2.4. Clustering-based thresholding techniques 
Clustering based thresholding techniques use the grey-level samples to cluster the document image into 
background and foreground. The threshold is defined by using the average of the foreground and background 
class means. In [19], Cai et al. presented a method based on two-class Gaussian mixture models. Yanni et al 
[20] used another way to define the threshold by initializing the midpoint between the two assumed peaks of 
the histogram as                      , where       is the largest nonzero gray level and       
is the smallest. This category fails in complex or degraded documents. 
2.5. Entropy-based thresholding techniques 
In this category, the entropies of the foreground and background regions are used as in [21]. Entropy 
based algorithms exploit the entropy of the distribution of the grey levels in a scene. The maximization of the 
entropy of the thresholded image is interpreted as indicative of maximum information transfer as in [22, 23]. 
Pun developed two methods [24, 25] for historical documents in which the threshold depends on the 
anisotropy parameter α, which depends on the histogram asymmetry.  
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The Kullback-Leibler measure is used in Li et al [26] and Tam et al [27], for selecting the threshold 
which minimizes the cross entropy between the thresholded image and the original image. Wong and Sahoo 
[28] proposed a thresholding technique based on the maximum entropy principle. Some other methods use 
Fuzzy entropy thresholding technique as in [29, 30]. Entropy-based thresholding techniques perform poorly 
in complex and degraded documents. 
2.6. Object attribute-based methods 
In this category, the threshold is computed based on some attribute quality or measuring the similarity 
between the binarized and the original images. These attributes can take the form of edge matching as in 
[31], or recurrent neural network as in [32]. Connectionist neural network and recurrent neural network are 
used cooperatively to determine the variables in the so-called moment-preserving equations. The designs of 
the networks are in such a way that the sum of square errors between the moments of the input and output 
images are minimized. Other techniques used fuzzy shape similarity as in [33, 34]. The index of fuzziness is 
used by measuring the distance between the grey-level image and its binary version. The index of fuzziness 
for the whole image can be obtained via the Shannon entropy measure. The optimum threshold is found by 
minimizing the index of fuzziness deﬁned in terms of class (foreground, background) medians or means. 
The limitations of these techniques are the dependence to image characteristics and to the region size, and 
the computational time. 
2.7. The spatial methods 
This class of algorithms uses higher-order probability distribution and/or correlation between pixels to 
define the optimal threshold. The algorithms utilize grey value distribution and also the dependency of pixels 
in a neighbourhood, for example, in the form of context probabilities, correlation functions, local linear 
dependence models of pixels, co-occurrence probabilities, 2-D entropy, etc. Rosenfeld [35] proposed the ﬁrst 
technique exploring the spatial information. The technique considers local average of grey levels for 
thresholding. Others techniques have followed, using relaxation to improve on the binary map as in [36, 37]. 
Wesaka et al [38] made enhancement on the histogram using the Laplacian of the images. The quad tree 
thresholding as well as second-order statistics are used in [39, 40]. 
The common limitations in spatial-based thresholding techniques are the computational time and the 
inaccurate results. 
3. Proposed method 
Local thresholding methods produce high quality results but have limitation in computational time, region 
size dependence, and dependence on individual image characteristics. In contrast, other global thresholding 
methods are fast but fail when dealing with degraded documents. In the proposed method we combine the 
advantages of local and global thresholding techniques by using the concept of retinex theory to enhance the 
poor quality document images, which suffer from degradation. A global threshold technique is then used to 
binarized the document. The proposed method consists of two steps: degradation enhancement and 
binarization. 
3.1. Degradation enhancement 
For degraded and poor quality documents images, the degradation enhancement step is used to enhance 
the image and eliminate the noise. Retinex theory is used for this purpose. 
Retinex theory is inspired by the biological phenomenon of human visual system [41]. Human visual 
system is able to catch the consistent colors of objects regardless of the illumination conditions. Human as 
example can perceives the white color of the paper under red light as a white not a red. To simulate the 
human visual system in the field of computer vision system, the image is decomposing into the illumination 
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and the reﬂectance components in retinex theory [42]. Mathematically, the image in retinex theory is 
represented as a product of its reﬂectance        with its illumination         as in equation 1: 
                                 (1) 
where        is the image intensity. The illumination component can be approximated by using the low-
frequency component of the measured image.  
The lightness image E(x,y) is the estimated reﬂectance of       . It can be obtained by computing the 
ratio between the image intensity and its illumination component as in equation (2). 
        
       
       ⁄            (2) 
The illumination component        is estimated by using smooth ﬁltering with a large kernel under the 
assumption that the illumination component varies smoothly throughout the whole image. The proposed 
method uses the median filter to obtain the smooth version of the image.  
Fig. 2 shows an example of a document image and its lightness version. As shown in Fig. 2.d the ratio 
between two adjacent points of the image and its smooth version can both detect an edge and eliminate the 




The Retinex theory overcomes the limitation of global thresholding techniques by removing the 
illumination and the degradation before thresholding. The global thresholding becomes easier and more 
accurate after the degradation enhancement step. The most common global thresholding method in [5] is 
used to binarize the lightness image. Fig. 3 illustrates a comparison between the proposed method and the 
method in [5]. In Fig. 3.b, a large dark area appears in the results of method [5] due to the bad illumination of 
the original image. In Fig. 3.d, the results obtained from the proposed method are clearer and more readable 
for human and OCR systems.  
4. Discussion of Results 
In this section we evaluate the performance of the proposed method. The proposed method has been 
implemented using MATLAB R2009a and tested on a PC with Pentium Dual Core 1.8 GHz CPU.  
Global threshold techniques tend to create border noise when the document image is degraded or has 
illumination. The proposed method overcomes this limitation by using the concept of retinex theory, which 
can effectively remove the illumination and the degradation before performing global thresholding. The 
global thresholding becomes easier and accurate after the degradation enhancement step. 
(a) (b) (c) (d) 
Figure 2: Example document image and its lightness version. (a) Original document image. (b) 
The histogram of the original document image. (c) The lightness image. (d) The histogram of the 
lightness image. 
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To demonstrate the effectiveness of the proposed binarization method, it is tested on various noisy and 
degraded document images. Each document image illustrates the efficiency of the proposed method in 
addressing one of the binarization challenges such as low contrast, bad illumination, double side noise and 
smeared documents as shown if Fig. 4 and Fig. 5. Based on OCR performance and visual criteria, the 




For more experimental results the proposed method is compared with the most common eight state-of-art 
methods as in [7]. Three of them are global threshold methods proposed by Otsu [5], Rosenfled[4] and 
Pavlidis[9]; the other four are locally adaptive methods proposed by Niblack[10], Bernsen[16], Taxt[17] and 
Eikvil[8]; and the last was recently proposed by Chou[7]. We used the free dataset created by Chou 
(available in [43]). The dataset contain 122 document images photographed by an ORITE I-CAM 1300 one-
Figure 3: Binarization of degraded image. (a) Original image. (b) Binarization using Otsu 
method. (c) Lightness image. (d) Binarization using the proposed method. 
(a) (b) (c) (d) 
Figure 4: Example images of degradation and poor quality document images. 
Figure 5: Example images of binarized document images. 
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chip color camera. The authors set the camera lens at about 6 cm from each document and captured a 
rectangular region of approximately 4.9 x 3.4 cm.  The document images are stored as a grayscale image, 




This dataset is divided into two categories depending on the conditions: 
1. The normal illumination condition. 
2. The inadequate illumination condition. 
The first category was photographed when the room light was on and there were no obstructions between 
the light and the documents, resulting in more or less uniform brightness across the images. For the second 
category, although the room light was on, humans or objects cast shadows over the documents, so that the 
shadow area appears darker than the rest of the image. In total, 60 images were produced under normal 
(a) Examples document images taken under the normal illumination condition. 
 
(b) Examples document images taken under the inadequate illumination condition. 
Figure 6: Examples document images of Chou dataset. 
Figure 7: Binarized results of document images in figure 6. 
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illumination and 62 were produced under inadequate illumination. Fig. 6 shows examples of document 
images of this dataset and Fig. 7 shows the binarized document images using the proposed method. 
 
 
Figure 8: Binarization of poor quality document image. The image binarized by: (b) Chou, (c) 
Otsu, (d) Bernsen, (e) Niblack, (f) Eikvil, (g) Rosenfeld, (h) Pavlidis’s, (i) Taxt and (j) our 
method. 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
(i) (j) 
Figure 9: Binarization of poor quality document image. The image binarized by: (b) Chou, (c) 
Otsu, (d) Bernsen, (e) Niblack, (f) Eikvil, (g) Rosenfeld, (h) Pavlidis, (i) Taxt, and (j) our method. 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
(i) (j) 
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To evaluate the quality of the binarization methods, we used ABBYY Fine Reader (an OCR system). The 
software is used to convert scanned documents, PDF documents, and image files, including digital photos, 
into editable formats. 
Three measures are used as in Chou[7] to evaluate the binarization method’s performance on the dataset. 
Let   = the number of characters in the 122 camera taken images (there are actually 3559 characters);   = 
the number of characters detected by OCR (ABBYY) and   = the number of characters correctly recognized 
by ABBYY. The three measures, expressed in percentages, are: 
1. Recall rate =    ;  
2. Precision rate =    ; 
3.    
(    )                              
                                 
 
where   is set to 1 as in [43].  
Figs. 8 and 9 show examples of document images and their binarized results. The image in Figs. 8 was 
taken under the normal illumination condition, while the example in Fig. 9 was taken under inadequate 
illumination condition. To evaluate the quality of the binarization method, we used the experimental result of 
Chou[7]. They fed all the binarized results into the ABBYY software. 
 
Dataset MES. Chou Otsu Bernsen Niblack Eikvil Rosenfeld Pavlidis Taxt Ours 
First category 
Recall rate 97.40 94.00 87.50 77.21 91.54 82.13 82.58 88.45 96.94 
Precision rate 97.08 94.60 37.14 42.04 89.23 90.41 84.17 51.56 98.58 
   97.24 94.50 53.12 54.44 90.37 86.07 83.37 65.15 97.76 
Second 
category 
Recall rate 96.84 84.61 85.31 85.72 89.06 57.62 78.03 89.62 97.88 
Precision rate 96.68 93.10 44.61 42.53 78.95 92.15 79.47 60.67 100 
   96.76 88.64 58.58 56.85 83.70 70.90 78.74 72.36 98.93 
All dataset 
Recall rate 97.12 89.31 86.41 81.47 90.30 69.88 80.31 89.04 97.41 
Precision rate 96.88 93.85 41.38 42.29 84.09 91.28 81.82 56.12 99.29 
   97.00 91.52 55.96 55.67 87.04 79.16 81.06 68.84 98.34 
Table 1: OCR performance of the binarization methods. 
 
Table 1 and Fig. 10 show OCR performance on the dataset for binarization methods. Based on these 
results, we make the following observations: 
 In terms of OCR performance, our method outperforms the others methods for the whole dataset. It 
also produces 100% quality for OCR detection on the inadequate illumination condition.  
 In the normal illumination condition, Chou’s method produces a better Recall rate compared to the 
proposed method, but the proposed method outperforms Chou’s method in remaining measures. 
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 Otsu’s method gives good results in the case of normal illumination condition, provided that the 
foreground area makes up a relatively high proportion of the image, as shown in Fig. 8.c. It fails 
when the images are taken under inadequate illumination conditions as in Fig. 9.c. 
 Rosenfeld and Pavlidis perform well in the images that have few characters; however their 
performance is varying on other images. 
 Although the methods of Bernsen, Taxt, and Niblack perform well in foreground areas, a pepper 
noise may be created in the background areas. Eikvil method performs well in background areas, but 




In this paper, we proposed a binarization technique based on the concept of retinex theory. The proposed 
technique combines the advantages of local and global thresholding to enhance degraded and poor quality 
document images. The proposed method overcomes the drawbacks of the related global threshold techniques 
by solving the degradation problems before binarization. From visual aspect and using OCR software, the 
proposed method has been evaluated and compared to other existing methods. The experimental results 
showed a very good performance of the proposed method even for documents captured in an inadequate 
illumination condition. 
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