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Abstract
A -lattice is a lattice with the property that every unary polynomial has both a least and a
greatest 0x-point. In this paper we de0ne the quasivariety of -lattices and, for a given partially
ordered set P, we construct a -lattice JP whose elements are equivalence classes of games
in a preordered class J(P). We prove that the -lattice JP is free over the ordered set P and
that the order relation of JP is decidable if the order relation of P is decidable. By means of
this characterization of free -lattices we infer that the class of complete lattices generates the
quasivariety of -lattices. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 06B25; 47H10; 91A43; 03B70; 68Q55
0. Introduction
A lattice is a -lattice if every unary polynomial has both a least pre0x-point and
a greatest post0x-point. Here, a unary polynomial is a derived operator evaluated in
all but one variables; however derived operators are built up from the basic lattice
operations in a more complex way: by substitution and by the two operations of taking
the least pre0x-point and of taking the greatest post0x-point. After recalling the basic
facts about the least pre0x-point of an order preserving map and, dually, about the
greatest post0x-point, we shall give a formal de0nition of the notion of -lattice. We
shall complete this de0nition to the de0nition of a category: intuitively, a morphism of
lattices is also a morphism of -lattices if the required least pre0x-points and greatest
post0x-points are preserved. The category of -lattices is a quasivariety, as is evident
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from the fact that the property of being a least pre0x-point of a polynomial is de0nable
by implications of equations.
The main goal of this paper is to explicitly construct a -lattice JP , where P is a
given partially ordered set, and prove its universal property, i.e. the fact that JP is
the free -lattice over P. The -lattice JP is described as the anti-symmetric quotient
of a preordered class of games J(P). Games in J(P) can be thought of as games
with complete information having a payoG function taking values in P; in0nite plays
are allowed, in which case just one player is considered to be the winner. Given two
games G and H of J(P) we say that G6H if there exists a winning strategy for a
player, mediator, in a compound game of communication
〈
G;H
〉
.
We shall 0rst prove that this construction leads to a -lattice, in particular that all
the required 0x-points exist, and then we shall prove that JP is the free -lattice over
the partially ordered set P. We shall also give a proof that the order relation of J(P)
is decidable if the order relation of P is decidable, thus giving a solution to the word
problem for the theory of -lattices. We shall eventually exemplify the power of this
construction by showing that the class of complete lattices generates the quasivariety
of -lattices.
The algebraic notion of -lattice has been implicitly proposed before: it is related
to the general notion of -algebra, studied in [32,33], and it is inspired by ideas
originated in the context of the propositional -calculus [23,35]. This logical setting
is essentially the basic modal system K to which least and greatest 0x-point operators
have been added. We recall that a main problem in computer science is the veri0cation
of programs so that the reason to add 0x-point operators to logics has been to make
possible to express computational properties of transition systems otherwise ineGable.
At the same time, algorithms for model checking properties expressed by formulas
of the propositional -calculus have proved to be more feasible than those for other
powerful logics.
Our motivations for studying free -lattices are of a slightly diGerent nature and
came mainly from ideas contained in [21]. In this paper Whitman’s solution to the
word problem for lattices [45] is interpreted and generalized in terms of games and
communication. We recall that an interactive computational system is a sort of game
between a machine and a user, a program being a strategy which is winning if it
satis0es correctness conditions. By pairing the well-known analogy between interactive
computational systems and games [1,29,31] with the work relating games to bicom-
pletion of categories [19–22] it is proposed to model interactive computation by free
lattices and free bicomplete categories. A previous work [17] pursued this idea and
exhibited connections between another model of interactive computation, i.e. coherent
spaces of linear logic [13], and a bicompletion of categories.
The main advantage of modeling computation with games for free -lattices is the
presence of in0nite plays. Indeed, games related to free lattices excluded those plays and
a richer algebraic object was required to model interactive computation with possibly
in0nite behaviors. A main source of ideas has been the theory of games developed
in connection with monadic second order logic, propositional -calculus and sets of
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in0nite objects de0nable by means of these logics [3,15,36,41,47]. The relation among
Rabin chain games, combinatorial games with in0nite plays [9] and games in the class
J(P) is documented in [38].
A recent tradition in logic and proof-theory interprets proofs as games [1,4,11,14]
and provides a game semantic to programming languages [2,18]; in all cases the corre-
spondence between proofs or programs and games is shown to be close “enough”. On
the other hand, methods from proof theory can be used to give useful presentations of
free algebraic objects [25]. We adopt here a proof-theoretic point of view and comment
our work by saying that it shows how 0x-point operators can have a good proof-theory,
statement which has to be interpreted in the following way. A proof system C for the
theory of -lattices is given and shown to be equivalent to a natural proof system N
for the same theory. Cut-elimination, which fails for the system N , is satis0ed by the
system C so that the order relation in the theory of -lattices is eventually shown to
be decidable. The main characteristic of the system C is that the underlying graph of
a proof is not a tree but a 0nite graph which could contain cycles; because of that we
call C the system of circular proofs. The details of such logical interpretation of the
present work are carried out in [38]. We remark here that circular proofs are analogous
to regular refutations in the theory of the propositional -calculus [34,43].
The paper is organized as follows.
In Section 1 (Preliminaries), we recall de0nitions and some basic facts about 0x-
points and games. We shall assume the reader is familiar with the notions of least
pre0x-point and greatest post0x-point; if not, he is invited to read [32] which is very
close to the point of view adopted here.
In Section 2 (-lattices), we de0ne -lattices and the category of -lattices.
In Section 3 (The -lattice JP), we explicitly construct the -lattice JP for a given
ordered set P. Similar constructions and theorems have been developed in the context
of game semantics for proof systems [1,4] as well as in the context of combinatorial
games [8,22]. We believe that the main novelty is the proof of Proposition 3.11 that
the formal construction of a least pre0x-point leads to a real least pre0x-point with
respect to the usual order.
In Section 4 (Decidability of the order relation of JP), we prove that if the order
relation of P is decidable, then the order relation in JP is decidable too. We obtain this
result by showing that the game
〈
G;H
〉
is not so far away from a game whose in0nite
winning paths are de0ned by a Muller condition. Hence we use the main theorem of
[15] to prove that games of the form
〈
G;H
〉
have bounded memory strategies. In order
to eGectively construct such a strategy we use ideas implicitly contained in [41,44]. The
bounded determinacy theorem for the games
〈
G;H
〉
will also be used later in Section 5
to prove freeness of JP and it will be fundamental to prove the completeness theorem
of Section 6.
In Section 5 (Freeness of the -lattice JP), we prove freeness of JP . We show
that given a -lattice L there is function EV :J(L) → L which necessarily induces a
morphism of -lattices EVL :JL → L if it is order preserving. Much of the work is
concerned with showing that EV is order preserving.
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In Section 6 (A completeness theorem), we prove that in the free -lattice JP every
de0nable unary operator  satis0es the Knaster–Tarski relation:
z:(z)=
∨
∈Ord
(⊥);
and, of course, its dual. As a consequence, the free -lattice can be embedded in a
complete lattice and such embedding is a morphism of -lattices, showing that the full
sub-category of complete lattices generates the quasivariety of -lattices. We relate this
result to [43] in that it is implied that a Kozen’s style of axiomatizing -lattices is
complete with respect to the complete-lattices semantics where formal -lattice terms
are interpreted as elements of complete lattices.
1. Preliminaries
1.1. Least and greatest 8x-points
In the following we shall consider the category of partially ordered sets and order
preserving maps. We shall refer to partially ordered sets simply as ordered sets and,
sometimes, to order preserving maps as operators.
Denition 1.1. Let P be an ordered set and let  :P → P be a unary operator. The
least pre8x-point of , if it exists, is an element z:(z)∈P such that:
(i) (z:(z))6 z:(z),
(ii) if p∈P is such that (p)6p, then z:(z)6p.
The greatest post8x-point of , denoted z:(z), is de0ned dually, i.e. it is an element
of P such that:
(i) z:(z)6(z:(z)),
(ii) if p∈P is such that p6(p), then p6 z:(z).
Of course, if z:(z) exists, then it is uniquely determined by the properties de0ning
it, and similarly for z:(z). We list here some well-known properties of the operation
 of taking the least pre0x-point of operators. Their proofs can be found in [32].
Proposition 1.2 (Tarski [40]). The least pre8x-point z:(z) is a 8x-point of :
(z:(z))= z:(z):
By abuse of language, we shall refer to the least pre0x-point of  sometimes also
as the least 0x-point of .
Proposition 1.3. The operation  is order preserving: if for all p∈P (p)6  (p);
then z:(z)6 z: (z).
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Proposition 1.4. The operation  is dinatural: let  :P → Q;  :Q → P be operators;
then z:◦ (z) :=(y: ◦(y)); i.e. suppose that y: ◦(y) exists; then z:◦ (z)
exists too and it is equal to (y: ◦ (y)).
Proposition 1.5. Let  :P × P → P be a binary operator and suppose that for every
p∈P z:(p; z) exists. Then the correspondence p → z:(p; z) is order preserving
and y:(z:(y; z)) := : z:(z; z); i.e. if one of the least pre8x-point exists; then the
other exists too and they are equal.
Similar properties are true for the greatest post0x-point operation .
1.2. Games
Denition 1.6. A partial game is a tuple G=
〈
G0; G1; g0; ; W
〉
where
〈
G0; G1
〉
is a
graph 1 , g0 ∈G0,  :G0 → {0; ; } and W is a set of in0nite paths in
〈
G0; G1
〉
, i.e.
morphisms of graphs  : !ˆ → 〈G0; G1〉, where !ˆ is the graph 0 → 1 → · · · → n →
· · ·. We require that if (g)= 0, then {g′ | g → g′}= ∅. Moreover, since an in0nite
path ∈W does not necessarily satisfy (0)= g0, we require the following coherence
condition on in0nite paths:  is in W if and only if @ is in W, where @ is the
in0nite path de0ned by @(n)= (n+ 1), for n¿ 0.
We interpret the above data as follows: G0 is the set of positions of G, g0 is the
initial position and G1 is the set of possible moves. For a position g∈G0, if (g)= ,
then it is player  who must move, if (g)= , it is ’s turn to move. A position
g∈G0 is 0nal if there are no possible moves from g, i.e. if {g′ | g → g′}= ∅. In
this case, if (g)= , then player  loses, if (g)= , then player  loses, if (g)= 0,
then it is a draw and we call g a partial 0nal position. We shall write XG for the set
{x∈G0 | (x)= 0} of partial 0nal positions of G. Eventually, W is the set of in0nite
plays which are wins for player . We de0ne W to be the complement of W; we
assume that there are no in0nite draws so that W is meant to be the set of in0nite
plays which are wins for player .
Denition 1.7. A complete game, or just a game, is a partial game such that XG = ∅.
Denition 1.8. A morphism of partial games f :G → H is a morphism of pointed
graphs 2 f :
〈
G0; G1; g0
〉 → 〈H0; H1; h0〉 such that  ◦ f=  and such that ∈W if
and only if f ◦ ∈W, for every in0nite play  in G. A morphism of partial games
f :G → H is an isomorphism if and only if there exists a morphism of partial games
g :H → G such that g◦f= IdG and f◦g= IdH . Note that f :G → H is an isomorphism
of partial games if and only if f is invertible as a morphism of graphs. Moreover,
1 We shall mainly consider partial games whose underlying graph is a relation, i.e. G1 ⊆ G0 × G0, for
example partial games in J. However the development of the theory does not depend on this hypothesis,
and we shall consider games whose underlying graph is a span &0; &1 :G1 → G0. In particular the game〈
G;H
〉
, G;H ∈J(P), could be such a game, since it is desirable to distinguish left loops from right loops.
2 That is, a morphism of graphs f :
〈
G0; G1
〉→ 〈H0; H1〉 such that f(g0) = h0.
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if G is a game,
〈
K0; K1; k0
〉
is a pointed graph and f :
〈
K0; K1; k0
〉 → 〈G0; G1; g0〉
is a morphism of pointed graphs, then
〈
K0; K1; k0
〉
can be endowed with a unique
game-structure so that f is a morphism of partial games. Indeed, de0ne  by saying
that =  ◦ f, and say that ∈W if and only if f ◦ ∈W. A sub-game of G is a
sub-graph S of
〈
G0; G1
〉
such that g0 is a node of S; S is then a pointed graph and
the inclusion preserves the point, so that S has a canonical structure of a partial game
obtained when the inclusion is made into a morphism of partial games.
Denition 1.9. A morphism of partial games f :G → H is open if for every move
f(g)→ h′ there exists a move g → g′ such that f(g → g′)=f(g)→ h′; it is Aetale if
such a move exists and it is unique. We say that f :G → H is -open if the above
property holds whenever (g)= .
Denition 1.10. Let G be a partial game. A cover of G is a pair
〈
K;  
〉
where K is a
partial game and  :K → G is an Aetale morphism of partial games. We shall say that
a cover
〈
K;  
〉
is 0nite if the set K0 is 0nite.
Denition 1.11. Let G be a partial game. The unfolding tree of G, denoted by T (G),
is the partial game de0ned as follows: a position of T (G) is a pair (; n) where n¿ 0
and  is a play of length n beginning at the initial position; more formally, if nˆ is the
graph 0 → 1 → · · · → n, then  : nˆ → 〈G0; G1〉 is a morphism of graphs such that
(0)= g0. The initial position of T (G) is (0; 0), where 0 is the unique play of length
0 beginning at g0. Moves are of the form (; n) → (&; n + 1) where &(i)= (i), for
06 i6 n. The evaluation map ev : (; n) → (n) is a morphism of pointed graphs, so
that the de0nition of T (G) is completed canonically to the de0nition of a partial game
by making ev into a morphism of partial games. It is easily seen that
〈
T (G); ev
〉
is a
cover of G.
Proposition 1.12. Let
〈
K;  
〉
be a cover of a partial game G. The morphism of partial
games  ∗ :T (K)→ T (G); de8ned by  ∗(; n)= ( ◦ ; n); is then an isomorphism.
Let G be a partial game, and let g be a position of G. We shall say that g is
reachable if there exists a position (; n) of T (G) such that ev(; n)= g. We shall say
that G is reachable if ev is surjective and that G is a tree if ev is an isomorphism; in
particular T (G) is a tree.
Denition 1.13. A partial game G is a -game if for every reachable position g such
that (g)= , there exists a move g → g′ and if for every in0nite path  such that
(0)= g0, it is true that ∈W. A -game is a game where player  always wins, no
matter how he plays.
Denition 1.14. Let G be a partial game. A winning strategy for player  in G is a
reachable sub-game S of T (G)—hence a subtree of T (G)—which is -game and such
that the inclusion is a -open morphism of partial games.
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Hence, in order to describe awinning strategy S, we shall de0ne it—often implicitly—
as a sub-tree of T (G) and then check that: it is closed under -moves (i.e. the sub-tree
is -open); that from every position g, reached by playing according to S and such
that (g)= , there is a move g → g′ available in S; moreover that every in0nite play
played with S is a win for player  (i.e. the sub-tree is a -game). Sometimes, for
clarity of exposition, we shall check that (g)∈{0; } if g is a position with no moves
available.
Proposition 1.15. Let G be a partial game and let
〈
K;  
〉
be a cover of G. Then player
 has a winning strategy in G if and only if player  has a winning strategy in K .
Proof. The proposition follows because T (G) is isomorphic to T (K) and winning
strategies have been de0ned by means of properties which are invariant under isomor-
phism of partial games.
We shall frequently use the following notion.
Denition 1.16. Let G be a 0nite partial game. A bounded memory winning strategy
for player  in G is a tuple
〈
S; K;  
〉
, where
〈
K;  
〉
is a 0nite cover of G and S is a
reachable sub-game of K which is a -game and such that the inclusion is a -open
morphism of partial games.
Similar notions, as -open morphism, -game, winning strategy for player , are de0ned
by swapping  and .
2. -lattices
In this section we shall de0ne -lattices and their morphisms. We shall do it by
introducing a set A of terms which are to be interpreted as operators on a lattice.
Denition 2.1. The set of terms A and the arity-function a :A → N are de0ned by
induction as follows:
1.
∧
n ∈A and a(
∧
n)= n, for n¿ 0.
2.
∨
n ∈A and a(
∨
n)= n, for n¿ 0.
3. If i ∈A, a(i)= ki, for i=1; : : : ; n, ∈A, a()= n, then  ◦ (1; : : : ; n)∈A
and a( ◦ (1; : : : ; n))=
∑
i=1; :::; n ki.
4. If ∈A, a()= n+ 1, then s:∈A and a(s:)= n, for s=1; : : : ; n+ 1.
5. If ∈A, a()= n+ 1, then s:∈A and a(s:)= n, for s=1; : : : ; n+ 1.
Denition 2.2. Let L be a lattice. We shall de0ne a partial interpretation of terms
∈A, a()= n, as operators || :Ln → L.
1. |∧n | (l1; : : : ; ln)=∧i=1; :::; n li.
2. |∨n | (l1; : : : ; ln)=∨i=1; :::; n li.
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3. Let ∈A be such that a()= n and for i=1; : : : ; n let i ∈A be such that
a(i)= ki. Suppose || and |i| are de0ned. In this case we de0ne |◦(1; : : : ; n)|
to be
| ◦ (1; : : : ; n)|(l1; : : : ; lk)
= ||(|1|(lk−1 ; : : : ; lk+1 ); : : : ; |n|(lk−n ; : : : ; lk+n ));
where k−i =1 +
∑i−1
j=1 kj, k
+
i =
∑i
j=1 kj and k = k
+
n =
∑n
j=1 kj.
4. Let ∈A be such that a()= n + 1. Suppose that || is de0ned and let s be an
element of {1; : : : ; n + 1}. If for each vector (l1; : : : ; ln)∈Ln there exists the least
pre0x-point of the unary operator ||(l1; : : : ; ls−1; z; ls; : : : ; ln), then we de0ne |s:|
to be
|s:|(l1; : : : ; ln)= z:||(l1; : : : ; ls−1; z; ls; : : : ; ln):
Otherwise |s:| is unde0ned.
5. Let ∈A be such that a()= n + 1. Suppose that || is de0ned and let s be an
element of {1; : : : ; n+1}. If for each vector (l1; : : : ; ln)∈Ln there exists the greatest
post0x-point of the unary operator ||(l1; : : : ; ls−1; z; ls; : : : ; ln), then we de0ne |s:|
to be
|s:|(l1; : : : ; ln)= z:||(l1; : : : ; ls−1; z; ls; : : : ; ln):
Otherwise |s:| is unde0ned.
Denition 2.3. A lattice L is a -lattice if the interpretation of terms ∈A is a
total function, which is the same as recursively requiring that for each ∈A such
that a()= n + 1, for each s=1; : : : ; n + 1, and for each vector (l1; : : : ; ln)∈Ln the
least pre0x-point and the greatest post0x-point of the unary operator ||(l1; : : : ; ls−1; z;
ls; : : : ; ln) exist.
A complete lattice is a -lattice, in particular every 0nite lattice is a -lattice. Also,
every distributive lattice L is a -lattice: if ∈A is such that a()= n + 1, then
||(l1; : : : ; ls−1; z; ls; : : : ; ln)= (z∧ 1(l1; : : : ; ln))∨ 2(l1; : : : ; ln) or ||(l1; : : : ; ls−1; z; ls; : : : ;
ln)= (z ∨  1(l1; : : : ; ln)) ∧  2(l1; : : : ; ln), where the  i are usual n-ary polynomials of
the theory of lattices, so that the required 0x-points exist.
Denition 2.4. Let L1; L2 be two -lattices. An order preserving function f :L1 →
L2 is a -lattice morphism if for all ∈A such that a()= n, the following is a
commutative diagram:
Ln1
||−−−→ L1
fn

 f
Ln2
||−−−→ L2:
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The following lemma is easily proved by induction.
Lemma 2.5. A morphism of lattices f :L1 → L2 between -lattices is a -lattice
morphism if and only if for all ∈A such that a()= n+ 1; if f ◦ ||= || ◦fn+1;
then the following is true:
f(z:||(l1; : : : ; ls−1; z; ls; : : : ; ln))= z:||(f(l1); : : : ; f(ls−1); z; f(ls); : : : ; f(ln));
f(z:||(l1; : : : ; ls−1; z; ls; : : : ; ln))= z:||(f(l1); : : : ; f(ls−1); z; f(ls); : : : ; f(ln));
for all vectors (l1; : : : ; ln)∈Ln and for all s=1; : : : ; n+ 1.
3. The -lattice JP
In this section we describe a -lattice JP for an arbitrary partially ordered set P.
We shall be interested in a class J of partial games, de0ned as follows.
Denition 3.1. The class J is the least class X of partial games closed under the
following operations on partial games and under isomorphisms of partial games:
• x is the game with just one partial 0nal position x.
• Let I be a 0nite set. ∨I is the game with starting position ∨0 ∈ I , (∨0)= , partial
0nal positions xi and moves ∨0 → xi, for i∈ I .
∧
I is de0ned similarly; it has starting
position ∧0 and (∧0)= .
• If G and H are games and x∈XG, the underlying pointed graph of the game G
[
H=x
]
is obtained by the substitution of the underlying pointed graph of H for x in the
underlying pointed graph of G; such a graph, which we denote
〈
K0; K1
〉
, can be
de0ned by considering any concrete representation of the pushout diagram in the
category of graphs:
The graph
〈
K0; K1
〉
is then pointed by i(g0) and  is de0ned consequently, by the
universal property. An in0nite path  in
〈
K0; K1
〉
is such that = i ◦ &, for a unique
path & in
〈
G0; G1
〉
, or there exists an n¿ 0 and a path &′ in
〈
H0; H1
〉
such that
@n= j ◦&′. After the obvious identi0cations, we are allowed to de0ne the set W by
saying that an in0nite play  is a win for  in G
[
H=x
]
if and only if either  is a win
for  in G, or there exists n¿ 0 such that the in0nite play (n) → (n+ 1) → · · ·
is a win for  in H .
• Let G be a partial game and let x∈XG. The underlying graph of the game x:G
[
x
]
is the same as the underlying graph of G with one more move x → g0. We set
the starting position to x and say that (x)= . An in0nite play  is a win for  in
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x:G
[
x
]
if and only if the position x is visited 0nitely many times and there exists
n¿ 0 such that the play (n)→ (n+1)→ · · · is an in0nite winning play for player
 in G.
• Let G be a partial game and let x∈XG. The underlying graph of x:G
[
x
]
is the
same as the underlying graph of G with one more move x → g0. We set the starting
position to x and say that (x)= . An in0nite path  is a win for  in x:G
[
x
]
if
and only if either the position x is visited in0nitely often or there exists n¿ 0 such
that (n)→ (n+ 1)→ · · · is an in0nite winning play for  in G.
We shall use the notation G
[
H
]
as a shorthand for G
[
H=x
]
when there is no possibil-
ity of confusion. Substitution satis0es several forms of associativity rules, for example
(G
[
H=x
]
)
[
K=y
] ∼= (G[K=y])[H=x] if x; y∈XG and x =y. Hence if xi ∈XG and Hi ∈J
for all i∈ I , we shall denote by G[Hi=xi] any such sequence of substitutions. We shall
also write
∧
i∈I Gi as a shorthand notation for
∧
I
[
Gi=xi
]
, and similarly we shall write∨
i∈I Gi in place of
∨
I
[
Gi=xi
]
. Finally, we shall use  for ∧∅ and ⊥ for ∨∅.
Let
〈
G0; G1
〉
be a graph and let  : nˆ → 〈G0; G1〉 be a path. We shall say that  is
simple if it does not visit a node twice, i.e. if  is injective as a function.
Denition 3.2. A tree with back edges is a pointed graph
〈
G0; G1; g0
〉
such that for
every node g∈G0 there exists an unique simple path g from g0 to g. In this case, we
say that an edge 2 : g → g′ is a forward edge if 2 ◦ g = g′ and that it is a back edge
if 2 ◦ g = g′ .
Let
〈
G0; G1; g0
〉
be a tree with back edges and let F be the collection of forward
edges. The pointed graph
〈
G0; F; g0
〉
is then a tree and if 2 : g → g′ is a back edge
then g′ is an ancestor of g in the tree
〈
G0; F; g0
〉
. Conversely, consider a pair
〈
T; 4
〉
,
where T =
〈
T0; T1; t0
〉
is a tree and 4 :T0 → P(T0) is such that if r ∈ 4(t) then r is an
ancestor of t. Then the graph
〈
T0; T
4
1 ; t0
〉
, where T41 =T1 ∪ {t → r | r ∈ 4(t)}, is a tree
with back edges.
Hence a pointed graph
〈
G0; G1; g0
〉
is a tree with back edges if and only if there
exists such a pair
〈
T; 4
〉
and moreover G0 =T0, G1 =T
4
1 and g0 = t0. Since a pair
with these properties is uniquely determined by
〈
G0; G1; g0
〉
, we can refer to it without
creating a source of confusion. Also, we shall identify the pair
〈
T; 4
〉
with the graph〈
T0; T
4
1 ; t0
〉
.
Let
〈
T; 4
〉
be a 0nite tree with back edges. A node r ∈T0 is called a return if
r ∈ 4(t) for some t ∈T0. Observe that, for an in0nite path  in
〈
T; 4
〉
, there exists a
unique return r visited in0nitely often which is of minimal height. Here the height of
a node in
〈
T; 4
〉
is the length of the unique simple path from the root to the node,
i.e. the usual height of the node in the tree T . Similarly, for every proper cycle  in〈
T; 4
〉
, i.e. a cycle of length strictly greater than 0, there exists a unique return r of
minimal height lying on . With that in mind we observe the following.
Proposition 3.3. A partial game G is in the class J if and only if:
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(i) its underlying pointed graph
〈
G0; G1; g0
〉
is a 8nite tree with back edges such
that if r ∈G0 is a return; then there exists an unique back edge P(r) → r as
well as an unique edge r → S(r);
(ii) an in8nite path  is in W if and only if (r)= .
Proof. Call X the class of partial games satisfying properties (i) and (ii) and observe
that it is closed under the operations of De0nition 3.1, so that J ⊆ X.
For the converse it suTces to show that X is generated from a proper subset of the
operations of 3:1. To do that, we need to introduce a complexity measure on the class
of games X. Let G be a game in this class and let
〈
T; 4
〉
be its underlying tree with
back edges. Its complexity 6(G) is de0ned as
6(G)=
(
card
⋃
t∈T0
4(t); card T0
)
:
We have that 6(G)∈N×N, which is well ordered by the lexicographic order: (n; m)6
(n′; m′) if and only if n6 n′ and = n′ implies m6m′. We shall actually prove a
stronger statement:
Lemma 3.4. A game G ∈X is isomorphic to exactly one game of the form x; ∧i∈I Hi;∨
i∈I Hi; x:H
[
x
]
or x:H
[
x
]
; where the games Hi and H belong to X; are uniquely
determined up to isomorphism by G and have complexity strictly less than G.
Proof of 3.4. The root t0 is either a return or not. In the latter case, depending on the
coloring of the root, (t0)= 0; ; , G is isomorphic to games of the form x,
∧
i∈I Hi,∨
i∈I Hi, where the games Hi are obtained by considering the trees with back edges
having their roots the successors {ti}t0→ti of t0. Since the number of positions of the
Hi is strictly less of that of G, we have 6(Hi)¡6(G).
Consider now the case that t0 is a return. In this case G=Qt0 :H
[
t0
]
where H is the
game in X de0ned by means of the tree with back edges
〈
T ′; 4′
〉
, where
T ′=
〈
T0; T1\{t0 → S(t0)} ∪ {P(t0)→ t0}; S(t0)
〉
and 4′= 4\{P(t0)→ t0}. Of course Q= ;  depending whether (t0)= ;  in G, and
in H we have that (t0)= 0. Finally 6(H)¡6(G) since the number of returns of H
is strictly less than the number of returns of G.
This ends the proof of Lemma 3.4 as well as the proof of Proposition 3.3.
Since X=J, Lemma 3.4 is true with J in place of X. The lemma allows us
to de0ne by induction on the structure of games in the class J and of course to use
inductive arguments in the proofs. When considering trees with back edges, substitution
as de0ned in 3:1 can be de0ned directly in terms of substitution on trees as follows:
let
〈
Ti; 4i
〉
, i=1; 2, be two such trees, and let x be a leaf of
〈
T1; 41
〉
, that is, x is a
leaf of T1 and 41(x)= ∅, then〈
T1; 41
〉[〈
T2; 42
〉
=x
]
=
〈
T1
[
T2=x
]
; 41 + 42
〉
:
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If
〈
T; 4
〉
is a tree with back edges and t ∈T0 we say that t is a complete vertex if for
every descendant t′ of t and every r ∈ 4(t′), r is also a descendant of t. In this case〈
T; 4
〉
can be represented as the result of substituting the subtree with back edges of
root t in the tree obtained from
〈
T; 4
〉
by forcing t to be a leaf. A minimal return
is a return r ∈T0 such that there are no other returns on the unique simple path r .
A minimal return is surely a complete vertex. We arrive at the following conclusion,
which will be one of the main observations needed in Section 5.
Proposition 3.5. Given a partial game G ∈J and a minimal return r of G we obtain
a representation of G as Gr
[
Qr:GS(r)
[
r
]
=r
]
; where Q=  if (r)=  and Q=  if
(r) = .Moreover the partial games Gr and GS(r) have complexity strictly less than G.
We are ready to introduce the main object of study, i.e. games over a partially
ordered set P.
Denition 3.6. Let P be an ordered set. A game over P is a pair
〈
G; 9
〉
where G is a
game in J and 9 :XG → P is a valuation of the partial 0nal positions in P. We write
J(P) for the class of games over P.
A game over P can be thought as a game where the payoG comes from a partially
ordered set. Player  is trying to maximize his payoG, and, if we adopt ’s point
of view, his opponent , who is actually playing over Pop, is trying to minimize the
payoG. If the game is in a position where no moves are available and if this position
is labeled by a certain player, then this player loses.
We shall use a simpli0ed notation for games over P, when this notation will not
be ambiguous. We shall use the notation G for a game
〈
G; 9
〉
over P, leaving in
the background the labeling 9 :XG → P. Similarly we shall use the notations G
[
H=x
]
,
G
[
H
]
,
∧
i∈I Gi,
∨
i∈I Gi,  and ⊥.
Given two games G;H , we shall construct a complete game
〈
G;H
〉
, i.e. a game
where every position is labeled by a player. This is the same as saying it is a game
over the empty-set. This game is played on the two boards at the same time. One
player, whom we call mediator, is formed by a coalition of player  on G and player
 on H , while the other player, whom we call the opponents, is formed by player  on
G and player  on H . The situation is not symmetric since mediator, in order to choose
a move, must wait for the opponents to exhaust their moves on both boards. This is
actually an advantage: indeed, by waiting for the opponents to have exhausted their
moves, mediator can select the board on which to continue the play, the opponents
being obliged to reply on it. Mediator’s goal is to reach a compatible pair of positions
(x; y)∈XG × XH , i.e. a pair such that 9(x)6 9(y). In the case of an in0nite play, his
goal is to win on at least one board. Therefore we picture the game as follows:
G : G : G · · · · · ·H : H : H :
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We have added a dotted line between players G and H to suggest that in the com-
pound game they can get an advantage from sharing informations, where the same
is not true for the opponents G and H . Indeed, it is helpful to think of mediator
as being a single player—like a master playing on several chess boards—and of the
opponents as being two distinct players. The game
〈
G;H
〉
is essentially the same as
the games described in similar contexts [4,21]. In order to generalize proofs we need
the following observation about games in J(P): if a player plays unfairly then he
loses. More formally, if G ∈J(P) and  is an in0nite play in G such that there exists
n0 with ((n))=  for all n¿ n0, then ∈W; and a similar condition is true with 
and  interchanged.
In the formal de0nition of the game
〈
G;H
〉
, which is given in the following para-
graphs, mediator is player  of this game and the opponents are player .
Consider the ordering 06 6  on the set {0; ; }, and the function@ : {0; ; } →
{0; ; }, de0ned by@0=0,@=  and@= . De0ne the product · as x·y=(@x)∨
y. The table for this product is as follows:
·   0
   
   
0   0:
Denition 3.7. Let G;H ∈J(P). The game 〈G;H〉 is de0ned as
• Positions of 〈G;H〉 are just pairs of positions from G and H :〈
G;H
〉
0
=G0 × H0:
The initial position is (g0; h0) and we calculate (g; h) as (g) · (h)∈{0; ; }. In
order to turn it into a complete game we declare that, if (x) · (y)= 0, i.e. x∈XG
and y∈XH , then
(x; y)=
{
 if 9(x)6 9(y);
 if 9(x) 9(y):
The pair (x; y) becomes a winning 0nal position for mediator exactly when 9(x)69(y).
• The set of moves of 〈G;H〉 is a subset of the set G1 ×H0 +G0 ×H1. It is de0ned
as:
(g; h)→ (g′; h)∈ 〈G;H〉
1
iG g → g′ ∈G1 and @(g)¿ (h);
(g; h)→ (g; h′)∈ 〈G;H〉
1
iG h → h′ ∈H1 and @(g)6 (h):
We can classify moves of
〈
G;H
〉
as left moves if they have the form (g; h)→ (g′; h)
or right moves if they have the form (g; h)→ (g; h′). Mediator’s left moves, i.e. those
for which (g)= , are allowed only if (h) = ; similarly mediator’s right moves
are allowed only if (g) = . Opponents’ left or right moves are always allowed.
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• An in0nite play  is in W, i.e. it is a win for mediator, if and only if its left
projection G is an in0nite winning play for player  in G, or its right projection
H is an in0nite winning play for player  in H .
In the above de0nition, the left projection of an in0nite play can be de0ned as
follows. If & is a 0nite path in the graph underlying
〈
G;H
〉
, then it is an arrow in
the free category over this graph. Its left projection &G is the image of & under the
morphism of categories which sends every left move (g; h) → (g′; h) to g → g′ and
every right move to an identity. Let  be an in0nite path and consider the increasing
sequence {n}n¿0 of its 0nite pre0xes of length n. We construct G in the obvious way
by glueing the increasing sequence {n;G}n¿0; G could be an in0nite path as well as
a 0nite path. The right projection H is de0ned in a similar way.
The de0nition of the game
〈
G;H
〉
applies also to pairs 〈G; 9G
〉
and 〈H; 9H
〉
, where
G and H are arbitrary partial games, 9G :XG → P and 9H :XH → P. If moreover
K is a partial game and 9K :XK → P, given a morphism of partial games f :K →
G such that 9K = 9G ◦ f, we can de0ne
〈
f;H
〉
:
〈
K;H
〉 → 〈G;H〉 by the formula〈
f;H
〉
(k; h)= (f(k); h). It is easily seen that
〈
f;H
〉
is a morphism of games and that
it is injective or Aetale if f is such.
Denition 3.8. Let G;H ∈J(P) be games over P. Say that G6H if mediator has a
winning strategy in
〈
G;H
〉
.
Proposition 3.9. For games in J(P) the following is true:
(i) G6G and if G6H and H6K then G6K .
(ii) For every 8nite set I
∀i∈ I G6Hi i> G6
∧
i∈I
Hi;
∀i∈ I Gi6H i>
∨
i∈I
Gi6H:
Proof of Proposition 3.9(i). We prove that G6G by exhibiting a strategy in
〈
G;G
〉
—
the copycat strategy—and then showing that it is a winning one.
From a position of the form (g; g) it is always the case that just one of the opponents
has to move. When he stops moving, if he does stop, mediator will have the opportunity
to copy all the moves played so far on the other board until the play reaches again a
position of the form (g′; g′).
By playing with this strategy, a pair of 0nal positions can only be of the form
(x; x) for one partial 0nal position x∈XG, and of course 9(x)6 9(x). Consider an
in0nite play  which is the result of playing in this way. Either one of the opponents
has been playing unfairly, in which case  is a win for mediator, or the play has
gone up to in0nity by repeated copying of moves from one board to the other. In
this latter case the left projection L of  is equal to the right one R. Hence L is
a winning in0nite play for  on G or R = L is a winning in0nite play for  on G.
L. Santocanale / Journal of Pure and Applied Algebra 168 (2002) 227–264 241
This shows that  is a win for mediator and also that the copycat strategy is a winning
strategy.
We prove that if G6H and H6K then G6K , by describing a game
〈
G;H; K
〉
with the following properties:
(a) given two winning strategies R and S on
〈
G;H
〉
and
〈
H;K
〉
there exists a winning
strategy R ◦ S on 〈G;H; K〉,
(b) given a winning strategy T on
〈
G;H; K
〉
there exists a winning strategy T\H on
〈
G;K
〉
.
If R is a winning strategy witness of G6H and S is a winning strategy witness of
H6K , then the strategy (R ◦ S)\H , which we call the communication strategy, will
be the winning one required to show that G6K .
Let G;H; K be three partial games. The game
〈
G;H; K
〉
is de0ned as follows:
• 〈G;H; K〉
0
=G0×H0×K0, the initial position is (g0; h0; k0), and (g; h; k)=@(g)∨
((h)∧@(h))∨(k). Moreover, if (x; y; z)= 0, i.e. x∈XG, y∈XH and z ∈XK , then
we declare that (x; y; z) is a winning position for player  if and only if
9(x)6 9(y)6 9(z).
• 〈G;H; K〉
1
is de0ned as
(g; h; k)→ (g′; h; k) iG g → g′ and @(g)¿ (h) ∨ (k);
(g; h; k)→ (g; h′; k) iG h → h′ and @(g)6 ((h) ∧@(h))¿ (k);
(g; h; k)→ (g; h; k ′) iG k → k ′ and @(g) ∨@(h)6 (k):
• ∈W if and only if G ∈W or K ∈W.
The game
〈
G;H; K
〉
is a generalization of the game
〈
G;H
〉
and can be informally
pictured as follows:
G : G : G · · · · · ·H : H : H · · · · · ·K : K : K :
Intuitively, in the game
〈
G;H; K
〉
player  is formed by an alliance of players G; H ; H
and K : players G; H and H ; K are consciously playing together, as they would do
as the mediators of the games
〈
G;H
〉
and
〈
H;K
〉
, respectively, where players H ; H
are unconsciously playing together, they are actually playing against each other in H .
Proof of (a). Observe that from a position (g; h; k) the set of moves available to player
〈G;H〉 is a subset of the set of moves available from position (g; h) of
〈
G;H
〉
, and
similarly for player 〈H;K〉 and the moves available from position (h; k) of
〈
H;K
〉
.
Moreover, if (g; h; k)= , then either (g; h)=  or (h; k)= ; in the 0rst case, all
the moves available to 〈G;H〉 from position (g; h) of
〈
G;H
〉
are available from (g; h; k)
and, similarly for the latter case, all the moves available to 〈H;K〉 from position (h; k)
of
〈
H;K
〉
are also available from (g; h; k). We can now make sense of the following
statement: the strategy R ◦ S is de0ned by saying that player  uses R on the board〈
G;H
〉
and S on the board
〈
H;K
〉
.
The strategy R ◦ S is closed under -moves. Suppose that (g; h; k)= , then either
(g)=  or (k)= , suppose the 0rst. If player  chooses to move (g; h; k)→ (g′; h; k),
where (g; h) is a position reached by playing with R and (h; k) is a position reached
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by playing with S, then (g′; h) is a position reached with R and (h; k) is a position
reached with S. Reason similarly if (k)= .
Suppose now that (g; h; k)= . If (h)= 0 then either (g)=  or (k)= . If the
former, then player  can use strategy R to choose a move (g; h) → (g′; h); if (g; h)
has been reached with R and (h; k) has been reached playing with S, then so have
(g′; h) and (h; k). Reason similarly if (k)= .
Suppose that (h)∈{; }, say (h)= . In this case (g; h)=  and player  can
choose a move from
〈
G;H
〉
using the strategy R. If this move is of the form (g; h)→
(g′; h), then (g′; h) has been reached with R and (h; k) has been reached by playing
with S. If this move is of the form (g; h)→ (g; h′), then (g; h′) has been reached with
R and (h′; k) has been reached with S too, since in this case (h; k) → (h′; k) is an
opponents’ move in
〈
H;K
〉
. Reason similarly if (h)= .
Consider a 0nal position (x; y; z). Then (x; y) is a position reached by playing with
R and (y; z) is a position reached by playing with S. Because R and S are winning, it
follows that 9(x)6 9(y) and 9(y)6 9(z).
Consider an in0nite play  in
〈
G;H; K
〉
which is the result of playing in this way.
Suppose that G is not an in0nite winning play for player  in G. Since the pair
(G; H ) is the left and right projection of the play 〈G;H〉, which has been played
according to the winning strategy R, it follows that H is an in0nite winning play for
 on H . Hence H is not an in0nite winning play for  on H . Since the pair (H ; K)
is the left and right projection of the play 〈H;K〉, which has been played according to
the winning strategy S, it follows that K is an in0nite winning play for  on K .
Proof of (b). Player  plays in
〈
G;H; K
〉
according to the strategy T , and reports
external moves to
〈
G;K
〉
. In a position (g; k)  will have recorded a position h such
that (g; h; k) is a position reached by playing with T .
In the initial position (g0; k0) he records h0. Suppose that a position (g; k) has been
reached and that  has recorded h.
If (g; k)=  then (g; h; k)= , and every move of player  in the game
〈
G;K
〉
is
a move of player  on
〈
G;H; K
〉
and vice versa, so that the strategy T\H is closed
under opponents’ moves. For example, if opponents move g → g′ on G, then this move
is also available to player  of
〈
G;H; K
〉
from position (g; h; k). Hence the position
(g′; h; k) is reached by playing with T , and, by playing with T\H , the new position
(g′; k) is reached from (g; k) and the record h is unaltered.
Suppose that (g; k)= , so that (g; h; k)= . The position (g; h; k) has been reached
using T , and the play can continue, according to T , either externally on G or K , or
internally on H . In the 0rst case such a continuation becomes a move on
〈
G;K
〉
by
T\H , the record h being unaltered. In the second case, i.e. when T suggests a move of
the form (g; h; k)→ (g; h′; k), the position (g; k) is unaltered but the record is changed
to h′, and player  can ask the strategy T for another continuation. The strategy T
will suggest another move from position (g; h′; k) and, eventually, this move will be
an external one on G or K . This is because T is a winning strategy and an in0nite
internal play on H which is stuck on both G and K , is not a winning play for player .
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Consider a pair of 0nal positions (x; z) reached by playing with the strategy T\H ,
say with record h. Then the position (x; h; z) has been reached by playing with T .
(x; h; z)∈{0; } and if (x; h; z)=  then the play can be prolonged by playing with
T , forcedly on H , but it will eventually end in a position of the form (x; y; z) with
(y)= 0. Because T is winning, 9(x)6 9(y)6 9(z), hence 9(x)6 9(z).
Finally, consider an in0nite play  played according to the strategy T\H . Evidently, 
comes from an in0nite play ′ played according to the strategy T . Since T is winning
we obtain that G = ′G ∈W or K = ′K ∈W.
This ends the proof of Proposition 3.9(i).
Proof of Proposition 3.9(ii). We shall prove 0rst that∧
j∈J
Hj6Hi;
for an arbitrary i∈ J . Let ∧0 and hi be the initial positions of
∧
j∈J Hj and Hi, respec-
tively. Observe that if (hi)∈{0; } then mediator can immediately move (∧0; hi) →
(hi; hi) on the left. After this move the game is as in
〈
Hi; Hi
〉
, hence mediator can play
according to the copycat strategy. If (hi)= , then the right opponent moves on the
board Hi. When he stops, if he does, he will give the chance to mediator to choose
Hi on the left and to copy there all the moves played so far on the right, entering in
this way the pattern of the copycat strategy.
We show now that
G6
∧
G:
Let g0 be the initial position of G. The reasoning is similar to the one of the previ-
ous paragraph. If (g0)∈{0; }, then mediator immediately enters the pattern of the
copycat strategy after the unique opponents’ move (g0;∧0) → (g0; g0). If (g0)= 
then mediator is allowed to enter the pattern of the copycat strategy as soon as the
opponents move (g′;∧0)→ (g′; g0) on the right.
We can now show that if G6Hi for all i∈ I , then
G6
∧
i∈I
Hi:
We can suppose that the initial position g0 of G is such that (g0)= , otherwise we
can substitute the game G with the equivalent one
∧
G. In the game
〈
G;
∧
i∈I Hi
〉
the
0rst moves are of the form (g0;∧0) → (g0; hi) so that, after the right opponent has
chosen such a move, the game is as in
〈
G;Hi
〉
and mediator can play according to a
given strategy to win this game.
The proof that Gi6H for all i∈ I if and only if
∨
i∈I Gi6H is dual. This ends
the proof of Proposition 3.9(ii).
Denition 3.10. A game-operator K
[
x
]
on J(P) is a triple
〈
K; x; 9
〉
where K ∈J,
x∈XK and 9 :XK\{x} → P.
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Proposition 3.11. Let K
[
x
]
be a given game-operator on J(P) and let G;H ∈J(P)
be games over P. Then
(i) if G6H then K
[
G
]
6K
[
H
]
;
(ii) K
[
x:K
[
x
]]
6 x:K
[
x
]
and if K
[
H
]
6H then x:K
[
x
]
6H;
(iii) x:K
[
x
]
6K
[
x:K
[
x
]]
and if G6K
[
G
]
then G6 x:K
[
x
]
.
Proof of Proposition 3.11(i). The result is clear if (g0)∈{0; } and (h0)∈{0; },
where g0; h0 are the initial positions of G and H , respectively. In this case mediator
can play according to the copycat strategy; if a play reaches a position of the form
(x; k) or (k; x), a sequence of opponents’ moves will stop, because of the new color
of position x, which is now identi0ed on the left with g0 and on the right with h0.
Mediator can copy moves and reach the position (x; x), i.e. (g0; h0), where he starts
playing according to a given strategy to win
〈
G;H
〉
.
The general result will follow if we can show that K
[
G
]
6K
[∧
G
]
when (g0)= ,
and, dually, that K
[∨
H
]
6K
[
H
]
when (h0)= ; in this case from G6H it will
follow
∧
G6
∨
H , K
[∧
G
]
6K
[∨
H
]
and eventually K
[
G
]
6K
[
H
]
, by transitivity.
Essentially mediator plays according to the copycat strategy in
〈
K
[
G
]
; K
[
G
]〉
: the
insertion of a unique -move from position x (which is now identi0ed to ∧0, the
initial position of
∧
G) on the right doesn’t matter. The following two sequences of
possible plays are meant to show what could happen by playing with the copycat
strategy in
〈
K
[
G
]
; K
[∧
G
]〉
:
→∗L (g0; k)→∗L (g; k)→∗R (g;∧0)→R (g; g0)→∗R (g; g);
→∗R (k;∧0)→R (k; g0)→∗L (g0; g0):
Here an arrow →∗L means a sequence of moves played by  on the left board and
similar conventions hold for →∗R , →∗L , →∗R . In the following if S is a strategy
witness of G6H , we shall call K
[
S
]
the strategy witness of K
[
G
]
6K
[
H
]
obtained
by pasting the copycat strategy of K
[
x
]
with the strategy S.
This concludes the proof of Proposition 3.11(i).
Proof of Proposition 3.11(ii). We construct an in0nite cover  :K!
[⊥] → x:K[x];
the game K!
[⊥] is said to be in0nite in that its underlying graph is in0nite. Covers
are preserved by the construction of the game
〈
G;H
〉
, hence we obtain a cover:〈
 ; H
〉
:
〈
K!
[⊥]; H〉→ 〈x:K[x]; H〉:
From a game-theoretic point of view there is no diGerence between a game and one
of its covers, since they have the same unfolding tree and a strategy is a particular
subtree of the unfolding tree, cf. 1:15. We shall construct a winning strategy in the
game
〈
K!
[⊥]; H〉 and deduce the existence of a winning strategy in 〈x:K[x]; H〉.
The in0nite game K!
[⊥] is de0ned as follows:
• Its positions are of the form (k; n) with k ∈K0 and n¿ 0, the initial position is (x; 0),
(k; n)= (k) if k = x and (x; n)= .
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• Moves of K!
[⊥] are either of the form (k; n) → (k ′; n), where k → k ′ is a move
of K , or are of the form (x; n)→ (k0; n+ 1).
The function  , de0ned by  (k; n)= k, is easily seen to be a cover of the underlying
graph of x:K
[
x
]
by the underlying graph of K!
[⊥]. We complete the de0nition of
K!
[⊥] in the obvious way:
•  is a winning path for  in K!
[⊥] if and only if  ◦  is a winning path for  in
x:K
[
x
]
.
We suppose in what follows that (h0)= , otherwise we reason with the equivalent
game
∨
H .
Let K
[
x
]
=
∨
K
[
x
]
, i.e. K
[
x
]
=
〈∨
K; x; 9
〉
. De0ne Kn
[
x
]
by induction, as K0
[
x
]
=x and Kn+1
[
x
]
=Kn
[
K
[
x
] ]
. Observe that Kn
[⊥] is a sub-game of both Kn+1 [⊥]
and K!
[⊥], i.e. there is a commutative diagram of the form:
which allows us to identify the game Kn
[⊥] as the truncation of the game K! [⊥] at
position (x; n). Under these identi0cations an in0nite play  is winning for  in K!
[⊥]
if and only if either it is unbounded, i.e. for all n¿ 0 there exists an m such that
(m)= (x; n), or it is bounded and it is a winning in0nite play for  in some Kn
[⊥].
We de0ne winning strategies Sn in
〈
Kn
[
H
]
; H
〉
for n¿ 1 as follows: if n=1, from
the fact that K
[
H
]
6H we deduce that K
[
H
]
6H so that the strategy S1 is given.
Suppose we have de0ned a strategy Sn in
〈
Kn
[
H
]
; H
〉
, then Sn+1 is de0ned in the
following way: mediator plays exactly as in Sn until a position of the form (x; n; h)
is reached; from this position mediator plays according to the communication strategy
using on the left the given strategy S1 for
〈
K
[
H
]
; H
〉
, beginning at the initial position
(x0; h0) and using on the right the strategy residual of Sn from position (h0; h) of〈
Kn
[
H
]
; H
〉
. Observe that this de0nition amounts essentially to
Sn+1 = (Kn
[
S1
] ◦ Sn)\Kn[H]:
Observe now that Kn
[⊥] is a sub-game of Kn[H] and so 〈Kn[⊥]; H〉 is a sub-game
of
〈
K
[
H
]
; H
〉
; moreover the strategies Sn can be restricted to winning strategies Rn
in
〈
Kn
[⊥]; H〉. However, when we look at Rn as a strategy in 〈K! [⊥]; H〉, we see it
is not a winning strategy. The reason is that Rn is not closed under opponents’ moves
since player K! [⊥] on the left could choose a move of the form (x; n; h)→ (k0; n+1; h).
However, by de0nition, Rn can be extended to the strategy Rn+1, hence the strategy
R!, de0ned as:
R! =
⋃
n¿0
Rn;
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of
〈
K!
[⊥]; H〉, is now closed under opponents’ moves. It is a winning strategy: every
play which is bounded on the left has been played according to a winning strategy Rn,
hence it is a winning play. On the other hand, every play which is unbounded on the
left is a win for  on the left, hence for mediator.
To show that K
[
x:K
[
x
]]
6 x:K
[
x
]
observe that K
[
x:K
[
x
]]
is a cover of x:K
[
x
]
and so
〈
K
[
x:K
[
x
]]
; x:K
[
x
]〉
is a cover of
〈
x:K
[
x
]
; x:K
[
x
]〉
. Essentially, mediator
can play according to the copycat strategy.
This concludes the proof of Proposition 3.11(ii). By a dual argument we prove also
Proposition 3.11(iii).
We can now state the desired algebraic results.
Denition 3.12. We say that two games G;H ∈J(P) are equivalent if G6H and
H6G. We shall denote by
[
G
]
or by
[
G; 9
]
the equivalence class of the game G,
respectively
〈
G; 9
〉
, and by JP the set of those equivalence classes of games.
Denition 3.13. Let f :P → Q be an order preserving function. De0ne the order pre-
serving function J(f) :J(P)→ J(Q) by the formula J(f)〈G; 9〉= 〈G;f◦9〉. J(f)
is order preserving, because a winning strategy in
〈
G;H
〉
becomes a winning strategy
in
〈
J(f)(G);J(f)(H)
〉
. It suTces for mediator to play exactly as in
〈
G;H
〉
and to
realize that for a pair of 0nal positions (x; y), x∈XG and y∈XH , reached by playing in
this way, from 9(x)6 9(y) it follows f(9(x))6f(9(y)). J(f) is then well de0ned
over equivalence classes of games in J(P). Hence we obtain an order preserving map
Jf :JP → JQ, de0ned as
Jf
[
G; 9
]
=
[
G;f ◦ 9]:
Theorem 3.14. For every ordered set P; JP is a -lattice; and; for an order preserving
map f :P → Q; Jf :JP → JQ is a morphism of -lattices. Indeed the construction
J is a functor from the category of ordered sets to the category of -lattices. Moreover;
there exists an embedding <P :P → JP which is natural in P.
Proof. By Proposition 3.9, the set JP , with its natural ordering, given by[
G
]
6
[
H
]
iG G6H;
is a lattice, for example:
=
[∧
∅
]
;
[
G1
] ∧ [G2]=
[∧
i∈2
Gi
]
:
More generally, it is possible to associate to each ∈A such that a()= n a pair
(G;  ), where G ∈J and   : n
∼=→XG is a bijection, such that
||([H1]; : : : ; [Hn])= [G[Hi= (i)]];
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for all ordered sets P and for all vectors (H1; : : : ; Hn) of games in J(P). Since the
de0nition of those pairs does not depend on the ordered set P, if f :P → Q is an
order preserving map, it becomes clear that
Jf(||(
[
H1
]
; : : : ;
[
Hn
]
))= ||(Jf
[
H1
]
; : : : ;Jf
[
Hn
]
):
<P is de0ned by <P(p)=
[
x; 9p
]
where 9p(x)=p. Naturality is easily checked as well
as the fact that <P is an embedding.
4. Decidability of the order relation of JP
We observe now that if the order relation of P is decidable, so is the order relation
of J(P). Assuming that two equivalence classes are always presented by means of
their elements, this will imply the decidability of the order relation of JP . For ease of
exposition we shall assume from now on that the order relation of P is decidable.
The strategy used to obtain this result relies on well known facts of the theory
of in0nite games played on 0nite graphs, this latter theory being closely related to
the theory of automata which recognize languages of in0nite words or in0nite trees.
Surveys on the subject are [41,47]. The set of in0nite winning paths of a game G is
usually speci0ed as the set of paths which are accepted by an automaton built from
the underlying graph and a given acceptance condition. One of the most powerful
acceptance conditions is Muller’s condition: a table F (i.e. a collection F of subsets
of G0) is given and it is declared that
∈W if and only if In0()∈F;
where In0()= {g∈G0 | card{n | (n)= g}=∞}. We shall refer to such a game as
a Muller game. Moreover, if F and its complement Fc are both closed under bi-
nary unions, such a game is called a Rabin chain game or parity game. In this case,
it becomes possible to specify a 0nite number of pairs (Ei; Fi) ⊆ P(G0) × P(G0),
i=1; : : : ; n, so that
∈W if and only if ∃i In0() ∩ Ei = ∅; In0() ∩ Fi = ∅:
This way of specifying a set of in0nite paths is usually referred to as a Rabin acceptance
condition. In the particular case of a Rabin chain game, these pairs can be chosen so
that they form a chain: Ei ⊆ Fi for i=1; : : : ; n and Fi ⊆ Ei+1 for i=1; : : : ; n− 1.
Given G;H ∈J(P), we shall construct a 0nite cover p :K → 〈G;H〉 such that K is
a Muller game. Then, by the main theorem in [15], and using ideas contained in [41],
we can eGectively construct a 0nite cover p′ :K ′ → K so that K ′ is a Rabin chain
game. Using the 0x-point formula of [10,44], we can then eGectively compute the set
S of winning positions in K ′ for player . In order to decide whether player  has a
winning strategy in
〈
G;H
〉
, it is then enough to check whether S∩(p◦p′)−1(g0; h0) = ∅.
We need to generalize the notion of Muller game as follows.
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Denition 4.1. A game
〈
G0; G1; g0; ; W
〉
is Muller-de0nable by moves if there exists
a table F ⊆ P(G1) such that
∈W if and only if In1()∈F;
where
In1()= {g → g′ ∈G1 | card{n | (n → n+ 1)= g → g′}=∞}:
Proposition 4.2. Let G;H be games in J(P). The game
〈
G;H
〉
is Muller de8nable
by moves.
Proof. Observe that each move of
〈
G;H
〉
has a unique form (g; h) → (g′; h) for
a move g → g′ of G or (g; h) → (g; h′) for a move h → h′ of H . Hence, given
 ⊆ 〈G;H〉
1
, we de0ne G by
G = {g → g′ | ∃h∈H0 s:t: (g; h)→ (g′; h)∈ }
and similarly we de0ne H . An in0nite path  in
〈
G;H
〉
satis0es the relation In1()G =
In1(G), where G is the path induced by  on G. A similar relation holds for  and
H . Since it is easily seen that G ∈W if and only if the set X = In1(G) has the
property:
1. there exists a return r such that (r)= , the move r → S(r)∈X and r is of
minimal height among returns r′ such that r′ → S(r′)∈X ,
and similarly H ∈W if and only if the set X = In1(H ) has the property:
2. there exists a return r such that (r)= , the move r → S(r)∈X , and r has
minimal height among returns r′ such that r′ → S(r′)∈X ,
it becomes clear that we can de0ne F ⊆ P〈G;H〉
1
by saying that ∈F if and only
if G has property 1 or H has property 2.
Proposition 4.3. Let G=
〈
G0; G1; g0; ; W
〉
be a game which is Muller de8nable by
moves. Suppose that all the sets {2∈G1 | cod(2)= g} are 8nite. Then there exists a
surjective 8nite cover p :K → G and a table F0 ⊆ P(K0) which makes K into a
Muller game.
Proof. For all g∈G0 we de0ne
K(g)=
{
{2∈G1 | cod(2)= g} if this set is not empty;
{∗} otherwise:
Positions of K are pairs (x; g) with g∈G0 and x∈K(g); moves of K are of the form
(x; g) → (g → g′; g′) for a move g → g′ of G and for each x∈K(g); essentially
the last move which has been played in G is remembered. The morphism of graphs
de0ned by p2(x; g)= g and p2((x; g) → (g → g′; g′))= g → g′ is a 0nite surjective
cover of G. Let F1 ⊆ P(G1) be a table for G and say that  ⊆ K0 is an element of
F0 ⊆ P(K0) if and only if p1()∈F1, where p1 :K0 → G1 is the 0rst projection,
actually a partial map. Consider an in0nite path  in K . Then In0()∈F0 if and only if
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p1(In0())∈F1, by de0nition of F0. Because of the equality p1(In0())= In1(p2 ◦),
the latter relation holds if and only if In1(p2 ◦ )∈F1.
We can summarize our considerations with the following proposition.
Theorem 4.4. Let G;H ∈J(P) be two games over P. We can e>ectively construct a
8nite cover p :K → 〈G;H〉 such that the game structure induced by p on K is that
of a Rabin chain game. Hence the existence of a winning strategy for mediator in
the game
〈
G;H
〉
can be e>ectively decided.
5. Freeness of the -lattice JP
To prove freeness of the -lattice JP we introduce a function EV :J(L) → L, for
every -lattice L. Such a function induces a -lattice morphism EVL :JL → L given
that it is well de0ned on equivalence classes. Having proved that, and also noticed that
EVL ◦<L = IdL, we can prove freeness as follows. Let f :P → L be an order preserving
map, where L is a -lattice. Then EVL ◦Jf :JP → L is a -lattice morphism with the
property that (EVL ◦Jf) ◦ <P =f, by naturality of < and the relation EVL ◦ <L = IdL.
This morphism is also the only morphism f′ :JP → L such that f′ ◦ <P =f, since JP
is generated by P. Therefore the -lattice JP is free over P.
The main problem will be to show that EV is order preserving, i.e. if G;H ∈J(L)
and G6H then EV (G)6EV (H).
Lemma 5.1. Let L be a -lattice; and let EV :J(L)→ L be a function satisfying the
following conditions:
EV (<(l))= l;
EV
(∧
i∈I
Gi
)
=
∧
i∈I
EV (Gi);
EV
(∨
i∈I
Gi
)
=
∨
i∈I
EV (Gi);
EV (x:G
[
x
]
)= z:EV (G
[
z
]
);
EV (x:G
[
x
]
)= z:EV (G
[
z
]
):
Here <(l)=
〈
x; 9l
〉
, where 9l(x)= l, and EV (G
[
z
]
) :L → L is the function which
maps l∈L to EV (G[<(l)]). If EV preserves the order, then the induced operator
EVL :JL → L, de8ned by
EVL
[
G
]
=EV (G);
is a morphism of -lattices.
250 L. Santocanale / Journal of Pure and Applied Algebra 168 (2002) 227–264
Proof. Suppose EV preserves the order. Then EVL is a morphism of lattices, for ex-
ample
EVL(
∧
i∈I
[
Gi
]
) = EVL
[∧
i∈I
Gi
]
= EV
(∧
i∈I
Gi
)
=
∧
i∈I
EV (Gi)
=
∧
i∈I
EVL
[
Gi
]
:
Let ∈A be such that a()= n + 1 and let (G;  ) be as in the proof of Propo-
sition 3:14; suppose also that || ◦ EVn+1L =EVL ◦ ||. Let (H1; : : : ; Hn)∈J(L)n and
s∈{1; : : : ; n+1}. De0ne  ′ : n → XG to be  ′(i)=  (i) if i¡ s,  ′(i)=  (i+1) if
i¿ s and let x=  (s). Then
z:||(
[
H1
]
; : : : ;
[
Hs−1
]
; z;
[
Hs
]
; : : : ;
[
Hn
]
)=
[
x:(G
[
Hi= ′(i)
]
)
[
x
]]
:
By the assumptions on EV we have
EV (x:(G
[
Hi= ′(i)
]
)
[
x
]
)= z:EV (G
[
Hi= ′(i)
][
z
]
)
and moreover
EV (G
[
Hi= ′(i)
][
z
]
)= ||(EVL
[
H1
]
; : : : ; EVL
[
Hs−1
]
; z; EVL
[
Hs
]
; : : : ; EVL
[
Hn
]
);
which holds because of the relation
EV (G
[
Hi= ′(i)
][
<(l)
]
)=EVL(||(
[
H1
]
; : : : ;
[
Hs−1
]
;
[
<(l)
]
;
[
Hs−1
]
; : : : ;
[
Hn
]
)
and because of the facts || ◦EVn+1L =EVL ◦ || and EV (<(l))= l. Hence least pre0x-
points are preserved. A similar argument is used for greatest post0x-points, and the
desired preservation of all 0x-points is obtained. The criterion of Lemma 2.5 is satis0ed
so that EVL is a -lattice morphism.
5.1. Theory of the evaluation
We recall that a game-operator on J(P) is a triple
〈
G; x; 9
〉
where G ∈J, x∈XG
and 9 :XG\{x} → P. We write
〈
G
[
x
]
; 9
〉
for such a game-operator, or G
[
x
]
to simplify
the notation. If p∈P, we obtain a game 〈G[x]; 9p〉∈J(P) by extending the de0nition
of 9 to all of XG. 9p :XG → P is de0ned by:
9p(y)=
{
p; y= x;
9(y) otherwise:
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Let H be a sub-game of G. If 9 is a partial function from XG to P, let 9H be the
restriction of 9 to XH . If x∈XH and 9 :XG\{x} → P, we observe that (9H )p =(9p)H ,
and we shall write only 9pH for the two members of the equality. Observe that the game〈
G
[
x
]
; 9p
〉
is isomorphic to the game G
[
<(p)
]
, which we shall often write as G
[
p
]
.
In the following let L be a 0xed -lattice. We shall develop 0rst a rigorous theory of
the evaluation, and then switch to a simpler notation and restate properties of evaluation
in this notation with the goal of making the main proof of 5:14 readable.
Denition 5.2. For all partial games G ∈J we de0ne EVG :LXG → L by induction on
the structure in the following way:
EVx(9) = 9(x);
EV∧
i∈I
Gi(9) =
∧
i∈I
EVGi(9Gi);
EV∨
i∈I
Gi(9) =
∨
i∈I
EVGi(9Gi);
EVx:G[x](9) = z:EVG[x](9
z);
EVx:G[x](9) = z:EVG[x](9
z):
For all G ∈J we extend the de0nition of EV to all positions g of G by setting, for
the initial position g0:
EVG;g0 (9)=EVG(9);
and for a position g = g0:
EV∧
i∈I
Gi ;g(9) = EVGig ;g(9Gig );
EV∨
i∈I
Gi ;g(9) = EVGig ;g(9Gig );
EVx:G[x];g(9) = EVG[x]; g(9
);
EVx:G[x];g(9) = EVG[x]; g(9
);
where ig is the only index i∈ I such that g is a position of Gi, = z:EVG[x](9z) and
= z:EVG[x](9z).
Remark 5.3. By induction, for any partial game G ∈J, if card XG = n we can 0nd a
bijection  : n
∼=→XG and a term ∈A such that a()= n and such that
EVG(9)= ||(9 ◦  ):
It becomes clear that the de0nition of EV makes sense in that the required 0x-points
exist.
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Proposition 5.4. For every game G ∈J and position g∈G0 the function EVG;g :LXG →
L is order preserving.
Proof. That is evident if g is the root by Remark 5.3; otherwise it is proved by
induction on the structure of games in the class J.
Proposition 5.5. Let G=K
[
H=x
]
be a partial game in J. Then the relation XG =
(XK\{x})∪XH is true. Let 9 :XG → L be given and let 9K and 9H be the restrictions of
9 to XK\{x} and to XH ; respectively. Let h0 be the root of H and set e=EVH;h0 (9H ).
For all positions k of K it is true that
EVG;k(9)=EVK;k(9eK);
and for all positions h of H it is true that
EVG;h(9)=EVH;h(9H ):
Proof. By induction on the structure of K .
We can now de0ne EV
〈
G; 9
〉
for a game
〈
G; 9
〉∈J(L). Since every position is the
starting position of a game we actually evaluate every position g of the game
〈
G; 9
〉
.
Denition 5.6. Let
〈
G; 9
〉∈J(L) be a game over L and let g be a position of G. We
set
EV〈G;9〉(g)=EVG;g(9):
Moreover
EV
〈
G; 9
〉
=EV〈G;9〉(g0):
Proposition 5.7. The function EV :J(L) → L satis8es the properties of Lemma 5:1.
Hence; if it preserves the order; it induces a -lattice morphism EVL :JL → L such
that EVL ◦ <L = IdL.
Proof. A reformulation of De0nition 5.2.
In the next section we shall use the following properties of the evaluation of games
and their positions.
Proposition 5.8. Let K
[
x
]
be a game-operator on J(L) and let H ∈J(L) be a game
over L. Let G=K
[
H
]
be the game obtained by substitution of H for x in K
[
x
]
. For
all positions h of H it is true that
EVG(h)=EVH (h):
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Moreover; if h0 is the root of H and e=EVH (h0); then for all positions k of K
[
x
]
it
is true that
EVG(k)=EVK
[
e
](g):
Proof. A reformulation of Proposition 5.5, observing that the game K
[
<(e)
]
is iso-
morphic to the game
〈
K
[
x
]
; 9eK
〉
.
Proposition 5.9. Let G ∈J(L) be a game with no returns and let g be a position of
G. Then
EVG(g)=


9(g); (g)= 0;∨
g→g′
EVG(g′); (g)= ;
∧
g→g′
EVG(g′); (g)= :
Proof. The graph of G is a tree, hence for all g in G we can represent G as G=Gg
[
Gg
]
where Gg is the subtree of root g. The result is obtained using Proposition 5.8 and the
properties of the evaluation as in 5:1.
Proposition 5.10. Let G
[
x
]
be a game-operator on J(L). For a position g∈G; the
function EVG[z](g) which maps l∈L to EVG[l](g) is order preserving. Let = z:EVG[z]; g0
and = z:EVG[z]; g0 . For all positions g of x:G
[
x
]
it is true that
EVx:G[x](g)=EVG[](g);
and for all positions g of x:G
[
x
]
it is true that
EVx:G[x](g)=EVG[](g):
Proof. Using a more detailed notation, we have to prove that if l6 l′ then EVG[x]; g(9l)6
EVG[x]; g(9l
′
), which is a consequence of 9l6 9l
′
and the fact that EVG[x]; g is order
preserving. For the same reason, we have seen that  and  exist and we must prove
only the last part of the proposition. If g is not the initial position then it’s true by
de0nition. If g is the initial position it’s a consequence of Proposition 5.5.
5.2. Evaluation strategies
The general tool for proving the main result 5:14 is the following. Given a game
G ∈J(L), where L is a -lattice, either the game G is acyclic, i.e. its underlying graph
is a tree with no returns, or G contains a return. In the latter case we shall look for a
minimal return x, leading to a representation of G as
G=Gx
[
Qx:GS(x)
[
x
]]
;
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where Gx
[
x
]
and GS(x)
[
x
]
are two game-operators. Q=  or Q=  depending on the
fact that (x)=  or (x)= ; in the 0rst case we shall say that x is a -return, in the
latter that x is a -return.
Given an evaluation strategy S, i.e. a winning strategy in a game {G;H} similar to〈
G;H
〉
, we shall transform it into a set of strategies {Si}i∈I , each one on a game of the
form {Gx
[
l
]
; H} or {GS(x)[l′]; H}, with l; l′ ∈L well chosen. We obtain the strategies
Si by cutting transitions s → s′ in S related to moves (x; h) → (S(x); h) in the game
{G;H}. The games Gx
[
l
]
and GS(x)
[
l′
]
have strictly less returns than G and we can
use an induction hypothesis.
The previous study of the evaluation of games and positions has been necessary,
since evaluation strategies depend on it.
Denition 5.11. Let G;H be games in J(L). An evaluation strategy on {G;H} is
a pair (S;  ) where S is a 0nite reachable pointed graph and  : S → 〈G;H〉 is a
morphism of graphs. The following conditions are satis0ed:
1. If s∈ S is a 0nal vertex, i.e. {s′ | s → s′}= ∅, such that  (s)= (g; h), then EVG(g)6
EVH (h).
2. If s is not a 0nal vertex, ( (s))= , and  (s)→ (g; h), then there exists a unique
transition s → s′ of S such that  (s → s′)=  (s)→ (g; h).
3. Every proper cycle  of S induces a winning cycle  ◦  in 〈G;H〉, meaning that
either the projection of  ◦  on G is a proper cycle where the minimal return is
a -return, or the projection of  ◦  on H is a proper cycle where the minimal
return is a -return.
Remark 5.12. An evaluation strategy is essentially a bounded memory winning strategy
for mediator in a game {G;H}, played on the same boards and with the same rules as
for the game
〈
G;H
〉
, except that both players have the right to stop the game at any
position (g; h). In such a case, mediator wins if EVG(g)6EVH (h) and the opponents
win if EVG(g) EVH (h). The initial position of the games {G;H} is not necessarily
the pair (g0; h0). Indeed we do not require that  (s0)= (g0; h0), if s0 is the point of S.
Lemma 5.13. Let
〈
S; K;  
〉
be a bounded memory winning strategy for mediator in
the game
〈
G;H
〉
and let  S be the restriction of  to S. The pair (S;  S) is an
evaluation strategy on {G;H}.
Proof. Recall that
〈
K;  
〉
is a 0nite cover of
〈
G;H
〉
and S is a memoryless winning
strategy in K , i.e. a sub-graph of K containing the initial position k0 of K , reachable
from k0, with the following additional properties:  (k0)= (g0; h0); if s∈ S, (s)=  and
s → k is a move of K , then s → k is also a transition of S; if s∈ S and (s)= ,
then there exists a transition s → s′ in S; every in0nite path in S is a winning play
for player  in K .
It is easily checked that all the conditions de0ning an evaluation strategy are satis0ed.
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Proposition 5.14. Let G;H be games in J(L) and let (S;  ) be an evaluation strategy
on {G;H}. For every vertex s of S, if  (s)= (g; h), then EVG(g)6EVH (h).
Before the proof of the proposition, we shall glance over its consequences.
Theorem 5.15. Let G;H be games in J(L) such that G6H . Then EV (G)6EV (H).
Proof. If G6H then there exists a winning strategy for mediator in the game
〈
G;H
〉
.
By the results of Section 4 we can suppose that it is a bounded memory strategy〈
S; K;  
〉
, and, according to Lemma 5.13, the pair (S;  S) is an evaluation strategy on
{G;H}, where  S is the restriction of  to S. The initial point k0 of S is such that
 (k0)= (g0; h0), hence, because of Proposition 5.14, it is true that EVG(g0)6EVH (h0).
Because EV (G)=EVG(g0) and EV (H)=EVH (h0), we obtain the result.
Theorem 5.16. Let P be an ordered set. The ordered set JP is the free -lattice over
P.
Proof. Let L be a -lattice. We have seen that if f :P → L is order preserving, then
Jf :JP → JL is a -lattice morphism. It is enough then to show that there exists a
morphism of -lattices L :JL → L such that L ◦ <L = IdL, because in this case we
obtain a morphism of -lattices L ◦ Jf :JP → L such that L ◦ Jf ◦ <P =f. This
morphism is surely unique among those morphism f′ :JP → L such that f′ ◦ <P =f,
because JP is generated by P. The function EV :J(L) → L induces a morphism of
-lattices EVL :JL → L with the desired property EVL ◦ <L = IdL if it is well de0ned
on equivalence classes, which is the same as saying it preserves the order of J(L).
Theorem 5.15 states exactly that.
We shall need the following de0nition.
Denition 5.17. Let
〈
G0; G1
〉
be a graph and let g0 ∈G0. The sub-graph K of G is
de0ned by saying that a vertex g∈G0 is in K0 if and only if there exists a path from
g0 to g in
〈
G0; G1
〉
, and that a transition 2∈G1 is in K1 if and only if dom(2)∈K0.
We shall denote the pointed graph K by 〈G0; G1〉; g0 and call it the sub-graph of G
reachable from g0.
Proof of Proposition 5.14. Let =(G) be the number of returns in a game G, the proof
is by induction on =(G) + =(H).
Suppose 0rst that =(G)+=(H)= 0. Let (S;  ) be a given evaluation strategy. In this
case S is a well founded graph, i.e. there are no in0nite paths s0 → s1 → · · · in S.
Such a path would induce, by projections, an in0nite path on G or an in0nite path on
H , which is impossible in both cases. We can prove the proposition by induction on
the well founded structure of S. Let s∈ S be such that  (s)= (g; h).
If s is a 0nal vertex then the proposition is true by the de0nition of evaluation
strategy.
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Let s be a vertex which is not 0nal. If ( (s))= , choose a transition s → s′ and
suppose that  (s → s′)= (g; h)→ (g; h′). Then (h)=  and EVH (h)=
∨
h→h′ EVH (h
′).
Because EVG(g)6EVH (h′) and EVH (h′)6H EV (h) we obtain that EVG(g)6EVH (h).
A similar argument is used in case  (s → s′)= (g; h)→ (g′; h).
If ( (s))= , then (g)=  or (h)= ; ((g); (h)) =(0; 0) because s is not 0nal.
Consider the case where (h)= . Let {hi}i∈I be the set of successors of h and recall
that EVH (h)=
∧
i∈I EVH (hi). For all i∈ I (g; h) → (g; hi) is a transition of
〈
G;H
〉
,
hence this transition is lifted to a transition s → si with  (si)= (g; hi). By the induc-
tive hypothesis EVG(g)6EVH (hi), for all i∈ I , therefore EVG(g)6EVH (h). A similar
argument is used if (g)= .
Suppose now that =(G) + =(H)¿ 0. We shall distinguish two cases:
1. either there exists a -return among minimal returns of G, or there exists a -return
among minimal returns of H .
2. every minimal return of G is a -return and every minimal return of H is a -return.
Case 1: Suppose there exists a -return among minimal returns of G, call it x. We
can cut the game G into two game-operators Gx
[
x
]
and GS(x)
[
x
]
, with starting positions
g0 and g1 = S(x) respectively, so that G=Gx
[
x:GS(x)
[
x
]]
.
Let (S;  ) be an evaluation strategy on {G;H}, and call A ⊆ S1 the set of tran-
sitions s → s′ such that  (s → s′)= (x; h) → (g1; h) for some h. If ∈A we write
 ()= (x; h) → (g1; h). We consider the graph S ′, where S ′0 = S0 and S ′1 = S1\A: by
cutting transitions of A we possibly transform vertexes of the form dom(), ∈A, into
0nal ones.
For all ∈A let S = S ′; cod() be the sub-graph of S ′ reachable from cod(). The
restriction of  to S induces an evaluation strategy (S;  ) on {GS(x)
[
l
]
; H} where
l=EVG(x) ∧
∧
∈A
EVH (h):
Observe that this meet exists because the set {h}∈A is 0nite.
That each (S;  ) is an evaluation strategy is easily seen. Essentially we must check
that a 0nal vertex s of S such that  (s)= (g; h) satis0es EVGS(x)
[
l
](g)6EVH (h). Now
s could be a new 0nal vertex in which case g= x and h= h for some . Hence
EV
GS(x)
[
l
](x)= l6EVH (h), by the choice of l. Or s could be an old 0nal vertex,
in which case we know that EVG(g)6EVH (h). But then, since l6EVG(x), setting
e=EVG(x) and using the properties of the evaluation, we obtain that EVGS(x)
[
l
](g)6
EV
GS(x)
[
e
](g)=EVG(g)6EVH (h).
Since =(GS(x)
[
l
]
)¡=(G) we can use the inductive hypothesis and deduce that the
proposition is true for the vertex cod(), for each .  (cod())= (g1; h) and, because
of EV
GS(x)
[
l
](g1)=EV (GS(x)[l]), for all ∈A we obtain
EV (GS(x)
[
l
]
)6EVH (h):
Moreover, because of l6EVG(x) and EVG(x)= z:EV (GS(x)
[
z
]
), we see that
EV (GS(x)
[
l
]
)6EVG(x):
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Hence
EV (GS(x)
[
l
]
)6EVG(x) ∧
∧
∈A
EVH (h);
i.e. l=EVG(x) ∧
∧
∈A EVH (h) is a pre0x-point of the operator EV (G
S(x)
[
z
]
) and its
least pre0x-point EVG(x) is less than l. Since l6EVH (h) we deduce that for all
∈A:
EVG(x)6EVH (h): (1)
Consider now the sub-graphs S0 = S; s0 of S ′ reachable from s0 and, for each ∈A,
the sub-graphs S of S ′ reachable from cod(). Because of relation 1, the pairs (S0;  ),
(S;  ) are evaluation strategies on either {Gx
[
e
]
; H} or {GS(x)[e]; H}, where now
e=EVG(x):
Because both =(Gx
[
e
]
)¡=(G) and =(GS(x)
[
e
]
)¡=(G), the proposition is true for
(S0;  ) and for all the (S;  ), ∈A. Because S is reachable, each vertex s∈ S is
in one of the (Sj;  ), j∈{0} ∪ A, and, eventually, if  (s)= (g; h) we obtain that
EVG(g)6EVH (h) since EVGx
[
e
](g)=EVG(g) and EVGS(x)[e](g)=EVG(g).
A dual argument is used in case there exists a -return among minimal returns of H .
Case 2: Every minimal return in G is a -return and every minimal return in H is
a -return.
Let (S;  ) be an evaluation strategy on {G;H}, and let A be the set of transitions
s → s′ such that  (s → s′)= (x; h) → (S(x); h) or  (s → s′)= (g; y) → (g; S(y)), for
a minimal return x in G or a minimal return y in H . If ∈A, let S = S; cod() be
the sub-graph of S reachable from cod(); moreover let S0 = S. We shall consider the
collection of pointed graphs {Si}i∈A∪{0} and prove the implication
∀j (Sj ⊂ Si ⇒ P(Sj)) ⇒ P(Si);
where ⊂ is the strict inclusion as sub-graphs of S, i.e. Sj ⊂ Si if and only if Sj ⊆ Si
but Sj = Si, and P(Sj) is the property stating that every vertex s of Sj is such that
 (s)= (g; h) implies EVG(g)6EVH (h).
Choose i∈A∪{0} and suppose that for all ∈A such that S is a proper sub-graph of
Si it has been proved that if s is a vertex of S and  (s)= (g; h), then EVG(g)6EVH (h).
Let Ai ⊆ A be the set of those transitions  of Si such that S ⊂ Si and de0ne as usual
the graph S ′ by cutting transitions of Ai from Si, i.e. S ′0 = S
i
0, S
′
1 = S
i
1\Ai; eventually,
de0ne Si = S ′; si0 as the sub-graph of S
′ reachable from the point si0 of S
i.
Using the restriction of  to Si, we shall enrich Si with an evaluation strategy
structure on {G′; H ′}, where G′; H ′ are two games obtained from G and H respec-
tively, such that =(G′) + =(H ′)¡=(G) + =(H) and such that EVG′(g)=EVG(g) and
EVH ′(h)=EVH (h) for all positions g∈G′ and h∈H ′. Using the inductive hypoth-
esis, we will be able to deduce that if s is a vertex of Si and  (s)= (g; h), then
EVG(g)6EVH (h).
We 0rst claim that: either there exists a minimal return x from G such that if ∈A
is a transition of Si, then  () =(x; h) → (S(x); h), or there exists a minimal return
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y from H such that if ∈A is a transition of Si, then  () =(g; y) → (g; S(y)).
To see this, suppose 0rst that =(G)¿ 0 and =(H)¿ 0. If there are two transitions
1; 2 from A in Si then they are related to the same minimal return. That’s because
S1 = Si = S2 whence we can 0nd paths si0 →∗ dom(k), cod(k)→∗ si0; k =1; 2, and
a proper cycle  on which both 1 and 2 lie. If  (1)= (x; h) → (S(x); h), then also
 (2)= (x; h′) → (S(x); h′). If the return of 2 were on H , then the cycle  would
contradict the condition on cycles for an evaluation strategy. Hence the return of 2 is
on G, and by minimality it is the same return of 1. In order to satisfy the claim, we can
choose a minimal return from H , because =(H)¿ 0. If  (1)= (g; y)→ (g; S(y)), then
we can choose a minimal return from G. Similarly, suppose that =(G)= 0 or =(H)= 0,
say the latter. We claim that there are no transitions  from A in Si. In such a case,
from S = Si we deduce the existence of paths si0 →∗ dom() and cod() →∗ si0 and
hence the existence of a proper cycle  on which  lies; however  contradicts the
condition on cycles, since there are no possible -returns on H . In order to satisfy the
claim, we can choose any minimal return from G.
Suppose that there exists a minimal return y from H such that if ∈A is a transi-
tion of Si, then  () =(g; y) → (g; S(y)); represent then H as Hy
[
y:HS(y)
[
y
] ]
. Let
e=EVH (y), the restriction of  to Si induces an evaluation strategy (Si;  ) on {G;H ′}
where H ′=Hy
[
e
]
or H ′=HS(y)
[
e
]
, depending on the fact that  (si0)= (g; h) and h is
a position of Hy or HS(y). In order to make sure that (Si;  ) is an evaluation strategy,
observe that EVH ′(h)=EVH (h) for all positions h of H ′ and that a new 0nal vertex s
is of the form dom() for some ∈A such that S ⊂ Si. If  ()= (x′; h)→ (S(x′); h),
then EVG(x′)=EVG(S(x′))6EVH (h)=EVH ′(h); if  ()= (g; y′) → (g; S(y′)), then
EVG(g)6EVH (S(y′))=EVH (y′)=EVH ′(y′).
We can reason similarly if we 0nd a minimal return x from G with the property
that if ∈A is a transition of Si then  () =(x; h) → (S(x); h) in order to enrich Si
with an evaluation strategy structure with the desired properties.
6. A completeness theorem
In this section we shall show that a free -lattice can be embedded into a com-
plete lattice. There are two diGerent senses in which this result can be thought of as a
completeness theorem. The 0rst part of the theorem simply emphasizes the fact that a
class of -lattices, which we call founded -lattices, can be embedded into complete
lattices. On the other hand, by showing that free -lattices are founded and, conse-
quently, that they can be embedded into complete lattices, the theorem says also that
complete lattices generate the quasivariety of -lattices. From a logical perspective one
would say that a particular semantics for -lattice terms, i.e. the semantics of complete
lattices, is complete. An interesting principle, as well as its dual, is a consequence of
completeness: if you want to prove that a property is universally true about the least
pre0x-point of a unary operator  built up from meets, joins and 0x-point operators,
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you can do it by assuming that:
z:(z)=
∨
∈Ord
(⊥);
where (⊥) is de0ned in the usual way in 6.6 below. Essentially, you are allowed to
reason by trans0nite induction.
The above relation between -lattices and complete lattices is surprising. For exam-
ple, it is well known that free complete lattices do not exist, while partially ordered
proper classes, with every set-indexed join and meet and with the desired universal
property, can be described as in [16]. These proper classes need not to have the struc-
ture of a -lattice: the usual formula expressing the least 0x-point of an order preserving
function as the meet of all its pre0x-points is no longer useful, since the pre0x-points
could form a proper class too. Whitman’s proof [46] that the polynomial
(z)= a ∨ (b ∧ (c ∨ (a ∧ (b ∨ (c ∧ z)))))
has no 0x-point in the free lattice on three generators a; b; c can be generalized to
show that the same polynomial has no 0x-point in what could be called (in an abuse
of de0nition) the free complete lattice on three generators.
Proposition 6.1. Suppose the opponents have a winning strategy in the game
〈
x:K
[
x
]
;
H
〉
; then there exists an integer k¿ 0 and a winning strategy for the opponents in
the game
〈
Kk
[⊥]; H〉.
Proof. (cf. the proof of Proposition 3:11(ii)). We shall show that there exists a win-
ning strategy for the opponents in a game
〈
Kk
[⊥]; H〉, and the result will follow from
the fact that the game Kk
[⊥] is equivalent to the game Kk[⊥], which is easily proved
by induction.
We consider again the cover
〈
K!
[⊥];  〉 of the game x:K[x] and the cover of〈
x:K
[
x
]
; H
〉
induced by the operation
〈−; H〉. Recall also that 〈Kk[⊥]; H〉 is a
sub-game of
〈
K!
[⊥]; H〉; by the covering relation, a winning strategy for the op-
ponents in
〈
x:K
[
x
]
; H
〉
induces a winning strategy for the opponents in the game〈
K!
[⊥]; H〉 and we want to know when this strategy can be restricted to a winning
strategy for the opponents in the game
〈
Kk
[⊥]; H〉.
Denition 6.2. Let  : nˆ → 〈x:K[x]; H〉 be a play beginning at the initial position,
i.e. such that (0)= (g0; h0) and let ′ : nˆ →
〈
K!
[⊥]; H〉 be its unique lifting with the
property that ′(0)= (g0; 0; h0) and
〈
 ; H
〉 ◦ ′= . De0ne # by saying that
#=m if ′(n)= (g; m; h):
Lemma 6.3. Let S be a winning strategy for the opponents in the game
〈
x:K
[
x
]
; H
〉
such that every play ; played according to S; is such that #6 k. Then S induces a
winning strategy S ′ for the opponents in the game
〈
Kk
[⊥]; H〉.
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Proof. Consider the commutative diagrams:
where f∗(; n)= (f◦; n). Because
〈
 ; H
〉
is a cover,
〈
 ; H
〉
∗ is the canonical isomor-
phism between the unfolding trees. Let S ′ the tree of all liftings of paths in S. Since
every path ′ of length n of S ′ is such that if ′(n)= (g; m; h) then m6 k, we see that
S ′ is also a sub-tree of T (
〈
Kk
[⊥]; H〉), hence also a sub-game of T (〈Kk[⊥]; H〉). It
follows immediately that S ′ is a -game as a sub-game of T (
〈
Kk
[⊥]; H〉), since this
is a property that does not depend on the embedding of S ′. For example, let ′ be a
play of length n of the strategy S ′, let ′(n)= (g; s; h) be the position so reached and
suppose that (g; s; h)= . Player , the opponents, can continue this play in the game〈
K!
[⊥]; H〉, let us say with a move (g; s; h) → (g′; s′; h′). This move is also a move
of
〈
Kk
[⊥]; H〉 except in the case s′¿k, which is impossible by the assumptions on
S. Also, in order to see that an in0nite play ′ is in W, it suTces to observe that i ◦′
has been played according to S ′ so that i ◦ ′ is in W, and then use the fact that i is
a morphism of games.
Eventually, S ′ is -open since S is -open in T (
〈
K!
[⊥]; H〉) and so is T (〈Kk[⊥]; H〉)
as a sub-game of T (
〈
K!
[⊥]; H〉). To check the last assertion it is enough to check
that
〈
Kk
[⊥]; H〉 is -open as a sub-game of 〈K! [⊥]; H〉: if (g; n; h) is a position of〈
Kk
[⊥]; H〉 such that (g; n; h)=  and if there exists a move (g; n; h) → (g′; n′; h′)
then this move is a move of
〈
Kk
[⊥]; H〉. That’s because n6 k and if n′= k +1 then
the move (g; n; h) → (g′; n′; h′) is (x; k; h) → (S(x); k + 1; h). However, (x; k; h)= ,
because (x)= .
Lemma 6.4. Let
〈
S; K;  
〉
be a bounded memory winning strategy for the opponents
in the game
〈
x:K
[
x
]
; H
〉
. De8ne k as
k =card  −1{(x; h)→ (S(x); h) | h∈H0}:
For all plays  which are the outcome of playing according to S it is the case that
#6 k.
Proof. Let  be a 0nite play which is the outcome of playing according to S, say
=  ◦ ′ where ′ is a path in the graph S, and suppose that #¿k. We can deduce
that ′ has visited at least twice a move 2 : k → k ′ such that  (k → k ′)= (x; h) →
(S(x); h). We can factor ′ as 2 ◦ 2 ◦ 1 ◦ 2 ◦ 0, and obtain an in0nite play (1 ◦ 2)! in
S by repeating in0nitely often the proper cycle 1 ◦ 2 of S. However, this play visits
in0nitely often the move x → g0, hence it is an in0nite play which is a mediator’s
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win in
〈
x:K
[
x
]
; H
〉
. This contradicts the fact that
〈
S; K;  
〉
is a winning strategy for
the opponents.
We can continue the proof of Proposition 6.1. We obtain the proposition if we ob-
serve that if the opponents have a winning strategy in the game
〈
x:K
[
x
]
; H
〉
, then they
have a boundedmemorywinning strategy
〈
S; K;  
〉
to win the game
〈
x:K
[
x
]
; H
〉
. If k is
as in the previous lemma, then the opponents have a strategy in the game
〈
Kk
[⊥]; H〉.
Proposition 6.5. In the -lattice JP the following relations are true:
z: (z)=
∨
n¿0
 n(⊥);
z: (z)=
∧
n¿0
 n();
where  is a unary operator induced by a game-operator K
[
x
]
on J(P).
Proof. Let K
[
x
]
be such a game operator on J(P). It is clear that for all n¿ 0
we have Kn
[⊥]6 x:K[x]. On the other hand, let H ∈J(P) be such that for all
n¿ 0 Kn
[⊥]6H , i.e. mediator has a winning strategy in every game 〈Kn[⊥]; H〉.
If x:K
[
x
]
 H , by determinacy the opponents have a winning strategy in the game〈
x:K
[
x
]
; H
〉
, hence a winning strategy in a game
〈
Kn
[⊥]; H〉, because of Proposition
6.1. Evidently it is not possible that both players have winning strategies in the same
game, i.e. we get a contradiction.
A proposition dual to Proposition 6.1 is needed in order to show that the dual
statement is also true.
Denition 6.6. Let P be an ordered set with ⊥ and , and let  :P → P be an
operator. For every limit ordinal  de0ne  (⊥) and  () by the formulas
 (⊥)=
∨
4¡
 4(⊥);
 ()=
∧
4¡
 4():
Let L be a -lattice and say that it is founded if for every ∈A such that a()= n+1,
for every s=1; : : : ; n + 1 and every (l1; : : : ; ln)∈Ln;  (⊥) and  () exist, where
 (z)=(l1; : : : ; ls−1; z; ls; : : : ; ln).
Using the above notation, if L is founded -lattice, then the Knaster–Tarski relation
z: (z)=
∨
∈Ord
 (⊥)
is true as well as its dual. Proposition 6.5 shows that the -lattice JP is founded.
Also, every complete lattice is founded. In [38, Section B:5] a -lattice which is not
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founded is constructed as the inductive limit of founded -lattices. Say that a morphism
of lattices is bicontinuous if it preserves arbitrary existing in0ma and suprema. Using
Lemma 2.5 it is easily seen that if f :L1 → L2 is a bicontinuous morphism of lattices
between two founded -lattices, then f is also a morphism of -lattices.
We recall here the following proposition:
Proposition 6.7 (MacNeille [27], Mckenzie [28], Section 2:2). Given any lattice there
exists a bicontinuous embedding into a complete lattice.
Theorem 6.8. There is an embedding of the free -lattice JP into a complete lattice.
Such embedding is a morphism of -lattices.
Theorem 6.9. Let l; m∈JP be such that for every f :P → L; where L is a complete
lattice; it is true that f˜(l)6 f˜(m); where f˜ is de8ned by extending f to JP . Then
it is the case that l6m. The class of complete lattices generates the quasivariety of
-lattices.
Proof. Obvious, since we can embed free -lattices into complete lattices.
7. Conclusions
A complete interpretation, from the point of view of interactive computation and
communication, of the algebraic results presented here has to be developed. It is our
belief, however, that such interpretation will call for two kinds of generalization of
the present work. The 0rst will be to enrich the algebraic setting in order to include
in the theory operators representing actions and coactions. The goal of this extension
is to develop formal correspondences between our model of interactive computation,
i.e. games for a free -lattice with operators, and existing models, for example the
calculus of communicating systems [30]. For the same reason, we are also led to
consider -lattices enriched over quantales [21], hence to consider the theory of money
games and to link the theory of interactive systems with the classical theory of games
and economic behavior [42]. The second generalization will be to introduce in the
theory of games for free -lattices an algebra of winning strategies, the goal being
that of providing an algebraic system for interactive programs with a built-in notion of
program-equivalence. Under a proof-theoretic point of view, this step corresponds to
focusing on the diGerence of proofs; from an algebraic point of view, it corresponds to
lifting the results from -lattices to bicomplete categories where a bunch of de0nable
functors have both initial algebras and 0nal coalgebras.
We would like develop other aspects of the present research. It is well known that
the study of 0x-points is of general interest to computer science and the results obtained
here, as well as their possible generalizations, can be compared with previous work on
the subject, for example to Lawvere theories with 0x-points [5] and to work on initial
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algebras of functors in categories [24] and recursively de0ned types [37]. We believe
that the description of the free -lattice will possibly help to prove that the alternation
hierarchy for -lattice terms is strict, as it has been done for the propositional -calculus
[26,7]. Such problem is evidently related to the problem of characterizing 0x-point free
polynomials in free lattices [12]. Eventually, strategies in the game
〈
G;H
〉
and what we
called in the introduction circular proofs are mathematical objects related to tableaux for
the propositional -calculus [6,23,39]; more precisely, they are related to refutations of
[34,43]. It is our belief that regular refutations can be lifted to a cut-free proof systems
and that our techniques can be adapted in order to describe explicitely free boolean
algebras with modal operators and 0x-points.
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