We propose a general iterative scheme for solving a generalized equilibrium problem and fixed points of nonexpansive mappings in a Hilbert space. We then prove strong convergence theorems.
Introduction
Let C be a nonempty subset of a Hilbert space H. Let φ : C × C → R be a bifunction and A : C → H a nonlinear mapping. The generalized equilibrium problem is to findx ∈ C such that φ(x, y) + Ax, y −x ≥ 0, ∀y ∈ C.
(1.1)
The solutions set of (1.1) is denoted by EP . Recall that A is called A mapping S : C → C is called nonexpansive if Sx − Sy ≤ x − y for all x, y ∈ C. We denote the fixed points set of S by F (S).
Motivated by Moudafi [3] and Takahashi-Takahashi [5] , we introduce the following iterative scheme: Algorithm 1.1.
φ(u n , y) + Ax n , y − u n + 1 rn y − u n , u n − x n ≥ 0, ∀y ∈ C,
is a sequence of nonexpansive mapping, A is a nonlinear mapping and {α n }, {β n } are sequences in [0, 1].
Preliminaries
For each x ∈ H, there exists a unique nearest point in C, denoted by P C x, such that x − P C x = min y∈C x − y . P C is called the metric projection of H on to C. It is known that P C is nonexpansive and
Lemma 2.1. [4] Let {x n } and {z n } be bounded sequences in a Banach space E and let {β n } be a sequence in [0, 1] with 0 < lim inf n→∞ β n ≤ lim sup n→∞ β n < 1. Suppose x n+1 = β n x n +(1−β n )z n for all integer n ≥ 0 and lim sup n→∞
Lemma 2.2. [6] Assume {a n } is a sequence of nonnegative real numbers such that
where {δ n }, {σ n } and {ρ n } are sequences in R such that (1) 
is convex and lower semicontinuous. For x ∈ C and r > 0, set T r : H → C to be 
To deal with a family of mappings, the following conditions are introduced: Let C be a subset of a Hilbert space H and let {S n } ∞ n=1 be a family of mappings of C such that
Lemma 2.5. [1] Let C be a nonempty and closed subset of a Hilbert space H and let {S n } be a family of mappings of C into itself which satisfies the AKTT-condition. Then, for each x ∈ C, {S n x} converges strongly to a point in C. Moreover, let the mapping S be defined by
In the sequel, we will write ({S n }, S) satisfies the AKTT-condition if {S n } satisfies the AKTT-condition and S is defined by Lemma 2.5 with
Main Results
Theorem 3.1. Let C be a closed convex subset of a Hilbert space H, φ :
, lim inf n→∞ r n > 0 and
Then {x n } defined by Algorithm (1.1) converges strongly to x * ∈ Ψ, where x * = P Ψ (γf (x * )), which solves the following variational inequality:
Proof. Note that u n = T rn (x n − r n Ax n ) and A is a relaxed (u, v)-cocoercive and μ-Lipschitz continuous mapping. Let p ∈ Ψ. From (C3), we have
This implies that T rn (I − r n A) is nonexpansive and
and hence
By induction, we have {x n } is bounded and so are {v n }, {u n } and {S n v n }. Put w n = x n −r n Ax n . Since v n = α n γf (x n )+(1−α n )u n and u n = T rn (x n −r n Ax n ),
It follows from (3.1) and (3.2) that
From (C1), (C3), (C4), Lemma 2.4 and Lemma 2.5, we have lim sup
From (C2) and Lemma 2.1, we also obtain
Next, we claim that lim n→∞ Ax n − Ap = 0. For p ∈ Ψ, we have
Since lim sup n→∞ β n < 1, lim n→∞ α n = 0 and lim n→∞ x n+1 − x n = 0, we have
Next, we claim that lim n→∞ x n − u n = 0. First, we observe
This yields that
Substitute (3.6) into (3.4), we obtain
From (3.5), we obtain
as n → ∞. So we have lim n→∞ S n v n − v n = 0. Hence
By assumption, it is easily seen that there exists a unique element
and v n i q. By demiclosed property of S, we obtain q ∈ F (S). Next, we show that q ∈ EP . Since v n − u n → 0, there exists a subsequence
From (A2), we have
Put u t = ty + (1 − t)q for all t ∈ (0, 1] and y ∈ C. So u t ∈ C and 
From Lemma 2.2 we have x n → x * . This completes the proof.
