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Abstract
Sensitive measurements of solar and stellar flares in the hard X-ray regime are nec-
essary for investigating energy release and transfer during flaring events, as hard X-rays
provide insight into the acceleration of electrons and emission of high-temperature plas-
mas. The research presented here seeks to develop and harness the powerful capabilities
of hard X-ray focusing optics to probe faint events that have previously been elusive,
ranging from small-scale solar flares to bright X-ray flares on distant stars. In exploring
these uncharted regimes, this work probes some of the most intriguing mysteries of the
stars, from coronal heating to the formation of planetary systems.
Due to previous technological challenges with focusing hard X-rays, the recent state-
of-the-art solar-dedicated instrument in the hard X-ray regime, RHESSI, utilized an
indirect imaging technique, which is fundamentally limited in sensitivity and dynamic
range. By instead using a direct imaging technique, the structure and evolution of small-
scale solar events can be investigated in greater depth. The Focusing Optics X-ray Solar
Imager (FOXSI ), a hard X-ray photon counting instrument flown on three sounding
rocket campaigns, seeks to achieve these improved capabilities by using focusing optics
for solar observations in the 4-20 keV range. In this thesis, the FOXSI technological
approach and the development of the instrument through these campaigns is outlined,
with an emphasis on the most recent campaign, FOXSI-3.
Along with novel hard X-ray focusing technology, the FOXSI instrument utilizes
fine-pitch silicon (Si) and cadmium telluride (CdTe) semiconductor strip detectors to
measure the energy and position of each incident photon. CdTe detectors offer im-
proved capabilities for detecting faint high-energy emission compared to Si due to a
higher quantum efficiency above 10 keV. The characterization of the FOXSI-3 CdTe
detector response, including gain, efficiency, and energy resolution, is presented here.
During the FOXSI-2 rocket flight, two sub-A class solar microflares were observed.
With the direct imaging technique of FOXSI, detailed imaging and spectral analyses
could be performed on microflares over an order of magnitude fainter than the faintest
microflares observed by RHESSI. Through this work, the energy transfer for these sub-
A class microflares was found to be consistent with that of the standard model for solar
iv
flares. Additionally, observed spatial and temporal complexity indicate that flares of
this small size more closely resemble the structure and dynamics of large flares than the
single energy release of a nanoflare.
In addition to faint solar microflares, observations of extreme flares on distant young
stellar objects, observed by the Nuclear Spectroscopic Telescope Array (NuSTAR), were
analyzed. NuSTAR is the first astrophysical satellite to use focusing optics for the hard
X-ray regime and offers unprecedented sensitivity >10 keV, making these observations
the first of their kind. Through spectral analysis and a study of flare energetics, the
energy transfer for these bright flares was also found to be consistent with the standard
model for solar and stellar flares. Additionally, an emission feature at 6.4 keV offers
evidence of interaction between flare radiation and circumstellar material, which could
have implications for planet formation. With advances in hard X-ray instrumentation,
we move one step closer to answering some of the biggest questions in solar and stellar
physics.
v
Contents
Acknowledgements i
Dedication iii
Abstract iv
List of Tables xii
List of Figures xv
1 Introduction 1
1.1 The Sun is a Star . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Structure of the Sun . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Solar Interior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2.2 Solar Magnetic Activity . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.3 Solar Surface and Atmosphere . . . . . . . . . . . . . . . . . . . 5
1.3 Solar Flares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.1 Early Observations . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.2 Impact of Solar Activity . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Structure of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Solar and Stellar Flare Processes 12
2.1 Standard Flare Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.1 Magnetic Reconnection . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.2 Energy Partition . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
vi
2.1.3 Nonthermal Emission . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.4 Chromospheric Evaporation and Thermal Emission . . . . . . . . 21
2.2 Observations of Solar Flares . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.1 Flare Phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.2 Solar X-ray Observatories . . . . . . . . . . . . . . . . . . . . . . 24
2.3 X-ray Emission and Modeling . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.1 Overview of X-ray Spectrum for Solar Flares . . . . . . . . . . . 26
2.3.2 X-ray Bremsstrahlung . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.3 Modeling X-ray Thermal Emission from Flare Loop . . . . . . . 30
2.3.4 Modeling X-ray Nonthermal Emission . . . . . . . . . . . . . . . 31
2.4 Coronal Heating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4.1 Flare Frequency Distribution . . . . . . . . . . . . . . . . . . . . 35
2.4.2 Coronal Heating by Flares . . . . . . . . . . . . . . . . . . . . . . 35
2.5 Stellar Flares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.5.1 Types of Magnetically Active Stars . . . . . . . . . . . . . . . . . 39
2.5.2 Stellar X-ray Observations . . . . . . . . . . . . . . . . . . . . . . 39
2.6 Flare Scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3 Focusing Optics X-ray Solar Imager (FOXSI ) 42
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Capabilities of Hard X-ray Imagers for Solar
Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.1 FOXSI as a Direct Imaging Instrument . . . . . . . . . . . . . . 43
3.2.2 FOXSI as a Solar-dedicated Instrument . . . . . . . . . . . . . . 45
3.3 FOXSI Science Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.1 Quiet Sun Flares . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.2 Quiescent Active Regions . . . . . . . . . . . . . . . . . . . . . . 47
3.3.3 Microflares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.4 Nonthermal Coronal Sources . . . . . . . . . . . . . . . . . . . . 49
3.4 Focusing Optics for Hard X-rays . . . . . . . . . . . . . . . . . . . . . . 50
3.4.1 Grazing Incidence Optics . . . . . . . . . . . . . . . . . . . . . . 50
3.4.2 Heritage for FOXSI Optics . . . . . . . . . . . . . . . . . . . . . 51
vii
3.4.3 Fabrication of FOXSI Optics . . . . . . . . . . . . . . . . . . . . 53
3.5 FOXSI-1 Sounding Rocket Experiment . . . . . . . . . . . . . . . . . . 54
3.5.1 Optics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5.2 Double-Sided Silicon Strip Detectors . . . . . . . . . . . . . . . . 55
3.5.3 FOXSI-1 Flight . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.6 FOXSI-2 Sounding Rocket Experiment . . . . . . . . . . . . . . . . . . 56
3.6.1 Upgrades to Optics . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.6.2 Fine-Pitch Cadmium Telluride Detectors . . . . . . . . . . . . . . 58
3.6.3 Solar Aspect and Alignment System . . . . . . . . . . . . . . . . 61
3.6.4 FOXSI-2 Flight . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.7 FOXSI-3 Sounding Rocket Experiment . . . . . . . . . . . . . . . . . . 62
3.7.1 Upgrades to Optics . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.7.2 Collimators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.7.3 Fine-Pitch CdTe Detectors . . . . . . . . . . . . . . . . . . . . . 70
3.7.4 PhoEnIX Soft X-ray Detector . . . . . . . . . . . . . . . . . . . . 70
3.7.5 FOXSI-3 Flight . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4 FOXSI-3 Detector Characterization 75
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 Semiconductor Materials and Radiation Detection . . . . . . . . . . . . 76
4.2.1 Band Theory of Solids . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2.2 Semiconductor Materials . . . . . . . . . . . . . . . . . . . . . . . 76
4.2.3 Charge Transport in Semiconductors . . . . . . . . . . . . . . . . 78
4.2.4 Types of Semiconductor Material . . . . . . . . . . . . . . . . . . 80
4.2.5 Semiconductor Junctions . . . . . . . . . . . . . . . . . . . . . . 81
4.2.6 Semiconductor Detectors . . . . . . . . . . . . . . . . . . . . . . 82
4.2.7 Leakage Current . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.2.8 Detector Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2.9 Pulse Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.3 FOXSI Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.3.1 Double-Sided Strip Detector Design . . . . . . . . . . . . . . . . 89
4.3.2 FOXSI ASIC Design . . . . . . . . . . . . . . . . . . . . . . . . . 90
viii
4.3.3 FOXSI Detector Geometry . . . . . . . . . . . . . . . . . . . . . 92
4.3.4 Field-Programmable Gate Array (FPGA) . . . . . . . . . . . . . 93
4.4 Data Formatting and Software . . . . . . . . . . . . . . . . . . . . . . . 95
4.4.1 Formatter FPGA . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.4.2 Ground Support Equipment (GSE) Software . . . . . . . . . . . 95
4.5 Test and Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.5.1 Detector Response . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.5.2 Flight Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.5.3 Test Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.5.4 Data Collection Modes for Test and Calibration . . . . . . . . . 97
4.5.5 Cooling Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.6 Gain Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.6.1 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.6.2 Data Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.6.3 Single-strip and Multi-strip Events . . . . . . . . . . . . . . . . . 102
4.6.4 Energy Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.7 Detector Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.7.1 Photoabsorption Efficiency . . . . . . . . . . . . . . . . . . . . . 107
4.7.2 Electrode Transmission Efficiency for CdTe Detectors . . . . . . 109
4.7.3 Low-Energy Threshold Trigger Efficiency . . . . . . . . . . . . . 109
4.8 Measurements at Synchrotron Facility . . . . . . . . . . . . . . . . . . . 116
4.8.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.8.2 Thermoelectric Cooling System . . . . . . . . . . . . . . . . . . . 119
4.8.3 Experiments in March 2018 . . . . . . . . . . . . . . . . . . . . . 120
4.8.4 Experiments in May 2018 . . . . . . . . . . . . . . . . . . . . . . 122
4.8.5 Experiments in April 2019 and Future ALS Experiments . . . . . 124
5 FOXSI-2 Solar Microflares 127
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.2 Microflare Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.2.1 Previous Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.2.2 Key Science Questions for FOXSI-2 Microflare Study . . . . . . 129
ix
5.3 Processing FOXSI Flight Data . . . . . . . . . . . . . . . . . . . . . . . 130
5.3.1 Data Pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.3.2 Instrument Response . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.4 FOXSI-2 Observations and Data . . . . . . . . . . . . . . . . . . . . . . 134
5.4.1 FOXSI-2 Microflares . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.4.2 Co-alignment with RHESSI Data . . . . . . . . . . . . . . . . . 135
5.5 Analysis of FOXSI-2 Microflares . . . . . . . . . . . . . . . . . . . . . . 138
5.5.1 Spectral Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.5.2 Imaging Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . 141
5.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.6.1 Comparing FOXSI-2 Microflares . . . . . . . . . . . . . . . . . . 146
5.6.2 Flare Energetics . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.6.3 Flare Complexity . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6 NuSTAR Young Stellar Object Flares 152
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.2 Young Stellar Objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.2.1 Circumstellar Disks and Impact of X-ray Emission . . . . . . . . 153
6.2.2 Previous X-ray Observations of YSOs . . . . . . . . . . . . . . . 154
6.3 The Nuclear Spectroscopic Telescope Array . . . . . . . . . . . . . . . . 154
6.4 Data Processing and Analysis Software . . . . . . . . . . . . . . . . . . . 156
6.4.1 NuSTAR Data Analysis Software . . . . . . . . . . . . . . . . . . 156
6.4.2 XSPEC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
6.5 Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
6.5.1 ρ Oph Source Selection and Identification . . . . . . . . . . . . . 160
6.6 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.6.1 Background Estimation . . . . . . . . . . . . . . . . . . . . . . . 161
6.6.2 Spectral Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.6.3 GOES Class . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
6.6.4 Neupert Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
6.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
x
6.7.1 Flare Energetics . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
6.7.2 Iron Fluorescence & Disk Ionization . . . . . . . . . . . . . . . . 173
6.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
7 Conclusion 177
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
7.2.1 Future FOXSI Instrumentation . . . . . . . . . . . . . . . . . . . 179
7.2.2 Stellar Flares with NuSTAR . . . . . . . . . . . . . . . . . . . . . 182
7.3 Final Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
References 185
Appendix A. FOXSI-2 Silicon Detector Spectra and Images 205
A.1 FOXSI-2 Silicon Detector Spectra and Images . . . . . . . . . . . . . . . 205
xi
List of Tables
2.1 GOES solar flare classifications. Flux represents peak GOES flux from
the 1− 8 A˚ band. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1 Comparison of RHESSI [1], NuSTAR [2], and the FOXSI rocket experi-
ments [3, 4]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 Flight components for the FOXSI campaigns. The number in parentheses
indicates the number of that item included in the payload (7 telescope
modules total for each flight). All optics modules are of the Wolter-1
configuration. Si and CdTe detectors are semiconductor strip detectors
for HXRs and the PhoEnIX detector is a CMOS sensor for SXRs. More
information about each component can be found in Sections 3.5 to 3.7. 54
3.3 Double-sided Si and CdTe semiconductor strip detector specifications. . 56
3.4 Instrument and mission requirements for FOXSI-3. Goals for FOXSI-3
included characterizing the emission from quiescent active regions (AR)
and placing constraints on quiet Sun (QS) emission with a higher sensi-
tivity instrument compared to previous FOXSI campaigns. To achieve
improved sensitivity, the effective area (EA) was increased with addi-
tional 10-shell optics modules and the ghost ray background was reduced
through use of a collimator. The mission requirements for exposure time
on sources during flight (active region and quiet Sun) were set to increase
statistics for observations of these faint sources compared to previous
FOXSI flights. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
xii
3.5 Specifications for 3D-printed honeycomb collimator. Measured values are
for the honeycomb collimator used with the PhoEnIX detector. The hole
diameter and wall thickness were measured at both ends of the collimator,
with the first value corresponding to the Sunward side and the value in
parentheses corresponding to the optics side. The hole diameters were
measured using a pin gauge, and the calculated aspect ratio uses the
smaller of the two hole diameters (0.96 mm). The open area was measured
through tests at the Stray Light Facility at NASA/MSFC using a 100 m
length beam line. The reduction in measured open area compared with
the expected open area is due to thermal deformation of the collimator
structure that was introduced during in the fabrication process. . . . . . 67
3.6 PhoEnIX specifications and capabilities. The stated energy range is
where the quantum efficiency is >20%. The energy resolution is given
for a single pixel event. Information provided by PhoEnIX team. . . . . 71
4.1 Properties of Si and CdTe at room temperature (300 K). Values for Si
are from Ref. [5], and values for CdTe are from Ref. [6]. . . . . . . . . . 79
4.2 Peak energies for gain calibration. This table includes the prominent
X-ray emission lines for radioactive sources measured with the FOXSI
detectors. The analysis presented in this chapter utilizes the lines in bold
for the gain calibration; future analysis will seek to incorporate additional
lines. Lines in close proximity (within the FOXSI energy FWHM) are
blended in the data, and thus the peak energy utilized for the calibration
is a weighted average of these lines. Values from Ref. [7]. . . . . . . . . 101
4.3 Measurements of energy resolution for FEC07 and FEC09. . . . . . . . . 107
5.1 Data levels for FOXSI pipeline. . . . . . . . . . . . . . . . . . . . . . . . 131
5.2 This table presents information about each of the pointings during the
FOXSI-2 flight. The first microflare was observed during targets A-
E (19:12:42−19:15:36.7) and the second microflare was observed during
target J (19:18:50.5−19:19:23.2). For targets F-I, FOXSI was pointed at
quiet Sun regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
xiii
5.3 Weighted mean of parameters from spectral fitting of an isothermal thin-
target model to each of four Si detectors (D0, D1, D5, D6) during each
pointing on the first microflare. . . . . . . . . . . . . . . . . . . . . . . 145
6.1 NuSTAR capabilities from Ref. [2]. . . . . . . . . . . . . . . . . . . . . . 155
6.2 NuSTAR Observations of ρ Ophiuchi . . . . . . . . . . . . . . . . . . . . 161
6.3 Flare model parameters from the spectral analysis described in Section
6.6.2. Subscripts and superscripts on parameter values indicate the lower
and upper limits to the 90% confidence interval, respectively. Shaded
rows indicate values that are derived from fit parameters. . . . . . . . . 176
xiv
List of Figures
1.1 Layers of the solar interior and solar atmosphere. Image credit: NASA/Goddard1. 3
1.2 (Left) Illustration of differential rotation of the Sun and subsequent stretch-
ing of magnetic field lines. For the Sun, material near the equator travels
with a shorter period than material at the poles. The stretching of the
magnetic field lines eventually leads to localized regions of heightened
magnetic field strength, which results in magnetic loops breaking through
the surface and forming sunspot pairs. Image credit: 2014 Pearson Edu-
cation, Inc.. (Right) Image of Sun from SDO/AIA (171 A˚) with a model
of the magnetic field overlaid. Image credit: NASA/SDO/AIA/LMSAL2. 4
1.3 Image of coronal loops from TRACE in extreme ultraviolet (171 A˚), indi-
cating a plasma temperature around 1 MK. Image credit: NASA/TRACE3. 6
1.4 Drawing of first recorded solar flare observation, produced by R. C. Car-
rington in 1859. This flare, independently observed by Carrington and
R. Hodgen, was bright enough to be observed in visible light above the
photospheric emission. The initial brightenings were observed in regions
A and B, and the last visible brightenings of the event occurred in regions
C and D. The darker regions in the image represent sunspots. Image from
Ref. [8]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
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1.5 Illustration of Sun-Earth interaction during a coronal mass ejection (CME),
in which plasma is ejected off the Sun into interplanetary space. The im-
age of the Sun utilizes data from the SOHO Extreme Ultraviolet Imaging
Telescope (EIT) at 304 A˚ and the Large Angle and Spectrometric COron-
agraph (LASCO) for an observed CME. The Earth is generally protected
from the impact of CMEs, and the pervasive solar wind, by the magne-
tosphere, which is illustrated in blue (artist’s rendition). Image credit:
Steele Hill, NASA4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1 Diagram of the CSHKP model for solar eruptive events. In the reconnec-
tion region where magnetic loops are pinched toward the middle, antipar-
allel magnetic field lines reconnect and current sheet is formed. Material
flows into the current sheet and is then ejected upwards and downwards in
reconnection jets. Particles accelerated during reconnection and associ-
ated processes travel along magnetic field lines toward the chromosphere
and produce nonthermal emission at the loop footpoints. This plasma is
heated and expands into the reconnected flare loop which produces ther-
mal emission. The reconnected field lines above the current sheet form a
magnetic flux rope which may erupt as a coronal mass ejection (CME)
[9, 10]. Image from Ref. [9] with minor adjustments. . . . . . . . . . . . 13
2.2 Illustrations of Sweet-Parker (left) and Petschek (right) reconnection.
Both types of reconnection utilize resistive MHD theory such that mag-
netic diffusion can occur in the reconnection region. For Sweet-Parker
reconnection, all incoming fluid entering through the current sheet (red)
over side length 2L must exit through width 2δ, with δ << L. This
scenario results in a very low reconnection rate, on the order of months.
In the Petschek model, much of the inflowing material can be diverted
through standing shocks. As a result, the scale length can be reduced to
2L∗ compared to 2L for the Sweet-Parker model, and the reconnection
rate is vastly increased. Images from from Ref. [11]. . . . . . . . . . . . 15
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2.3 Diagram of Hall (collisionless) reconnection. This type of reconnection
becomes important at spatial scales smaller than the ion gyroradius. At
this scale, the ions decouple from the magnetic field and form a dissipation
region separate from the electrons, which decouple at a smaller spatial
scale. This configuration results in spatially distinct ion and electron
flows, which produces in-plane currents and out-of-plane magnetic fields.
Studies of Hall reconnection indicate that it could occur at a rate of
∼0.1vA, which is sufficient for solar flares [12]. Image from Ref. [11] with
minor alterations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Illustration of energy transfer and emission for the standard model for
solar flares. At the reconnection site, magnetic energy is converted, in
part, to kinetic energy of particles. These accelerated particles travel
along magnetic field lines toward the Sun and interact with dense chro-
mospheric plasma at the loop footpoints, with accelerated electrons pro-
ducing nonthermal bremsstrahlung emission, typically in hard X-rays,
and accelerated ions exciting heavy ions in the chromosphere which then
emit in the gamma-ray regime. Through collisions by accelerated parti-
cles, chromospheric plasma at the footpoints is heated and expands into
the flare loop in a process called chromospheric evaporation. The heated
plasma in the flare loop then produces thermal bremsstrahlung emission,
typically in soft X-rays, and radiatively cools. Image from Ref. [13]. . . 19
2.5 Illustration of bremsstrahlung radiation. Bremsstrahlung radiation oc-
curs when an electron of energy E1 is deflected by an ion, and the kinetic
energy lost (E1 −E2) through deceleration is converted into a photon of
that energy, described by hf where h is Planck’s constant and f is the
photon frequency. Image available in the public domain5. . . . . . . . . 20
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2.6 Neupert effect for a C7.5 class solar flare observed by RHESSI and GOES.
The top panel shows the RHESSI count rate in two bands, 6-12 keV as
a proxy for thermal emission and 25-100 keV as a proxy for nonthermal
emission. The 25-100 keV band shows an impulsive peak expected for
nonthermal emission from the footpoints, while the 6-12 keV band shows
a more gradual rise and fall expected for thermal loop emission. The
bottom panel shows the time derivative of GOES SXR flux over 1− 8 A˚
(1.6-12.4 keV), which is also representative of thermal emission. Between
the two plots, we see that the derivative of SXR flux nicely aligns with the
peak of the HXR flux, which is indicative of the Neupert effect. Image
from Ref. [14]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.7 Typical X-ray spectrum for a solar flare. This particular event was an M-
class flare observed by RHESSI. The spectral model includes an isother-
mal thin-target component (dotted line), dominating at lower X-ray en-
ergies, representing thermal emission from heated plasma in the flare
loop. The thermal component is overtaken by a power law component
(dashed line) at higher X-ray energies, which results from nonthermal
bremsstrahlung emission mainly from the flare footpoints. Image from
[15] with minor alterations. . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.8 Direction-integrated, nonrelativistic Bethe-Heitler cross-section (Equa-
tion (2.7)) for a selection of photon energies across the FOXSI energy
range. Photons of energy  can only be produced by an incident electron
with energy E > . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
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2.9 X-ray flare emission observed by RHESSI. (Left) RHESSI emission (con-
tours) overlaid on SDO/AIA (193 A˚) data. Higher-energy X-ray emission
(30-80 keV) is observed at the footpoints of the flare loop, associated with
thick-target nonthermal bremsstrahlung emission, and above the loop,
associated with thin-target nonthermal bremsstrahlung emission. Lower-
energy X-ray emission (6-8 keV), observed from the flare loop, is produced
through thermal bremsstrahlung. (Right) RHESSI photon spectrum,
with the histogram representing loop and above-the-loop-top data and
the crosses (+) representing footpoint data. The loop sources are well-
represented by an isothermal thin-target plasma model and a power law
model (with low-energy turnover), and the footpoints are well-represented
by a power law model. We note the difference in spectral index between
the footpoint and above-the-loop-top models, with the footpoint emission
(thick-target) having a harder photon spectrum than the above-the-loop-
top emission (thin-target), as expected from Equations 2.16 and 2.22.
Image from Ref. [16]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.10 Nonthermal electron spectra (left) and corresponding thick-target non-
thermal bremsstrahlung emission (right) using the relationship developed
by Ref. [17]. In order to avoid the unphysical situation where the electron
power-law distribution extends indefinitely to lower energies, a low-energy
plateau (dotted line) or cutoff (dashed line) is implemented (at 20 keV in
this example). When translating the electron spectrum to a photon spec-
trum, we observe a very minimal difference between the plateau and strict
cutoff scenarios below the dominant thermal spectrum, highlighting the
challenges with characterizing the electron spectrum from observations
and hence, the total nonthermal electron energy. Image from Ref. [18]. . 32
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2.11 Flare frequency distribution over thermal energy for microflares observed
by EUV instruments SOHO/EIT and TRACE, the Yohkoh Soft X-ray
Telescope (SXT), and RHESSI. For RHESSI, we note that a substan-
tial fraction of small-scale events are lost starting below 1028 erg, which
results from the limited sensitivity of the instrument. These results high-
light the importance of a future high-sensitivity hard X-ray solar spec-
troscopic imager for measuring the distribution of small-scale events and
understanding the high-energy input of these events to coronal heating.
Image from Ref. [19]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.1 Point spread function (PSF) of one FOXSI optics module (left) and com-
parison of the PSF for FOXSI and RHESSI (right). The FOXSI PSF,
measured at the Stray Light Facility at NASA/MSFC, has a narrow core
(FWHM ∼ 5”) and small wings, which allow for a much improved imag-
ing dynamic range compared to an indirect imager like RHESSI. While
FOXSI has an imaging dynamic range of 200:1 at 30”, RHESSI ’s imag-
ing dynamic range, shown by the shaded region, ranges from 3:1 to 20:1,
regardless of source separation. This capability allows FOXSI to better
observe faint sources that are concurrent with bright sources in the FOV.
Images from Ref. [20] with minor alterations. . . . . . . . . . . . . . . . 48
3.2 Diagrams of Wolter type grazing incidence optics: Wolter-1 (top), Wolter-
2 (middle), and Wolter-3 (bottom). For each type of Wolter optic, X-
rays are focused after reflecting off of two surfaces at shallow grazing
angles. With Wolter-1 type optics, X-rays first reflect off a paraboloid
mirror surface followed by a hyperboloid surface. This type is most com-
monly used for astrophysical instruments since several mirrors can be
nested together to increase the instrument effective area. Wolter-2 optics
(paraboloid+hyperboloid) and Wolter-3 optics (paraboloid+ellipsoid) can-
not be nested because of their design and hence are not typically used
for astrophysical instrumentation. Image from Ref. [21]. . . . . . . . . . 52
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3.3 Comparison of RHESSI (left) and FOXSI-1 (right) images of a B-class
flare on November 2, 2012, integrated over 4-15 keV. The RHESSI image
is created using the clean algorithm with data from detectors 3-9. The
artifacts throughout the field of view (FOV) of the RHESSI image are
due to side-lobes in the indirect Fourier imaging technique. By contrast,
the direct imaging technique used by FOXSI results in a much cleaner
image. Image from Ref. [3]. . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4 FOXSI-2 payload render. The FOXSI-2 experiment included seven op-
tics modules of the Wolter-1 type, two composed of ten nested mirror
shells and five composed of seven nested mirror shells. Each of the optics
modules was paired with a semiconductor strip detector in the detector
plane; five of the detectors were made of silicon (Si) and two were made of
cadmium telluride (CdTe). Additionally, a visible light telescope, the So-
lar Aspect and Alignment System (SAAS), was added to improve point-
ing knowledge. The SPARCS pointing system includes two sensors called
the Miniature Acquisition Sun Sensor (MASS) and the Lockheed Inter-
mediate Sun Sensor (LISS), which provide intermediate and fine pointing
information. The payload configuration for FOXSI-1 is similar to that
of FOXSI-2, just excluding the SAAS and using different optics-detector
pairings (seven 7-shell optics modules and seven Si detectors). Image
from Ref. [4]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
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3.5 Effective area (EA) for each FOXSI instrument, the PhoEnIX SXR de-
tector (preliminary EA), and RHESSI (top: linear scale, bottom: log
scale). For the FOXSI instruments, both the design (solid lines) and
implemented (dashed lines) effective area for flight are shown. We note
that the latest version of FOXSI, FOXSI-3, achieved an effective area ∼3
times greater than RHESSI ’s at 10 keV. During the FOXSI-1 flight, lay-
ers of blanketing expanded into the optical path unexpectedly, resulting
in decreased transmission of X-rays to the focal plane. For FOXSI-2, one
of the CdTe detectors (paired with a 10-shell optic) was overwhelmed by
trigger noise and hence was unable to collect actual photon data. For
FOXSI-3, the low-energy threshold had to be increased for the two flight
CdTe detectors before launch due to trigger noise. Additionally, the open
area for the honeycomb collimator (Section 3.7.2) paired with one of the
FOXSI-3 HXR detectors was lower than expected (see Table 3.5). . . . 60
3.6 FOXSI-3 payload render. The FOXSI-3 sounding rocket experiment
included several upgrades from previous FOXSI instruments. Two addi-
tional optics modules were upgraded from FOXSI-2 to include ten nested
mirror shells, resulting in four 10-shell modules and three 7-shell mod-
ules. Two new CdTe detectors replaced the FOXSI-2 CdTe detectors and
a soft X-ray detector (PhoEnIX) was also added to the payload. Addi-
tionally, two honeycomb collimators were included (attached to Sunward
side of optics modules) to eliminate background from ghost rays. The
collimator paired with PhoEnIX includes an additional pre-filter. The
SPARCS MASS and LISS are discussed with Figure 3.4. . . . . . . . . . 64
3.7 Illustrations of doubly-reflected (left) and singly-reflected (right) pho-
tons through Wolter-1 optics. Doubly-reflected rays reflect on both the
paraboloid and hyperboloid mirror segments, and are correctly focused
onto the focal plane. In addition to these doubly-reflected rays, off-axis
photons can contaminate the image by reflecting on just one of the two
mirror segments and arriving on the focal plane as unfocused light. Fig-
ure from Ref. [22]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
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3.8 Effective area for doubly- and singly-reflected rays as a function of off-
axis source angle for a FOXSI optics module (7-shell). The effective
area in this case incorporates the geometric acceptance area and reflec-
tivity of the optics and considers all photons intersecting the detector.
The ghost ray background from sources at off-axis locations > 20’ comes
mainly from singly-reflected rays off the hyperboloid segment, and this
background is roughly 50-500 times fainter than the signal for an on-axis
source (assuming same source brightness). Image from Ref. [22]. . . . . 67
3.9 Simulation of the ghost ray pattern created by an off-axis source outside
the FOXSI FOV (shown as a black square). The source is 30’ off-axis
(i.e., one solar diameter), located at the center of the green “bowtie,”
with green representing doubly-reflected rays. Blue dots represent singly-
reflected rays on the paraboloid segments, while those reflecting on the
hyperboloid segment are shown in red. This image demonstrates how
ghost rays from a bright source outside the FOV can contribute a com-
plex, nonuniform background to FOXSI images. Image produced by Juan
Camilo Buitrago-Casas for the 2019 RHESSI Workshop. . . . . . . . . . 68
3.10 Image of a titanium 3D-printed honeycomb collimator, produced by TORAY
Precision Co., Ltd. and used for FOXSI-3. Collimators were flown on
FOXSI-3 to demonstrate technology for reducing the ghost ray back-
ground observed for Wolter-1 type optics. For this collimator, only the
inner four shells of a 7-shell optics module are collimated, as these shells
produce a majority of ghost ray contamination on the focal plane due
to the smaller grazing angles of these shells. Since the off-axis photon
angle at which ghost rays become significant is different for each shell
(increasing toward outer shells) the length of the collimator across the
four shells can be graded, which reduces the component weight and the
amount of vignetting. For the FOXSI-3 collimators, the length starts
at ∼190 mm for the innermost shell (blocking photons >18’) and scales
down to ∼140 mm for the outermost collimated shell (blocking photons
>25’). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
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3.11 Sequence of solar targets for the FOXSI-3 flight, overlaid on an AIA 193A˚
image. The orange squares show the FOV of a FOXSI Si detector (16.5’
× 16.5’) in one orientation; for the flight configuration, each detector in
the focal plane is rotated at a different angle from this position, with a
shared target center. Target 1 : Aged active region (134 s). Target 2 :
Solar north pole (27 s). Target 3 : Quiet Sun region (147 s). Target 4 :
Return to aged active region (63 s). Image created by Juan Camilo
Buitrago-Casas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.12 PhoEnIX full Sun mosaic (0.5-5 keV). This is the first soft X-ray image
of the Sun produced via single photon counting. Additionally, this image
shows a striking lack of ghost ray contamination, indicating a successful
demonstration of collimator technology. The overlaid rectangular regions
in yellow show the FOV of the fast data collection portion of the detector
(solid) and slow data collection portion (dotted) for the first FOXSI-
3 target (T1). Though both fast and slow portions of the detector were
operating throughout the flight, only the fast portion is shown for targets
2 and 3 (T2 and T3) for simplicity. For target 4, we returned to the same
location as target 1 (with a minor adjustment). With the broad FOV of
PhoEnIX (both fast and slow portions), data from the whole visible disk
was collected during the FOXSI-3 flight and a full Sun image could be
produced by the PhoEnIX team. . . . . . . . . . . . . . . . . . . . . . . 74
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4.1 Illustration of band theory for solids. For conductors (labeled as “metal”),
the valence band overlaps the conduction band; thus the electrons do not
need to overcome an energetic barrier to reach the conduction band,
allowing electrons to flow more easily throughout the material. For insu-
lators, valence electrons completely fill the outermost shell of each atom
and must to be energized to overcome a range of forbidden energies, the
bandgap (typically >5 eV for insulators), to reach the conduction band.
Semiconductor materials are similar to insulators, where electrons com-
pletely fill the valence band, but have a relatively small bandgap (∼1 eV)
in comparison. With this smaller energy barrier, it is much easier for elec-
trons to be excited to the conduction band, resulting in a conductivity
somewhere between that of insulators and conductors. Image under CC
A-SA 2.5 license6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 Illustration of p-n junction. When p-type and n-type materials (originally
charge-neutral) are joined, electrons from the n-type material drift toward
the holes in the p-type material and holes from the p-type material drift
toward the n-type material as a result of diffusion. As these electrons and
holes combine, leaving behind positive ions on the n-side and negative ions
on the p-side, a central region without charge carriers is created called the
depletion region. Given the charge distribution in the depletion region
(see charge density plot), the n-type material is at a positive voltage
relative to the p-type material and hence charge carriers from either side
have to overcome a potential barrier (∆V ) to cross the junction. Charge
carriers generated within the depletion region will drift out of the region
according to the electric field associated with this potential difference
(electrons to the right and holes to the left). Image under CC-BY-3.0
license. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
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4.3 Stages of pulse processing. An incident particle deposits energy in the
detector, which generates electron-hole pairs. These charge carriers are
collected by the detector and measured as a current pulse (isig(t)), which
serves as input to the preamplifier. The preamplifier then converts the
original signal to a voltage signal with amplitude ∆V which is propor-
tional to the amplitude of the original signal. Once a series of events are
processed by the preamplifier, the output appears as a series of voltage
steps of varying ∆V . The next stage of processing involves a shaping
amplifier, which takes these voltage steps and turns them into a train of
distinct pulses that can be processed by a discriminator. The discrimina-
tor functions to limit the events being passed on for additional processing,
only allowing events above a set voltage threshold to continue. For events
exceeding this threshold, the type of additional processing depends on the
application (i.e., simple counter or spectroscopic detector). Image from
Ref. [23]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4 Illustration of double-sided silicon strip detector (DSSD) design used for
the FOXSI Si detectors. The detectors are made using an n-type bulk
wafer with p+ strips on the “p-side” of the detector and orthogonal n+
strips on the “n-side” of the detector. The n+ strips are isolated by
placing p+ material between each strip, called “p-stops.” Each strip is
then placed in contact with an aluminum electrode. With this design,
a two-dimensional position for each incident photon can be measured.
Figure from Ref. [24]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
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4.5 Diagram of the VATA(FOXSI) ASIC for the FOXSI Si detectors. The
processing outlined here occurs for each of the 64 strips assigned to each
ASIC. In the “VA” section, the charge collected by the detector is sent
through a charge-sensitive amplifier (CSA) and then the output pulse
is shaped in two ways simultaneously, through a slow shaper and a fast
shaper. The fast shaper (“TA” section) serves as a method to quickly
determine whether or not the signal on any strip connected to the ASIC
received a signal larger than the set threshold, as determined by a dis-
criminator. If any of the strips exceed this threshold, a trigger is initiated,
and the output of the slow shaper for all channels is held for further pro-
cessing. The slow-shaped pulse for each channel is sampled and then sent
to a Wilkinson type analog-to-digital converter (ADC), where the ampli-
tude is converted to a digital pulse height. See Ref. [25] for additional
details. Image from Ref. [25]. . . . . . . . . . . . . . . . . . . . . . . . . 91
4.6 Diagram of detector configuration for FOXSI Si and CdTe detectors. The
orientation of the ASICs is determined through X-ray alignment proce-
dures performed at the White Sands Missile Range during the launch
campaign. The X and Y axes show how the image is plotted in the
detector plane in the FOXSI software. Each detector is rotated at a
different angle from this position within the focal plane, and this rota-
tion is accounted for when creating solar images from the flight. Figure
produced by Sophie Musset for internal FOXSI documentation. . . . . . 93
4.7 (Left) FOXSI Si detector board. For the Si detectors, two ASICs are on
each side of the detector board and Al electrodes are directly connected
to readout channels on the ASICs through wire bonds. This image shows
the back side of the detector where the flex circuit connectors can also
be seen. The detectors are connected via flex circuits to the Actel board
(see Section 4.5.2). (Right) FOXSI CdTe detector board. For the CdTe
detectors, glass fanout boards are bump bonded to the detector and wire
bonded to the ASICs; with these fanout boards, all ASICs can be placed
on the same side of the detector board. . . . . . . . . . . . . . . . . . . . 94
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4.8 (Top left) Chiller plate for the FOXSI flight setup. An insulated hose is
attached to the LN2 inlet to pump cold nitrogen (gas at this point) into
the chiller plate. The cold nitrogen then travels along the displayed ni-
trogen channels to enable cooling of the plate and the FOXSI detectors.
(Top right) Focal plane configuration for the FOXSI rocket. Each detec-
tor board is placed within a detector housing, which can then be attached
to the chiller plate, which serves as the focal plane. Seven detectors can
be included in this structure at once. (Bottom) Setup of the FOXSI focal
plane for lab calibration. The focal plane contains the FOXSI detectors
and appears at the bottom in this image, wrapped in thermal blanketing.
Electronics boards are layered above the focal plane, including the Actel
board, formatter board, and power board. . . . . . . . . . . . . . . . . . 98
4.9 Calibrated Fe-55 (top) and Am-241 (bottom) spectra for FEC07. Data
from the Pt-side (ASICs 2 and 3) are shown, and each plot combines the
counts from all 64 strips read out by that ASIC. The method described
in Section 4.6.3 is utilized to reduce the data to include only single-strip
events. Peak energies of prominent emission lines from these sources are
shown in Table 4.2. For the Fe-55 spectra, the 5.9 keV line is dominant in
intensity and the 6.5 keV line cannot be separately resolved. For the Am-
241 spectra, we observe some low-energy tailing of the highest-energy line
(59.5 keV). This effect appears as a result of incomplete charge collection
for an event, and the effects can be more dramatic at higher energies.
The consequence of this tailing is a worsened energy resolution. We note,
however, that this line is well outside the FOXSI energy range (4-20 keV). 103
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4.10 Calibrated Fe-55 (top) and Am-241 (bottom) spectra for FEC09. Data
from the Pt-side (ASICs 2 and 3) are shown, and each plot combines the
counts from all 64 strips read out by that ASIC. The method described
in Section 4.6.3 is utilized to reduce the data to include only single-strip
events. Peak energies of prominent emission lines from these sources are
shown in Table 4.2. For the Fe-55 spectra, the 5.9 keV line is dominant in
intensity and the 6.5 keV line cannot be separately resolved. For the Am-
241 spectra, we observe some low-energy tailing of the highest-energy line
(59.5 keV). This effect appears as a result of incomplete charge collection
for an event, and the effects can be more dramatic at higher energies.
The consequence of this tailing is a worsened energy resolution. We note,
however, that this line is well outside the FOXSI energy range (4-20 keV).
Additionally, a significant difference in total counts is observed between
ASIC 2 and ASIC 3, which may result from increased trigger noise for
ASIC 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.11 Illustration of event selection for analyzing single-strip events. For flight
data collection mode, the formatter FPGA selects the highest value strip
and two nearest neighbors to be recorded. To select single-strip events
only, a high ADC threshold is applied (thrH) and events must have only
one strip above this threshold to be included in the analysis. A low
ADC threshold (thrL) is then applied to the remaining events; if the
neighboring strips are both below this threshold, the value is considered
likely to be noise rather than a signal, and the event is counted as a
single-strip event. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.12 Comparison of raw Am-241 spectra from FEC07 with all events vs. only
single-strip events (thrH=70 ADC, thrL=10 ADC). The single-strip spec-
trum allows for improved energy resolution and more accurate peak-
finding, since partial values from split events are not included to skew
the estimate of peak position. . . . . . . . . . . . . . . . . . . . . . . . 106
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4.13 These plots show the FWHM of the 5.9 keV line for each strip on the Pt-
side of FEC07 (top) and FEC09 (bottom) for different data files (shown in
different colors) collected with an Fe-55 source. Values in parentheses in
the legend indicate the approximate number of events in the 5.9 keV peak
for each data file, and solid lines show the average FWHM for all strips per
ASIC for a given data file. For FEC07, the FWHM substantially worsens
for the strips on ASIC 2 that are towards the edge of the detector (strip
number & 50). For FEC09, we observe a change in the FWHM over
time, corresponding with a broadened pedestal, particularly at the edges
of the detector (higher strip numbers for ASIC 2 and lower strip numbers
for ASIC 3). This intermittent broadening of peaks may be a result of
temperature fluctuations in the focal plane. . . . . . . . . . . . . . . . . 108
4.14 (Top) Photoabsorption efficiency for the FOXSI Si and CdTe detectors.
The photoabsorption efficiencies for the FOXSI-2 and FOXSI-3 CdTe
detectors, 0.5 mm and 0.75 mm thick, respectively, are essentially the
same within the FOXSI energy range. With CdTe, the efficiency is en-
hanced for higher energies (> 10 keV) compared to Si. (Bottom) Elec-
trode transmission efficiency for the FOXSI CdTe detectors compared
with the photoabsorption efficiency alone. The electrodes on the Sun-
ward side of the CdTe detectors are made of thin layers of Pt and Au,
and absorption by these materials has a substantial impact on the detec-
tor efficiency at the lower end of the FOXSI energy range, particularly
below 10 keV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
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tors. To reduce noise triggers, the threshold Vth was increased for both
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to an energy threshold Eth ∼ 4.5 keV (G ∼ 0.64). (Bottom) For FEC09,
the threshold for flight was Vth = 9, which corresponds to an energy
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4.16 Relative efficiency of each strip for ASICs 2 and 3 of FEC09. The relative
efficiency is defined here as the normalized ratio of counts in the 5.9 keV
line (integrated over 4-8 keV) for a threshold of Vth = 7 compared to a
threshold of Vth = 4. Error bars represent statistical error. We see that
for some strips, the intensity is comparable for the two thresholds, while
for other strips, the intensity drops dramatically when the threshold is
increased from Vth = 4 to Vth = 7. This result indicates that value of
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order to accurately characterize the efficiency for these detectors, it is
important to consider the LET trigger efficiency on a strip-by-strip basis.
Strips without a data point in this plot correspond to strips that have
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4.17 (Top left) Setting up the FOXSI equipment in the experiment hutch at
the ALS facility. In this space, ∼ 1 × 1 m2 of table surface area was
available for us to set up our experiment in the beam’s path. (Top right)
FOXSI test electronics board. This board is designed to distribute power
to and readout a single FOXSI detector. (Bottom) Image of TEC enclo-
sure (detector inside) and test electronics board mounted on translation
stage and placed in front of beamline. The adjustable slits are placed in
between the beamline and detector, seen in the photo labeled at “Y” and
“X”. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.18 Livetime-corrected count rate vs. detector position (arbitrary reference
point) for 6 keV beam scan of a Si detector at the ALS facililty (beam
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step). This observation indicates that there may be a decrease in charge
collection efficiency in the interstrip regions. The count rate for this plot
was computed by P. S. Athiray as a postdoc at UMN. . . . . . . . . . . 122
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point) for 7 keV beam scan of a FOXSI-3 CdTe detector (FEC07) at
the ALS facililty. The scan was performed in 3 µm steps with a beam
size of 2 × 2 µm2. In this plot, different colors represent the count rate
for ten different strips that were scanned, and the count rate from all ten
strips combined is shown in black. From this data, we observe large strip-
by-strip variations in the count rate, which is consistent with the findings
in Section 4.7.3. Image created by Dr. Sophie Musset as a postdoc at
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5.1 Light curve of the FOXSI-2 sounding rocket flight for each Si detector
(D0, D1, D4, D5, D6) and for all Si detectors combined over the full FOV
(not corrected for vignetting). The observation period lasted ∼6.5 min,
and several targets were observed, which are labeled at the top of the
plot (see Table 5.2 for microflare targets). The red lines indicate the
start of a target (pointing stabilized), and the blue lines indicate the end
of a target, with pointing changes taking ∼4 s. Aluminum attenuators
covering 6 of 7 detectors were deployed at 19:18:18 UT (shown by cyan
lines), and after this time, D6 (magenta) was the only detector without
a attenuator. The bottom two panels show full Sun light curves from
GOES (1.0-8.0 A˚)and RHESSI (4-15 keV) during the FOXSI-2 flight. 136
5.2 AIA 94A˚ images during the FOXSI-2 flight with active regions identified
(circles) and FOXSI-2 FOV (16’ × 16’) for D6 overlaid (squares). (Top
left) The FOXSI-2 microflares occurred in the active regions identified:
microflare 1 from AR 12230 and microflare 2 from AR 12234. (Top right)
This image shows the first five targets of the FOXSI-2 flight (A-E), during
which microflare 1 was in the FOV. A number of pointing adjustments
were made early in the flight due to a larger-than-expected observed
offset (∼7’) between the FOXSI targets and the onboard pointing system.
(Bottom left) This image shows the quiet Sun targets (F-I). (Bottom
right) This image shows the final target (J) of the flight, during which
microflare 2 was occurring. . . . . . . . . . . . . . . . . . . . . . . . . . 137
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5.3 Light curve of the first FOXSI-2 microflare (4s binning). This microflare
was observed during the first five targets of the FOXSI-2 flight (targets
A-E). Red vertical lines indicate the start of a target and blue vertical
lines indicate the end of a target (∼4 s needed to stabilize pointing on new
target). For each Si detector, counts within a circle (radius 150”) centered
on the first microflare are included. The count rate for each target is
corrected for vignetting effects and data is not background subtracted.
We see from this light curve that FOXSI observed the declining phase of
this microflare. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.4 (Left) Co-alignment of RHESSI (background image) and FOXSI-2 (con-
tours) data. The RHESSI image (photons cm−2 s−1 arcsec−2) was cre-
ated using the “clean” algorithm, using data from detectors 5, 6, 7, and
8 over a time interval of 1.5 minutes (19:12:00-19:13:30 UT) and energy
range 4-12 keV. The FOXSI data (target C) are aligned such that the
centroid of the first microflare over 4-15 keV matches the centroid of the
RHESSI data [33”, -233”]. (Right) Applying the position correction to
the FOXSI data from co-alignment with RHESSI, the FOXSI contours
are found to correspond to bright features observed with SDO/AIA 94A˚. 139
5.5 FOXSI-2 images and spectra for microflare 1 (targets A-C) using data
from D6 (see Figure 5.6 for targets D-E). The left column shows AIA 94A˚
images with FOXSI contours overlaid (30%, 60%, 90%). The FOXSI
images show only a portion of the FOV (3’ × 3’) and include events
in the energy range 4-15 keV. The right column shows FOXSI spectra
corresponding to each image. For each spectrum, an isothermal thin
target model (magenta) is fit to the data (black) in the energy range
5-8 keV (explained in section 5.5.1) with bin size 0.5 keV. . . . . . . . . 142
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5.6 FOXSI-2 images and spectra for microflare 1 (targets D-E) using data
from D6 (see Figure 5.5 for targets A-C). The left column shows AIA 94A˚
images with FOXSI contours overlaid (30%, 60%, 90%). The FOXSI
images show only a portion of the FOV (3’ × 3’) and include events
in the energy range 4-15 keV. The right column shows FOXSI spectra
corresponding to each image. For each spectrum, an isothermal thin
target model (magenta) is fit to the data (black) in the energy range
5-8 keV (explained in section 5.5.1) with bin size 0.5 keV. . . . . . . . . 143
5.7 Each of the five plots (targets A-E) show the emission measure vs. tem-
perature from spectral fitting of data from each of four Si detectors during
the first microflare. In addition, the weighted mean of the spectral pa-
rameters is plotted (black). The bottom panel of each plot shows the χ2red
value for each fit. Several of these χ2red values are much larger than 1; this
may be due to the fact we currently only include statistical error from the
counts during spectral fitting, leaving out systematic error which we have
yet to quantify. We note that the exposure time for target D is relatively
short (∼10 s), resulting in lower statistics for these spectra. Additionally,
for the last target of microflare 1 (target E), the decline of the flare and
large off-axis position of the source (∼5.9’) results in lower statistics and
may contribute to the large variation in derived spectral parameters. . . 144
5.8 Image (left) and spectrum (right) of the second FOXSI-2 microflare (D6).
The image includes AIA 94A˚ data with FOXSI contours overlaid (30%,
60%, 90%), showing only a portion of the FOV (3’ × 3’) and including
events in the energy range 4-15 keV. For the spectrum, an isothermal
thin target model (magenta) is fit to the data (black) in the energy range
5-8 keV (explained in section 5.5.1) with bin size 0.5 keV. . . . . . . . . 145
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5.9 Imaging spectroscopy for the first FOXSI-2 microflare during target C.
The background image shows lower-energy data (4-5.5 keV) and contours
show higher-energy data (6-15 keV) at 30%, 60%, and 90% intensity.
When calculating the image centroids for low- and high-energy emission,
the high-energy emission was found to be east of the low-energy emission
for all FOXSI-2 Si detectors by an average of ∼7”, roughly the size of
one FOXSI pixel. These results provide evidence for spatial complexity
in a microflare of this size (discussed further in section 5.6.3). . . . . . . 146
5.10 FOXSI-2 microflares are compared to solar microflares observed by other
X-ray instruments. RHESSI (red) and GOES (blue) data come from
a comprehensive microflare study by [19]. NuSTAR data (black) show
flares from multiple studies, including microflares from Ref. [26] (g17) and
Ref. [27] (w17) and three quiet Sun flares from Ref. [28] (k18 - QS). The
FOXSI-2 microflares are shown in purple (microflare 1, target A) and
green (microflare 2, target J) using data from D6 (1σ error). Black con-
tours show the expected count rate (counts s−1) for each RHESSI detec-
tor. We note that the first FOXSI-2 microflare is an order of magnitude
fainter than the faintest microflares observed by GOES or RHESSI. Also,
FOXSI ’s sensitivity to high temperature plasma (∼10 keV) nicely com-
plements NuSTAR’s sensitivity to low temperature plasma for isothermal
models. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
5.11 Microflare evolution in SDO/AIA (94A˚). Near the beginning of the first
microflare (left), we observe the western loop brightening first followed
by a brightening of the eastern loop during the FOXSI-2 flight (middle).
FOXSI-2 data is shown with white contours (30%, 60%, 90%) for com-
paring emission location. Finally, we see the western loop completely fade
near the end of the FOXSI-2 flight (right). These images, combined with
FOXSI-2 imaging spectroscopy, provide compelling evidence of spatial
and temporal complexity for this sub-A class microflare. . . . . . . . . . 150
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5.12 (Left) Flaring area for microflare 1 determined with AIA FeXVIII image.
The outlined regions (> 35% intensity) show that emission comes mainly
from two loops, one toward the west and one toward the east. Area A is
estimated by counting the AIA pixels within this region, and volume is
estimated as V ∼ A3/2. Image credit: Juan Camilo Buitrago-Casas, UC
Berkeley. (Right) Relative flux of AIA 94A˚ emission from flaring regions
for microflare 1. Emission from the western loop (magenta) is observed
to peak prior to the FOXSI observations of microflare 1 (outlined in
purple), while emission from the eastern loop (blue) rises prior to and is
heightened throughout the FOXSI observations. . . . . . . . . . . . . . 151
6.1 This table identifies characteristics of young stellar objects over a range
of stages. Younger stars, which correspond to lower class numbers, tend
to be more obscured by surrounding material and also tend to produce
hotter flares. Image from Ref. [29]. . . . . . . . . . . . . . . . . . . . . 153
6.2 The NuSTAR spacecraft design. (Top) In order to achieve a large focal
length for focusing high-energy X-rays, NuSTAR deployed a 10 m mast
which separates the focal plane from the optics. A laser metrology system
is utilized to measure alignment of the ends of the mast, with lasers
on the optics side and corresponding detectors on the focal plane side.
Additionally, a star tracker is mounted on the optics end for celestial
reference. (Bottom) This image shows the spacecraft before the mast is
deployed. Features of the focal plane are highlighted, including one of
the focal plane modules and one of the laser metrology detectors. Image
from Ref. [2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
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6.3 Effective area of NuSTAR compared to that of other X-ray observatories
operating at the time of NuSTAR’s launch in 2012 (all are currently
still operating in 2019, aside from Suzaku). From this plot, we see that
NuSTAR exceeds these observatories in effective area above 6 keV. This
crossover point is significant, as the increase in effective area above 6
keV provides improved statistics for hard X-ray emission lines that can
reveal important physical characteristics of YSO flares, including an iron
fluorescence line at 6.4 keV (see Section 6.7.2) and an ionized iron line at
6.7 keV from hot plasma (& 10 MK). Image from Ref. [2]. . . . . . . . . 158
6.4 Diagram outlining the stages of the NuSTAR data analysis pipeline. Im-
age from NuSTAR Quick Start Analysis Guide. . . . . . . . . . . . . . . 159
6.5 These images from FPMA show the time integrated NuSTAR observa-
tions of ρ Ophiuchi over the whole field of view and full energy range of
3-79 keV. Images are not background subtracted. . . . . . . . . . . . . . 161
6.6 Light curves (binned by hour) of three YSO flares during the first two
NuSTAR observations of ρ Ophiuchi with combined data from FPMA
and FPMB over the full energy range of 3-79 keV. Dashed lines indicate
the time interval selected for flare spectral analysis. . . . . . . . . . . . . 162
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6.6 Flare spectra for IRS 43, WL 19, and EL 29. The spectra for IRS 43
and WL 19 are shown on the preceding page. The top panel of each
plot shows data from FPMA (black) and FPMB (magenta) along with
the best fit model. Data from FPMA and FPMB are simultaneously fit,
with all parameters tied together except for a cross-normalization factor.
EL 29 falls close to the chip gap for FPMA (closer than for FPMB)
during this observation, which is likely the cause of the difference in
normalization between the focal plane modules for this spectrum. The
middle panel shows the contribution to the chi-squared value, with sign
according to (data−model), for each data point using an optically-thin
thermal plasma model (vapec) plus an absorption component (tbabs).
With this model, excess emission is observed around 6.4 keV in both
telescopes for IRS 43 and WL 19 (but not for EL 29). The bottom panel
shows the contribution to the chi-squared value for each data point when
a 6.4 keV line is added to the model. For the flares in IRS 43 and WL 19,
including this additional emission line improves the fit. . . . . . . . . . 165
6.7 The light curve (binned by 500s) of WL 19 is split into three energy
bands: 3-6 keV (top), 6-9 keV (middle), and 9-20 keV (bottom). We
note the difference in timing, with the emission in the two higher-energy
bands peaking prior to that of the lower-energy band. The gaps in the
data occur when the source was occulted by the Earth. . . . . . . . . . . 168
6.8 Estimated upper limits on nonthermal electron energy for the flare on IRS
43 over a range of photon indices and cutoff energies of 5 keV (black),
10 keV (green), and 15 keV (blue). For each scenario, the upper limit to
the nonthermal electron energy far exceeds the estimated thermal energy
(magenta dotted line), indicating that the energy in an undetected non-
thermal electron population, if present, could plausibly account for the
thermal energy release in the flare. . . . . . . . . . . . . . . . . . . . . . 172
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7.1 FOXSI SMEX detection limit in the context of previous studies of small-
scale solar events by UV/EUV, SXR, and HXR instruments. FOXSI
SMEX will be capable of detecting solar microflares that are 2 orders of
magnitude smaller in energy than what could be observed with RHESSI.
Through these measurements, the energetics of small-scale solar events
and their contributions to coronal heating can be further explored. Credit:
FOXSI SMEX proposal. . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
A.1 FOXSI-2 images and spectra for microflare 1 (target A) using data from
D0 (top), D1 (middle), and D5 (bottom). The left column shows AIA
94A˚ images with FOXSI contours overlaid (30%, 60%, 90%). The FOXSI
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corresponding to each image. For each spectrum, an isothermal thin
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D0 (top), D1 (middle), and D5 (bottom). The left column shows AIA
94A˚ images with FOXSI contours overlaid (30%, 60%, 90%). The FOXSI
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Chapter 1
Introduction
1.1 The Sun is a Star
For humankind, the Sun is the most important star in the universe, providing the energy
needed for life to exist on Earth. Its light provides warmth to our planet which, in co-
ordination with our atmosphere, allows for Earth to maintain a habitable temperature
and provides nourishment to plants which, in turn, nourish animal life. However, living
with a star can also be dangerous at times, with explosive events producing destructive
energetic radiation. In the case of Earth, these events can damage satellites, harm as-
tronauts, and disrupt communications. For other planets, depending on proximity to
and eruptive activity of the central star in that system, the impact may be more severe,
such as extreme atmospheric loss which may result in the planet being uninhabitable.
Given the impact on human life, it is clearly very important to understand the ac-
tivity of our nearby star. People have been studying the Sun for thousands of years,
with the oldest known solar observatory being the Goseck Circle1 in Germany, built
over 7,000 years ago [30]. In modern times, the Sun is the best observed astronomical
object outside of Earth, with tens of ground-based and orbiting observatories currently
dedicated to solar studies. At a distance of just 150 million km, we have a front row seat
to the Sun’s activity, such that we are able to produce resolved images of small-scale
features across the electromagnetic spectrum. This vast quantity of high-quality data
1This observatory was designed as a set of concentric circular walls with openings specially placed
for determining the winter solstice [30].
1
2allows us to build physical models to describe a variety of solar phenomena, which can
be utilized to understand distant stellar systems.
Beyond the Sun, many other stellar populations produce eruptive events, includ-
ing young stellar objects, where extreme flares can be over 1, 000 times brighter than
the brightest observed solar flares. With observations of young stellar objects, the im-
pact of flare radiation on circumstellar material can be examined, which can provide
insight on the formation of planetary systems. These studies, in turn, may improve our
understanding of how the Earth and other planets in our solar system were formed.
Additionally, studies of stellar activity on Sun-like stars can help to place constraints
on the habitable zone, thus indicating which exoplanets are of interest in the search for
extraterrestrial life.
In pursuit of greater knowledge of our neighborhood star and other stellar systems,
we embark on this thesis. As an introduction to the topics studied, we first describe
the structure of the Sun along with early observations of solar flares and the impact of
these powerful events on Earth.
1.2 Structure of the Sun
1.2.1 Solar Interior
The large amount of radiative energy constantly being released by the Sun is driven
by fusion in the Sun’s core. At the center of the Sun, densely packed atoms and high
temperatures of ∼15 MK lead to fusion of protons into heavy helium (He4), with 1038
helium nuclei formed per second. This heavy helium is slightly less massive than the
original 4 protons used to create it, and this difference in mass is converted to energy
[13, 31].
Energy from fusion in the core is radiated out from the center of the Sun through
the radiative zone, which makes up a large portion of the solar interior, out to ∼70% of
the Sun’s radius (see illustration of interior layers in Figure 1.1). In the radiative zone,
high-energy photons are absorbed and reemitted by ionized particles over hundreds
of thousands of years until they reach the convective zone as photons at visible light
energies [13, 31].
The convective zone is distinguished from the radiative zone by lower temperatures
3Figure 1.1: Layers of the solar interior and solar atmosphere. Image credit:
NASA/Goddard2.
(< 2 MK), which allows for electrons to combine with heavy ions, making the material
more opaque to radiation from the radiative zone. As a result, the plasma at the inner
boundary of the convective zone is heated to higher temperatures and expands, moving
outwards and displacing cooler plasma. As this heated plasma reaches the surface of
the Sun, it radiates energy away and the material cools, sinking again towards the inner
convective zone. This behavior produces convective cells called granules which can be
observed in visible light at the surface of the Sun [13]. The outer layers of the Sun are
described in section 1.2.3.
2https://www.nasa.gov/images/content/469368main sun layers unlabeled full.jpg
4Figure 1.2: (Left) Illustration of differential rotation of the Sun and subsequent stretch-
ing of magnetic field lines. For the Sun, material near the equator travels with a shorter
period than material at the poles. The stretching of the magnetic field lines eventually
leads to localized regions of heightened magnetic field strength, which results in mag-
netic loops breaking through the surface and forming sunspot pairs. Image credit: 2014
Pearson Education, Inc.. (Right) Image of Sun from SDO/AIA (171 A˚) with a model
of the magnetic field overlaid. Image credit: NASA/SDO/AIA/LMSAL3.
1.2.2 Solar Magnetic Activity
The Sun’s magnetic field originates from the solar dynamo, which is thought to be lo-
cated in the region between the radiative and convective zones called the tachocline.
Through rotation of plasma, electric currents are formed, leading to generation of mag-
netic energy. For the Sun, the magnetic field is frozen into the plasma, and differential
rotation, with material near the equator traveling with a shorter period than material
at the poles, leads to stretching of magnetic field lines, as shown in Figure 1.2 [31].
The stretching of these field lines eventually leads to localized regions of heightened
magnetic field strength; in these regions, the increase in magnetic pressure results in a
buoyant force on the plasma associated with the magnetic field lines, which then rises
toward the solar surface. As this magnetic structure breaks through the solar surface, it
forms a loop with footpoints at the surface [32]. These regions of heightened magnetic
field strength show observational traces throughout the outer layers of the Sun and are
the sites of extreme solar eruptions. The magnetic activity of the Sun is observed to
follow an 11-year cycle, oscillating between more active times (solar maximum) and
quiescent times (solar minimum).
3https://www.nasa.gov/feature/goddard/2016/picturing-the-sun-s-magnetic-field
51.2.3 Solar Surface and Atmosphere
Photosphere
The photosphere, a layer ∼100 km thick just outside the convective zone, is observed
in visible light at temperatures around 5,000-6,000 K. At the photosphere, the solar
atmosphere transitions from being optically thick to optically thin in visible light, and
hence the photosphere is sometimes called the “surface” of the Sun. Multiple features
can be observed in the photosphere at visible wavelengths, including granules, which
result from motion of plasma in the convective zone. These granules appear as small
cells (∼1 Mm across) which are bright in the center from the rise of hot plasma and
dark towards the edges, where cool plasma sinks back into the convective zone.
Sunspots are also observed in the photosphere and are most prevalent near solar
maximum. As magnetic structures break through the surface, as described in the pre-
vious section, a pair of sunspots appear as dark compact regions in the photosphere at
the footpoints of the loop [13, 31]. These spots appear dark due to their cooler temper-
atures compared to the surrounding plasma, which may result from the suppression of
convection in sunspot regions due to heightened magnetic field strength [33, 34].
Chromosphere
The chromosphere is a layer of the solar atmosphere just above the photosphere. Many
features of the chromosphere can be observed through Hα emission at 656 nm from
hydrogen, and this emission in the red part of the visible spectrum gives the chro-
mosphere its name. In Hα, loops of plasma tracing magnetic field lines are observed,
called filaments or prominences. These loops are described as filaments when they are
observed on disk, appearing dark compared to the surrounding material, and as promi-
nences when they extend off the solar limb, appearing bright. In addition, small jet-like
features called spicules, lasting only a few minutes, are also observed across the solar
chromosphere and eject material into the corona [13, 31].
Corona
The outermost layer of the Sun’s atmosphere is an extended region called the corona.
The corona has a much lower density than the other layers, and it is a million times
6Figure 1.3: Image of coronal loops from TRACE in extreme ultraviolet (171 A˚), indi-
cating a plasma temperature around 1 MK. Image credit: NASA/TRACE4.
fainter than the photosphere, making it only visible to the naked eye during a solar
eclipse. Between the chromosphere and the corona, the temperature rises dramatically
in a region called the transition region, with the corona reaching temperatures higher
than 1 MK [13, 31]. How the corona reaches such high temperatures serves as one of the
biggest mysteries in solar physics; multiple theories exist for how the corona is heated,
one of which will be discussed in more detail in chapter 2.
One of the features observed in the corona are coronal loops (Figure 1.3), which are
plasma structures generally associated with strong magnetic fields near active regions.
Magnetic reconnection of these loops in the corona is thought to be the driver of extreme
bursts of radiation known as solar flares [35].
1.3 Solar Flares
Solar flares are transient events which release radiative energy across the electromagnetic
spectrum, with brightenings observed throughout all layers of the solar atmosphere.
Flares typically originate in solar active regions and vary in magnitude, with the largest
4https://scied.ucar.edu/sun-coronal-loops
7solar flares releasing energies >1034 erg [36], making them the most extreme energetic
events to occur in our solar system. The physics of solar flares is described in depth in
chapter 2; here we explore the early observations of solar flares and the impact of these
powerful events on Earth.
1.3.1 Early Observations
The first solar flare observation on record was made on September 1, 1859 by R. C.
Carrington and R. Hodgson, who observed the event independently [8, 37]. Hodgson
described the discovery as follows:
“While observing a group of solar spots on the 1st September, I was suddenly
surprised at the appearance of a very brilliant star of light, much brighter
than the sun’s surface, most dazzling to the protected eye...”
Through this observation, Carrington and Hodgson witnessed a very rare type of event
called a “white light” flare, where emission in the visible light regime is bright enough to
be observed above the consistently bright photospheric emission. Carrington recorded
a diagram of the event shown in Figure 1.4, where the white shapes labeled as “A” and
“B” represent the intial brightenings in the context of the darker sunspot. Interestingly
enough, based on a lack of substantial change in the sunspot configuration, Carrington
writes that the brightenings “seemed entirely independent” of the sunspots. As obser-
vations in other wavebands became possible over the years, scientists began to piece
together the sequence of events involved in a solar flare, and how these events may be
interconnected (described further in chapter 2).
Much of the work presented in this thesis will focus on using higher energy X-rays
as a diagnostic for flaring activity, both solar and stellar. The first X-ray observations
>10 keV of a solar flare occurred in 1958 and were made with a balloon experiment
developed by Peterson and Winckler at the University of Minnesota [38]. X-rays were
detected by both an ionization chamber and Geiger counter included in the balloon
payload, and this emission was attributed to bremsstrahlung from energetic electrons
interacting with the photospheric plasma. Later on, the first orbiting mission to ob-
serve solar X-rays was a series of spacecraft called the Orbiting Solar Observatories
8Figure 1.4: Drawing of first recorded solar flare observation, produced by R. C. Car-
rington in 1859. This flare, independently observed by Carrington and R. Hodgen, was
bright enough to be observed in visible light above the photospheric emission. The
initial brightenings were observed in regions A and B, and the last visible brightenings
of the event occurred in regions C and D. The darker regions in the image represent
sunspots. Image from Ref. [8].
(OSO), the first of which was launched in 1962. OSO included instruments covering the
ultraviolet, X-ray, and gamma-ray wavebands [39].
1.3.2 Impact of Solar Activity
Solar activity produces a variety of effects at Earth, which fall under the umbrella of
“space weather.” One key component of space weather is the ubiquitous solar wind,
which describes the plasma (and associated solar magnetic field) expanding from the
corona out into interplanetary space. The Earth is generally protected from the impact
of the solar wind by the magnetosphere (see illustration of magnetosphere in Figure 1.5)
[13, 31].
A fairly common observational effect of this Sun-Earth connection comes in the form
of aurorae. The aurora results from the excitation of particles in the atmosphere by
energetic electrons; these electrons are energized in parallel electric fields as a result of
reconnection between the Earth’s magnetic field and that of the solar wind. The excited
9Figure 1.5: Illustration of Sun-Earth interaction during a coronal mass ejection (CME),
in which plasma is ejected off the Sun into interplanetary space. The image of the Sun
utilizes data from the SOHO Extreme Ultraviolet Imaging Telescope (EIT) at 304 A˚
and the Large Angle and Spectrometric COronagraph (LASCO) for an observed CME.
The Earth is generally protected from the impact of CMEs, and the pervasive solar
wind, by the magnetosphere, which is illustrated in blue (artist’s rendition). Image
credit: Steele Hill, NASA5.
atmospheric particles then emit visible light through deexcitation. The aurora appear
both brighter and at lower latitudes with increased solar activity [40].
In addition to the pervasive solar wind, we also observe terrestrial effects from tran-
sient solar events, including solar flares and coronal mass ejections (CMEs), where
plasma is ejected off the Sun into interplanetary space (see Figure 1.5). For solar flares,
high-energy radiation ionizes material in the ionosphere, which impacts radio waves and
may disrupt communications. CMEs and associated solar energetic particles (SEPs)
tend to be more disruptive than flares, with the risk of energetic particles damaging
spacecraft components and harming astronauts [35].
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Beyond our solar system, it is not only interesting to consider interactions of stars
with existing planets, but also the impact of young stars on developing planetary sys-
tems. One hypothesis for planet formation is that high-energy radiation from young
stellar objects may lead to substantial ionization of the circumstellar disk. This ioniza-
tion ties material to magnetic fields, which could plausibly have an impact on planet
formation (discussed further in chapter 6) [41].
1.4 Structure of Thesis
In this thesis, I will describe the development of high-sensitivity hard X-ray instrumen-
tation and how observations from these types of instruments can be utilized to better
understand the nature of energy release for a broad range of flaring events, from some
of the smallest solar microflares to extreme flares on young stellar objects.
In chapter 2, the standard model for solar and stellar flares is outlined, including
the current best understanding of how energy is transferred during a flare event. Here,
I highlight how X-rays provide a key diagnostic for flare energetics and how X-ray
spectroscopic observations can be utilized to model thermal and nonthermal processes.
Additionally, the use of these models and methods for studying stellar flares is described.
In chapter 3, the Focusing Optics X-ray Solar Imager (FOXSI ) sounding rocket ex-
periment is introduced. FOXSI, flown on three sounding rocket campaigns, is the first
solar-dedicated instrument to use focusing optics for observing the Sun in hard X-rays.
I describe the experiment design for the first FOXSI flight (FOXSI-1 ) along with the
upgrades implemented for FOXSI-2 and FOXSI-3. The development of instrumentation
for FOXSI-1 and FOXSI-2, launched in 2012 and 2014, respectively, preceded my thesis
work. The work on FOXSI-3 began just as I joined Dr. Glesener’s research group; I
played a central role in the development of the FOXSI-3 instrument, particularly on the
detector calibration (chapter 4), and supported the integration and launch campaign at
White Sands Missile Range.
The detector calibration for the FOXSI experiment is described in chapter 4. FOXSI
utilizes semiconductor strip detectors, so I begin with a description of semiconductor
5Copyright: SOHO Consortium (ESA & NASA). Image URL: http://sci.esa.int/science-
e/www/object/index.cfm?fobjectid=30581.
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physics and how these materials are useful for radiation detection. Next, I detail the
FOXSI detector design along with our experimental setup. The main goal of our de-
tector work is to characterize the response so that our observations can be accurately
utilized for scientific analysis. Therefore, the remainder of the chapter describes the
elements of the response, the measurements made, and the data analysis performed.
In chapter 5, I present analysis of solar microflares observed during the FOXSI-2
flight. These microflares are some of the faintest observed solar flares in the hard X-ray
regime, and for the first time, we are able to perform detailed imaging and spectral
analysis for events of this magnitude. I describe the procedures developed for process-
ing data, the instrument response, and software used. With the microflare observations,
I perform hard X-ray spectral analysis, imaging spectroscopy, and a study of the flare
energetics, considering whether solar microflares are similar in structure and dynamics
to their larger counterparts. I led the analysis for these events and have a paper in
preparation for which I am the first author.
After the discussion of solar microflares, I consider events at the opposite end of the
magnitude scale, presenting my analysis of extreme flares on young stellar objects as
observed by NuSTAR. NuSTAR, launched in 2012, is the first satellite to utilize focusing
optics for observations in the hard X-ray regime, making these observations the first of
their kind. During observations of a star-forming region called ρ Ophiuchi, multiple
bright flares were detected, three of which I analyzed in detail. With this data, I per-
form spectral analysis and estimate the thermal and nonthermal energies, examining
how these flares are similar/different to standard solar flares. I also led the analysis for
these events and am first author on an accepted publication about this work.
In the final chapter, I summarize the work presented and describe future plans for
hard X-ray instrumentation and analysis of solar and stellar flares, concluding this the-
sis.
Chapter 2
Solar and Stellar Flare Processes
2.1 Standard Flare Model
In the standard model for solar flares, flares are driven by magnetic reconnection in
the corona. The current prevailing model for flare development is called the CSHKP
model (Figure 2.1), named after the scientists Carmichael [42], Sturrock [43], Hirayama
[44], and Kopp and Pneuman [45]. In this model, magnetic loops are pinched toward
the middle and antiparallel magnetic field lines reconnect, resulting in the ejection of
plasma upwards and downwards in reconnection jets [46]. The key components of the
standard model are described in the following text, sections 2.1.1 to 2.1.4.
2.1.1 Magnetic Reconnection
The process of magnetic reconnection transforms a magnetic field configuration with
high magnetic shear into a lower-energy state. In the reconnection region, where an-
tiparallel field lines are pinched together, a current sheet forms as a result of Ampere’s
law; assuming a time-independent or slowly-changing electric field, this can be described
by
∇×B = µ0J, (2.1)
where B is the magnetic field, µ0 is the permeability of free space, and J is the current
density [47]. The reconnection of a magnetic loop and the corresponding current sheet
12
13
Figure 2.1: Diagram of the CSHKP model for solar eruptive events. In the reconnection
region where magnetic loops are pinched toward the middle, antiparallel magnetic field
lines reconnect and current sheet is formed. Material flows into the current sheet and
is then ejected upwards and downwards in reconnection jets. Particles accelerated dur-
ing reconnection and associated processes travel along magnetic field lines toward the
chromosphere and produce nonthermal emission at the loop footpoints. This plasma is
heated and expands into the reconnected flare loop which produces thermal emission.
The reconnected field lines above the current sheet form a magnetic flux rope which
may erupt as a coronal mass ejection (CME) [9, 10]. Image from Ref. [9] with minor
adjustments.
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are illustrated in figure 2.1.
Various models for steady-state reconnection, including the Sweet-Parker [48, 49] and
Petschek models [50], govern the dimensions of this current sheet and the subsequent
energy conversion rate. Both the Sweet-Parker and Petschek models utilize resistive
magnetohydrodynamic (MHD) theory, with Ohm’s law written as
E + v ×B = ηJ, (2.2)
where E is the electric field, v is the plasma velocity, and η is the electrical resistivity of
the plasma. We note that in the ideal MHD case, with a perfectly conducting plasma
such that E+v×B = 0, reconnection is not possible as magnetic flux is “frozen” in the
plasma. For resistive MHD theory, it is suggested that anomalous resistivity develops in
the reconnection region as a result of plasma instabilities [51], which allows for magnetic
diffusion and hence, magnetic reconnection, to occur [11].
In the Sweet-Parker model (left in Figure 2.2), all material entering the current sheet
over a characteristic length L must leave through the thickness δ, and the reconnection
rate is proportional to L−1/2. In this scenario, L is relatively large compared to the
outflow width δ, resulting in the reconnection rate being relatively slow, on the order of
months rather than the minutes or hours observed for reconnection rates in solar flares
[11, 47].
The Petschek model (“fast reconnection”) was developed to address this issue with
the Sweet-Parker (“slow reconnection”) model. In the Petscheck model (right in Fig-
ure 2.2), the characteristic length (L∗) can be reduced compared to L of the Sweet-Parker
model, and thus the reconnection rate increased, by allowing most of the incoming fluid
to flow through standing shocks rather having all the incoming material exit through a
relatively small width on the order of δ [11, 47].
In more recent years, the concept of collisionless magnetic reconnection, or Hall
reconnection, has been explored as another plausible method to achieve faster rates
[12, 52]. For Hall reconnection, an additional term is significant in Ohm’s law, such
that
E + v ×B = ηJ + 1
ene
(J×B), (2.3)
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Figure 2.2: Illustrations of Sweet-Parker (left) and Petschek (right) reconnection. Both
types of reconnection utilize resistive MHD theory such that magnetic diffusion can
occur in the reconnection region. For Sweet-Parker reconnection, all incoming fluid
entering through the current sheet (red) over side length 2L must exit through width
2δ, with δ << L. This scenario results in a very low reconnection rate, on the order of
months. In the Petschek model, much of the inflowing material can be diverted through
standing shocks. As a result, the scale length can be reduced to 2L∗ compared to 2L
for the Sweet-Parker model, and the reconnection rate is vastly increased. Images from
from Ref. [11].
where e is electron charge and ne is electron density. This extra Hall term becomes
significant on spatial scales smaller than the ion gyroradius, at which point the ions
decouple from the magnetic field. The electrons decouple at an even smaller scale, and
the resulting spatially-offset flows of ions and electrons lead to in-plane currents and
corresponding out-of-plane magnetic fields (see Figure 2.3) [11, 52]. Studies of Hall
reconnection indicate that it could occur at a rate of ∼0.1vA, which is sufficient for
solar flares [12].
2.1.2 Energy Partition
As a result of magnetic reconnection, the released magnetic energy is converted into
kinetic energy, with primary products being particle acceleration, bulk plasma motion,
and direct heating [35, 53]. In addition to these three products, which have been the
ones most prominently discussed in the literature, there is reason to believe that the
excitation of MHD waves is also a significant byproduct of magnetic field reconfigura-
tion [54]. Waves may also play a role in particle acceleration, which will be discussed
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Figure 2.3: Diagram of Hall (collisionless) reconnection. This type of reconnection
becomes important at spatial scales smaller than the ion gyroradius. At this scale,
the ions decouple from the magnetic field and form a dissipation region separate from
the electrons, which decouple at a smaller spatial scale. This configuration results in
spatially distinct ion and electron flows, which produces in-plane currents and out-of-
plane magnetic fields. Studies of Hall reconnection indicate that it could occur at a
rate of ∼0.1vA, which is sufficient for solar flares [12]. Image from Ref. [11] with minor
alterations.
further in the following subsections.
Only a portion of the total magnetic energy, that exceeding the potential energy,
is available to be released during the flare. Of this excess, termed non-potential or
“free” energy, only a fraction is converted to the primary energy types described above.
Through a study of thirty-eight solar eruptive events, Ref. [55] estimates that, on av-
erage, ∼30% of the free energy is dissipated in the flare. Another study by Ref. [56],
which considers ∼400 M-class and X-class flares1, suggests that the fraction of dissipated
energy (Ediss) scales with the free energy available (Efree) such that
Ediss ∝ E0.9free. (2.4)
The products of this magnetic energy conversion are described below.
1GOES class, as defined in table 2.1.
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Particle Acceleration
For solar flares, a large portion of the dissipated magnetic energy (∼20-40%) goes into
acceleration of electrons and ions [55, 57], with energy roughly evenly split between
the two populations on average. Several mechanisms for acceleration have been ex-
plored, including energization by stationary electric fields in the current sheet (e.g.,
Ref. [58, 59, 60]), shocks (e.g., Ref. [61, 62]), and stochastic interactions with electric
and magnetic wave fields (e.g., Ref. [63, 64, 65]). For the first two mechanisms, however,
the acceleration efficiency is too low to account for observed nonthermal populations
[66]. Stochastic particle acceleration processes, such as particles being mirrored by wave
fields, currently provide one of the best explanations for observations [53].
Another method being investigated for particle acceleration in solar flares and in
the Earth’s magnetotail is acceleration through collapsing magnetic islands. In this
scenario, magnetic islands form near the reconnection site as a result of tearing-mode
instabilities [67]. Electrons mirroring within these magnetic islands then gain energy
through first order Fermi acceleration as the magnetic islands contract in size [68]. Refs.
[69] and [70] offer observational evidence for the existence of magnetic islands during
coronal mass ejections.
In the standard model, once particles are accelerated by one or more of these meth-
ods, energy from nonthermal particles is then transferred to secondary products, such
as heating of chromospheric plasma, which is discussed section 2.1.4.
Bulk Plasma Motion
Released magnetic energy can also be transferred to bulk plasma motion through re-
connection jets which extend from the reconnection region near the Alfve´n velocity [53].
Evidence for these jets have been observed in the the UV waveband [71]; these observa-
tions show Doppler shifts in UV emission lines corresponding to the Alfve´n speed from
material extending from a central point during an eruptive event, associated with the
reconnection region. Unfortunately, there are few data sets which observe and estimate
energy in reconnection jets in the context of overall flare energy (e.g. [72, 73]), making
it difficult to generalize on the energy fraction going to bulk plasma motion.
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Direct Heating
While some particles are accelerated into a nonthermal distribution, they can also be
energized in a thermal distribution through direct heating. However, analysis of spectra
from solar flares indicates that thermal emission from heated plasma comes from a
larger quantity of plasma than is available at the reconnection site; the main source of
thermal emission during flares is thought to be plasma which has expanded into the flare
loop through chromospheric evaporation (see section 2.1.4). These findings, along with
the later timing of thermal emission compared to the nonthermal emission in the flare,
suggest that only a small fraction of released magnetic energy goes into direct heating
of plasma [53]. Overall, the direct heating fraction is currently not well-constrained due
to limits of instrumentation but is of interest for future studies.
MHD Waves
Magnetic reconnection may also lead to excitation of MHD waves which could play a
significant role in how energy is transferred during a flare. It has been proposed that
Alfve´n waves in particular, which propagate in the direction of the magnetic field, could
transfer energy via Poynting flux to the chromosphere [54]. As these waves propagate
and dissipate energy, particles may be accelerated in the flare loop and chromosphere
through generated electric fields (aligned with the magnetic field) and turbulence (see
discussion and associated references in Ref. [74]). Though there is limited information in
the literature on the fraction of magnetic energy going into waves, a study by Ref. [75],
which simulates heating of the chromosphere by electron beams versus Alfve´n waves
during flares, finds heating by Alfve´n waves to be consistent with UV observations by
the Interface Region Imaging Spectrograph (IRIS ).
2.1.3 Nonthermal Emission
Electrons and ions accelerated at or near the reconnection site then travel along mag-
netic field lines towards the solar surface and interact with dense chromospheric plasma
at the loop footpoints (shown in Figure 2.4), resulting in nonthermal bremsstrahlung
emission. Bremsstrahlung emission occurs when an electron moving past an ion is
deflected, and the kinetic energy lost through deceleration is conserved through the
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Figure 2.4: Illustration of energy transfer and emission for the standard model for solar
flares. At the reconnection site, magnetic energy is converted, in part, to kinetic energy
of particles. These accelerated particles travel along magnetic field lines toward the Sun
and interact with dense chromospheric plasma at the loop footpoints, with accelerated
electrons producing nonthermal bremsstrahlung emission, typically in hard X-rays, and
accelerated ions exciting heavy ions in the chromosphere which then emit in the gamma-
ray regime. Through collisions by accelerated particles, chromospheric plasma at the
footpoints is heated and expands into the flare loop in a process called chromospheric
evaporation. The heated plasma in the flare loop then produces thermal bremsstrahlung
emission, typically in soft X-rays, and radiatively cools. Image from Ref. [13].
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Figure 2.5: Illustration of bremsstrahlung radiation. Bremsstrahlung radiation occurs
when an electron of energy E1 is deflected by an ion, and the kinetic energy lost (E1−E2)
through deceleration is converted into a photon of that energy, described by hf where
h is Planck’s constant and f is the photon frequency. Image available in the public
domain2.
emission of a photon (Figure 2.5); when the incident electrons were accelerated through
means other than heating, this is called nonthermal bremsstrahlung emission. The non-
thermal electrons, as a result of their acceleration processes, typically follow a power
law distribution with a low-energy cutoff [35]. The details of this electron distribution
and resulting nonthermal spectrum are discussed further in section 2.3.4.
Along with the flare footpoints, nonthermal emission also can be observed from
sources in the corona. Since this emission increases with ambient ion density, we observe
the flare footpoints in the chromosphere as particularly bright sources for nonthermal
bremsstrahlung. Comparatively, sources of nonthermal bremsstrahlung near the accel-
eration site in the corona, which is much less dense than the chromosphere, appear much
fainter. As a result, nonthermal coronal sources are rarely observed, though studies of
occulted flares, where the footpoints are hidden by the solar limb, suggest that these
coronal sources are essentially always present [76].
2https://commons.wikimedia.org/wiki/File:Bremsstrahlung.svg
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2.1.4 Chromospheric Evaporation and Thermal Emission
In addition to producing nonthermal bremsstrahlung emission, accelerated particles
heat the chromospheric plasma at the footpoints through collisions. The heated plasma
then expands into the flare loop, guided by magnetic field lines, in a process called
chromospheric evaporation [77]. At temperature T , the thermal electrons with density
ne follow a Maxwellian distribution f(v) as a function of velocity v such that
f(v) = 4pi
( me
2pikT
)3/2
nev
2 exp(−mev2/2kT ) electrons cm−4 s, (2.5)
where me is the electron mass and k is the Boltzmann constant [35]. This loop of heated
plasma then produces thermal bremsstrahlung emission, which will be discussed further
in section 2.3.3.
2.2 Observations of Solar Flares
2.2.1 Flare Phases
In observations of solar flares, there is evidence for two main phases, impulsive and
gradual, that are defined by certain characteristics. These phases will be described in
detail below, along with an early phase which may be considered as part of the flare
timeline.
Early Phase
Prior to the impulsive phase, observational traces of an early phase, lasting a few min-
utes, appear in the X-ray regime. In a study by Ref. [78] analyzing ∼500 flares over
multiple wavelengths, around 90% of the flares showed evidence for preflare heating.
This heating typically is observed as a coronal X-ray source which precedes the bright
footpoint emission expected for the impulsive phase [46, 53].
Impulsive Phase
The impulsive phase is characterized by bursts of radiation over a few minutes resulting
from the sudden, intense energy release of the flare. During this phase, the electrons
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accelerated during magnetic reconnection produce nonthermal bremsstrahlung emis-
sion in hard X-rays (HXRs) and gyrosynchrotron emission in the microwave-millimeter
regime. Gyrosynchrotron radiation results from centripetal acceleration of electrons in
a magnetic field and the frequency of emitted photons depends on the strength of the
magnetic field [10].
As a result of chromospheric plasma heating due to energetic electron bombardment
at the flare footpoints, we observe a rise in thermal emission in soft X-rays (SXRs).
In the standard flare model, the evolution of HXR and SXR emission during the im-
pulsive phase is explained by the Neupert effect [77, 79]. The Neupert effect describes
a relationship where the nonthermal HXR flux (FHXR(t)) traces the rate of input of
thermal plasma from the footpoints to the flare loop, over timescales shorter than the
loop cooling time, such that
FHXR(t) ∝ d
dt
(
FSXR(t)
)
, (2.6)
where the input of thermal plasma is represented by the time derivative of thermal SXR
emission (FSXR(t)). An example of the Neupert effect is shown in Figure 2.6. Through
the Neupert effect, we observe the energy transfer from impulsive nonthermal electrons
to the heating of chromospheric plasma at the footpoints, such that the thermal energy
builds at a faster rate than the rate of radiative losses. The Neupert effect is fairly
common, observed for ∼80% of solar flares [80].
Gradual Phase
The gradual phase of the flare lasts much longer than the impulsive phase, extending
sometimes on the order of hours, depending on the flare. This phase of the flare is
characterized by cooling processes and dominated by thermal emission. Once chromo-
spheric evaporation occurs, hot plasma in the flare loop dissipates heat through thermal
bremsstrahlung emission, generally in the extreme ultraviolet (EUV) and SXR wave-
bands. Flare energy can also be transferred by thermal conduction. Hot plasma in
the loop conducts heat to the cooler chromospheric footpoints, where the energy is
dissipated through emission at lower energies, typically in EUV/UV and visible light
[35, 10]. A study by Ref. [81] suggests that the thermal energy content for the gradual
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Figure 2.6: Neupert effect for a C7.5 class solar flare observed by RHESSI and GOES.
The top panel shows the RHESSI count rate in two bands, 6-12 keV as a proxy for
thermal emission and 25-100 keV as a proxy for nonthermal emission. The 25-100 keV
band shows an impulsive peak expected for nonthermal emission from the footpoints,
while the 6-12 keV band shows a more gradual rise and fall expected for thermal loop
emission. The bottom panel shows the time derivative of GOES SXR flux over 1− 8 A˚
(1.6-12.4 keV), which is also representative of thermal emission. Between the two plots,
we see that the derivative of SXR flux nicely aligns with the peak of the HXR flux,
which is indicative of the Neupert effect. Image from Ref. [14].
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phase of flares may exceed the energy released at the flare peak, perhaps by an order of
magnitude.
2.2.2 Solar X-ray Observatories
From the above discussions of the standard model and flare phases, it is clear that
X-ray observations can provide key information about the structure and dynamics of
solar flares. Coverage of the soft and hard X-ray regimes allows us to examine both
thermal and nonthermal bremsstrahlung emission and therefore offers insight to the
way in which energy is transferred during the flaring event. Since X-rays are strongly
attenuated by the earth’s atmosphere, X-ray observatories must operate as satellites or
on sounding rockets or high-altitude balloons.
In the soft X-ray regime, the X-Ray Sensor (XRS) onboard some of the Geostation-
ary Observational Environmental Satellite (GOES ) series of spacecraft3 monitors the
flux of the full Sun in two wavebands4, 0.5−4 A˚ and 1.0−8.0 A˚. With this constant
full-Sun monitoring, GOES is particularly useful for identifying and classifying flares.
Solar flares are often described by their GOES class, defined as the peak flux (W/m2)
in the 1.0−8.0 A˚ waveband. The GOES class includes both a letter (A, B, C, M, or X),
each of which represents an order of magnitude in flux (see table 2.1), and a numerical
factor5.
The current solar-dedicated imaging instrument in orbit for SXRs is the X-ray Tele-
scope (XRT) onboard Hinode, a Japan Aerospace Exploration Agency (JAXA) mission
launched in 2006 [82]. Hinode/XRT, covering 2−200 A˚, utilizes grazing incidence optics
in conjunction with nine X-ray filters. SXRs are focused on to a CCD array, where
either full-Sun or partial-Sun images can be recorded. With this type of instrument,
coronal plasma temperatures can be derived through comparing images using different
filters in a filter ratio method [83].
Until recently, the Reuvan Ramaty High Energy Solar Spectroscopic Imager (RHESSI )
3The GOES satellites are operated by the National Oceanic and Atmospheric Administration
(NOAA). We note that the GOES satellites operate with a variety of instruments, with the purpose of
providing terrestrial and space weather data. In addition to GOES/XRS, a Soft X-ray Imager (SXI)
has also been included on past GOES satellites, though it was discontinued starting with GOES-R. See
https://www.nesdis.noaa.gov/content/our-satellites for more information on NOAA satellites.
4www.swpc.noaa.gov/products/goes-x-ray-flux
5As an example, a class M6.4 flare would have a peak GOES flux (1.0−8.0 A˚) of 6.4× 10−5 W/m2.
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GOES class Flux (W/m2)
A 10−8
B 10−7
C 10−6
M 10−5
X 10−4
Table 2.1: GOES solar flare classifications. Flux represents peak GOES flux from the
1− 8 A˚ band.
has been the state-of-the art solar-dedicated spacecraft for imaging solar hard X-ray
emission, covering an energy range of 3 keV−17 MeV [1]. RHESSI, designed as a
NASA Small Explorer mission, launched in 2002 and decommissioned after 16 years
of successful operation in October 2018. Because of the technological challenge of fo-
cusing high-energy X-rays, RHESSI was designed as an indirect imager, utilizing the
method of rotation modulation collimation. In this method, each rotation modulation
collimator is composed of a set of grids, each containing parallel slits of equal pitch;
RHESSI includes nine collimators of this type with varying pitches. As the spacecraft
rotates, X-rays from different angles can pass through the grids to RHESSI ’s segmented
germanium detectors, and spatial patterns are converted into temporal patterns. The
source image can then be reconstructed through various imaging algorithms described
in Ref. [84].
Over recent years, focusing optics technology for hard X-rays has been developed
for use on spacecraft. Although there is not yet a solar-dedicated spacecraft mission
for focusing hard X-rays, an instrument called the Focusing Optics X-ray Solar Im-
ager (FOXSI ) was recently proposed for a NASA Small Explorer mission. For testing
purposes, FOXSI has flown on three rocket flights to date; the instrument and launch
campaigns are described in chapter 3. In the meantime, a focusing instrument designed
for astrophysical observations in hard X-rays, called the Nuclear Spectroscopic Telescope
Array (NuSTAR) [2], can be and has been occasionally utilized for solar observations.
NuSTAR will be described further in chapter 6, which features analysis of NuSTAR
stellar observations.
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2.3 X-ray Emission and Modeling
2.3.1 Overview of X-ray Spectrum for Solar Flares
For a solar flare following the standard model, we expect to observe an X-ray spectrum
of the form shown in Figure 2.7. Typically, there is a thermal component, resulting from
emission by heated plasma in the flare loop, which dominates at lower X-ray energies.
At higher energies, there is a crossover point, above which the nonthermal component,
mostly from emission at the footpoints, dominates. The details of how a flare spectrum
is modeled in X-rays and what physical information we can derive are described in the
remainder of this section.
2.3.2 X-ray Bremsstrahlung
X-ray bremsstrahlung emission results from close electron encounters with the target
particles, ions in our case, and requires a quantum treatment of the collisions with cross
section σ. Consider an incident electron of energy E and outgoing photon of energy
. For solar X-ray bremsstrahlung emission, we can utilize the direction-integrated,
nonrelativistic Bethe-Heitler cross section,
σBH(, E) =
8αa2mec
2
3E
Z2 ln
1 + (1− E )1/2
1− (1− E )1/2
cm2 keV−1, (2.7)
where α is the fine structure constant, a is the classical electron radius, me is the electron
mass, c is the speed of light and Z is the atomic number of the scattering ion. For the
Sun, various types of atoms will serve as scattering ions, which is accounted for by the
abundance weighted value Z2. The nonrelativistic cross-section is appropriate for our
case where the accelerated electrons typically have kinetic energies in the tens of keV.
Relativistic effects for electrons become significant when the kinetic energy is close to
the rest mass of an electron (∼511 keV) [18, 35]. Equation (2.7) is plotted for a selection
of photon energies relevant to FOXSI in Figure 2.8.
For the derivations in the following sections, we will utilize a simplified version of
Equation (2.7) called the Kramer’s approximation, which leaves out the logarithmic
term, such that
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Figure 2.7: Typical X-ray spectrum for a solar flare. This particular event was an M-
class flare observed by RHESSI. The spectral model includes an isothermal thin-target
component (dotted line), dominating at lower X-ray energies, representing thermal emis-
sion from heated plasma in the flare loop. The thermal component is overtaken by a
power law component (dashed line) at higher X-ray energies, which results from non-
thermal bremsstrahlung emission mainly from the flare footpoints. Image from [15] with
minor alterations.
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Figure 2.8: Direction-integrated, nonrelativistic Bethe-Heitler cross-section (Equa-
tion (2.7)) for a selection of photon energies across the FOXSI energy range. Photons
of energy  can only be produced by an incident electron with energy E > .
σBH(, E) =
8αa2mec
2
3E
Z2 cm2 keV−1. (2.8)
This approximation is used for clarity in the following discussion, as it allows us to easily
track how the general forms of the bremmstrahlung emission spectra are derived, while
leaving out more complex, slowly varying factors. We note that in the spectral fitting
performed in Chapter 5 and Chapter 6, a form of the cross section of Equation (2.7) is
utilized.
The resulting bremsstrahung emission depends on the incident electron spectrum,
which can be thermal or nonthermal, and the density of the target medium. For a low
density target (“thin-target”), the incident electron spectrum is essentially unchanged,
while for a high density target (“thick-target”), the incident electrons are significantly
decelerated through collisions, resulting in thermalization of the electrons. Through
assumptions about the incident electron spectra and target densities, we can develop
models for thermal and nonthermal emission, which are described further below. These
discussions draw mainly from Ref. [35] and [18].
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Figure 2.9: X-ray flare emission observed by RHESSI. (Left) RHESSI emission (con-
tours) overlaid on SDO/AIA (193 A˚) data. Higher-energy X-ray emission (30-80 keV)
is observed at the footpoints of the flare loop, associated with thick-target nonthermal
bremsstrahlung emission, and above the loop, associated with thin-target nonthermal
bremsstrahlung emission. Lower-energy X-ray emission (6-8 keV), observed from the
flare loop, is produced through thermal bremsstrahlung. (Right) RHESSI photon spec-
trum, with the histogram representing loop and above-the-loop-top data and the crosses
(+) representing footpoint data. The loop sources are well-represented by an isother-
mal thin-target plasma model and a power law model (with low-energy turnover), and
the footpoints are well-represented by a power law model. We note the difference in
spectral index between the footpoint and above-the-loop-top models, with the footpoint
emission (thick-target) having a harder photon spectrum than the above-the-loop-top
emission (thin-target), as expected from Equations 2.16 and 2.22. Image from Ref. [16].
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2.3.3 Modeling X-ray Thermal Emission from Flare Loop
It is currently understood that X-ray thermal emission comes from the flare loop in
the corona (shown in green in Figure 2.9), and, given the lower plasma densities, this
emission is modeled as thin-target thermal bremsstrahlung radiation. Therefore, we
assume that the incident electron spectrum f(E), following a thermal distribution as
shown in equation 2.5, will remain mostly unchanged. In terms of energy E, the thermal
electron spectrum is written as
f(E) =
2ne
pi1/2(kT )3/2
E1/2exp(−E/kT ) electrons cm−3keV−1. (2.9)
The thermal emission in this case is described as a spectrum I() such that
I() =
SN
4piR2
∫ ∞

f(E)v(E)σBH(, E)dE photons cm
−2 s−1 keV−1, (2.10)
where S describes the flaring area, R is the distance to the source, and v(E) =
√
2E/me.
The column density N =
∫
npds is a function of the proton density (np) along the
electron’s path ds. In this case, the proton density is equivalent to the incident electron
density ne, and thus SN can instead be written as neV (assuming uniform density),
where V is the volume of emitting plasma. Using f(E) and the Kramers approximation
of the Bethe-Heitler cross-section from equation 2.8,
I() =
C
4piR2
(EM)Z2
(kT )3/2
∫ ∞

[
E1/2exp(−E/kT )](E1/2)( 1
E
)
dE, (2.11)
we end up with a simple exponential function within the integral, and the photon
spectrum simplifies to
I() =
C
4piR2
(EM)Z2
(kT )1/2
exp(−/kT ), (2.12)
where C is a constant6 and EM is the emission measure, defined as EM =
∫
n2edV .
With equation 2.12, we note that the spectrum for thermal bremsstrahlung depends
on three key parameters, the plasma temperature T , the emission measure EM , and
6 C = ( 8me
pi
)1/2( 8
3
αa2c2) cm keV1/2 s−1
31
the solar abundance Z. For spectral analysis, Z is often fixed to previously measured
values, while T and EM are free parameters. The derived values for T and EM can
then be used to estimate the thermal energy in the flare. Often a flare spectrum will be
well described by an isothermal approximation, while others are better modeled with
multiple temperatures and/or a nonthermal component, described in the next section.
In addition to the thermal continuum, modeling of the thermal spectrum includes
emission lines from various elements that also serve as temperature diagnostics. Spectral
lines in the hard X-ray regime result from electrons transitioning to lower energy states in
highly ionized calcium (Ca), iron (Fe), and nickel (Ni). High temperatures are required
in order for electrons to be removed from these heavy elements to reach these ionized
states, and the minimum temperature required is different for each line or line complex.
One of the most prominent line features in a solar hard X-ray spectrum is an Fe line
complex centered on ∼6.7 keV, made up of emission lines from Fe XXIV-XXVI, which
begins to appear with plasma temperatures around 10 MK [85]. A full list of solar
spectral lines can be found in the CHIANTI database7.
2.3.4 Modeling X-ray Nonthermal Emission
Nonthermal bremsstrahlung emission in X-rays appears both at the flare footpoints and
in the corona near the reconnection site (shown in blue in figure Figure 2.9). Due to the
high density of chromospheric plasma, a thick-target scenario is utilized to model the
emission at the footpoints, while coronal sources are typically modeled as thin-target
cases.
Before discussing the details of the thin and thick target scenarios, we first consider
the nature of the incident electron spectrum. As described in section 2.1.2, we expect
that particles during flares are accelerated as a result of magnetic reconnection and take
the form of a power law distribution. This electron flux spectrum F (E) as a function
of electron energy E can be described by
F (E) = AE−δ electrons cm−2 s−1 keV−1, (2.13)
where δ is the power law index and A is a constant.
7http://www.chiantidatabase.org/
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Figure 2.10: Nonthermal electron spectra (left) and corresponding thick-target nonther-
mal bremsstrahlung emission (right) using the relationship developed by Ref. [17]. In
order to avoid the unphysical situation where the electron power-law distribution ex-
tends indefinitely to lower energies, a low-energy plateau (dotted line) or cutoff (dashed
line) is implemented (at 20 keV in this example). When translating the electron spec-
trum to a photon spectrum, we observe a very minimal difference between the plateau
and strict cutoff scenarios below the dominant thermal spectrum, highlighting the chal-
lenges with characterizing the electron spectrum from observations and hence, the total
nonthermal electron energy. Image from Ref. [18].
In order to prevent the unphysical scenario where the electron flux extends to infinity,
constraints must be placed on this spectrum in the form of a low-energy cutoff (shown
in Figure 2.10). Given that the thermal component dominates at lower energies, it is
difficult to constrain exactly what this turnover looks like and what the cutoff energy
may be; this poses a challenge for analyzing these events since the choice of low-energy
cutoff can have a substantial impact on total electron energy estimates [18].
Thin Target
For thin-target nonthermal emission, we start with a formula similar to equation 2.10,
but instead utilize a power law incident electron flux spectrum F (E), such that
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Ithin() =
SN
4piR2
∫ ∞

F (E)σBH(, E)dE. (2.14)
Substituting in equations 2.13 and 2.8,
Ithin() ∝
∫ ∞

(E−δ)
( 1
E
)
dE ∝ 1

∫ ∞

E−(δ+1)dE, (2.15)
and, solving this integral, we find
Ithin() ∝ −γ , (2.16)
where γ = δ+1. Thus we find that the photon spectrum in the thin target case is softer
than the incident electron spectrum. This scenario is typically utilized to describe
nonthermal coronal sources.
Thick Target
For the thick-target scenario, we have to consider a complicating factor in computing
the photon spectrum I(), which is that the incident electron spectrum substantially
changes over time. We start with a spectrum I() described by
Ithick() =
S
4piR2
∫ ∞

F (E0)m(, E0)dE0, (2.17)
where E0 is the incident electron energy. To address the issue of energy loss, we first
consider m(, E0), which describes the number of photons per unit energy that are
produced by an electron of initial energy E0. This quantity can be written as
m(, E0) =
∫ 
E0
npσBH(, E)v(E)
dE/dt
dE photons keV−1, (2.18)
where np is the target proton density, v is the velocity of the incident electron, and
dE/dt describes the energy lost by the electron over time. Energy is lost via Coulomb
collisions with the Rutherford cross section σE(E) ∝ 1/E2 such that
dE
dt
= −σE(E)npv(E)E ∝ −npv(E)
E
. (2.19)
Substituting this quantity in equation 2.18, we end up with a photon spectrum described
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by
Ithick() ∝
∫ ∞

F (E0)
[ ∫ E0

σBH(, E)EdE
]
dE0. (2.20)
Replacing σBH with equation 2.8 and utilizing an electron spectrum as described in
equation 2.13,
Ithick() ∝
∫ ∞

(E−δ0 )
[ ∫ E0

( 1
E
)
EdE
]
dE0 ∝
∫ ∞

(1

E
−(δ−1)
0 − E−δ0
)
dE0. (2.21)
Solving this integral results in a power law solution for the photon spectrum of
Ithick() ∝ −γ (2.22)
where γ = δ − 1, such that the photon spectrum is harder than the incident electron
spectrum.
In both the thin and thick target cases, the spectral forms described by equations
2.16 and 2.22, respectively, can be used in modeling of photon spectra from solar flares
to learn about the accelerated electron population. For the thick-target scenario, an
analytical solution has been developed by Ref. [17] in which the normalization and
index γ from Ithick(E) can be translated to meaningful quantities characterizing the
electron spectrum F (E), such as electron flux and index δ; these values are utilized to
investigate the energetics of the flare.
2.4 Coronal Heating
X-ray observations, in addition to their usefulness in studying individual flares, allow
us to investigate bigger questions about the nature of the Sun. One of the main open
questions in solar physics is why the corona is so hot. While the temperature of the
photosphere is typically around 5,000-6,000 K, the corona is much hotter, with measured
temperatures > 1 MK. The question then becomes: where does the energy to continually
heat the corona come from? In this section, we’ll describe the current best understanding
of the energy input from observable flares, discuss theories for additional energy sources,
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and highlight how X-ray observations can help us unravel the mystery of coronal heating.
2.4.1 Flare Frequency Distribution
By understanding the frequency and magnitude of flares occurring on the Sun, the
amount of energy available for input to the corona can be determined. Many studies
have considered this topic (e.g., Ref. [86, 87, 88]) and found that flare frequency over
total energy W follows a power law distribution,
dn
dW
∼W−α, (2.23)
where n represents the event rate and α is found to be ∼1.8 [89]. However, if this power
law index applies over the whole range of flare energies, even extending down to events
too faint to be observed by previous instrumentation, the largest flaring events would
provide the greatest energy contribution to the corona and there would not be enough
cumulative energy input by flares to balance coronal energy losses; these coronal losses
from the quiet Sun and active regions are estimated by Ref. [90] to be 105 − 107 erg
cm−2 s−1. Therefore, additional sources of heating must be considered.
2.4.2 Coronal Heating by Flares
Currently, there are a few leading theories on where the additional energy to heat the
corona comes from. These theories include wave heating and heating by ubiquitous
tiny flares below the sensitivity limits called “nanoflares” [91]. Wave heating can be
described as a “high-frequency” heating method, providing nearly constant energy input.
In contrast, nanoflares are discrete, impulsive, and stochastic events that can provide
“low-frequency” heating, depending on the spacing and duration of events. The theory
for nanoflares is outlined below; for information on wave heating (and more details on
nanoflares), refer to Ref. [92].
Nanoflares
In the theory for nanoflares, the index α in Equation (2.23) increases at lower flare
energies, and the increased frequency of these small-scale events provides a significant
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energy contribution to the corona. To consider the power input from all types of flaring
events, we can integrate over the frequency distribution such that
P ∼
∫ Wmax
Wmin
( dn
dW
)
WdW ∼ 1−(α− 2)W
−(α−2)
∣∣∣Wmax
Wmin
. (2.24)
By considering the exponent on W , we see that for the smallest energy events (Wmin) to
provide substantial contributions to the overall power compared to large events (Wmax),
the spectrum must steepen so that α > 2. Having all flares follow a distribution with
the same α would indicate that flares are scale invariant, while a change in the index
would suggest that energy release is inherently different for small-scale events [89].
Observations in UV/EUV by the Transition Region and Coronal Explorer (TRACE )
and the Solar and Heliospheric Observatory (SOHO) Extreme Ultraviolet Imaging
Telescope (EIT) have measured small brightenings on the Sun with energies less than
1025 erg, nearing the nanoflare level as defined by Parker [91]. With these observations,
the distribution does appear to steepen at low flare energies, with α ∼ 2.5 [93, 94]. In
addition to measurements of small-scale events at UV/EUV energies, it is important to
have high sensitivity measurements in the hard X-ray regime to understand the energy
contributions by high-temperature plasmas and nonthermal electrons.
Hard X-ray Nanoflare Studies
Though nanoflares are too faint to be individually resolved in hard X-rays, they may
produce collective effects that can be investigated through hard X-ray measurements.
Simulations have found that nanoflares occurring in low-frequency sequences, such that
the time delay between events is much greater than the cooling time, can heat plasma
to high temperatures (> 10 MK), which is difficult to achieve through wave heating
[95, 96, 97]. Thus sensitive measurements of hot plasma in the hard X-ray regime can
help identify nanoflare heating and distinguish between heating models.
A study by Ref. [98] uses high-sensitivity measurements of an active region (AR
12234) observed by the second FOXSI sounding rocket to probe this question. Through
a differential emission measure (DEM) analysis, which studies the distribution of plasma
over temperature for a selected region, it was determined that the number of counts ob-
served by FOXSI above 7 keV implies the presence of plasma above 10 MK, which is
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consistent with nanoflare heating and rules out wave heating for this active region.
This active region was also studied in Ref. [99] along with several solar active regions
observed with NuSTAR. In this study, the possible parameter space for active region
nanoflares is explored through simulations of homogenous nanoflare sequences. These
sequences were defined by input variables including nanoflare heating amplitude, event
duration, and time delay between events. Comparison of simulated results to observed
spectra showed variation in allowed nanoflare sequences between different active re-
gions (refer to study for specific parameter spaces) and ruled out steady heating, where
event duration is equivalent to delay time between events, for all active regions studied.
Through this study, it is clear that simulations in combination with HXR measurements
provide a powerful tool for investigating nanoflare heating.
Microflares
In addition to studies of the collective effects of nanoflares, we are also interested in
exploring the nature of energy release for individually resolvable small-scale flares.
Ref. [100] and Ref. [19] perform the first comprehensive studies of the smallest ob-
servable events in the hard X-ray regime as observed by RHESSI. This study analyzed
∼25, 000 GOES A and B class flares, or “microflares,” which are characterized by their
relatively small total energy output compared larger flares [89].
Microflares of the magnitude studied in this paper, ranging from 1026 − 1030 erg in
thermal energy, were found to occur only in active regions, and 74% exhibited an sharp
rise in the light curve indicative of an impulsive phase. Additionally, analysis of the flare
frequency distribution (over peak power) for these sources was found to be described
by a power law with index α = 1.7± 0.1, which is consistent with that of larger flares.
These characteristics indicate that microflares of this size are indeed similar in structure
and evolution to larger flares [100].
Given the disconnect in indices for the flare frequency between the RHESSI mi-
croflare study and the UV/EUV studies previously mentioned, it is clear that further
investigation of small-scale events is needed in the hard X-ray regime. Looking at the
frequency distribution of RHESSI microflares over thermal energy in Figure 2.11, we
note that a substantial fraction of small-scale events are lost starting below 1028 erg,
which results from the limited sensitivity of RHESSI. This turnover is also observed in
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Figure 2.11: Flare frequency distribution over thermal energy for microflares observed
by EUV instruments SOHO/EIT and TRACE, the Yohkoh Soft X-ray Telescope (SXT),
and RHESSI. For RHESSI, we note that a substantial fraction of small-scale events are
lost starting below 1028 erg, which results from the limited sensitivity of the instrument.
These results highlight the importance of a future high-sensitivity hard X-ray solar spec-
troscopic imager for measuring the distribution of small-scale events and understanding
the high-energy input of these events to coronal heating. Image from Ref. [19].
the distribution of RHESSI microflares over nonthermal energy (see Figure 2 in Ref.
[101]). RHESSI ’s observational limits additionally affect the ability to constrain the
low-energy cutoff for the accelerated electron spectrum, which can substantially impact
the nonthermal energy estimates [19]. These results suggest the importance of increased
sensitivity of future instrumentation in the hard X-ray regime for better understanding
the energy contributions of small-scale solar events to the corona.
2.5 Stellar Flares
The Sun provides an amazing front row seat for astrophysicists striving to understand
the physics of stellar activity. However, beyond our solar system, there is a multitude
of magnetically active stars that produce flares bright enough to be observed by current
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earth-orbiting X-ray instruments, allowing us to expand our investigation of flaring ac-
tivity to extreme events and explore the impact of these events on other stellar systems.
With the tools developed through study of solar phenomena, we can begin to explore
the structure and dynamics of flares on distant stars.
2.5.1 Types of Magnetically Active Stars
A wide variety of stars beyond Sun-like stars have magnetic coronae and produce flares,
including main sequence stars of other spectral classes, young stellar objects (YSOs),
brown dwarfs, giants, and supergiants. Many stellar flares are observed to have prop-
erties similar to solar flares, such as light curves that exhibit an impulsive burst of
flux followed by a gradual decline, and are typically assumed to be driven by magnetic
reconnection. Some of these star populations can produce flares that are much hotter
and brighter than what we observe on the Sun as a result of their heightened magnetic
activity, and, due to the high photon flux of theses events, these stars end up being the
most common targets for X-ray observations [53].
2.5.2 Stellar X-ray Observations
There are a number of currently operating X-ray observatories used for stellar obser-
vations, covering both SXRs and HXRs. These observatories, Chandra, XMM-Newton,
Swift, and NuSTAR, make use of focusing optics technology for the X-ray regime. Chan-
dra and XMM-Newton, NASA and European Space Agency (ESA) missions respectively,
were both launched in 1999, are optimized for observing soft X-ray emission, and utilize
CCD detectors [102, 103]. Chandra’s high spatial resolution (0.5”) has historically been
useful for distinguishing sources in crowded star fields, such as star-forming regions.
Swift, launched in 2004, contains multiple instruments, including the X-ray Tele-
scope8 (XRT) which also utilizes CCD detectors and covers an energy range of 0.2−10 keV
[104]. In addition to the XRT, Swift also contains an indirect imaging instrument called
the Burst Alert Telescope (BAT), which images in a higher X-ray range of 15−150 keV
with relatively poor angular resolution (∼20’) and is mainly utilized for detecting and
locating bright transient events.
8We note that this instrument is distinct from the XRT onboard Hinode, introduced in Section 2.2.2.
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NuSTAR, which was briefly introduced earlier in this chapter in the context of solar
observations, is optimized for the energy range 3−79 keV and is the first orbiting space-
craft to use focusing optics for observations in the hard X-ray regime. We will utilize
NuSTAR data in chapter 6 for studying the high energy emission from YSO flares.
2.6 Flare Scaling
With observations of flares of vastly different magnitudes, the scaling of flare thermal
and nonthermal parameters can be investigated. In Ref. [105], the X-ray spectra of
85 solar flares ranging from GOES class A1 to M6 were analyzed, with each modeled
as an isothermal thin-target plasma combined with a nonthermal power law. The re-
lationships between derived spectral parameters were studied, and several correlations
were observed. A strong correlation was found between the nonthermal flux and the
spectral index of the nonthermal power law, with greater nonthermal flux corresponding
to a harder spectral index. The authors note that, if microflares follow this pattern, the
soft spectral indices would make it difficult for current instrumentation to measure the
nonthermal emission and hence compute the nonthermal energy content. Additionally,
nonthermal flux was found to correlate with the flare temperature, emission measure,
and soft X-ray flux.
Beyond this analysis of solar events, Ref. [106] performed a study of flares scaling
that also includes stellar flares. Instead of performing spectral modeling, this study
takes a nonparametric approach and compares peak flux in three energy bands for 45
flares covering GOES class C to >X. The energy bands include one in soft X-rays (1.6-
12.4 keV) using GOES data, which represents thermal emission, and two in hard X-rays
(20-40 keV and 60-80 keV) using RHESSI data representing nonthermal emission. The
peak flux from the SXR and HXR bands are found to be highly correlated, which is
consistent with the relationship found in Ref. [105]. Additionally, the stellar flares in
this study followed the scaling found for solar flares, suggesting scale invariance, with
extreme stellar events evolving in a similar way to solar events.
Since the studies in Ref. [105] and [106] provide relationships between thermal and
nonthermal emission, they prove useful for exploring the energetics of events where
nonthermal emission is too faint to be detected, such as the young stellar object (YSO)
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flares in Chapter 6. Additionally, we can investigate whether flares observed at the
extremes in magnitude, from solar microflares (Chapter 5) to YSO flares, are consistent
with the scaling of typical solar events.
Chapter 3
Focusing Optics X-ray Solar
Imager (FOXSI )
3.1 Introduction
As discussed in Chapter 2, observations of solar flares in the hard X-ray regime are
essential for the study of flare energy transfer, as they provide coverage of both non-
thermal and thermal emission. Over the lifetime of RHESSI, hard X-ray observations
of a broad range of solar flares, from GOES A class [100, 19] to ∼X20 class [36] have
offered insight into the evolution and energy contributions of these powerful events.
However, as seen in the RHESSI microflare studies by Ref. [100] and [19], RHESSI ’s
limited sensitivity makes it challenging to detect events with thermal energies below
1028 erg, leaving us with an incomplete understanding of the smallest solar flares.
To advance our understanding of these small-scale events and probe the question
of coronal heating (see Section 2.4), it is essential to develop instrumentation for high-
sensitivity hard X-ray imaging and spectroscopy of the Sun. To this end, I am part of
a team that is developing technology for direct imaging of solar hard X-rays with an
instrument called the Focusing Optics X-ray Solar Imager (FOXSI ). FOXSI has flown
in three sounding rocket campaigns to date; the development of novel FOXSI technol-
ogy and the outcome of these campaigns are the focus of this chapter.
All three campaigns will be outlined here to show the development of FOXSI over
time. I did not participate in the first two campaigns (FOXSI-1 and FOXSI-2 ), which
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took place before I joined the FOXSI team. However, I have been involved in post-
flight calibrations and the development of the instrument response for FOXSI-2, which
is pertinent for the analysis of solar microflares presented in Chapter 5. For FOXSI-3,
I was a core team member, contributing to the development of the instrument, with
an emphasis on the detectors (Chapter 4), and supporting the integration and launch
campaign on-site, including leading the development of the decision tree used to make
science decisions in-flight.
3.2 Capabilities of Hard X-ray Imagers for Solar
Observations
Over the past decade, the high-energy astrophysics community has seen a transition
from indirect imaging methods to direct focusing optics for hard X-ray observations.
For the solar physics community, RHESSI, as an indirect imaging instrument, provided
the sole window into imaging solar hard X-rays from 2002 up until 2012. At this point,
focusing optics started to appear on the scene, with the first FOXSI sounding rocket
experiment launched on November 2, 2012, providing the first focused image of the
Sun > 5 keV [3]. Additionally, NuSTAR was launched in 2012 as the first orbiting
astrophysical instrument to use focusing optics for hard X-rays and made its first solar
observations in 2014 [107]. In this section, we highlight FOXSI ’s capabilities for sensitive
solar hard X-ray observations in comparison to RHESSI and NuSTAR.
3.2.1 FOXSI as a Direct Imaging Instrument
With a direct imaging instrument, photons over a large collecting area can be focused
onto a detector of a relatively small size compared to that of an indirect imaging instru-
ment like RHESSI. For FOXSI, the area of the semiconductor detectors used is on the
order of 1 cm × 1 cm with thickness of 0.5 mm (exact values provided in Table 3.3). In
contrast, RHESSI, as an indirect imager, utilizes germanium detectors that are designed
to have a large active volume; each of the nine RHESSI detectors, cylindrical in shape,
has a diameter of 7.1 cm (front segment diameter ∼ 6 cm) and height of 8.5 cm (front
segment height ∼ 1.2 cm) [1]. The reduction in detector size for direct imagers improves
the sensitivity of the instrument by dramatically reducing the instrument background.
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In the case where background scales with area, typically for lower-energy X-rays,
we expect the background for a single FOXSI detector to be ∼30 times smaller than
the background for one RHESSI detector (considering the Sunward surface only). In
the case of higher-energy X-ray observations, such as for a solar flare, the detector
background may instead scale with volume. If the background scales with volume, the
FOXSI background would be ∼700 times smaller than the RHESSI front-segment back-
ground (for a single detector each).
The background for RHESSI is compared with that of direct hard X-ray imagers
FOXSI and NuSTAR in Table 3.1. For FOXSI and NuSTAR, the background is given
within the half-power diameter (HPD), which is the best comparison when considering
compact sources in the FOV, as only the background from those pixels or strips will
affect the analysis for direct imaging instruments. When considering quiet Sun emission
across the FOV, it would be more appropriate to compare the background for the whole
FOV (∼0.1 counts s−1 det−1 for FOXSI ).
In addition to a vastly reduced instrument background, the use of focusing optics
also significantly improves the imaging dynamic range of FOXSI compared to RHESSI.
The imaging dynamic range describes the capability of an instrument to detect sources
of different intensities within a certain source separation. With direct imaging, a mono-
tonically falling point spread function (PSF) with a narrow core and small wings can be
achieved, as shown in Figure 3.1 (left) for FOXSI. This narrow PSF means that emission
from bright sources will fall off sharply as a function of distance from the source and
thus will reduce background contributions to other nearby sources.
In contrast, the indirect Fourier imaging technique used by RHESSI results in large
side lobes in the PSF, such that a bright source in the FOV leads to significant imaging
artifacts across the FOV (see RHESSI image in Figure 3.3). The imaging dynamic
ranges for these two instruments are compared in Figure 3.1 (right). The relative in-
tensity for FOXSI drops off sharply as a function of distance, resulting in an imaging
dynamic range of 200:1 at 30” source separation [3]. For RHESSI, the imaging dynamic
range is much smaller, ranging from 3:1 to 20:1 (empirically determined), regardless of
source separation [20]. With improved dynamic range, FOXSI is better equipped to
observe faint sources simultaneously with bright sources in the FOV; the benefits of this
capability will be explored further in Section 3.3.
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3.2.2 FOXSI as a Solar-dedicated Instrument
As previously mentioned, NuSTAR has observed the Sun on a number of occasions
(see Ref. [107, 108, 26, 27, 28]). As a direct imaging instrument, NuSTAR has many
of the benefits discussed above, including a lower instrument background compared to
RHESSI. However, there are few challenges with using NuSTAR for solar observations
that stem from the fact that NuSTAR was designed for astrophysical purposes (i.e.
observationally fainter sources). One major restriction is that only a small fraction of
NuSTAR’s observing time is spent on the Sun (3-4 times per year, on average). Another
issue is the relatively limited detector throughput (∼800 photons s−1), which results in
a low livetime of just a few percent during flares, even for small-scale solar events [107].
Given these livetime restrictions, the NuSTAR energy range is effectively reduced to ∼3-
10 keV due the typically low intensity of higher-energy photons. With a solar-dedicated
instrument like FOXSI, detector design can be optimized for higher count rates.
Additionally, with the type of optics used for NuSTAR and FOXSI, these instru-
ments are susceptible to instrument background from “ghost rays” [109, 110]. These
ghost rays are photons originating from bright sources outside the FOV which produce
an unfocused pattern on the detector plane (discussed in more detail in Section 3.7.2).
Ghost rays can be particularly problematic for solar observations, where there may be
many bright sources on the Sun at once [107]. Since NuSTAR was not designed to
observe the Sun, it does not include any mechanical structure for mitigating these ghost
rays. With the development of FOXSI, we are testing technology for reducing the ghost
ray background (see Section 3.7.2) that could be used on a future spacecraft mission.
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3.3 FOXSI Science Goals
Improvements over RHESSI in sensitivity and imaging dynamic range allow FOXSI
to observe fainter solar phenomena than previously possible in the hard X-ray regime.
With these enhanced capabilities, we can work towards a better understanding of coro-
nal heating and characterization of small-scale solar events. Due to the short duration
of sounding rocket flights and the difficulty in predicting the timing of flares from active
regions, the main science goals of the FOXSI rocket focus on the study of hard X-ray
emission from the quiet Sun and quiescent active regions. Active regions are relatively
common solar features and tend to last for several days or weeks. We describe the scien-
tific merit of these targets, along with that of less frequent transient events (observable
with a future FOXSI satellite), in the following subsections.
3.3.1 Quiet Sun Flares
One of the science goals for FOXSI, both the rocket and a future satellite mission, is
to look for HXR emission from quiet Sun flares (e.g., Ref. [28]). Evidence for these
small brightenings occurring outside of active regions has been observed in UV/EUV by
instruments TRACE and SOHO/EIT (see Section 2.4.2 and Figure 2.11) [93, 94]. These
studies indicate that small quiet Sun brightenings occur at a rate of 0.7-90 events/s,
so we would expect for a number of these events to occur during a 5-minute rocket
flight. With a hard X-ray instrument, we can probe whether there is consistently flare-
temperature plasma in the quiet Sun and whether these quiet Sun flares are heated
by a nonthermal electron population. By using a direct imaging technique, the FOXSI
rocket is designed to have ∼50 times better sensitivity than RHESSI at 10 keV [111] and
can place the most stringent constraints yet on nonthermal distributions in the quiet
Sun. Future satellite missions also seek to improve upon RHESSI ’s sensitivity, such as
the FOXSI Small Explorer (SMEX) concept (see Section 7.2.1), which is designed to
offer ∼20 times better sensitivity than RHESSI at 10 keV [112].
3.3.2 Quiescent Active Regions
Quiescent (non-flaring) active regions are also a target of interest for sensitive HXR
observations, as their plasma temperature distributions have implications for coronal
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Figure 3.1: Point spread function (PSF) of one FOXSI optics module (left) and com-
parison of the PSF for FOXSI and RHESSI (right). The FOXSI PSF, measured at
the Stray Light Facility at NASA/MSFC, has a narrow core (FWHM ∼ 5”) and small
wings, which allow for a much improved imaging dynamic range compared to an indi-
rect imager like RHESSI. While FOXSI has an imaging dynamic range of 200:1 at 30”,
RHESSI ’s imaging dynamic range, shown by the shaded region, ranges from 3:1 to 20:1,
regardless of source separation. This capability allows FOXSI to better observe faint
sources that are concurrent with bright sources in the FOV. Images from Ref. [20] with
minor alterations.
49
heating. As discussed in Section 2.4.2, the presence of high temperature plasma (>
10 MK) in ARs is indicative of impulsive heating by nanoflares. The presence of high
temperature plasma can be explored through a differential emission measure (DEM)
analysis; however, Ref. [113] finds that current instrumentation used for these analyses
have a “blind spot” and are insensitive to plasma at temperatures > 6 MK and emission
measures < 1027 cm−5. Sensitive hard X-ray measurements by FOXSI can provide
better constraints on the plasma distribution at high temperatures for faint ARs, as
shown in Ref. [98] where quiescent AR plasma was measured at temperatures > 10 MK
with emission measure 1.8× 1022− 1.5× 1023 cm−5 using FOXSI-2 data. These results
suggest nanoflare heating for the observed AR. With future FOXSI instruments, we plan
to explore more and fainter active regions to look for evidence of nanoflare heating.
3.3.3 Microflares
Active region microflares are also targets of interest for FOXSI, and the scientific ben-
efits of these studies are discussed in detail in Section 2.4.2. Though microflares are
not guaranteed for a short rocket flight, they can be and have been observed by FOXSI
rockets (both FOXSI-1 and FOXSI-2 ). With FOXSI-2, two microflares were observed
during the flight, one of which was an order of magnitude fainter than the faintest mi-
croflares observed by RHESSI. Through the analysis of these microflares in Chapter 5,
we demonstrate the capabilities of the FOXSI rocket instrument for improving our un-
derstanding of energy release from small-scale solar events. For future FOXSI satellites,
the FOXSI SMEX concept is designed to detect microflares that are over two orders of
magnitude smaller in energy (< 1025 erg) than the smallest RHESSI microflares [114].
3.3.4 Nonthermal Coronal Sources
With vastly improved imaging dynamic range (1000:1 at 45” for FOXSI SMEX [112]),
a future FOXSI satellite would be able to observe nonthermal emission from the flaring
acceleration region in the corona (see Section 2.1.3). This science goal is better suited
for a longer-term mission than a rocket flight, due to the unpredictable nature of flares.
The flaring acceleration region has historically been difficult to detect due to the lim-
ited imaging dynamic range of RHESSI and the faintness of the source compared to
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the footpoints, which is due to a lower plasma density in the corona. By studying this
region, we can measure the nonthermal electron distribution as electrons are accelerated
and build a better understanding of particle acceleration mechanisms near reconnection
through comparison with models (see “Particle Acceleration” section of Section 2.1.2).
3.4 Focusing Optics for Hard X-rays
The most innovative aspect of the FOXSI sounding rocket experiment is the use of
grazing incidence optics for solar hard X-ray observations. First, we discuss the concept
of grazing incidence optics, exploring how X-rays interact with matter and how this
quality can be harnessed for improved X-ray technology, followed by a description of
the FOXSI optics more specifically.
3.4.1 Grazing Incidence Optics
The real portion of the index of refraction n of a material is described by:
Re(n) = 1− δ (3.1)
where δ is related to the phase change. In the X-ray regime, δ is a small positive number
for matter such that Re(n) in Equation (3.1) is less than one. Therefore, when an X-ray
traveling in a vacuum (n = 1) reaches an interface with another material, the photon
refracts away from the normal. If the angle of incidence of the incoming X-ray is small
enough, i.e. less than a critical angle θc, where
cos(θc) = 1− δ, (3.2)
the result is total external reflection. Since δ is typically very small for X-rays interacting
with matter, the resulting critical angle is also very small. The critical angle1 for the
nickel/cobalt alloy used for the FOXSI optics is ∼0.9◦ at 4 keV and ∼0.2◦ at 20 keV
1The critical angles cited here are calculated with a formula utilized in Ref. [115], θc ∼ 0.93λ ∗ √ρ,
where λ is the photon wavelength in nm and ρ is the material density (ρNi/Co ∼ 8.9 g/cm3 [116]). The
energies selected span the FOXSI energy range (4-20 keV).
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(∼1.4◦ at 4 keV and ∼0.3◦ at 20 keV with iridium coating). This concept is what
grazing incidence optics are based on [117].
Wolter Optics
In his papers from 1952 [118], Wolter uses the principle of grazing incidence to design
three optics configurations for focusing X-rays: Wolter-1, Wolter-2, and Wolter-3 type
optics (see Figure 3.2). The Wolter-1 type optic is made up of parabolic and hyper-
bolic mirror segments and is the most commonly used Wolter optic for astrophysical
instruments as the mirror configuration allows for several mirrors to be nested together,
which opens the possibility for increasing the effective area [117].
3.4.2 Heritage for FOXSI Optics
The first Wolter optics to ever be tested in space were flown on a sounding rocket for
solar soft X-ray observations in 1963 [119, 120]. From this first flight onward, this
technology has continually been developed to make Wolter type optics more lightweight
and cost effective for space missions, while also improving measurement capabilities for
higher X-ray energies.
For the FOXSI instrument, the Wolter-1 type optics used are heavily based on the
optics developed for the High-Energy Replicated Optics (HERO) balloon experiment,
which produced the first focused hard X-ray observations of astronomical X-ray sources
in 2001, observing in the energy range 20-45 keV [121]. This first flight included two
optics modules, each composed of three nested mirror shells designed as a conical ap-
proximation to the Wolter-1 type.
We note that, though Wolter-1 optics for soft X-rays were first flown in 1963, it took
nearly 40 more years to achieve focused observations of hard X-rays from astronomi-
cal sources. This delay was a result of technical challenges with focusing hard X-rays,
which stem from the smaller grazing angles required and the stringent requirements on
surface roughness. Smaller grazing angles require a longer focal length and also result
in a smaller collecting area per mirror module, which limits the effective area of the
instrument. One way to increase the effective area is to nest several mirrors; however,
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Figure 3.2: Diagrams of Wolter type grazing incidence optics: Wolter-1 (top), Wolter-2
(middle), and Wolter-3 (bottom). For each type of Wolter optic, X-rays are focused
after reflecting off of two surfaces at shallow grazing angles. With Wolter-1 type op-
tics, X-rays first reflect off a paraboloid mirror surface followed by a hyperboloid sur-
face. This type is most commonly used for astrophysical instruments since several mir-
rors can be nested together to increase the instrument effective area. Wolter-2 optics
(paraboloid+hyperboloid) and Wolter-3 optics (paraboloid+ellipsoid) cannot be nested
because of their design and hence are not typically used for astrophysical instrumenta-
tion. Image from Ref. [21].
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the large quantity of mirrors poses challenges in meeting weight requirements for space-
borne instruments. For the HERO experiment, this problem was addressed by fabricat-
ing lightweight mirror modules with a strong nickel/cobalt alloy material in a process
originally developed by Marshall Space Flight Center (MSFC) for the Constellation-X
program [116].
Another challenge for higher X-ray energies is the fabrication of mirrors with limited
surface roughness. Surface roughness leads to substantial scattering for higher energy
X-rays, degrading the angular resolution, and can also reduce reflectivity, which reduces
the optics effective area [122]. It has been determined that polishing to a roughness on
the order of several A˚ is required to achieve reasonable angular resolution for hard
X-rays [116]. In the development of the HERO mirrors, a surface roughness of ∼6A˚
resulted in a HPD of ∼30” at 60 keV [123]. The fabrication process used for the HERO
modules, and subsequently, the FOXSI optics, is further described in the next section.
3.4.3 Fabrication of FOXSI Optics
The FOXSI optics are fabricated at MSFC using the method of electroformed nickel
replication (ENR) [124]. This process has been developed over time to produce optics
modules that are lightweight and structurally stable, while also being cost-effective for
balloon and rocket experiments. In the process of ENR, nickel is electroposited onto a
superpolished mandrel, which serves as the master template for the mirror shells. In
order to fabricate lightweight optics with nickel, however, the mirrors have to be very
thin, which poses issues for the structural stability of the mirrors. To address this issue,
the FOXSI mirrors are instead composed of a nickel alloy, similar to the HERO mirrors,
offering greater strength than nickel at a lesser mass.
After the nickel alloy is electroposited onto the mandrel, the mirror shell is released
from the mandrel by submersion in a cool water bath. The mandrel, made out of
aluminum in the case of FOXSI, undergoes greater thermal contraction than the nickel
alloy, allowing the mirror to separate. Since the mandrels are superpolished, the mirror
shells have very low surface roughness and require no further polishing. Finally, the
mirrors for FOXSI are coated with iridium to increase the reflectivity at higher energies.
Since the graze angles2 for reflecting high-energy X-rays are very shallow, each mirror
2See Table 3 in Ref. [4] for graze angles of FOXSI optics.
54
FOXSI-1 FOXSI-2 FOXSI-3
Optics (7) 7-shell modules
(5) 7-shell modules
(2) 10-shell modules
(3) 7-shell modules
(4) 10-shell modules
Detectors (7) Si detectors
(5) Si detectors
(2) CdTe detectors
(4) Si detectors
(2) CdTe detectors
(1) PhoEnIX detector
Collimators None None (2) Honeycomb
SAAS No Yes Yes
Table 3.2: Flight components for the FOXSI campaigns. The number in parentheses
indicates the number of that item included in the payload (7 telescope modules total
for each flight). All optics modules are of the Wolter-1 configuration. Si and CdTe
detectors are semiconductor strip detectors for HXRs and the PhoEnIX detector is a
CMOS sensor for SXRs. More information about each component can be found in
Sections 3.5 to 3.7.
has a relatively small collecting area, but, as mentioned previously, several mirrors can
be nested together in order to increase the effective area.
3.5 FOXSI-1 Sounding Rocket Experiment
The Focusing Optics X-ray Solar Imager (FOXSI ) was first accepted for funding by
NASA’s Low Cost Access to Space (LCAS) program in the fall of 2007 and has been
funded for three sounding rocket campaigns to date. The FOXSI-1 sounding rocket
experiment was designed to include seven separate telescopes (see Figure 3.4), each
composed of an optics module of the Wolter-1 type paired with a double-sided silicon
strip detector. The experiment components will be described in greater detail below
(Sections 3.5.1 and 3.5.2).
3.5.1 Optics
For FOXSI-1, each of the optics modules included seven nested shells with a focal length
of 2 m, resulting in an effective area of ∼14 cm2 per module up to 10 keV [3]. Even
with the constraints placed on effective area at higher X-ray energies by the relatively
short focal length of 2 m (limited by sounding rocket payload size) and cost of mirror
fabrication, the FOXSI-1 instrument already offered improvement in effective area over
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previous solar X-ray instruments. As shown in Figure 3.5, the total instrument effective
area for FOXSI-1 was designed to be over twice the effective area of RHESSI up to
10 keV [3].
The half-power diameter is measured to be ∼25” and on-axis PSF is ∼5”, with slight
variation between modules [3, 20]. An example of the PSF measurements taken at the
Stray Light Facility at MSFC is shown in Figure 3.1. By adding the optics PSF to the
detector strip pitch (Table 3.3) in quadrature, we achieve an angular resolution of ∼9”.
Though the angular resolution for FOXSI is worse than the best achieved by RHESSI,
we again note the gains FOXSI makes in imaging dynamic range by having a steeply
falling PSF and small wings. In comparing direct-imaging instruments, it can be seen
that FOXSI improves over the angular resolution of NuSTAR by a factor of ∼2 (refer
to Table 3.1).
3.5.2 Double-Sided Silicon Strip Detectors
Each of the seven optics modules for FOXSI-1 was paired with a double-sided silicon
strip detector (DSSD), which operates as a photon counting detector, providing informa-
tion about the position and energy of each individual incoming photon. These detectors,
developed by JAXA/ISAS (Japan Aerospace Exploration Agency, Institute of Space and
Astronautical Science) and fabricated by Hamamatsu Photonics, are designed as a set
of orthogonal strips which are read out by low-noise, low-power application specific in-
tegrated circuits (ASICs) [125]. Detector specifications are shown in Table 3.3.
Through use of direct imaging, photons can be focused onto detectors with a rel-
atively small area compared to indirect imagers such as RHESSI, which results in a
dramatic reduction in background (see Section 3.2.1); the FOXSI DSSDs [125], with
a detector area of 9.6 mm × 9.6 mm and thickness of 500 µm, have a background3 of
0.1 counts s−1 detector−1 over the whole FOV for energy range 4-15 keV (6×10−5 counts
s−1 detector−1 in HPD). For operation, the detectors were cooled using a controlled liq-
uid nitrogen cooling system to a pre-flight temperature of −30◦C, and a bias voltage of
200 V was applied. With these operating parameters, the detectors achieved an energy
resolution of ∼0.5 keV over the FOXSI energy range (4-15 keV).
3Measured during FOXSI-2 while attenuators were inserted in front of the detectors.
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Parameter Si CdTe
Thickness 500 µm 500 µm (750 µm)a
Strip pitchb 75 µm 60 µm
Number of strips 128 × 128 128 × 128
Detector area 9.6 mm × 9.6 mm 7.7 mm × 7.7 mm
Detector FOV 16.5’ × 16.5’ 13.2’ × 13.2’
Spatial resolution 7.7” 6.2”
Energy resolution 0.5 keV 1 keV
Table 3.3: Double-sided Si and CdTe semiconductor strip detector specifications.
aThe CdTe detectors used for FOXSI-2 had a thickness of 500 µm while those for FOXSI-3 had a
thickness of 750 µm
bThe strip pitch refers to the distance between the centers of adjacent strips.
3.5.3 FOXSI-1 Flight
The first FOXSI sounding rocket experiment was launched at 17:55 UT on November 2,
2012 from White Sands Missile Range (WSMR) in New Mexico [3]. The payload reached
an apogee of 340 km, and FOXSI observed the Sun for ∼6.5 minutes. Four targets were
visited during the flight, including multiple active regions and one microflare. Due to
unexpected expansion of thermal blanketing on the interior of the experiment metering
tube resulting from insufficient vent paths, extra blanketing blocked the optical path,
which resulted in a reduction of the instrument effective area (see Figure 3.5). Despite
this issue, a serendipitous microflare on the limb of the Sun was bright enough to be
clearly detected by FOXSI, even through the extraneous blankets. From these observa-
tions, FOXSI-1 produced the first focused image of the Sun >5 keV (see Figure 3.3).
3.6 FOXSI-2 Sounding Rocket Experiment
Work on the second version of the FOXSI sounding rocket experiment, FOXSI-2, began
soon after the launch of FOXSI-1. Though the instrument layout remained the same
as for the first flight (see Figure 3.4), a number of upgrades were planned and imple-
mented, some of which addressed specific issues encountered during the first campaign.
For instance, the thermal blanketing on the interior of the experiment metering tube
was removed to avoid the blocking of the optical path observed during the FOXSI-1
flight. In addition, it was determined that improvement in knowledge of the experiment
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Figure 3.3: Comparison of RHESSI (left) and FOXSI-1 (right) images of a B-class flare
on November 2, 2012, integrated over 4-15 keV. The RHESSI image is created using
the clean algorithm with data from detectors 3-9. The artifacts throughout the field of
view (FOV) of the RHESSI image are due to side-lobes in the indirect Fourier imaging
technique. By contrast, the direct imaging technique used by FOXSI results in a much
cleaner image. Image from Ref. [3].
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alignment with the onboard pointing system would be beneficial for enhanced pointing
accuracy during the flight, leading to the addition of an optical telescope (discussed in
Section 3.6.3).
In addition to addressing issues encountered in FOXSI-1, upgrades to the detectors
and optics were implemented for FOXSI-2 for the purpose of improving the instrument
response, particularly at higher energies. These upgrades are discussed further below
(Sections 3.6.1 and 3.6.2).
3.6.1 Upgrades to Optics
For FOXSI-2, two of the seven original optics modules were upgraded to have ten nested
mirror shells rather than seven. The additional mirrors were placed inside the innermost
shells of the seven-shell modules, increasing the effective area over the FOXSI energy
range and allowing for the collection of higher-energy photons due to the smaller grazing
angles of the new shells [4, 20]. The improvement in optics effective area compared to
FOXSI-1 can be seen in Figure 1 of [20].
3.6.2 Fine-Pitch Cadmium Telluride Detectors
In addition to the optics upgrades, two of the Si strip detectors used for FOXSI-1 were
replaced with cadmium telluride (CdTe) strip detectors for FOXSI-2 (see Table 3.3 for
CdTe detector specifications). The CdTe detectors, fabricated by ACRORAD in Japan
and developed by JAXA/ISAS, offered an improvement in capabilities for FOXSI-2 since
CdTe has a higher photoabsorption efficiency than Si above 10 keV (see Figure 4.14),
leading to a greater instrument effective area at higher energies [126]. Additionally,
the CdTe detectors are designed with a finer strip pitch than the Si detectors (60µm
compared to 75µm), allowing for improved spatial resolution. For operation, the new
detectors, similar to the FOXSI-1 detectors, were cooled to −30◦C, and a bias voltage
of 200 V was applied. More information about this type of detector and details of the
calibration performed are provided in Chapter 4.
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Figure 3.4: FOXSI-2 payload render. The FOXSI-2 experiment included seven op-
tics modules of the Wolter-1 type, two composed of ten nested mirror shells and five
composed of seven nested mirror shells. Each of the optics modules was paired with
a semiconductor strip detector in the detector plane; five of the detectors were made
of silicon (Si) and two were made of cadmium telluride (CdTe). Additionally, a visible
light telescope, the Solar Aspect and Alignment System (SAAS), was added to improve
pointing knowledge. The SPARCS pointing system includes two sensors called the
Miniature Acquisition Sun Sensor (MASS) and the Lockheed Intermediate Sun Sensor
(LISS), which provide intermediate and fine pointing information. The payload config-
uration for FOXSI-1 is similar to that of FOXSI-2, just excluding the SAAS and using
different optics-detector pairings (seven 7-shell optics modules and seven Si detectors).
Image from Ref. [4].
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Figure 3.5: Effective area (EA) for each FOXSI instrument, the PhoEnIX SXR detector
(preliminary EA), and RHESSI (top: linear scale, bottom: log scale). For the FOXSI
instruments, both the design (solid lines) and implemented (dashed lines) effective area
for flight are shown. We note that the latest version of FOXSI, FOXSI-3, achieved
an effective area ∼3 times greater than RHESSI ’s at 10 keV. During the FOXSI-1
flight, layers of blanketing expanded into the optical path unexpectedly, resulting in
decreased transmission of X-rays to the focal plane. For FOXSI-2, one of the CdTe
detectors (paired with a 10-shell optic) was overwhelmed by trigger noise and hence
was unable to collect actual photon data. For FOXSI-3, the low-energy threshold had
to be increased for the two flight CdTe detectors before launch due to trigger noise.
Additionally, the open area for the honeycomb collimator (Section 3.7.2) paired with
one of the FOXSI-3 HXR detectors was lower than expected (see Table 3.5).
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3.6.3 Solar Aspect and Alignment System
The Solar Aspect and Alignment System (SAAS) is a component which was added to
the FOXSI-2 experiment to improve knowledge of alignment between the FOXSI X-ray
telescopes and the solar aspect system provided by NASA for pointing during the flight,
the Solar Pointing Attitude Rocket Control System4 (SPARCS) [4]. SPARCS controls
solar pointing over three axes (pitch, yaw, and roll) and allows for a high degree of point-
ing stability. The FOXSI requirements for the pointing during flight are an absolute
pointing accuracy of ±1’ and relative pointing accuracy of < 5”. These requirements
are easily met by SPARCS5, which offers an absolute pointing accuracy of ±30” and
pointing stability of 0.12” (measured during FOXSI-1 flight [4]).
For FOXSI-1, alignment between the experiment and SPARCS was determined
through use of an autocollimator [20]. Mirrors were added to the FOXSI optics plate
and the difference in angle of light reflected off these mirrors and a reflective surface on
the SPARCS sensor was measured. However, a number of challenges with this method
made it difficult to accurately quantify the alignment, and a more precise measurement
was desired, which led to the development of the SAAS.
The SAAS is an optical telescope with a 2◦ × 2◦ FOV that is attached to both the
optics plate and focal plane. With measurements of alignment between the SAAS and
the experiment and between the SAAS and SPARCS, precise pointing knowledge can
be obtained. The requirement was for an alignment of < 5’ between the two systems;
for FOXSI-2, the pre-flight measurement of alignment was 2.9′ ± 0.1′ [4].
In addition to pre-launch alignment measurements, SAAS images are also included
in the telemetry stream and utilized for in-flight experiment pointing feedback. This
capability was particularly important for FOXSI-2 ; although pre-flight measurements
indicated an alignment of < 3′ between the SAAS and SPARCS, a motor instability
during launch resulted in a large pointing offset of the experiment of ∼7′ [4]. Images
from the SAAS helped to identify the offset during the flight (discussed further below).
4See NASA Sounding Rockets User Handbook (https://sites.wff.nasa.gov/code810/files/SRHB.pdf)
for more information.
5This assumes that the coalignment of the experiment and SPARCS is well-calibrated and stable.
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Parameter Instrument Requirement Achieved Value
Effective area
Improved EA compared to
FOXSI-2
25% increase at 10 keV
Energy resolution < 1 keV above 4 keV
0.5 keV @ 5.9 keV (Si)
1.0 keV @ 5.9 keV (CdTe)
Spatial resolution ∼20” ∼9” (Si)∼8” (CdTe)
Background in
FOV (4-15 keV)
< 0.1 cnts s−1 keV−1 det−1 (AR)
< 0.05 cnts s−1 keV−1 det−1(QS)
∼0.01 cnts s−1 keV−1 det−1
with collimator
Parameter Mission Requirement Flight Value
Exposure (AR) > 60 s ∼200 s
Exposure (QS) > 120 s ∼150 s
Table 3.4: Instrument and mission requirements for FOXSI-3. Goals for FOXSI-3
included characterizing the emission from quiescent active regions (AR) and placing
constraints on quiet Sun (QS) emission with a higher sensitivity instrument compared
to previous FOXSI campaigns. To achieve improved sensitivity, the effective area (EA)
was increased with additional 10-shell optics modules and the ghost ray background
was reduced through use of a collimator. The mission requirements for exposure time
on sources during flight (active region and quiet Sun) were set to increase statistics for
observations of these faint sources compared to previous FOXSI flights.
3.6.4 FOXSI-2 Flight
FOXSI-2 was launched on December 11, 2014 from WSMR and observed the Sun for
∼6.5 minutes. Despite the initial offset in the expected pointing (mentioned above),
FOXSI-2 successfully observed many solar targets including two microflares, multiple
active regions, and a region of the quiet Sun. The FOXSI-2 flight and analysis of the
observed solar microflares are described in detail in Chapter 5.
3.7 FOXSI-3 Sounding Rocket Experiment
The FOXSI-3 sounding rocket experiment (Figure 3.6) began in March 2016 (project
kickoff), and again, several upgrades were implemented to improve the capabilities of
FOXSI for characterizing small-scale energy release on the Sun. To achieve this goal, we
aimed to increase the sensitivity of our instrument, by both increasing the instrument
effective area (by ∼25%) and decreasing instrumental background by mitigating “ghost
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rays” (see upgrades described in sections 3.7.1, 3.7.2, and 3.7.3). In addition to increas-
ing the sensitivity within the FOXSI energy range, it is also useful for plasma charac-
terization to extend our energy range to include SXRs. The HXR emission observed
by FOXSI is best suited for characterization of hot plasma (> 5 MK) and nonthermal
electrons. With SXR measurements, our instrument would be sensitive to a broader
range of coronal temperatures, down to ∼2 MK. This objective is achieved through a
novel detector technology optimized for 0.5-5 keV, discussed further in Section 3.7.4.
3.7.1 Upgrades to Optics
For the FOXSI-3 experiment, two additional optics modules were upgraded to 10-shell
modules at MSFC, resulting in four 10-shell modules total and three 7-shell modules.
Additionally, the superpolished mandrels for the inner shells of the new modules were
refurbished for the fabrication of these mirror shells.
3.7.2 Collimators
An additional optics component was included to reduce one of the main sources of in-
strumental background for the FOXSI instrument. For Wolter-1 type mirrors, on-axis
photons are focused onto the focal plane by reflecting off of both the parabolic and
hyperbolic mirror segments (left image of Figure 3.7). However, it is also possible for
off-axis photons to reflect off of just one of the mirror segments and intersect the focal
plane (unfocused), contaminating the focused image; these photons are called singly-
reflected rays or “ghost rays” (right image of Figure 3.7) [22].
This ghost ray background reduces our instrument sensitivity and is also difficult
to remove in post-processing due to the complex pattern it creates on our detectors
(Figure 3.9) combined with the typically low statistics of actual ghost-ray observations.
The effective area for doubly- and singly-reflected rays as a function of off-axis source
angle for a FOXSI optics module (7-shell) is shown in Figure 3.8. For off-axis angles
relevant for solar observations (. 30’), we see that sources located greater than 20’ off
axis will produce a ghost ray background on the detector that is roughly 50-500 times
fainter than the signal for an on-axis source (assuming same source brightness).
In order to improve sensitivity for quiet Sun measurements, one of the main goals
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Figure 3.6: FOXSI-3 payload render. The FOXSI-3 sounding rocket experiment in-
cluded several upgrades from previous FOXSI instruments. Two additional optics
modules were upgraded from FOXSI-2 to include ten nested mirror shells, resulting
in four 10-shell modules and three 7-shell modules. Two new CdTe detectors replaced
the FOXSI-2 CdTe detectors and a soft X-ray detector (PhoEnIX) was also added to
the payload. Additionally, two honeycomb collimators were included (attached to Sun-
ward side of optics modules) to eliminate background from ghost rays. The collimator
paired with PhoEnIX includes an additional pre-filter. The SPARCS MASS and LISS
are discussed with Figure 3.4.
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for FOXSI-3 was to demonstrate technology for reducing this ghost ray background.
Throughout the FOXSI-3 design, a number of methods were considered, including cylin-
drical baﬄes, wedge absorbers, and honeycomb collimators. These methods are intro-
duced below; additional information can be found in Ref. [22].
The concept behind the cylindrical baﬄes was to attach long cylindrical shells to
each mirror shell on the Sunward side of the optics modules in order to block ghost
rays beyond a certain angle from entering the optics. One of the main benefits of this
method is that there would be no reduction of effective area within the FOV. However,
it was quickly discovered that the baﬄe length6 (∼30 cm) required to sufficiently block
out ghost rays, determined by the study in Ref. [22], and the constraints of our payload
size made this solution inviable for the FOXSI-3 instrument. Implementation of baﬄes
would be even more challenging for a future space mission.
A more spatially compact method, the wedge absorber, was considered for the spe-
cific case in which there was only one bright ghost ray source outside the FOV. With
this method, an angular section of the Sunward side of the optics would be covered with
a piece of metal thick enough to block X-rays in the FOXSI energy range. This metal
wedge would be aligned in such a way to block ghost rays from a specific source outside
the FOV. The benefits of the wedge absorber solution are that it is very cost-effective,
lightweight, and doesn’t require significant space in the payload. The main downsides
to this method are that the effective area within the FOV is reduced (proportional to
the fraction of mirror area covered by the wedge) and control over the roll of the rocket
would be required to correctly align the wedge to block out the bright ghost ray source.
Additionally, this would not effectively block ghost rays if there were multiple bright
sources outside the FOV in different locations.
The third method considered was a honeycomb collimator. The honeycomb colli-
mator is designed to have a series of parallel channels for light to travel through; these
channels are often fabricated with a hexagonal cross-section to allow for tight packing
of channels. For a honeycomb collimator, the aspect ratio (length / channel diameter)
determines the incident angles beyond which light is blocked. With this design, the
collimator length can be shorter than the baﬄes and yet block essentially 100% of ghost
rays. Given the reduced size compared to baﬄes and the ability to block more than one
6In order to entirely block ghost rays beyond 18’, the baﬄes would have to be ∼75 cm long.
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Figure 3.7: Illustrations of doubly-reflected (left) and singly-reflected (right) photons
through Wolter-1 optics. Doubly-reflected rays reflect on both the paraboloid and hy-
perboloid mirror segments, and are correctly focused onto the focal plane. In addition
to these doubly-reflected rays, off-axis photons can contaminate the image by reflecting
on just one of the two mirror segments and arriving on the focal plane as unfocused
light. Figure from Ref. [22].
ghost rays source (unlike the wedge absorber) the honeycomb collimator was selected
as the best option for FOXSI-3.
For FOXSI-3, two titanium 3D-printed honeycomb collimators were fabricated by
TORAY Precision Co., Ltd. (Figure 3.10), and specifications are given in table 3.5.
The method of 3D-printing is capable of producing a large number of small channels
that maintain parallelism throughout the length of the collimator, which can be dif-
ficult to achieve with other machining techniques. With the FOXSI-3 instrument, it
was determined through simulations that blocking light entering at angles greater than
18’ (aspect ratio ∼ 200) would substantially reduce ghost ray contamination for the
7-shell optics modules. Ghost rays entering the optics at angles smaller than 18’ do not
intersect the focal plane, and hence cannot contaminate the image.
In addition to the aspect ratio, another important factor to consider was the thick-
ness of the walls between channels, as a greater thickness corresponds to greater re-
duction in effective area. The nominal on-axis open area for the FOXSI-3 collimators
was ∼75%, but measurements indicate that the on-axis open area is closer to ∼40%.
This reduction in the effective area, which worsens off axis, is the main downside for
the honeycomb collimator.
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Figure 3.8: Effective area for doubly- and singly-reflected rays as a function of off-
axis source angle for a FOXSI optics module (7-shell). The effective area in this case
incorporates the geometric acceptance area and reflectivity of the optics and considers
all photons intersecting the detector. The ghost ray background from sources at off-axis
locations > 20’ comes mainly from singly-reflected rays off the hyperboloid segment, and
this background is roughly 50-500 times fainter than the signal for an on-axis source
(assuming same source brightness). Image from Ref. [22].
Parameter Nominal Value Measured Value
Hole diameter (mm) 1 0.98 (0.96)
Length (mm) 191 191
Wall thickness (mm) 0.14 0.14 (0.15)
Aspect ratio ∼190 ∼198
Open area ∼75% ∼40%
Table 3.5: Specifications for 3D-printed honeycomb collimator. Measured values are
for the honeycomb collimator used with the PhoEnIX detector. The hole diameter
and wall thickness were measured at both ends of the collimator, with the first value
corresponding to the Sunward side and the value in parentheses corresponding to the
optics side. The hole diameters were measured using a pin gauge, and the calculated
aspect ratio uses the smaller of the two hole diameters (0.96 mm). The open area was
measured through tests at the Stray Light Facility at NASA/MSFC using a 100 m
length beam line. The reduction in measured open area compared with the expected
open area is due to thermal deformation of the collimator structure that was introduced
during in the fabrication process.
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Figure 3.9: Simulation of the ghost ray pattern created by an off-axis source outside the
FOXSI FOV (shown as a black square). The source is 30’ off-axis (i.e., one solar diame-
ter), located at the center of the green “bowtie,” with green representing doubly-reflected
rays. Blue dots represent singly-reflected rays on the paraboloid segments, while those
reflecting on the hyperboloid segment are shown in red. This image demonstrates how
ghost rays from a bright source outside the FOV can contribute a complex, nonuniform
background to FOXSI images. Image produced by Juan Camilo Buitrago-Casas for the
2019 RHESSI Workshop.
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Figure 3.10: Image of a titanium 3D-printed honeycomb collimator, produced by
TORAY Precision Co., Ltd. and used for FOXSI-3. Collimators were flown on FOXSI-3
to demonstrate technology for reducing the ghost ray background observed for Wolter-1
type optics. For this collimator, only the inner four shells of a 7-shell optics module are
collimated, as these shells produce a majority of ghost ray contamination on the focal
plane due to the smaller grazing angles of these shells. Since the off-axis photon angle at
which ghost rays become significant is different for each shell (increasing toward outer
shells) the length of the collimator across the four shells can be graded, which reduces
the component weight and the amount of vignetting. For the FOXSI-3 collimators, the
length starts at ∼190 mm for the innermost shell (blocking photons >18’) and scales
down to ∼140 mm for the outermost collimated shell (blocking photons >25’).
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3.7.3 Fine-Pitch CdTe Detectors
The FOXSI-3 experiment included two new CdTe semiconductor detectors contributed
by JAXA/ISAS and Kavli/IPMU. These detectors have the same dimensions as the
CdTe detectors used for FOXSI-2 (see table 3.3) except for the thickness, which was
increased from 500 µm to 750 µm. To avoid potential noise contamination in flight,
these new detectors were operated with a higher low-energy threshold (∼4.5 keV and
∼5.7 keV) than the Si detectors (see Section 4.7.3). The calibration of these detectors
is presented in chapter 4. In addition to the new CdTe detectors, four previously flown
Si detectors were included in the payload along with a new soft X-ray detector, which
is described below.
3.7.4 PhoEnIX Soft X-ray Detector
One way of characterizing the energy released from small-scale solar events is by con-
straining the differential emission measure (DEM), which describes the temperature dis-
tribution of plasma for a given event or region. In order to produce a well-constrained
distribution, it is important to have observations from instruments that are sensitive
to a broad range of coronal temperatures, particularly in the X-ray regime. For precise
measurements of lower temperature plasma, a soft X-ray detector, the Photon Energy
Imager in soft X-rays (PhoEnIX), was added to the FOXSI-3 payload. PhoEnIX was
a delivered system by the National Astronomical Observatory of Japan (NAOJ) and
Nagoya University, and FOXSI team members from these institutions characterized the
PhoEnIX detector response. The PhoEnIX system includes a CMOS sensor, readout
system, onboard memory, a pre-optics filter, and pre-detector filter.
The PhoEnIX detector, a back-illuminated CMOS (complementary metal oxide
semiconductor) imaging sensor operating in the energy range 0.5 − 5 keV [127], re-
placed one of the HXR detectors in the focal plane and was paired with a 7-shell optics
module. The same grazing incidence optics from previous FOXSI flights could be used
with the PhoEnIX detector since the optics effective area remains high through this
lower energy range (see Figure 1 in Ref. [20]).
Beyond extending the energy coverage of the FOXSI instrument, PhoEnIX offers
unprecedented capabilities for observing the Sun in the soft X-ray regime. Historically,
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Parameter Value
Pixel size 11 µm
Data collection rate (fast) 253 frames/s
4 ms exposure per pixel
Data collection rate (slow) 4.5 frames/s
224 ms exposure per pixel
FOV (fast) 19.4’ × 7.3’
FOV (slow) 19.4’ × 36.3’
Energy range 0.5-5 keV
Energy resolution 170 eV (at 6 keV)
Table 3.6: PhoEnIX specifications and capabilities. The stated energy range is where
the quantum efficiency is >20%. The energy resolution is given for a single pixel event.
Information provided by PhoEnIX team.
it has been difficult to produce spectroscopic images of the Sun in soft X-rays due to the
relatively short lifetime of soft X-ray phenomena in the corona (on the order of tens of
seconds), which requires a high data collection rate. The current best solar soft X-ray
satellite instrument, Hinode/XRT (X-Ray Telescope), uses a series of filters to produce
spectrally integrated images that can be used to estimate the plasma temperature dis-
tribution [83, 128]. This method, however, does not provide fine spectral information,
making it difficult to characterize multi-thermal plasmas.
PhoEnIX offers improvement through its capability to produce images, spectra, and
time profiles of the Sun using single photon counting. This capability is achieved though
a high data collection rate (fast mode ∼ 250 frames/s) which is made possible through
a Zynq SoC (system-on-chip) device (see Ref. [127] for additional details). Due to re-
strictions in data readout, only a portion of the detector (∼20%) was configured for this
fast data collection rate. The remainder of the detector was designed to read out data
less frequently at a rate of ∼4.5 frames/s, providing broader spatial context. For more
information on PhoEnIX specifications and capabilities, see table 3.6.
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3.7.5 FOXSI-3 Flight
For the FOXSI-3 flight, which took place on September 7th, 2018 at WSMR, there was
limited high-energy activity on the Sun, which was not unexpected given the approach-
ing solar minimum. On the day of the launch, there was one aged active region (i.e.
active region with decayed magnetic complexity) on the visible disk, which was a main
target during this flight. In addition to observing this aged active region, we spent a
large portion of the flight observing the quiet Sun, with the goal of placing constraints
on HXRs from a quiescent region. The sequence of targets for the ∼6 minute flight is
shown in Figure 3.11.
Data from the HXR detectors (Si and CdTe strip detectors) do not show any ob-
vious evidence for localized emission at the locations of the bright spots observed by
SDO/AIA, which was not unexpected given the quiet nature of the Sun on our launch
day. However, more detailed analysis by the FOXSI team is underway to search for
any excess emission above background. For this analysis, we will characterize the back-
ground emission and determine if the observed emission near bright regions is consistent
with statistical fluctuations of the background or if the signal exceeds the expected fluc-
tuations.
The most striking data from the FOXSI-3 flight came from the PhoEnIX detector,
which produced the first images of the Sun in SXRs using single photon counting (see
Figure 3.12). In this image, bright SXR emission is found to coincide with the aged
active region observed in SDO/AIA data (see Figure 3.11). Other features of interest
for future analysis include smaller SXR bright points which correspond to brightenings
in EUV and diffuse SXR emission in the northwest region of the Sun.
This image additionally demonstrates the successful implementation of collimator
technology, as there is a striking lack of ghost rays in the image. With this unique
data set, along with coordinated observations in other wavebands, the FOXSI team
will explore the temperature structure of the observed bright regions and place limits
on nonthermal emission from the quiet Sun.
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Figure 3.11: Sequence of solar targets for the FOXSI-3 flight, overlaid on an AIA 193A˚
image. The orange squares show the FOV of a FOXSI Si detector (16.5’ × 16.5’) in
one orientation; for the flight configuration, each detector in the focal plane is rotated
at a different angle from this position, with a shared target center. Target 1 : Aged
active region (134 s). Target 2 : Solar north pole (27 s). Target 3 : Quiet Sun region
(147 s). Target 4 : Return to aged active region (63 s). Image created by Juan Camilo
Buitrago-Casas.
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Figure 3.12: PhoEnIX full Sun mosaic (0.5-5 keV). This is the first soft X-ray image of
the Sun produced via single photon counting. Additionally, this image shows a striking
lack of ghost ray contamination, indicating a successful demonstration of collimator
technology. The overlaid rectangular regions in yellow show the FOV of the fast data
collection portion of the detector (solid) and slow data collection portion (dotted) for
the first FOXSI-3 target (T1). Though both fast and slow portions of the detector were
operating throughout the flight, only the fast portion is shown for targets 2 and 3 (T2
and T3) for simplicity. For target 4, we returned to the same location as target 1 (with
a minor adjustment). With the broad FOV of PhoEnIX (both fast and slow portions),
data from the whole visible disk was collected during the FOXSI-3 flight and a full Sun
image could be produced by the PhoEnIX team.
Chapter 4
FOXSI-3 Detector
Characterization
4.1 Introduction
As introduced in the previous chapter, the FOXSI rocket experiment operates as a
photon-counting instrument, such that the energy, position, and timing is measured for
each individual photon. This information is measured by FOXSI using double-sided
semiconductor strip detectors, some made from silicon (Si) and some from cadmium
telluride (CdTe). For both FOXSI-2 and FOXSI-3, two Si detectors were replaced with
CdTe due to its higher quantum efficiency at higher X-ray energies (> 10 keV) com-
pared to Si.
This chapter will focus on the detector response characterization for the FOXSI-3
CdTe detectors. I played a leading role in this work in collaboration with Dr. P. S. Athi-
ray and Dr. Sophie Musset, both postdoctoral researchers at the University of Minnesota
at the time. I’d also like to acknowledge the contributions of our team members at the
Institute for Space and Astronautical Science (ISAS) and the Kavli Institute for the
Physics and Mathematics of the Universe (IPMU) for the provision of the FOXSI Si
and CdTe detectors and their invaluable contributions to discussions of the detector
response.
In this chapter, I will start in Section 4.2 with a description of semiconductor physics
and how semiconductor materials are used for radiation detection; the discussion in this
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section draws heavily on Ref. [23]. Next, Sections 4.3 to 4.5 will provide details on the
FOXSI detectors and our detector test setup. Finally, Sections 4.6 to 4.8 will present the
measurements for characterization of the detector response and corresponding results.
4.2 Semiconductor Materials and Radiation Detection
4.2.1 Band Theory of Solids
The conductivity of a solid describes the ability for current to flow through a mate-
rial and is determined by the characteristics of the outermost electrons, called valence
electrons, in that particular material. Electrons occupying this outermost shell have
energies falling in a range called the valence band. For insulators, valence electrons
completely fill the outermost shell of each atom, making it energetically difficult for
electrons to move throughout the material; in order for these valence electrons to mi-
grate, they need to be energized to overcome a range of forbidden energies called the
bandgap (typically >5 eV for insulators) and reach energies in the conduction band
(right image in Figure 4.1).
Conversely, for conductors, the valence band overlaps the conduction band such
that the electrons do not need to overcome an energetic barrier to reach the conduction
band (left image in Figure 4.1); this quality allows electrons to more easily flow from one
atom to another. As will be further described in the next section, an additional class
of solids falling in between these two categories, called semiconductors, have unique
characteristics that make these materials particularly useful for radiation detection.
4.2.2 Semiconductor Materials
Semiconductor materials are similar to insulators in that electrons completely fill the
valence band but are distinguished by having a relatively small bandgap (∼1 eV) com-
pared to insulators. With this smaller energy barrier, it is much easier for electrons to
be excited to the conduction band, resulting in a conductivity somewhere between that
of insulators and conductors.
1https://commons.wikimedia.org/wiki/File:Band gap comparison.svg
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Figure 4.1: Illustration of band theory for solids. For conductors (labeled as “metal”),
the valence band overlaps the conduction band; thus the electrons do not need to over-
come an energetic barrier to reach the conduction band, allowing electrons to flow more
easily throughout the material. For insulators, valence electrons completely fill the out-
ermost shell of each atom and must to be energized to overcome a range of forbidden
energies, the bandgap (typically >5 eV for insulators), to reach the conduction band.
Semiconductor materials are similar to insulators, where electrons completely fill the
valence band, but have a relatively small bandgap (∼1 eV) in comparison. With this
smaller energy barrier, it is much easier for electrons to be excited to the conduction
band, resulting in a conductivity somewhere between that of insulators and conductors.
Image under CC A-SA 2.5 license1.
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Electron excitation in semiconductor materials can be caused by thermal energiza-
tion or energy deposition by a high-energy particle or photon. When an electron is
excited to the conduction band, it leaves behind a corresponding “hole” in the valence
band, which effectively acts as a positive charge, creating an electron-hole pair. For each
electron-hole pair, there is an energetic cost for creation, called the ionization energy ,
and the number of electron-hole pairs created is directly correlated with the amount of
energy deposited. The ionization energy is found to be linearly related to the bandgap
[129], with the ionization energy roughly ∼3 times the bandgap (see values for Si and
CdTe in Table 4.1). Semiconductor materials with a smaller bandgap, and hence smaller
, produce more charge carriers for the same incident photon or particle energy.
4.2.3 Charge Transport in Semiconductors
In Applied Electric Field
To measure and study the energy deposited by an incident photon or particle, the
excited electrons and holes (charge carriers) need to be collected. By applying an
electric field across the semiconductor, the holes travel in the direction of the electric
field while electrons travel in the opposite direction at velocities dictated by the strength
of the field and the mobility of the charge carriers (see Table 4.1 for mobilities of Si
and CdTe). This process results in a total current I, which combines the currents of
electrons and holes, that can be measured by corresponding electronics on either side
of the semiconductor.
Diffusion
With a relatively high electric field (∼ 4 × 103 V/cm for FOXSI ) the drift velocities
of electrons and holes are strongly oriented along the direction of the electric field.
However, diffusion also contributes the motion of the particles, leading to a spread in
charge from the original location of energy deposition. This diffusion can be represented
by a Gaussian function over time t with standard deviation σ of
σ =
√
2µkTt
e
, (4.1)
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Parameter Si CdTe
Bandgap (eV) 1.12 1.52
Ionization energy (eV) 3.62 4.43
Electron mobility (cm2 V−1 s−1) 1350 1000
Hole mobility (cm2 V−1 s−1) 480 80
Table 4.1: Properties of Si and CdTe at room temperature (300 K). Values for Si are
from Ref. [5], and values for CdTe are from Ref. [6].
where µ is the mobility, k is the Boltzmann constant, T is the temperature, and e is
the electron charge. Considering this equation, we note that the spread by diffusion can
be mitigated by cooling the semiconductor material and by increasing the electric field2
(and hence velocity), which will decrease the time for diffusion. The spread of charge
carriers from the original event location is relevant to energy estimation and position
accuracy and will be further discussed in Section 4.6.3.
Charge Loss
In the process of collecting charge from an energetic event, there are multiple ways in
which charge can be “lost,” leading to a lower energy estimate of the event. One way
is through the process of recombination, where a hole and electron are attracted to the
same location and are eliminated. Electrons and holes can also be separately attracted to
“traps” made by defects in the material, which also may prevent these charge carriers
from being properly collected. Efficient collection of charge carriers can be achieved
through using a combination of high-purity bulk material and a short charge collection
time; to reduce the likelihood of trapping and recombination, the average carrier lifetime
should exceed the charge collection time. For a CdTe detector similar to those used for
FOXSI, the typical carrier lifetime is ∼3 µs for electrons and ∼0.5 µs for holes3 [130].
2We note, however, that for semiconductor diode detectors, if the electric field is raised too high, it
may cause damage to the detector, including damage to the preamplifier due to high leakage current.
3For FOXSI, with a bias voltage of 200 V and detector thickness of 500 µm, the charge collection
time is around 10 ns for electrons and 100 ns for holes.
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4.2.4 Types of Semiconductor Material
Semiconductor materials can be configured for various purposes by intentionally limiting
or adding impurities. Several types of semiconductor materials, along with their benefits
and drawbacks, are described below.
Intrinsic Semiconductors
Intrinsic semiconductors, which are produced to have very limited impurities, most
closely model the process described in previous sections, where photon/particle events
excite electrons to the conduction band and leave holes in the valence band. This sce-
nario results in an equal concentration of electrons (ni) and holes (pi). For Si, the intrin-
sic carrier concentration for electrons and holes at room temperature is ∼1.5×1010 cm−3
[5].
n-type and p-type Semiconductors
Beyond intrinsic semiconductors, it is possible, and useful for improving detector per-
formance, to add impurities to the intrinsic semiconductor material. Considering Si,
suppose an impurity is added such that a Si atom in the material is replaced with an
atom containing one extra electron, or a “donor” impurity (e.g., phosphorus). In this
scenario, the extra electron is loosely bound to the atom and is more easily energized to
the conduction band. It also does not leave behind a hole and thus, in a material doped
with a donor impurity, called “n-type,” there is a much higher electron concentration
compared to the hole concentration, such that the electrons are referred to as majority
carriers while the holes are minority carriers.
In addition to n-type semiconductors, one can also produce a doped material result-
ing in a higher concentration of holes, called a “p-type” semiconductor. In this case,
again using Si as an example, a Si atom would be replaced with an atom containing one
fewer electron, or an “acceptor” impurity (e.g., boron). When doping with an acceptor
impurity, the holes are the majority carriers and electrons are the minority carriers.
To motivate the use of these impurities, we cite the law of mass action, which requires
that the product of electron (n) and hole (p) concentration for any configuration must
equal the product of electron and hole concentration for the intrinsic semiconductor,
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written as
np = nipi. (4.2)
Given this relationship, any imbalance in the concentrations of electrons and holes
results in a higher charge carrier concentration overall. Dopants are typically added
at less than a few parts per million compared to the intrinsic material concentra-
tion (∼1022 atoms/cm−3 for Si). Considering a donor impurity concentration of ∼1016
atoms/cm−3 added to Si and utilizing the relationship in Equation (4.2), we see that
the doped material has a total carrier concentration that is orders of magnitude larger
than the total intrinsic Si carrier concentration. Thus one of the main benefits of hav-
ing a doped material is that the concentration of charge carriers can be substantially
increased, which increases the conductivity of the material.
By heavily doping a material, the conductivity can be vastly increased, which is
useful for providing electrical contact at the edges of semiconductor detectors; these
heavily doped materials are referred to as n+ and p+.
4.2.5 Semiconductor Junctions
To use semiconductors as radiation detectors, there needs to be a mechanism for col-
lecting charge carriers to be passed on to readout circuitry. One common mechanism
for semiconductors is through use of a p-n junction, which is created when n-type and
p-type materials are joined, as shown in Figure 4.2. As a result of diffusion, electrons
from the n-type material drift toward the holes in the p-type material and holes from the
p-type material drift toward the n-type material. As these electrons and holes combine,
leaving behind positive ions on the n-side and negative ions on the p-side, a central
region without charge carriers is created called the depletion region. Eventually, a state
of equilibrium is reached such that the positive ions on the n-side repel holes on the
p-side and negative ions repel electrons on the n-side. In the depletion region, we note
that charge is configured such that the n-type material is at a positive voltage relative
to the p-type material and that charge carriers from either side would have to overcome
a potential barrier to cross the junction. Charge carriers generated within the depletion
region by incident radiation will drift out of the region according to the electric field
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associated with this potential difference, which makes p-n junctions useful for radiation
detection.
Detector Bias
The properties of a p-n junction can be further manipulated through application of
an external electric field. The scenario in which a positive voltage is set on the p-side
relative to the n-side is referred to as forward bias. Forward bias counteracts the original
potential in the depletion region (discussed in the previous paragraph), reducing both
the potential barrier for charge carriers to overcome and the width of the depletion
region. The result is that the majority charge carriers on each side (electrons for n-type
and holes for p-type) can more easily cross the junction and substantial current can flow,
which contributes to leakage current (see Section 4.2.7). Leakage current can negatively
impact the capability of these devices to detect faint radiation signals.
To reduce the impact of the leakage current, it is beneficial to instead implement
a reverse bias, where a positive voltage is applied to the n-side relative to the p-side.
This configuration serves to increase the potential barrier and expand the depletion
region. With the resulting electric field, the minority carriers from each side drift across
the junction rather than the majority carriers, resulting in a substantial reduction of
leakage current. Because of this benefit, reverse bias is generally preferred for detector
applications.
4.2.6 Semiconductor Detectors
Seeing how a p-n junction is useful for collecting charge from incident radiation, we
can next consider how this concept can be utilized for developing radiation detectors.
For detector applications, it is beneficial to have a “fully depleted” detector, where the
reverse bias voltage is increased such that the depletion region expands across the whole
detector width, maximizing the interaction region for incident radiation. Additionally,
charge carriers don’t have to cross undepleted regions where they might easily recombine.
To transfer the detector signal to a readout system, electric contacts have to be
incorporated on either side of the p-n junction. Care must be taken in the selection of the
4https://commons.wikimedia.org/wiki/File:Pn-junction-equilibrium-graph.svg
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Figure 4.2: Illustration of p-n junction. When p-type and n-type materials (originally
charge-neutral) are joined, electrons from the n-type material drift toward the holes in
the p-type material and holes from the p-type material drift toward the n-type material
as a result of diffusion. As these electrons and holes combine, leaving behind positive
ions on the n-side and negative ions on the p-side, a central region without charge carriers
is created called the depletion region. Given the charge distribution in the depletion
region (see charge density plot), the n-type material is at a positive voltage relative
to the p-type material and hence charge carriers from either side have to overcome
a potential barrier (∆V ) to cross the junction. Charge carriers generated within the
depletion region will drift out of the region according to the electric field associated with
this potential difference (electrons to the right and holes to the left). Image available
under CC-BY-3.0 license4.
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electrode material in order to limit the flow of leakage current. With the planar detector
design utilized for FOXSI, electrodes are included on both sides of the detector. For a
typical fully-depleted, planar detector, a bulk wafer of doped semiconductor material
is joined with a thin layer of heavily doped material, opposite to the dopant type of
the bulk wafer. For the FOXSI Si detectors, the bulk detector material is n-type and
the thin layer of heavily doped material is p+-type [24, 25, 125]. In this configuration,
the p+-type material acts as a “rectifying” contact, such that leakage current is heavily
restricted when reverse bias is applied (described in Section 4.2.5). A blocking contact
with n+-type material is used on the other side of the junction to further restrict flow
of current. Ohmic contacts, which allow current to flow in both directions, can then be
made on top of the p+ and n+ material. Using ohmic contacts alone for semiconductor
materials (i.e., without any rectifying/blocking contacts) would result higher leakage
current.
The FOXSI CdTe detectors, which do not operate as p-n diodes, behave like solid
ionization chambers and are configured with an ohmic contact on one side and a Schottky
barrier on the other side [126, 130]. The term Schottky barrier describes an energy
barrier that is created at the junction of certain metal and semiconductor materials,
and this method can be used to limit leakage current.
If spatial information about incoming radiation is desired, the electrodes described
above are split into segments; charge carriers from a photon event then travel in the
direction of the electric field (according to sign) and the signal is collected by electrode(s)
corresponding to the interaction location. The FOXSI detectors are designed as double-
sided strip detectors (see Figure 4.4), meaning that the electrodes are made to be a set
of orthogonal strips on either side of the detector, providing two-dimensional position
information for each event. More information about the FOXSI detector design is
provided in Section 4.3.1.
4.2.7 Leakage Current
As discussed in Section 4.2.5, when a voltage is applied across a semiconductor detec-
tor, there is a leakage current which exists outside of any photon interactions with the
detector and can interfere with the detection of faint radiation signals. There are two
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types of leakage current to consider, which are bulk and surface leakage current. Sec-
tion 4.2.5 discussed one contribution to the bulk leakage current, the motion of carriers
across the semiconductor junction, which can be reduced through application of reverse
bias voltage. In addition to this source, electron-hole pairs generated through thermal
excitation contribute to bulk leakage current, which can be mitigated through lowering
the operating temperature of the detectors. The FOXSI detectors are cooled, as dis-
cussed in Section 4.5.5, to limit this effect.
Leakage current from the edges of the detector, or surface leakage, may also pro-
duce a significant signal. To reduce these effects, many detectors, including the FOXSI
detectors [125, 126], are designed to have a “guard ring”, or an electrode which is con-
nected to ground, around the perimeter of the detector area. The FOXSI detectors are
measured to have a leakage current on the order of picoamps [125], which is sufficiently
low for our energy range of interest.
4.2.8 Detector Noise
As a signal is processed throughout the detector and associated readout system, there
are a number of random fluctuations in the signal that impact the detector performance
in terms of energy resolution. Starting with when a photon deposits energy in the
detector, there are statistical fluctuations in the number of electron-hole pairs generated.
When examining the occurrence and variance of discrete, independent, and randomly
occurring events, we can consider the Poisson distribution. The Poisson distribution is
described by
P (x) = e−µ
µx
x!
, (4.3)
where P (x) is the probability of x events occurring in a particular time interval given
that µ is the average number of events expected for that time interval. In this distribu-
tion, the variance is described by µ [131].
When measuring the variance in charge carriers generated from a photon interaction,
however, the observed variance is found to be much smaller than the Poisson variance,
scaled down by a factor called the Fano factor (F ). The Fano factor is the ratio of the
observed variance to the Poisson variance. In Ref. [132], F is computed for a number of
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semiconductor materials including Si (F = 0.115) and CdTe (F = 0.10). The resulting
noise from this variance in charge carriers is called Fano noise and is the theoretical
limit to the quality of resolution that can be achieved.
Other types of noise impacting the signal include shot noise from fluctuations in the
leakage current and Johnson noise from resistance in the electrodes. Components of the
ASIC also contribute to electronic noise, including preamplifier noise and Johnson noise
from resistors [133]. The total energy resolution can be computed by adding all noise
contributions in quadrature. For the FOXSI Si detectors, ASIC noise was found to be a
dominant factor in the overall energy resolution within the FOXSI energy range [125].
Polarization
Semiconductor detectors made with CdTe are additionally susceptible to a polarization
effect, which results in degradation of spectral information over time. Polarization is
thought to result from the presence of impurities in the material that trap charges on
timescales longer than the typical charge collection timescale. The effects of polarization
appear over time while the detector is being operated and include worsening of energy
resolution and changes in gain. For CdTe detectors similar to those used for FOXSI, it
has been determined that increasing the bias voltage and operating the detectors at a
lower temperature (< 0◦C) can help to delay the effects of polarization, such that the
detector can be operated over several days without any spectral degradation [134, 130].
Additionally, the effects of polarization are not permanent, and detector functionality
can be restored by turning off the bias voltage for a period of time. For FOXSI, we rarely
operated the CdTe detectors for more than ∼10 hours per day, and so we generally did
not have issues with polarization.
4.2.9 Pulse Processing
Once the charge from a photon or particle event is collected, specially designed circuitry
is utilized to measure the pulse intensity in a series of steps described as pulse processing
(see Figure 4.3). These steps, summarized below, are described in detail in Ref. [23].
During pulse processing, information from the original event is transferred in the form of
analog and digital pulses. Typically, the signal starts as an analog pulse, in which total
event charge (or voltage) is proportional to the pulse amplitude; analog pulses are the
87
input and output of both the preamplifier and shaping amplifier stages of processing,
described below. Systems may then convert these analog pulses to digital pulses, where
amplitude information from the original event is retained through the sequencing of
standardized pulses (e.g., a square wave).
Preamplifier
For semiconductor detectors, the total induced charge Q for an event typically results in
a very small signal, and so a preamplifier is implemented in order to convert this charge
into a more easily measurable quantity. To produce this new signal, the charge collected
by the detector (with capacitance C) is converted to a voltage signal of magnitude ∆V
such that
∆V =
Q
C
. (4.4)
For semiconductor detectors, a charge-sensitive preamplifier is utilized, which is designed
such that capacitance remains constant no matter the input charge and thus the output
signal ∆V is directly proportional to Q. Once a series of events are processed by the
preamplifier, the output appears as a series of voltage steps of varying ∆V which build
upon each other, as seen in Figure 4.3.
Shaping Amplifier
The next stage of processing involves a shaping amplifier, which takes the voltage steps
from the preamplifier and turns them into a train of distinct pulses that can be processed
by a discriminator. First, the preamplifier signal is sent through a high-pass filter, which
retains the rising portion of the voltage step while attenuating the flat portion of the
step; this process allows for ∆V , and hence the information about the original event
charge Q, to be preserved while returning the signal to the baseline in preparation
for the next event. After this step, the signal is sent through a low-pass filter, which
extends the sharp voltage peak created by the high-pass filter over a longer time span to
improve peak measurement in subsequent steps. Additionally, the low-pass filter serves
to attenuate high-frequency noise in the signal.
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Discriminator
The discriminator functions to limit the events being passed on for additional processing,
depending on a set threshold. The discriminator only allows events above this voltage
threshold to continue. For events above this threshold, an analog-to-digital converter
(ADC) can be used to transform the analog signal into a digital pulse. If the device is
used for spectroscopy, such as for the FOXSI detectors, the digital signal is formatted
to preserve the amplitude of the pulse.
4.3 FOXSI Detectors
As noted previously, the FOXSI detectors are designed as semiconductor strip detectors,
made of either silicon (Si) or cadmium telluride (CdTe), where a series of thin electrodes
on the top and bottom of the detectors are arranged perpendicular to each other to
allow for the recording of the two-dimensional position of each incoming photon (see
Figure 4.4). After a photon deposits energy in the bulk semiconductor material, the
resulting charge is collected by these electrodes and read out through low-power, low-
noise application specific integrated circuits (ASICs) [135].
4.3.1 Double-Sided Strip Detector Design
The FOXSI Si detectors are designed as described in Section 4.2.6 and shown in Fig-
ure 4.4. Strips on either side of the detector are placed in contact with aluminum
electrodes, and voltage is applied so that the n-side (HV side) has a positive voltage
with respect to the p-side (LV side). As a result of the p-stops, the n-side has larger
capacitance per strip than the p-side, and hence the p-side has better spectral perfor-
mance [24, 25, 125].
The CdTe detectors are designed instead with an ohmic contact on one side, using
platinum (Pt) strip electrodes, and a Schottky barrier (see Section 4.2.6) on the other
side, where the p-type CdTe bulk wafer is in contact with aluminum (Al) strip elec-
trodes. Voltage is applied such that the Al-side (HV side) is positive with respect to
the Pt-side (LV side) [126]. For the FOXSI CdTe detectors, the Schottky barrier limits
the injection of holes from Al to CdTe, and hence serves to reduce the leakage current
compared to using ohmic contacts alone [130, 134].
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Figure 4.4: Illustration of double-sided silicon strip detector (DSSD) design used for
the FOXSI Si detectors. The detectors are made using an n-type bulk wafer with p+
strips on the “p-side” of the detector and orthogonal n+ strips on the “n-side” of the
detector. The n+ strips are isolated by placing p+ material between each strip, called
“p-stops.” Each strip is then placed in contact with an aluminum electrode. With this
design, a two-dimensional position for each incident photon can be measured. Figure
from Ref. [24].
4.3.2 FOXSI ASIC Design
For pulse processing, the FOXSI Si detectors utilize a specially designed ASIC called
VATA(FOXSI) (see Figure 4.5). The signal is first sent through a charge-sensitive am-
plifier and then the output pulse is shaped in two ways simultaneously, through a fast
shaper and a slow shaper. The fast shaper serves as a method to quickly determine
whether or not the signal on any strip connected to the ASIC received a signal larger
than the set threshold. If any of the strips exceed this threshold, as determined by a
discriminator, a trigger is initiated, which signals that the output of the slow shaper
for all channels should be held for further processing. While the fast shaper is making
this determination, the slow shaper shapes the input pulse using a longer time constant,
producing an output pulse that will allow for a more accurate determination of ampli-
tude. Once the trigger is initiated for an event, the slow-shaped pulse for each channel
is sampled, using sample-and-hold circuitry, and sent to a Wilkinson type analog-to-
digital converter (ADC), where the amplitude is converted to a digital pulse height [25].
The ASIC for the FOXSI CdTe detectors, VATA(SGD), was designed for the Soft
Gamma-ray Detectors on Hitomi, and functions similar to the VATA(FOXSI); one of
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Figure 4.5: Diagram of the VATA(FOXSI) ASIC for the FOXSI Si detectors. The
processing outlined here occurs for each of the 64 strips assigned to each ASIC. In
the “VA” section, the charge collected by the detector is sent through a charge-sensitive
amplifier (CSA) and then the output pulse is shaped in two ways simultaneously, through
a slow shaper and a fast shaper. The fast shaper (“TA” section) serves as a method to
quickly determine whether or not the signal on any strip connected to the ASIC received
a signal larger than the set threshold, as determined by a discriminator. If any of the
strips exceed this threshold, a trigger is initiated, and the output of the slow shaper for
all channels is held for further processing. The slow-shaped pulse for each channel is
sampled and then sent to a Wilkinson type analog-to-digital converter (ADC), where
the amplitude is converted to a digital pulse height. See Ref. [25] for additional details.
Image from Ref. [25].
the main differences is its larger dynamic range, which allows for processing of photons
up to 800 keV [126, 136]. For both the FOXSI Si and CdTe detectors, the ASICs are
configured so that only strips on the Sunward side (LV-side) can trigger an event to be
recorded.
Common Mode Noise
For each recorded event, there is typically only one incident photon, which appears
in 1-2 strips on each side of the detector, depending on where the photon lands and
charge-sharing effects (discussed in section 4.6.3). The rest of the strips will have a
small signal, part of which is based on noise from the electronics that is common to all
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strips on each ASIC (e.g., due to temperature fluctuations), called common mode noise.
For each event, the common mode is calculated in the ASIC by finding the median
digital pulse height of all channels for each event. This common mode value is utilized
in detector calibration and in flight data.
4.3.3 FOXSI Detector Geometry
A FOXSI detector includes four ASICs, each containing sixty-four readout channels,
with two ASICs assigned to each side of the detector (geometry shown in Figure 4.6);
this arrangement results in 128 channels for each side. By using strips rather than pixels,
we gain the same spatial information by only having to read out 256 individual strips
rather than 16,384 individual pixels. However, there can also be challenges with this
approach, particularly if more than one photon event is detected at roughly the same
time at different locations on the detector plane when observing a high-flux source. If
this occurs, two strips on each side of the detector will register a signal, which results in
4 possible locations for the two photons, leading to uncertainty in position estimation.
This possibility should be accounted for when imaging high-flux sources.
As shown in Figure 4.6, for the Si detectors, ASICs 0 and 1 correspond to the n-
side (HV-side) while ASICs 2 and 3 correspond to the p-side (LV-side). For the CdTe
detectors, ASICs 0 and 1 correspond to the Al-side (HV-side) while ASICs 2 and 3
correspond to the Pt-side (LV-side) [125, 126]. These terms will be used to describe the
detector data throughout the rest of the chapter.
Each Al electrode on a Si detector is directly connected to a readout channel on the
ASIC through wire bonds (see left image in Figure 4.7). In this image, two ASICs are
visible, and the other two are on the opposite side of the board. For the CdTe detectors,
an alternate method was used for connecting the electrodes to the readout channels,
due to the challenge of wire-bonding to CdTe and to strips of smaller pitch (60 µm). In
this case, a glass fanout board was attached to the detector through “bump bonding”
with gold/indium stud bumps [126]. This fanout board allows the wire bonds to be
further spread apart so that they are not in danger of touching. With these fanout
boards, all ASICs can be placed on the same side of the detector board (see right image
in Figure 4.7).
Each detector is placed into an aluminum detector housing with a window covered
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Figure 4.6: Diagram of detector configuration for FOXSI Si and CdTe detectors. The
orientation of the ASICs is determined through X-ray alignment procedures performed
at the White Sands Missile Range during the launch campaign. The X and Y axes show
how the image is plotted in the detector plane in the FOXSI software. Each detector is
rotated at a different angle from this position within the focal plane, and this rotation
is accounted for when creating solar images from the flight. Figure produced by Sophie
Musset for internal FOXSI documentation.
with a thin layer of aluminized mylar for X-rays to travel through with minimal atten-
uation. Two flex circuits connect to the detector board and are fed through a slit in
the detector housing to be connected to the rest of the electronics (for communication,
power, bias voltage, etc.). The electronics used to operate the detectors are further
described in Section 4.5.
4.3.4 Field-Programmable Gate Array (FPGA)
For each FOXSI detector, the four ASICs are controlled by a field-programmable gate
array (FPGA), the Actel ProASIC A3P250 [137]. The FPGA serves multiple functions
in the system including: sending the serial control register and commands to the ASIC,
managing clocking, reducing and temporarily storing data, and transmitting the data
stream to the next stage of processing. The FPGA records in the data stream informa-
tion that is important for analysis including the common mode for each ASIC as well
as the trigger time for each event. Additionally, the FPGA serves to reduce the data on
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Figure 4.7: (Left) FOXSI Si detector board. For the Si detectors, two ASICs are on
each side of the detector board and Al electrodes are directly connected to readout
channels on the ASICs through wire bonds. This image shows the back side of the
detector where the flex circuit connectors can also be seen. The detectors are connected
via flex circuits to the Actel board (see Section 4.5.2). (Right) FOXSI CdTe detector
board. For the CdTe detectors, glass fanout boards are bump bonded to the detector
and wire bonded to the ASICs; with these fanout boards, all ASICs can be placed on
the same side of the detector board.
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board; for each event, the highest signal strip on each ASIC, along with the two near-
est neighbors, are stored and included in the data stream to the formatter (discussed
further in next section).
Many parameters that dictate the processing, triggering, and recording of data can
be altered through changes to the FPGA program, including amplifier gains, ADC ramp
speed, etc.. In practice, once the parameters are optimized for a particular detector,
only a few parameters are altered in later test and calibration phases. These parameters
include enabling/disabling of strips and setting the threshold for triggering events; the
function of changing these parameters will be discussed later in the chapter.
4.4 Data Formatting and Software
4.4.1 Formatter FPGA
In the flight configuration, the data stream from all seven individual detectors is sent to
a formatter FPGA, which packages the data for telemetry [137]. Each data frame, sent
at a rate of 500 frames/s during the flight, is made up of 256 16-bit words, which includes
housekeeping information along with data from each detector. The data recorded for
each detector in each frame includes the overall trigger time, the highest value strip
and two nearest neighbors (both location and ADC value), and common mode for each
ASIC. These data are saved for all four ASICs for simplicity in processing by the FPGA;
we note that two of the ASICs per trigger will not include a photon event. A table of
the full formatter data packet can be found in Ref. [137].
4.4.2 Ground Support Equipment (GSE) Software
After packaging by the formatter FPGA, the data is sent to data acquisition software,
referred to as the ground support equipment (GSE) software, which was created by the
original FOXSI-1 team in C++. Through the GSE GUI, data for each detector are
visualized in real time, both via images and light curves, and the data can be written as
a binary file. Additionally, commands can be sent through the GSE, including changes
to the bias voltage and actuation of the attenuators.
Along with the flight software described above, another version of the software was
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created for test purposes, which allows for analysis of data from a single detector. This
version skips the formatter FPGA stage of processing, taking the data stream directly
from the detector FPGA, and saves ADC values for all strips, not just the highest-valued
strip plus nearest neighbors. Both versions of the software are used for detector testing
and calibration, and will be discussed further in section 4.5.4.
4.5 Test and Calibration
4.5.1 Detector Response
In order to utilize the data we collect during flight for scientific analysis, it is essential
to understand and accurately characterize the detector response. The main components
of the detector response that we want to measure are the gain, energy resolution, and
detector efficiency. The gain calibration serves to convert the intensity of each event,
which is given in the data stream as an arbitrary ADC value, into the meaningful quan-
tity of photon energy. This calibration is accomplished through measuring radioactive
sources with emission lines at known energies, and relating the measured ADC values
to these known energies. Additionally, these data can be used to probe the energy reso-
lution of the detectors through measurements of the full width half maximum (FWHM)
of the emission lines. Data collection and processing for the gain calibration and energy
resolution are described in section 4.6.
Another component of the response is the efficiency, which tells us what fraction of
photons incident on the detector end up recorded as events. Many factors impact the
efficiency, including the characteristics of the semiconductor material used, absorption
before reaching the bulk detector material, and the trigger threshold selected. These
factors correspond to three main components of the efficiency curve, which are described
in Section 4.7: photoabsorption efficiency, transmission efficiency of the detectors elec-
trodes (in the optical path), and low-energy threshold trigger efficiency.
Of these factors, the photoabsorption and electrode transmission efficiencies are
characterized by computing the theoretical efficiency curves using the X-ray attenua-
tion tables5 offered by the Center for X-ray Optics at Lawrence Berkeley National Lab-
oratory (LBNL) and information about the detector dimensions. For the low-energy
5http://henke.lbl.gov/optical constants/atten2.html
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threshold trigger efficiency, we consider two methods, one using measurements in the
lab with radioactive sources and one using measurements of a synchrotron beam at the
LBNL Advanced Light Source (ALS) facility. These measurements are described in
Sections 4.7.3 and 4.8.
4.5.2 Flight Setup
Calibration data can be collected from detectors within the focal plane used for flight.
The focal plane can hold up to seven semiconductor strip detectors, and the placement
of detectors in the focal plane is demonstrated in Figure 4.8. Thermal blanketing is
wrapped around the focal plane to aid in isolating the detectors when cooling the system
to operating temperatures. The setup additionally includes three electronics boards: the
Actel board, formatter board, and power board. The detectors are connected via flex
circuits directly to the Actel board, which houses each individual detector FPGA. The
formatter board, which houses the formatter FPGA, is connected to the Actel board
such that it receives the data stream from each detector FPGA. Finally, the power board
distributes power to the detectors and other boards (Actel, formatter) and supplies the
bias voltage to the detectors.
4.5.3 Test Setup
In addition to the full focal plane setup, we also occasionally utilize a prototype elec-
tronics test board (hence, “prototype board”) which is designed to power and readout
a single detector (see figure 4.17). This setup is particularly useful for initial testing of
new detectors before they are installed in the focal plane and for troubleshooting, and
has more recently been utilized for experiments at a synchrotron facility due to its more
compact size; these experiments are described in detail in section 4.8.
4.5.4 Data Collection Modes for Test and Calibration
Data can be collected from the detectors via two interfaces: USB mode and formatter
(flight) mode. The USB interface is used mainly for test purposes. In this collection
mode, data from all strips is saved for a single detector and is written to a text file.
Data can be collected through the USB interface for either single detectors in the focal
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Figure 4.8: (Top left) Chiller plate for the FOXSI flight setup. An insulated hose is
attached to the LN2 inlet to pump cold nitrogen (gas at this point) into the chiller
plate. The cold nitrogen then travels along the displayed nitrogen channels to enable
cooling of the plate and the FOXSI detectors. (Top right) Focal plane configuration for
the FOXSI rocket. Each detector board is placed within a detector housing, which can
then be attached to the chiller plate, which serves as the focal plane. Seven detectors
can be included in this structure at once. (Bottom) Setup of the FOXSI focal plane
for lab calibration. The focal plane contains the FOXSI detectors and appears at the
bottom in this image, wrapped in thermal blanketing. Electronics boards are layered
above the focal plane, including the Actel board, formatter board, and power board.
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plane or a single detector connected to the test electronics board. The formatter mode is
designed for data collection during flight and can only be used with the focal plane setup.
In this mode, information for only the highest-value strip and two nearest neighbors is
saved to a binary file for each ASIC of each detector for each event. For the flight, the
amount of data to be transmitted is restricted due the flight telemetry rate6 of 2,048
kilobits/s (kbps).
4.5.5 Cooling Systems
In order to effectively operate our detectors, they need to be cooled to temperatures
below -10◦C. These lower operating temperatures help to reduce leakage current and
trigger noise (see Sections 4.2.7 and 4.2.8). An additional requirement for the FOXSI-3
CdTe detectors was to cool/warm them at a slow rate (5◦C hr−1). This rate was imposed
to prevent damage from differential thermal expansion to the “bump bonds” which
connect the CdTe sensor to the readout system. To satisfy these cooling requirements
for our different test setups, we have utilized a variety of methods, which are described
below.
Liquid Nitrogen
A controlled liquid nitrogen (LN2) cooling system is used to cool the detectors in the
flight configuration. For flight, the detectors are housed in a chiller plate, and cold
nitrogen (gas form by the time it reaches the chiller plate) is fed into the plate via an
insulated hose. The chiller plate is designed with channels, shown in Figure 4.8, such
that the cold nitrogen vents throughout the plate, cooling the detectors and purging
the system to prevent condensation that could harm the electronics.
The flow of nitrogen is regulated using a Sigma temperature controller and solenoid
valve. A temperature sensor on the chiller plate is connected to the controller, and the
controller compares the measured temperature to the programmed setpoint tempera-
ture. Based on this measurement, the controller signals to the solenoid valve whether
the system needs to be cooled and how quickly, and this signal determines the duty cycle
6For each FOXSI frame, 256 16-bit words are needed to convey all the necessary information (see
Section 4.4.1) for three strips per ASIC per detector. With a telemetry rate of 2,048 kbps, frames of
this size can be transmitted at a rate of 500 frames/s (256 words/frame × 16 bits/word × 500 frames/s
= 2,048 kbps).
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fraction for which the valve will be open/closed for nitrogen flow. To safely cool the
CdTe detectors for the FOXSI-3 flight, one of our team members, Dr. Sophie Musset,
programmed the controller to cool (and warm) at a specified rate of 5◦C hr−1.
As an additional safety measure, another temperature sensor on the chiller plate is
connected to an emergency shutoff system. This system exists to prevent the detectors
from cooling to a dangerously low temperature where they might be damaged; if the
system measures a temperature less than -50◦C, the solenoid valve is closed, halting the
flow of nitrogen.
The controlled LN2 cooling system is used for cooling during ground tests of de-
tectors in the focal plane and also for cooling prior to the launch. For launch, the
cooling equipment described above is connected to the launch rail and the cooling rate
is monitored from the command uplink center. During the launch, the nitrogen hose
breaks away from the experiment, and the experiment is not actively cooled during the
flight. To account for warming during the flight, the system is cooled ∼10◦C below the
operating temperature necessary for limiting noise. For FOXSI-1 and FOXSI-2, the de-
tectors were cooled to a pre-flight temperature between -35◦C and -30◦C, and a 5−10◦C
increase in temperature was observed during the flight. For FOXSI-3, concerns about
possible temperature-related damage to the bump bonds for the new CdTe detectors
resulted in cooling the focal plane to a higher pre-flight temperature of -25◦C to -20◦C.
4.6 Gain Calibration
4.6.1 Data Collection
Data for gain calibration of the new FOXSI-3 CdTe detectors (FEC07 and FEC09) were
collected mainly in the flight setup, which was cooled to -10◦C using a liquid nitrogen
cooling system. Dry air flow (dewpoint temperature of -40◦C) was introduced between
the electronics boards to prevent condensation. A bias voltage of 200 V was used.
Data was collected from multiple radioactive sources including, Cr-51, Fe-55, Am-
241 and Ba-133. The energies of the emission lines for these sources are shown in Table
4.2, and the lines utilized for gain calibration are shown bold. In the flight setup, one
detector is illuminated at a time by a sealed radioactive source that is placed underneath
the focal plane. The source is placed directly under the detector to be tested, facing
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Energies (keV)
Cr-51
4.95 (V Kα)
5.43 (V Kβ)
Fe-55
5.90 (Mn Kα)
6.49 (Mn Kβ)
Ba-133
30.63, 30.98 (Cs Kα)
34.92, 34.99 (Cs Kβ)
Am-241
13.76, 13.95 (Np Lα)
16.82, 17.06, 17.51, 17.75, 17.99 (Np Kα)
20.78 (Np Lγ)
26.34 (Am γ)
59.54 (Am γ)
Table 4.2: Peak energies for gain calibration. This table includes the prominent X-ray
emission lines for radioactive sources measured with the FOXSI detectors. The analysis
presented in this chapter utilizes the lines in bold for the gain calibration; future analysis
will seek to incorporate additional lines. Lines in close proximity (within the FOXSI
energy FWHM) are blended in the data, and thus the peak energy utilized for the
calibration is a weighted average of these lines. Values from Ref. [7].
the detector window, and data files are recorded. This process is repeated for each of
the available sources for each detector.
4.6.2 Data Processing
The data collected is processed for gain calibration in IDL. First, a given data file is
read in and formatted as an IDL structure. This structure includes essential information
about each event, including the event location (ASIC and strip numbers), intensity
(ADC value), and data quality. From this structure we construct histograms showing
the number of events per measured ADC value; these histograms can be displayed on
a strip-by-strip basis or ASIC-by-ASIC basis. Once the data is in histogram form, it is
possible to combine data from multiple files from the same detector observing the same
source by adding histograms together to increase statistics.
Next, a peak-finding algorithm is used to identify the location of the emission lines
of known energies in ADC space for each strip. In this algorithm, a range of ADC
values is provided by the user indicating where to look for the peak, and the peak
location is determined by computing the center of mass (ADC value) of the peak over
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the provided range. This computation is completed for each emission line indicated
by the user for each radioactive source utilized. At this point, we have an ADC value
corresponding to each known energy, and a spline interpolation is performed of energy
vs. ADC value to produce the gain calibration curve for each strip. Using these curves,
we can assign an energy to any event observed by our detectors in the FOXSI energy
range. Calibrated Am-241 and Fe-55 spectra from FEC07 and FEC09 are shown in
Figures 1.9 and 1.10. The spectra from the Pt-side (ASICs 2 and 3) have better energy
resolution than those from the Al-side in our configuration, and hence data from the
Pt-side ASICs are typically used for event energy estimates.
4.6.3 Single-strip and Multi-strip Events
In the FOXSI energy range, we observe effects of charge sharing with the fine-pitch
CdTe detectors. Charge sharing is the phenomenon where a single photon creates a
significant signal on more than one strip as a result of diffusion of charge carriers (see
Section 4.2.3). When reconstructing our spectra, it is important to account for events
that occur over multiple strips so that an accurate photon energy can be computed.
When performing a gain calibration, we reduce the data to only single-strip events so
that our estimate of peak position is not skewed by lower ADC values measured during
split events.
To reduce the data to only single-strip events, we first set a high ADC threshold
value (thrH) and require an event to be above this threshold to be included in the
analysis. For each radioactive source, we can place this high threshold just below the
lowest-energy peak of interest. At this point, if an event has more than one strip with
ADC value higher than this threshold on Pt side, it is considered a multi-strip event and
removed from the analysis. Then we take the remaining events, those having just one
strip above the high ADC threshold, and consider the neighboring strip on each side (see
Figure 4.11). If the neighboring strips are both below a second lower ADC threshold
value (thrL), the values are considered likely to be noise rather than a signal, and the
event is counted as a single-strip event. If either of the neighboring strips exceeds this
low threshold, the event is categorized as a multi-strip event and removed from the gain
calibration.
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Figure 4.9: Calibrated Fe-55 (top) and Am-241 (bottom) spectra for FEC07. Data from
the Pt-side (ASICs 2 and 3) are shown, and each plot combines the counts from all 64
strips read out by that ASIC. The method described in Section 4.6.3 is utilized to reduce
the data to include only single-strip events. Peak energies of prominent emission lines
from these sources are shown in Table 4.2. For the Fe-55 spectra, the 5.9 keV line is
dominant in intensity and the 6.5 keV line cannot be separately resolved. For the Am-
241 spectra, we observe some low-energy tailing of the highest-energy line (59.5 keV).
This effect appears as a result of incomplete charge collection for an event, and the
effects can be more dramatic at higher energies. The consequence of this tailing is a
worsened energy resolution. We note, however, that this line is well outside the FOXSI
energy range (4-20 keV).
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Figure 4.10: Calibrated Fe-55 (top) and Am-241 (bottom) spectra for FEC09. Data
from the Pt-side (ASICs 2 and 3) are shown, and each plot combines the counts from
all 64 strips read out by that ASIC. The method described in Section 4.6.3 is utilized to
reduce the data to include only single-strip events. Peak energies of prominent emission
lines from these sources are shown in Table 4.2. For the Fe-55 spectra, the 5.9 keV line
is dominant in intensity and the 6.5 keV line cannot be separately resolved. For the Am-
241 spectra, we observe some low-energy tailing of the highest-energy line (59.5 keV).
This effect appears as a result of incomplete charge collection for an event, and the
effects can be more dramatic at higher energies. The consequence of this tailing is a
worsened energy resolution. We note, however, that this line is well outside the FOXSI
energy range (4-20 keV). Additionally, a significant difference in total counts is observed
between ASIC 2 and ASIC 3, which may result from increased trigger noise for ASIC 3.
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Figure 4.11: Illustration of event selection for analyzing single-strip events. For flight
data collection mode, the formatter FPGA selects the highest value strip and two nearest
neighbors to be recorded. To select single-strip events only, a high ADC threshold is
applied (thrH) and events must have only one strip above this threshold to be included
in the analysis. A low ADC threshold (thrL) is then applied to the remaining events;
if the neighboring strips are both below this threshold, the value is considered likely to
be noise rather than a signal, and the event is counted as a single-strip event.
A comparison of raw Am-241 spectra including all events to spectra with only single-
strip events is shown in Figure 4.12; we note that the single-strip spectra are much
cleaner, with less low-energy tailing on the emission lines, particularly for the 59.4 keV
line. For the single-strip spectra shown, ADC thresholds of thrH = 70 and thrL = 10
were used. For Am-241, the first peak of interest for our gain calibration is at 13.9 keV,
corresponding to an ADC value of ∼100, and so a high threshold of 70 allows for
the single-strip events in this line to be retained while rejecting 13.9 keV events with
substantial charge sharing. The selected low ADC threshold is relatively conservative,
where we consider any neighboring strip with an ADC value above 10 to be part of a
multi-strip event rather than noise. Though this low threshold results in us throwing
out a small fraction of actual single-strip events, it is beneficial for reducing low-energy
tailing on the emission lines. The low and high energy thresholds can be changed
between data files to account for intermittent noise or differences in peak location (e.g.,
lower peak energy of ∼5.9 keV for Fe-55).
4.6.4 Energy Resolution
With calibrated spectra, we can then compute the energy resolution of our detectors at
different energies by examining the full-width-half-maximum (FWHM) of the measured
emission lines. To determine the FWHM, an energy range in which to look for a partic-
ular peak is provided and a spline interpolation is performed on data within this range.
106
0 200 400 600
ADC
0
50
100
150
200
AS
IC
 2
 (c
ou
nts
/st
rip
)
Multi-strip
Single-strip
0 200 400 600
ADC
0
50
100
150
200
AS
IC
 3
 (c
ou
nts
/st
rip
)
Multi-strip
Single-strip
Figure 4.12: Comparison of raw Am-241 spectra from FEC07 with all events vs. only
single-strip events (thrH=70 ADC, thrL=10 ADC). The single-strip spectrum allows for
improved energy resolution and more accurate peak-finding, since partial values from
split events are not included to skew the estimate of peak position.
Once the data is interpolated and the maximum of the curve is determined, the two
energies where the counts correspond to the half-maximum are located; the difference
between these two energies gives an estimate of the FWHM. This value can be calculated
for each ASIC (all strips combined) or for each individual strip. The energy resolution
for ASICs 2 and 3 of the FOXSI-3 CdTe detectors are shown in table 4.3. The apparent
sudden increase in energy resolution between the 13.9 keV line and 17.6 keV line for
each ASIC likely results from the broader range of line energies involved in the 17.6 keV
complex (see Table 4.2).
Through data collection and analysis of the strip-by-strip energy resolution (see
Figure 4.13), we observed spatial and temporal variation in the FWHM. For ASIC 2 of
FEC07, a worsening of the energy resolution is observed for the higher strip numbers
(& 50), corresponding to the edge of the detector. There is also a hint of this pattern for
ASICs 2 and 3 of FEC09 at the edges of the detector (higher strip numbers for ASIC 2
and lower strip numbers for ASIC 3), though the effect isn’t as strong. This worsening
of energy resolution may result from a nonuniform field toward the edge of the detector,
which was also observed for the FOXSI-1 Si detectors [137].
In addition to spatial differences in the energy resolution, we also occasionally ob-
served changes in the FWHM over time. While the average FWHM for FEC07 mostly
remained consistent between data files, the average FWHM varied between files for
FEC09, with a difference up to 0.2 keV. This intermittent broadening of peaks may
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ASIC 2 ASIC 3
Energy (keV) FWHM (keV) FWHM (keV)
FEC07
5.9 1.0 1.1
13.9 1.0 1.0
17.6 1.5 1.5
59.4 1.9 1.8
FEC09
5.9 1.2 1.2
13.9 1.2 1.2
17.6 1.6 1.5
59.4 1.9 1.8
Table 4.3: Measurements of energy resolution for FEC07 and FEC09.
be a result of temperature fluctuations in the focal plane; throughout the calibration
process, we found the performance of the FOXSI-3 detectors to be particularly sensitive
to small increases in temperature above -10◦C, on the order of a few degrees.
4.7 Detector Efficiency
4.7.1 Photoabsorption Efficiency
When characterizing the detector efficiency, we consider multiple components: pho-
toabsorption efficiency of the sensor material, electrode transmission efficiency, and
low-energy threshold (LET) trigger efficiency. For the photoabsorption efficiency, we use
X-ray attenuation tables7 offered by the Center for X-ray Optics at Lawrence Berkeley
National Laboratory (LBNL), which provide the attenuation length λ(E) over energy
for various materials, including Si and CdTe. The efficiency ph of X-ray absorption by
a given material is described by
ph(E) = 1− e−t/λ(E), (4.5)
where t is the thickness of the material. The photoabsorption efficiencies of the FOXSI
Si detectors (t = 0.5 mm), FOXSI-2 CdTe detectors (t = 0.5 mm), and FOXSI-3 CdTe
7http://henke.lbl.gov/optical constants/atten2.html
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Figure 4.13: These plots show the FWHM of the 5.9 keV line for each strip on the
Pt-side of FEC07 (top) and FEC09 (bottom) for different data files (shown in different
colors) collected with an Fe-55 source. Values in parentheses in the legend indicate the
approximate number of events in the 5.9 keV peak for each data file, and solid lines
show the average FWHM for all strips per ASIC for a given data file. For FEC07,
the FWHM substantially worsens for the strips on ASIC 2 that are towards the edge
of the detector (strip number & 50). For FEC09, we observe a change in the FWHM
over time, corresponding with a broadened pedestal, particularly at the edges of the
detector (higher strip numbers for ASIC 2 and lower strip numbers for ASIC 3). This
intermittent broadening of peaks may be a result of temperature fluctuations in the
focal plane.
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detectors (t = 0.75 mm) are shown in Figure 4.14.
4.7.2 Electrode Transmission Efficiency for CdTe Detectors
The electrodes for the CdTe detectors are made of thin layers of platinum (Pt) and gold
(Au), and absorption of X-rays by these materials is significant enough to include this
effect in our response. Each of the 128 electrodes spans the length of a detector side
(7.7 mm) and has a width of 50 µm, covering ∼56 of the total detector area; the Pt layer
has thickness tPt∼50 nm and the Au layer has thickness tAu∼100 nm. To compute the
transmission efficiency, we consider two possibilities: the incoming X-ray passes through
(1) a region of the detector covered by an electrode, or (2) a region not covered by an
electrode. The transmission efficiency for the electrode region (elec) can be computed
by multiplying the transmission efficiencies for the layers of Au (Au) and Pt (Pt) such
that
elec(E) = Pt(E) · Au(E) = (e−tPt/λPt(E))(e−tAu/λAu(E)), (4.6)
where the attenuation lengths for Pt (λPt) and Au (λAu) come from the LBNL X-
ray attenuation tables. The probability of an X-ray falling in an electrode region is
equivalent to the fraction of the detector area covered by electrodes, ∼56 . Since the
remaining ∼16 of the detector area is open, the total transmission probability (T ) is
given by
T =
5
6
elec +
1
6
. (4.7)
The electrode transmission efficiency for the CdTe detectors is shown in Figure 4.14
4.7.3 Low-Energy Threshold Trigger Efficiency
Additionally, we need to characterize the LET trigger efficiency, which depends on
our choice of the low-energy trigger threshold Vth. The trigger threshold needs to be
carefully selected to block noise triggers while also allowing a sufficiently high efficiency
for measurements in the FOXSI energy range.
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Figure 4.14: (Top) Photoabsorption efficiency for the FOXSI Si and CdTe detectors.
The photoabsorption efficiencies for the FOXSI-2 and FOXSI-3 CdTe detectors, 0.5 mm
and 0.75 mm thick, respectively, are essentially the same within the FOXSI energy
range. With CdTe, the efficiency is enhanced for higher energies (> 10 keV) compared to
Si. (Bottom) Electrode transmission efficiency for the FOXSI CdTe detectors compared
with the photoabsorption efficiency alone. The electrodes on the Sunward side of the
CdTe detectors are made of thin layers of Pt and Au, and absorption by these materials
has a substantial impact on the detector efficiency at the lower end of the FOXSI energy
range, particularly below 10 keV.
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Method
The process we use for determining the LET trigger efficiency, described below, follows
that of Ref. [126]. The trigger threshold that we set, Vth (arbitrary unit), is assumed to
be linearly related to the energy threshold Eth, such that Vth = GEth, where G (gain)
is a constant. Say we are measuring a radioative source with an emission line centered
near the lower end of our energy range at E0. In our case, we use an Fe-55 source
with emission line centered at ∼5.9 keV. As we incrementally increase Vth, and hence
Eth, to higher values, we observe a reduction in triggers as fewer events exceed this
threshold. If we assume that the pulse height spectrum is Gaussian in shape with fast
shaper uncertainty σ, the count rate from this line as a function of Eth can be described
by
C = C0
[
1− 1√
2piσ
∫ Eth
−∞
exp
[
− (E − E0)
2
2σ2
]
dE
]
, (4.8)
where C0 is the count rate for a trigger efficiency of 100%. This can be rewritten in
terms of a complementary error function such that
C =
C0
2
erfc
[
Eth − E0√
2σ
]
=
C0
2
erfc
[
GVth − E0√
2σ
]
(4.9)
By measuring the count rate C from a radioactive source with an emission line centered
at E0 across a range of values of Vth, such that corresponding Eth values extend suffi-
ciently far below and above E0, the above function can be fit to measurements of C vs.
Vth to empirically determine values for G, σ, and C0. Once these values are determined,
we can calculate the efficiency tr (C/C0) over energy E for a fixed value Vth such that
tr =
1
2
[
erf
(
E −GVth√
2σ
)
+ 1
]
. (4.10)
The measurements made to determine the LET trigger efficiency in this way for the
FOXSI-3 CdTe detectors are described in the next section.
Data Collection
Data for the LET trigger efficiency was taken with the detectors in the flight setup,
cooled to -10◦C. An Fe-55 source, with an emission line centered at E0 = 5.9 keV,
112
was used for this measurement since the emission energy is near the lower end of the
FOXSI-3 range. Consecutive integer values of Vth over a broad range were tested by
altering the value in the FPGA code.
In order to decently characterize the shape of the count rate vs. Vth, we wanted to
collect data for a broad range of Vth values. For the beginning of the range, we started
with a threshold below the desired Vth for flight and just above where the data would
become noise dominated; for both FEC07 and FEC09, this value was Vth = 4. We
continued to increase Vth in increments of one until the count rate measured from the
Fe-55 source was significantly reduced (< 1 count s−1), which was Vth = 13 for FEC07
and Vth = 12 for FEC09.
One detector was tested at a time, and for each Vth, the Fe-55 source was carefully
placed directly under the detector and a data file was collected over ∼5 minutes inte-
gration time (count rate varied with Vth). It was important to place the source close to
the same location for each measurement since substantial changes in the distance of the
source to the sensor would affect the count rate.
Data Processing
Once a data file is collected for each value of Vth, the method described above for
analyzing the data can be implemented via an IDL procedure (efficiency.pro) developed
by the FOXSI team. The procedure first produces calibrated spectra from each data
file using the gain calibration curve for that particular detector. Then the count rate
C for each Vth value is determined by integrating the counts from the 5.9 keV emission
line (using a range of 4-8 keV) in the corresponding spectrum and dividing the total
counts by the livetime. Equation 4.9 is then fit to the C vs. Vth data, and the resulting
fit parameters can be used to determine the LET trigger efficiency for a chosen Vth
according to Equation 4.10. For the FOXSI-3 CdTe detectors, this process is completed
separately for each detector, with the efficiency averaged between Pt-side ASICs (ASICs
2 and 3).
Results for FOXSI-3 CdTe Detectors
I contributed to data collection for determining LET trigger efficiency for the FOXSI-3
CdTe detectors and was in charge of analyzing this data. Figure 4.15 shows the results
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for LET trigger efficiency, using the flight Vth values (Vth = 7 for FEC07 and Vth = 9
for FEC09). Through this analysis, the energy threshold for FEC07 is estimated to be
Eth ∼ 4.5 keV (G ∼ 0.64), and the threshold for FEC09 is estimated to be Eth ∼ 5.7 keV
(G ∼ 0.63). Qualitatively, these curves appear reasonable when compared to the LET
trigger efficiency computed for the FOXSI-2 CdTe detectors in Ref. [126] (i.e. similar
slope). We might expect the curves to be similar for the FOXSI-2 and FOXSI-3 CdTe
detectors considering that they utilize the same ASIC version and have a similar energy
resolution.
However, when examining the fit of equation 4.9 to the C vs. Vth data corresponding
to these efficiency curves for FEC07 and FEC09, we find that the model is not consistent
with all the data points within statistical error in our analysis, and occasionally there is
a substantial deviation between the data and model. There are a few possible causes for
this issue. Since we occasionally observed intermittent trigger noise with these detectors,
we suspect that some of the integrated count rates from 4-8 keV may be contaminated
by a broad pedestal, while other values are not. This would affect the validity of the
model defined in equation 4.9, since a Gaussian emisson line was assumed.
More strikingly, we observe large variations in efficiency on a strip-by-strip basis,
which has not been the case for previous FOXSI detectors (Si or CdTe). This variation
is demonstrated in Figure 4.16, where the relative efficiency of each strip for ASICs 2
and 3 of FEC09 are plotted. Here, the relative efficiency compares the 5.9 keV line
intensity when Vth = 7 to the intensity when Vth = 4 for each individual strip. We see
that for some strips, the intensity is comparable for the two thresholds, while for other
strips, the intensity drops dramatically when the threshold is increased from Vth = 4
to Vth = 7. This result indicates that the value of Vth correponds to a different energy
threshold for different strips. Therefore, in order to accurately characterize the efficiency
for these detectors, it is important to consider the LET trigger efficiency on a strip-by-
strip basis. This efficiency will be characterized in the future through analysis of data
from our experiments at the LBNL synchrotron facility, described in the next section.
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Figure 4.15: Low-energy threshold (LET) efficiency plots for FOXSI-3 CdTe detectors.
To reduce noise triggers, the threshold Vth was increased for both FEC07 and FEC09
during the launch campaign (initial values Vth ∼ 4-5). (Top) For FEC07, the thresh-
old for flight was Vth = 7, which corresponds to an energy threshold Eth ∼ 4.5 keV
(G ∼ 0.64). (Bottom) For FEC09, the threshold for flight was Vth = 9, which corre-
sponds to an energy threshold Eth ∼ 5.7 keV (G ∼ 0.63).
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Figure 4.16: Relative efficiency of each strip for ASICs 2 and 3 of FEC09. The relative
efficiency is defined here as the normalized ratio of counts in the 5.9 keV line (integrated
over 4-8 keV) for a threshold of Vth = 7 compared to a threshold of Vth = 4. Error
bars represent statistical error. We see that for some strips, the intensity is comparable
for the two thresholds, while for other strips, the intensity drops dramatically when the
threshold is increased from Vth = 4 to Vth = 7. This result indicates that value of Vth
corresponds to a different energy threshold for different strips. In order to accurately
characterize the efficiency for these detectors, it is important to consider the LET trigger
efficiency on a strip-by-strip basis. Strips without a data point in this plot correspond
to strips that have been disabled due to noise.
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4.8 Measurements at Synchrotron Facility
The above methods have historically provided a way for the FOXSI team to estimate the
detector efficiency using the same lab setup as is used for the detector gain calibration.
However, an improved way of making this estimate would be to measure the overall
efficiency directly by illuminating the detectors with a beam of well-known flux over
energy; by comparing the incoming flux to the flux measured by the detectors, the
efficiency over energy can be calculated. To improve our efficiency measurements, and
explore charge-sharing effects, we have proposed experiments and made three trips so
far to a synchrotron beam at the LBNL Advanced Light Source (ALS) facility.
At the ALS, we utilized beamline 3.3.28 with invaluable support from the beamline
scientist, Alastair MacDowell, and several beamline technicians. This beamline can
be operated over the energy range 4-20 keV as either an unfocused white beam or
monoenergetic beam. The experimental setup, measurement plan, and preliminary
results are described next.
4.8.1 Experimental Setup
Our beamline experiments required the development of a setup where we could power
and read out individual FOXSI detectors at cooled temperatures (-10◦C) within the
space constraints. In addition, we needed to be able to control beam parameters, in-
cluding size, position, and energy, and characterize the incident beam flux for efficiency
measurements. The specifics of the experimental setup used to achieve these goals are
described further next.
Experimental Hutch
The beamline that we used for our experiment is designed such that a bending magnet
redirects relativistic electrons in the storage ring, producing an X-ray beam which is
directed towards a small experimental hutch. For safety purposes, the X-ray beam can
only be transmitted to the experiment hutch if the hutch is properly sealed. In this
space, ∼ 1× 1 m2 of table surface area was available for us to set up our experiment in
the beam’s path (see Figure 4.17).
8More info at https://als.lbl.gov/beamlines/3-3-2/.
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Figure 4.17: (Top left) Setting up the FOXSI equipment in the experiment hutch at
the ALS facility. In this space, ∼ 1× 1 m2 of table surface area was available for us to
set up our experiment in the beam’s path. (Top right) FOXSI test electronics board.
This board is designed to distribute power to and readout a single FOXSI detector.
(Bottom) Image of TEC enclosure (detector inside) and test electronics board mounted
on translation stage and placed in front of beamline. The adjustable slits are placed in
between the beamline and detector, seen in the photo labeled at “Y” and “X”.
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Detector Operation
Given the space constraints, we decided to operate our detectors in a single-detector
test system rather than in the full focal plane. For power and readout of an individual
detector, the test setup described in Section 4.5.3 was utilized (see Figure 4.17). The test
electronics board was connected via USB cable to a computer with our GSE software
outside the hutch so that we could monitor and collect data while the beam was running.
In addition, we required a new cooling system that could be easily transported and
operated in conjunction with the test board. For this purpose, I designed and built
a cooling enclosure for a single detector using a thermoelectric cooler; this system is
described in detail in Section 4.8.2.
In order to scan the beam across the detector for our experiments, the detector is
translated while the beam stays stationary. Therefore, we mounted the test electronics
board on a translation stage, such that the detector window would face toward the
beam (see Figure 4.17). This translation stage was placed at a fixed distance from the
exit of the x-ray beam, and we were able to translate the detector up-down and side-
side to scan across each set of perpendicular strips. We note that there may be small
deviations in the angle of the beam scan, such that the path of the scan is not exactly
perpendicular to the strips of interest.
Beam Parameters & Characterization
There are a few beam parameters that can be controlled for our experiments, including
energy and beam size. A monochrometer is used to operate the beam at a single
selected energy, and the beam size can be restricted via a set of adjustable slits. For
our experiments, we selected a beam size that was much smaller than the strip pitch of
our detectors (described further in sections 4.8.3 and 4.8.4). The detector position, slit
size, and beam energy could all be controlled via a computer outside the experiment
hutch using LabView software.
One essential component for calculating efficiency is a well-known incoming beam
flux, and this flux can be characterized through use of a reference detector. For our
experiments, an Amptek silicon drift detector (SDD), the Amptek XR-100 FAST SDD,
is utilized as a reference detector. By measuring the beam (after the slit) using this
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detector, which has a well-characterized response, we can make an accurate calculation
of the beam flux incident on our FOXSI detectors.
4.8.2 Thermoelectric Cooling System
Thermoelectric coolers (TECs) utilize the Peltier effect [138], which describes a phe-
nomenon in which a voltage applied across the junction of two different conducting
material leads to heat being released or absorbed, depending on the direction of the
current. Using this concept, relatively small cooling devices can be created that absorb
heat on one side of the device (cold side) and release heat on the other (hot side). The
two sides are generally connected to ceramic plates that can be placed in thermal con-
tact with the item to be cooled (or heated). The thermoelectric cooler utilized for our
design, model TE-2-(127-127)-1.15 by TE Technology, consists of multiple stages, which
allows for a sufficient temperature differential to be achieved between the hot and cold
sides (max ∆T ∼ 80− 90◦C).
Our thermoelectric cooling system is designed with four major components: a de-
tector enclosure, a TEC, a temperature controller, and a liquid chiller. The detector
enclosure is an off-the-shelf aluminum box which was altered via machining for our
setup. A gap in the siding was created for the TEC; the cold side of the TEC was
attached to an aluminum angle with a layer of thermal grease in between to enhance
thermal conduction between the two surfaces. The FOXSI detector housing is fixed to
the other leg of this aluminum angle and the detector is cooled through thermal con-
duction. Additional adjustments were made to the enclosure to create a small window
for the detector to be illuminated, a path for the flex circuits to reach the electronics
box, and an opening for the connector to the temperature controller. The interior of
the box is covered in antistatic foam to help thermally isolate the system, and nitrogen
is fed into the box through a small hose barb to protect the detector from condensation.
The entire cooling enclosure can be bolted on to the test electronics board structure,
which is then mounted on the translational stage for beamline tests (see Figure 4.17).
The temperature controller is designed to read in the temperature from a sensor
and adjust the voltage applied across the TEC accordingly to reach a desired setpoint
temperature. In our case, an RTD (resistance temperature detector) sensor is attached
to the detector board, and this measure serves as input to an Omega CNi32 Process
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Controller.
In order to allow the cold side of the TEC to reach sufficiently low temperatures,
heat needs to be drawn away from the hot side of the TEC. One efficient way to draw
away this heat is through liquid cooling; to this end, a liquid chiller (Cole Parmer Poly-
stat Recirculator) was utilized. This chiller functions to cool and pump water from an
internal tank throughout a closed tubing system. For our setup, the tubing is connected
to channels in an aluminum cooling block that is attached to the hot side of the TEC,
and thus, water traveling through the channels can draw away heat.
This cooling method was successfully implemented during all three trips to the Ad-
vanced Light Source Facility.
4.8.3 Experiments in March 2018
Our first experiments at the ALS facility took place during March 27-April 1, 2018. Our
main goals for this trip were to (1) familiarize ourselves with the beamline equipment
and understand detector functionality in a new setting, and (2) collect efficiency data
with a FOXSI Si detector by measuring monoenergetic beams across the FOXSI energy
range, including relative efficiency as a function of position within and across strips.
Preparation
The first two experiment days were spent on safety inspections, setting up our equip-
ment, and learning how to operate the beamline. We decided to take measurements
with a FOXSI Si detector, detector 104, which had been flown on the two previous
FOXSI flights. In order to ensure that the beam was correctly aligned to illuminate the
detector, photofluorescent paper was used to locate the beam position. Then a specific
energy and slit size could be selected for measurements.
When we started collecting background data, we observed that detector 104 was
overwhelmed by trigger noise. Since this detector had worked properly in the flight
setup in both the Berkeley and Minnesota labs, we suspected that the issue was not due
to a specific detector, but rather to the new noise environment. In order to limit the
observed noise, we decided to disable triggering for a majority of the strips on the p-side
(n-side strips already disabled), leaving only six strips on one of the ASICs enabled at
121
a time. Once this change was made, we were able to successfully collect data from the
X-ray beam from these enabled strips.
Measurements & Results
During this trip, we performed a scan across the enabled detector strips on both ASICs
2 and 3 to study the relative efficiency as a function of position and charge sharing
effects. For these measurements, a 2 × 2 µm2 beam size, much smaller than the strip
pitch of 75 µm, was used. The scan was performed in 25 µm steps (13× detector pitch)
with a 6 keV beam by changing the detector position, and a data file was collected at
each step.
Preliminary investigation of this data has begun and, in this process, some inter-
esting effects regarding the efficiency of charge collection in the interstrip regions have
been observed. Figure 4.18 shows the livetime-corrected count rate from the enabled
strips (combined) at each detector position where a data file was collected. We ob-
serve that there is a significant decrease in count rate for every third data point, and
hence, once per strip. From studying the strip-by-strip data, we find that this decrease
is observed when the beam is positioned to illuminate the region between two strips.
This finding indicates that there may be a decrease in efficiency of charge collection in
these interstrip regions, leading to lower energy estimates that fall either outside the
range of integrated counts (4-8 keV) or even below the low-energy threshold. Given
that this decrease in efficiency amounts to roughly 15-30%, this is an important effect
to incorporate in the FOXSI detector response and image deconvolution process, as it
affects both photometry and image reconstruction.
In addition to these measurements, we also measured the beam at a variety of ener-
gies with the goal of determining detector efficiency. For these measurements, the beam
position was kept constant, illuminating a single strip on both the p-side and n-side.
Data was collected with 60 seconds of integration time at each of the following energies:
4.75, 5, 5.5, 6, 7, 8, 9, and 10 keV. This data was first collected for a strip on ASIC
2, and then these measurements were repeated for a strip on ASIC 3. After collecting
data with the FOXSI detector, the reference detector was then placed in front of the
beam, and data files (60s each) were collected for the same list of energies. Analysis of
this data is ongoing.
122
0.0 0.2 0.4 0.6
Detector position (mm)
0
1000
2000
3000
4000
5000
6000
Co
un
t r
at
e 
(co
un
ts/
s)
Si 104
6 keV
Figure 4.18: Livetime-corrected count rate vs. detector position (arbitrary reference
point) for 6 keV beam scan of a Si detector at the ALS facililty (beam size 2× 2 µm2).
Each data point shows the count rate integrated over all enabled strips (6 total) from
4-8 keV for a specific position of the detector where a data file was collected. We observe
a decrease in the count rate when the beam is positioned between two strips (at every
third 25µm step). This observation indicates that there may be a decrease in charge
collection efficiency in the interstrip regions. The count rate for this plot was computed
by P. S. Athiray as a postdoc at UMN.
4.8.4 Experiments in May 2018
For our second set of experiments at the ALS facility during May 21-27, 2018, our main
goals were to study the charge sharing effects and measure the efficiency for one FOXSI
Si detector and one FOXSI CdTe detector. I was the experiment lead for this trip and
developed the experiment plan after gathering input from the rest of the FOXSI team.
Additionally, I led the measurement and troubleshooting efforts for the portion of the
trip where I was on site (May 21-24), during which data was collected for a FOXSI Si
detector.
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Preparation & Troubleshooting
Our test station was set up the same way as for the previous experiment run in March,
except for the addition of an ionization chamber between the opening of the beamline
and the adjustable slits. Using the ionization chamber, we planned to record the beam
current over time, which could be used to calculate beam flux through a known con-
version. We added this as another measure of the incident beam flux for our efficiency
measurements.
For the Si detector experiments, we decided to collect data using detector 106, which
was flown on previous FOXSI rockets. Again, to limit trigger noise on the detector, we
limited the number of enabled strips to six strips on ASIC 2 (p-side). After adjusting
the slits for a 2× 2 µm2 beam size and setting the beam energy to 6 keV, we performed
a fine scan (5µm steps) across the enabled strips on ASIC 2 and also across six strips
on ASIC 0 (n-side).
When analyzing this data shortly after collection, we noticed that there was a
broader than expected spreading of the beam, such that many strips observed a signif-
icant number of counts, not just the strip we intended to illuminate. We suspected two
possible issues: (1) we were observing scattering from the ionization chamber, as this
was the only new component to the experiment, and/or (2) the slit was broader than
the size we intended to set.
To investigate these issues, we first removed the ionization chamber, after which we
observed no improvement in the spread of the beam on the FOXSI detector. However,
with the ionization chamber removed from the setup, we were able to capture an image
of the slit opening which showed that the slit size in the x-direction was much larger
than the y-direction, indicating that there had been some issue with the mechanics of
the x-direction slit which caused it to jam rather than close to the desired slit size.
To remedy this problem, we recalibrated the slit size in both the x- and y-directions,
and took another image to confirm that the slits did not have any obvious problems.
The detector translation stage and the slits were moved closer to the beamline, now
that the ionization chamber was removed, and data collected at 6 keV showed that the
beam spreading issue was solved.
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Measurements
Once our experimental setup was improved, we were able to collect data with Si detector
106 with a 5× 5 µm2 beam at 6 keV. A scan was performed of six enabled strips both
on ASIC 2 (p-side) and ASIC 1 (n-side) in steps of 15µm. After this data was collected,
measurements with the Si detector were concluded and measurements were made with
a FOXSI-2 CdTe detector (detector D006).
Trigger noise was also observed from detector D006, which was not effectively limited
by reduction in enabled strips. Therefore, the low-energy threshold was increased to a
higher value, from Vth = 5 to Vth = 12. With this higher threshold, the 6 keV beam was
not observable so a beam scan at 10 keV (5× 5 µm2) with 15µm steps was performed
across enabled strips on ASIC 2 (LV-side) and several (∼20) strips on ASIC 0 (HV-
side). After this, the low-energy threshold was decreased to Vth = 10 and the same scan
was repeated for an 8 keV beam. Analysis of this data by FOXSI team is currently
underway.
4.8.5 Experiments in April 2019 and Future ALS Experiments
For the experiments in April 2019, an number of upgrades to our test system were imple-
mented. A graduate student at the University of Minnesota, Jessie Duncan, developed
a new temperature controller system for the TEC that can cool and warm at a rate that
is safe for the FOXSI-3 CdTe detectors. Additionally, in order to collect data more
efficiently, an autoscan feature was developed and implemented by an undergraduate
student at the University of Minnesota, Lance Davis. With this feature, a sequence
can be programmed to scan the detector in small steps in front of the beamline, with
a data file collected at each step. Using the autoscan, a multitude of data files were
collected while performing beam scans of a FOXSI Si detector (Si 105) and a FOXSI-3
CdTe detector (FEC07) across a range of energies. A preliminary plot showing a 7 keV
beam scan of FEC07 is presented in Figure 4.19. From this data, we observe large
strip-by-strip variations in the count rate (i.e., efficiency), which is consistent with the
findings in Section 4.7.3. FOXSI team members are in the process of further analyzing
this data.
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Figure 4.19: Livetime-corrected count rate vs. beam position (arbitrary reference point)
for 7 keV beam scan of a FOXSI-3 CdTe detector (FEC07) at the ALS facililty. The scan
was performed in 3 µm steps with a beam size of 2×2 µm2. In this plot, different colors
represent the count rate for ten different strips that were scanned, and the count rate
from all ten strips combined is shown in black. From this data, we observe large strip-by-
strip variations in the count rate, which is consistent with the findings in Section 4.7.3.
Image created by Dr. Sophie Musset as a postdoc at UMN.
126
Future experiments at the ALS facility will be planned in order to continue refin-
ing the detector response. With the successfully implemented automatic scan feature,
one of the future goals is to measure efficiency and charge-sharing characteristics for
every strip on a detector, with plans to eventually implement a strip-by-strip detector
response for data analysis.
Chapter 5
FOXSI-2 Solar Microflares
5.1 Introduction
With the improved sensitivity and imaging dynamic range of FOXSI, we can begin to
investigate the physical processes at play for some of the smallest observed solar flares.
These small flares, termed microflares, were introduced in Section 2.4.2, and some of
the key points of that discussion will be revisited below in Section 5.2.
In this chapter, I will focus on the analysis of two microflares observed during the
second FOXSI sounding rocket flight (FOXSI-2 ). I led the analysis of hard X-ray spec-
tra, images, and energetics for these events, and this work, described mainly in sections
5.4-5.6, is the subject of a paper in progress for which I am first author. In conjunc-
tion with this work, another paper in progress by Athiray et al. 2019 (hence, “Paper
I”) performs a differential emission measure (DEM) analysis of the these microflares
combining observations from SDO/AIA, Hinode/XRT, and FOXSI-2. The analysis of
Paper I will be occasionally referenced throughout this chapter.
In addition to the scientific analysis of the FOXSI-2 microflares, I also describe
the FOXSI data pipeline and instrument response (section 5.3). The data pipeline, in
which raw detector data are processed into high-level data products, and much of the
instrument response were previously developed by the FOXSI-1 team. My main contri-
butions to the response include editing code for the CdTe efficiency, thermal blanketing,
and energy resolution components. I also developed a mature version of the FOXSI-2
spectral analysis procedure, which is utilized in this work.
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Through the analysis presented in this chapter, we demonstrate the promise of solar-
dedicated hard X-ray direct imagers for understanding the structure and dynamics of
some of the faintest observed solar microflares.
5.2 Microflare Studies
Current and past X-ray instruments have allowed for the study of a broad range of solar
eruptive events from GOES class A to X20, yet we know that events of these magnitudes
and frequencies cannot produce enough energy to heat the solar corona to observed
temperatures [89]. To address this discrepancy in energy, it has been proposed that
small-scale energy releases called nanoflares occur ubiquitously on the solar surface [91].
In addition to nanoflares, there is a class of small-scale solar flares called microflares
that are thought to be similar in structure to large solar flares, just scaled down in
magnitude [89]. As X-ray instrumentation improves, we can begin to probe the structure
and dynamics of these solar microflares to better understand energy release and their
contribution to coronal heating (see section 2.4.2 for more details).
5.2.1 Previous Studies
For a number of years (2002-2018), the Reuven Ramaty High-Energy Solar Spectroscopic
Imager (RHESSI ) was the state-of-the-art instrument for observing the Sun in hard X-
rays [1]. With the limited sensitivity of a indirect imaging technique, RHESSI was
best used for studying large eruptive events, but also observed a number of microflares
(>25,000) that were analyzed in a statistical study by Ref. [19] and Ref. [100]. Though
this study investigates microflares of thermal energies ranging from ∼1026−1030 erg, the
construction of a flare frequency distribution with this data set reveals that the limited
sensitivity of RHESSI results in missing a large portion of events below 1028 erg (see
Figure 2.11).
One way to achieve improved sensitivity for observing small-scale solar events below
this threshold is by instead utilizing a direct imaging technique. The Nuclear Spectro-
scopic Telescope Array (NuSTAR), launched in 2012, is the first satellite to use focusing
optics for observations in the hard X-ray regime, with an energy range of 3-79 keV [2].
Though NuSTAR was originally designed for astrophysical purposes (see chapter 6),
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it has also recently been used for solar HXR observations. From the NuSTAR solar
campaigns, a number of small-scale phenomena in HXRs have been detected and stud-
ied, including active regions, microflares, and even quiet Sun flares [108, 26, 27, 28].
However, NuSTAR was not optimized for solar observations, and the relatively limited
detector throughput (∼800 photons s−1) results in a low livetime1 of just a few percent,
even for small-scale solar events (see Section 3.2.2). Thus we find that microflare stud-
ies could strongly benefit from a direct-imaging HXR instrument optimized for solar
observations like FOXSI.
5.2.2 Key Science Questions for FOXSI-2 Microflare Study
As we embark on this analysis of the FOXSI-2 microflares, we will be asking two main
science questions to build our understanding small-scale solar events:
• What is the nature of energy release for these flares?
• Are these flares actually nanoflares?
For the first of these questions, we are specifically interested in exploring whether the
FOXSI-2 microflares follow the standard model for solar flares as described in section
2.1, similar to larger flares. This question can be probed by considering the energetics of
the flare and whether there is enough energy in nonthermal electrons to account for the
thermal energy in hot flare plasma. Finding that the energy release is inherently differ-
ent for small-scale events would indicate that flares are not scale invariant [89], which
would impact our understanding of the contributions of small-scale events to coronal
heating (see section 2.4.2 for more details).
For the second question, we are interested in probing the complexity of the energy re-
lease for the FOXSI-2 flares to determine if they are more similar to what we expect for
large flares or for nanoflares. For large flares, we observe spatial and temporal complex-
ity, often with multiple flare loops heating and cooling and different times throughout
the event. If the FOXSI-2 flares are more similar to elemental nanoflares, by definition,
we would expect to observe a single burst of impulsive energy.
1During times of low activity (i.e., quiet Sun observations), NuSTAR’s livetime can reach up to 90%.
For microflares, the livetime is typically less than a few percent.
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To investigate flare energetics and complexity for these events, we perform hard X-
ray spectral analysis and imaging spectroscopy of the FOXSI-2 flight data, comparing
our findings to context data from SDO/AIA. Before diving into this scientific analysis,
the general procedures for processing the FOXSI flight data will be outlined.
5.3 Processing FOXSI Flight Data
As described in chapters 3 and 4, FOXSI is designed as a photon counting instrument,
such that the arrival time, energy, and position are measured for each incident photon2.
This record of individual photon events can then be utilized to create high-level data
products, including spectra and images. In this section, we describe the FOXSI data
pipeline, procedures for image construction, and development of the instrument response
for spectral analysis.
5.3.1 Data Pipeline
FOXSI flight data are received in two formats: a binary file recorded by the FOXSI
team’s ground support equipment (GSE) software (see Section 4.4.2) during the flight
and a binary file from the White Sands Missile Range (WSMR) ground station. The
ground station data is used for analysis as it includes an absolute time stamp with each
frame and typically has fewer dropped events through the telemetry stream.
FOXSI data are processed through a data pipeline; the levels of processing are de-
scribed here and summarized in table 5.1. The first stage of processing repackages raw
data from the ground station binary file into an IDL .sav file, termed “level 0” data. In
this file, the data are organized into packets for each event. Events may either be actual
photon events from the Sun, noise triggers, or nonsolar background. Event location is
given in ASIC and strip number and intensity is given as an ADC value at this stage.
The “level 1” data are processed to incorporate known transformations that we do
not expect to change; in our case, position information is translated from the ASIC and
strip number to detector coordinates (pixels) and payload coordinates (arcseconds).
The payload coordinates, along with translating from units of pixels to arcseconds, also
provide appropriate detector rotations such that the positive y-axis points toward solar
2Additional details on the information recorded in each data frame is given in section 4.4.1.
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Data level Contents/Rationale
Level 0 Raw data
Level 1
Processed data, incorporates known transformations
Transforms ASIC/strip data to payload coordinates
Level 2
Processed data, incorporates transformations that may change
Transforms ADC value to energy using gain calibration
Transforms payload coordinates to heliospheric coordinates
Table 5.1: Data levels for FOXSI pipeline.
north. Images can be plotted at this stage, though photon energies have not yet been
computed.
Finally, “level 2” data incorporates transformations that may change as we refine
our calibration measurements. At this stage, gain calibration is applied so that the
arbitrary ADC value in levels 0 and 1 is translated to energy, sometimes referred to
as “semicalibrated” data. Additionally, position information is given in heliospheric
coordinates by translating the origin in payload coordinates to the target center, mea-
sured during flight for each pointing with the SPARCS system (section 3.6.3). From
this semi-calibrated data, we can perform imaging, timing, and spectral analysis. We
note that a data analyst outside the FOXSI team would generally work only with this
level 2 file. Software for processing and analyzing FOXSI data is written in IDL and
can be found in the FOXSI GitHub repository3.
5.3.2 Instrument Response
In order to derive meaningful physical parameters from spectral analysis, a detailed
instrument response must be developed. The FOXSI instrument response accounts for:
• optics effective area
• absorption by thermal blanketing
• detector efficiency
• energy resolution
3https://github.com/foxsi/foxsi-science
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Besides the energy resolution, which is considered to be roughly constant across the
FOXSI energy range, all elements of the instrument response are energy dependent.
Given that components can vary across the seven FOXSI telescopes, a separate response
is determined for each optic-detector pair.
Optics Effective Area
Measurements of the effective area of the optics were collected at the Stray Light Facility
(SLF) at Marshall Space Flight Center (described in Ref. [4]). In this process, the optics
are illuminated using an X-ray generator, and X-rays are focused onto an Amptek XR-
100T cadmium-zinc-telluride (CdTeZn) detector. Measured flux is then compared with
that measured with no optic present, scaling for appropriate areas. The effective area is
measured over a range of off-axis angles from -9’ to +9’ across the FOXSI energy range
(4-20 keV) for each of the optics modules.
A decrease in effective area is observed as the source moves off axis, known as
vignetting (see figure 3 in Ref. [4] for FOXSI optics vignetting). When analyzing a
compact source from our flight data, the off-axis angle is determined by computing the
centroid of the source and computing the distance in arcminutes between this centroid
and the center of the target, which is closely aligned with the optical axis. This off-
axis angle is utilized to correct for vignetting effects, which have been calibrated in the
laboratory.
Absorption by Thermal Blanketing
In order to keep components of the experiment thermally isolated, there are a number
of layers of thermal blanketing in the optical path; this includes layers of aluminized
mylar and Kapton, which results in absorption of a fraction of the incoming X-rays.
The intensity of transmitted X-rays for each material is calculated as
I(t) = I0e
−t/λ (5.1)
where I0 is the incident intensity, t is the thickness of the material, and λ is the at-
tenuation length. The thickness of each material in the optical path is known, and the
attenuation length across a range of energies for each material can be found through
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the National Institute of Standards and Technology (NIST) X-ray attenuation tables4.
Using this information, the transmitted X-ray fraction, e−t/λ, can be individually com-
puted for Al, mylar, and Kapton, and then these values are multiplied together to
achieve an overall energy-dependent transmission fraction for the thermal blanketing.
The absorption by thermal blanketing is constant for all modules and does not vary
across the FOV.
Detector efficiency
The detector efficiency includes a combination of the quantum efficiency of the detec-
tor material (Si or CdTe), the electrode transmission efficiency, and the low-energy-
threshold (LET) trigger efficiency. The characterization of detector efficiency is de-
scribed in detail in section 4.7.
Energy Resolution
Prior to the inclusion of energy resolution, the instrument response is considered to
be diagonal for our energy range. In the range FOXSI is optimized for, we expect
photoabsorption to be the dominant interaction for our detectors, with essentially no
Compton scattering and very limited fluorescence; therefore we do not expect a strong
nondiagonal contribution from these effects.
For the diagonal FOXSI response, once a certain energy bin array is selected for
analysis, the optics effective area, absorption, and detector efficiency are determined
at the center of each energy bin through interpolation. The optics effective area is
multiplied by the absorption fraction and detector efficiency to produce the overall in-
strument effective area.
However, we know that the detectors have a finite energy resolution (described in
chapter 4), and therefore, a diagonal response doesn’t fully represent our instrument.
With finite energy resolution, a photon arriving at a specific energy has a probability of
being measured at a slightly different energy; we account for this effect by convolving
our diagonal response with a gaussian probability distribution with the FWHM set to
the FWHM measured during detector calibration, ∼0.5 keV for Si and ∼1.0 keV for
4https://physics.nist.gov/PhysRefData/FFast/html/form.html
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CdTe.
Beyond the energy resolution of the detectors, there are additional nondiagonal
effects that are not currently incorporated in the response, as they are not yet well-
understood or quantified. For instance, we observe some low-energy tailing of the emis-
sion lines measured in our gain calibration, which we expect results from charge loss in
the interstrip region or incomplete energy reconstruction for a multi-strip event. These
effects appear to be minimal for the Si detector data, which are utilized for this mi-
croflare analysis, but may have a substantial impact on energy estimates for the CdTe
detectors. In the future, we intend to study this effect in greater depth through mea-
surements collected at the ALS facility along with modeling and simulations.
5.4 FOXSI-2 Observations and Data
The FOXSI-2 flight took place on 11 December 2014 with an observation period lasting
∼6.5 minutes (see figure 5.1 for light curve). Multiple regions on the Sun were targeted,
including a number of active and quiet regions. All targets from the FOXSI-2 flight
are listed in table 5.2 and displayed in figure 5.2. During the flight, two microflares
occurred, one starting just before our observations from AR 12230 (“microflare 1”) and
one near the end of our observations from AR 12234 (“microflare 2”). When considering
other solar X-ray instruments, we note that these microflares were faint enough to
not be flagged for either the RHESSI or GOES flare catalogs, although RHESSI did
acquire usable flux for source coalignment (see section 5.4.2). Light curves of GOES
and RHESSI data during the FOXSI flight (full Sun) are shown in Figure 5.1.
5.4.1 FOXSI-2 Microflares
For microflare 1, the flare was already in progress at the start of the FOXSI-2 ob-
servations, and we observed the gradual phase during targets A-E (see light curve in
Figure 5.3). Microflare 1 was outside the FOV for targets F-I but was again centered
in the FOV for target J. Paper I determines that the emission is likely still heightened
above a quiescent state for microflare 1 during target J due to the presence of Fe XVIII
emission in SDO/AIA data in this time interval, which is indicative of hot plasma.
Microflare 2, occurring near the end of the flight, was similarly caught in progress,
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Target
Center coord.
(arcsec)
Start time
(UT)
End time
(UT)
Duration
(s)
Flare
A [ 359, -431 ] 19:12:42.0 19:13:14.3 32.3 1
B [ -1, -431 ] 19:13:18.0 19:13:42.6 24.6 1
C [ -1, -251 ] 19:13:46.5 19:14:25.0 38.5 1
D [ -1, -281 ] 19:14:29.0 19:14:39.6 10.6 1
E [ -391, -281 ] 19:14:44.0 19:15:36.7 52.7 1
F [ 1210.5, -431.5 ] 19:15:40.6 19:16:07.2 26.6 ...
G [ 850, -431.5 ] 19:16:11.0 19:16:30.1 19.1 ...
H [ 850, -251 ] 19:16:34.0 19:17:09.2 35.2 ...
I [ 200, 750 ] 19:17:13.5 19:18:46.2 92.7 ...
J [ 0, -251 ] 19:18:50.5 19:19:23.2 32.7 2
Table 5.2: This table presents information about each of the pointings dur-
ing the FOXSI-2 flight. The first microflare was observed during targets A-
E (19:12:42−19:15:36.7) and the second microflare was observed during target J
(19:18:50.5−19:19:23.2). For targets F-I, FOXSI was pointed at quiet Sun regions.
with FOXSI observing the gradual phase during target J. The active region associated
with this flare, AR 12234, also appears in the FOXSI FOV during targets B-E, during
which it is determined to be in a quiescent state (see Paper I and Ref. [98]). Since at-
tenuators were put in place for six out of seven detectors for a background measurement
prior to the observations of microflare 2 (see cyan lines in Figure 5.1), we focus mainly
on analysis of microflare 1 in the work presented here.
5.4.2 Co-alignment with RHESSI Data
During the FOXSI-2 flight, the experiment experienced strong vibration due to a com-
bustion instability in the launch vehicle, which may have been the cause of a larger-than-
expected observed offset (∼7′) between the experiment and on-board pointing system.
This offset resulted in two substantial pointing adjustments on the first target. In or-
der to ensure accuracy of spatial coordinates for the FOXSI targets, we performed a
coalignment of FOXSI data with RHESSI data from the same energy range (4-15 keV).
From a RHESSI image of the first microflare, produced using the “clean” algorithm
with data from detectors 5, 6, 7, and 8, the centroid of the source was calculated to
be [33”, -233”]. We note that we needed to use a relatively long time interval com-
pared to FOXSI for the RHESSI data (∼1.5 min) in order to reconstruct a clear image
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Figure 5.1: Light curve of the FOXSI-2 sounding rocket flight for each Si detector (D0,
D1, D4, D5, D6) and for all Si detectors combined over the full FOV (not corrected for
vignetting). The observation period lasted ∼6.5 min, and several targets were observed,
which are labeled at the top of the plot (see Table 5.2 for microflare targets). The red
lines indicate the start of a target (pointing stabilized), and the blue lines indicate the
end of a target, with pointing changes taking ∼4 s. Aluminum attenuators covering 6 of
7 detectors were deployed at 19:18:18 UT (shown by cyan lines), and after this time, D6
(magenta) was the only detector without a attenuator. The bottom two panels show full
Sun light curves from GOES (1.0-8.0 A˚)and RHESSI (4-15 keV) during the FOXSI-2
flight.
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Figure 5.2: AIA 94A˚ images during the FOXSI-2 flight with active regions identified
(circles) and FOXSI-2 FOV (16’× 16’) for D6 overlaid (squares). (Top left) The FOXSI-
2 microflares occurred in the active regions identified: microflare 1 from AR 12230 and
microflare 2 from AR 12234. (Top right) This image shows the first five targets of the
FOXSI-2 flight (A-E), during which microflare 1 was in the FOV. A number of pointing
adjustments were made early in the flight due to a larger-than-expected observed offset
(∼7’) between the FOXSI targets and the onboard pointing system. (Bottom left) This
image shows the quiet Sun targets (F-I). (Bottom right) This image shows the final
target (J) of the flight, during which microflare 2 was occurring.
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Figure 5.3: Light curve of the first FOXSI-2 microflare (4s binning). This microflare was
observed during the first five targets of the FOXSI-2 flight (targets A-E). Red vertical
lines indicate the start of a target and blue vertical lines indicate the end of a target
(∼4 s needed to stabilize pointing on new target). For each Si detector, counts within
a circle (radius 150”) centered on the first microflare are included. The count rate for
each target is corrected for vignetting effects and data is not background subtracted.
We see from this light curve that FOXSI observed the declining phase of this microflare.
of the microflare, highlighting the benefits of a direct imaging method for observing
small-scale solar events. A correction was then applied to the FOXSI centroids for each
detector and each individual target on the first microflare such that the FOXSI cen-
troids matched these coordinates. An example of the aligned RHESSI and FOXSI data
(target C) is shown in Figure 5.4. This same method was applied for the alignment of
the second microflare.
5.5 Analysis of FOXSI-2 Microflares
5.5.1 Spectral Analysis
Spectral analysis was performed on each microflare using OSPEX5 software, with the
best fit model determined via chi-square minimization. The instrument background is
very low (∼0.1 counts s−1 per detector for whole FOV), and so data is not background
subtracted prior to spectral analysis. A circular region with radius of 150” centered on
the source is selected for analysis. Given the narrow PSF of FOXSI, we note that this
is a conservative choice in order to include all photons affiliated with the microflare; at
5https://hesperia.gsfc.nasa.gov/ssw/packages/spex/doc/ospex explanation.htm
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Figure 5.4: (Left) Co-alignment of RHESSI (background image) and FOXSI-2 (con-
tours) data. The RHESSI image (photons cm−2 s−1 arcsec−2) was created using the
“clean” algorithm, using data from detectors 5, 6, 7, and 8 over a time interval of 1.5
minutes (19:12:00-19:13:30 UT) and energy range 4-12 keV. The FOXSI data (target C)
are aligned such that the centroid of the first microflare over 4-15 keV matches the cen-
troid of the RHESSI data [33”, -233”]. (Right) Applying the position correction to
the FOXSI data from co-alignment with RHESSI, the FOXSI contours are found to
correspond to bright features observed with SDO/AIA 94A˚.
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150”, the measured FOXSI PSF shows the relative flux to be below 10−4 compared to
on-axis source flux (see Figure 3.1). The energy range is restricted to 5 − 8 keV due
to uncertainty in the low energy trigger efficiency below 5 keV and low statistics above
8 keV.
The instrument response described in Section 5.3.2 is used for this analysis. Due to
inherent differences between the response for the seven FOXSI telescope modules, we
do not combine data from individual telescopes for the spectral analysis. One possibility
for the future is to utilize simultaneous fitting, similar to what is available for the two
NuSTAR telescopes in XSPEC (see sections 6.4.2 and 6.6.2). In this case, data from
multiple telescopes are simultaneously fit, such that all free model parameters are tied
between data sets apart from a cross-normalization factor. To accomplish this, we may
consider formatting the FOXSI response for use in XSPEC.
For each pointing on the first microflare (A-E) and for the only pointing during the
second microflare (J), an isothermal thin target model is fit to the data with emission
measure EM and temperature T as free parameters and fixed solar coronal abundances.
The results shown in figures 5.5-5.6 (microflare 1) and 5.8 (microflare 2) use data from
a Si detector (D6) paired with a 10-shell optical module, which has a higher effective
area, resulting in the best statistics out of all the detector-optic pairs.
Given that all detectors were operating without the attenuator during the first mi-
croflare (targets A-E), we can utilize information from multiple detectors to improve
the quality of our results. For each pointing, the parameters T and EM determined
by spectral fitting of data from Si detectors6 D0, D1, D5, and D6 were combined as a
weighted mean, presented in Table 5.3. The spectra from the other Si detectors included
in this analysis are provided in appendix A.
For comparison, we plot the spectral parameters (EM vs. T ) for each detector and
the weighted mean in Figure 5.7. We note that, while the parameters between some
detectors are consistent, there are many instances where the uncertainty in parameters
does not account for the spread in values. We suspect that these discrepancies, along
with the larger χ2red values, may result from the fact that only statistical error from
the measured counts are included in the spectral analysis, leaving out systematic error.
6D4 is the only FOXSI-2 Si detector not included in the results for spectral analysis due to remaining
issues with detector response.
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From our measurements of the instrument response, we know that there is significant
systematic error, relative to statistical, which should be incorporated. The team is cur-
rently working to quantify this error to be used in future analysis.
Even with the spread in values, data from all detectors for microflare 1 show evi-
dence for high-temperature plasma ∼10 MK and relatively low emission measures below
∼1045 cm−3. This opens a novel parameter space for hard X-ray solar spectroscopic im-
agers, which will be discussed further in section 5.6.1.
GOES Class
From the derived spectral parameters, we can calculate what the GOES series of space-
craft would expect to observe from such a flare and hence estimate the GOES class.
Using the weighted mean values of EM and T from target A on the first microflare, as
this interval is closest to the peak of the flare, we estimate a GOES class of A0.1. For
the second microflare, the GOES class is estimated to be only slightly larger, at A0.3.
These GOES class estimates are consistent with the estimates from Paper I using a
multi-thermal DEM.
For these events, we also made estimates of the GOES class directly from the GOES
light curve (Figure 5.1). With small-scale events like these microflares, the background
makes up a substantial portion of the peak flux, and thus it is especially important to
subtract the background for these estimates. Using the light curve, microflare 1 and
microflare 2 are estimated to be A0.5 class and A2.5 class flares, respectively. We note
that these values are both higher than the values found through the spectral parameters;
a similar effect is observed for GOES class estimates of NuSTAR solar microflares, an
effect that is not yet understood [139]. Additionally, we note that, since the GOES in-
strument measures flux from the full Sun, the light curve estimates can be contaminated
by other events on the observable disk. We know this to be the case for microflare 2, for
which another flare event was occurring on the eastern limb of the Sun simultaneously.
5.5.2 Imaging Spectroscopy
With the heightened sensitivity of a direct imaging technique, we are able to perform
imaging spectroscopy on a sub-A class flare. For this analysis, we select the pointing on
microflare 1 where the source is closest to the center of the detector, target C, since the
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Figure 5.5: FOXSI-2 images and spectra for microflare 1 (targets A-C) using data
from D6 (see Figure 5.6 for targets D-E). The left column shows AIA 94A˚ images with
FOXSI contours overlaid (30%, 60%, 90%). The FOXSI images show only a portion of
the FOV (3’ × 3’) and include events in the energy range 4-15 keV. The right column
shows FOXSI spectra corresponding to each image. For each spectrum, an isothermal
thin target model (magenta) is fit to the data (black) in the energy range 5-8 keV
(explained in section 5.5.1) with bin size 0.5 keV.
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Figure 5.6: FOXSI-2 images and spectra for microflare 1 (targets D-E) using data
from D6 (see Figure 5.5 for targets A-C). The left column shows AIA 94A˚ images with
FOXSI contours overlaid (30%, 60%, 90%). The FOXSI images show only a portion of
the FOV (3’ × 3’) and include events in the energy range 4-15 keV. The right column
shows FOXSI spectra corresponding to each image. For each spectrum, an isothermal
thin target model (magenta) is fit to the data (black) in the energy range 5-8 keV
(explained in section 5.5.1) with bin size 0.5 keV.
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Figure 5.7: Each of the five plots (targets A-E) show the emission measure vs. tem-
perature from spectral fitting of data from each of four Si detectors during the first
microflare. In addition, the weighted mean of the spectral parameters is plotted (black).
The bottom panel of each plot shows the χ2red value for each fit. Several of these χ
2
red
values are much larger than 1; this may be due to the fact we currently only include
statistical error from the counts during spectral fitting, leaving out systematic error
which we have yet to quantify. We note that the exposure time for target D is relatively
short (∼10 s), resulting in lower statistics for these spectra. Additionally, for the last
target of microflare 1 (target E), the decline of the flare and large off-axis position of
the source (∼5.9’) results in lower statistics and may contribute to the large variation
in derived spectral parameters.
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Target T (MK) EM (1044 cm−3)
A 10.6± 0.2 5.6± 0.7
B 9.7± 0.3 5.5± 1.1
C 10.2± 0.2 3.2± 0.5
D 10.5± 0.4 3.3± 0.8
E 9.8± 0.3 1.4± 0.3
Table 5.3: Weighted mean of parameters from spectral fitting of an isothermal thin-
target model to each of four Si detectors (D0, D1, D5, D6) during each pointing on the
first microflare.
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Figure 5.8: Image (left) and spectrum (right) of the second FOXSI-2 microflare (D6).
The image includes AIA 94A˚ data with FOXSI contours overlaid (30%, 60%, 90%),
showing only a portion of the FOV (3’ × 3’) and including events in the energy range
4-15 keV. For the spectrum, an isothermal thin target model (magenta) is fit to the data
(black) in the energy range 5-8 keV (explained in section 5.5.1) with bin size 0.5 keV.
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Figure 5.9: Imaging spectroscopy for the first FOXSI-2 microflare during target C. The
background image shows lower-energy data (4-5.5 keV) and contours show higher-energy
data (6-15 keV) at 30%, 60%, and 90% intensity. When calculating the image centroids
for low- and high-energy emission, the high-energy emission was found to be east of the
low-energy emission for all FOXSI-2 Si detectors by an average of ∼7”, roughly the
size of one FOXSI pixel. These results provide evidence for spatial complexity in a
microflare of this size (discussed further in section 5.6.3).
effective area is highest towards the center due to vignetting effects. The counts are split
into two energy bands: a lower energy band from 4-5.5 keV and a higher energy band
from 6-15 keV, plotted in Figure 5.9 as background image and contours, respectively.
By calculating the centroids of both low and high energy emission, it was found for all
Si detectors that the high energy emission is offset to the east of the low energy emission
with an average offset of ∼7”, which is roughly the width of one FOXSI detector strip.
This result suggests that there may be higher temperature plasma in the eastern part
of this flare.
5.6 Discussion
5.6.1 Comparing FOXSI-2 Microflares
Using the spectral parameters found in section 6.6.2, we can compare our FOXSI-2 mi-
croflares to microflares observed by other X-ray instruments, including RHESSI, GOES,
and NuSTAR. By looking at these microflares on a plot of EM vs. T (see Figure 5.10),
we note that the first FOXSI-2 microflare is an order of magnitude fainter than the
faintest microflares observed by GOES or RHESSI. NuSTAR, also a hard X-ray in-
strument using focusing optics, has been used for solar observations as of recent years,
though it is not optimized for solar obsevations. We note that FOXSI ’s sensitivity to
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high temperature plasma (∼10 keV) complements NuSTAR’s sensitivity to low temper-
ature plasma for isothermal models.
Although use of an isothermal model can be useful for comparing our microflares to
results from other X-ray instruments, we note that this type of model provides a limited
picture of the events studied. For more comprehensive plasma characterization, com-
puting the differential emission measure across a broad range of coronal temperatures
is desired; this analysis of the FOXSI-2 microflares, along with the development of the
FOXSI-2 temperature response, is detailed in Paper I.
5.6.2 Flare Energetics
One question to consider when studying small-scale solar flares is: are small flares
similar in structure to large flares, just scaled down in size? This can be answered,
in part, by checking if microflare energetics follow the standard flare model; if these
flares are consistent with the standard model, we would expect the amount of energy
in nonthermal electrons to be large enough to account for the thermal energy in the
flare. We can investigate this by making estimates of and comparing the thermal and
nonthermal energies. We note that no clear evidence for a nonthermal component was
observed, but we can still estimate the possible nonthermal energy available by seeing
how large a nonthermal component could exist undetected below the thermal model.
Thermal energy Etherm is estimated using spectral parameters T and EM from our
isothermal fit for target A, such that
Etherm = 3kT
√
EM ∗ V , (5.2)
where V is the volume of the emission region. To estimate this volume, we estimate
first an area A of emission from an AIA Fe XVIII image (left in Figure 5.12) and then
compute the volume as V ∼ A3/2. The Fe XVIII emission shows the regions containing
hot plasma, and AIA offers improved angular resolution compared to FOXSI, thus
allowing for a more accurate estimate of the emitting region. From this computation,
we obtain an order of magnitude estimate of the thermal energy: Etherm ∼ 5×1027 erg.
We note that the thermal energy estimates made in Paper I using a multi-thermal DEM
are consistent with the thermal energies found using an isothermal model.
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Figure 5.10: FOXSI-2 microflares are compared to solar microflares observed by other
X-ray instruments. RHESSI (red) and GOES (blue) data come from a comprehensive
microflare study by [19]. NuSTAR data (black) show flares from multiple studies, in-
cluding microflares from Ref. [26] (g17) and Ref. [27] (w17) and three quiet Sun flares
from Ref. [28] (k18 - QS). The FOXSI-2 microflares are shown in purple (microflare
1, target A) and green (microflare 2, target J) using data from D6 (1σ error). Black
contours show the expected count rate (counts s−1) for each RHESSI detector. We note
that the first FOXSI-2 microflare is an order of magnitude fainter than the faintest mi-
croflares observed by GOES or RHESSI. Also, FOXSI ’s sensitivity to high temperature
plasma (∼10 keV) nicely complements NuSTAR’s sensitivity to low temperature plasma
for isothermal models.
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To estimate the energy in nonthermal electrons, we add a thick target component
[17] to the model based on an electron spectrum Φe ∼ −δ with spectral index δ, low
energy cutoff Ec, and integrated electron flux Re (electrons s
−1). Using the thermal
energy estimates from the DEM analysis, we know that we need at least ∼1.5×1028 erg
in nonthermal energy ENT to account for the thermal energy, so we set ENT = 1.5 ×
1028 erg. Ranges of δ and Ec are tested; each combination of δ and Ec with the set
value for ENT then constrains the value of Re such that
Re =
δ − 2
δ − 1
ENT
EC∆t
, (5.3)
where ∆t is the length of the observation. From this initial investigation, we find that
values of Ec ∼ 3 − 5 keV and δ ∼ 7−9 allow for a dominant thermal component
while also providing enough energy in nonthermal electrons to account for the thermal
energy release. We note that this method provides only a limited subset of the possible
parameter space, as we’ve restricted the study to electron spectrum parameters resulting
in a nonthermal energy equal to the thermal energy.
5.6.3 Flare Complexity
In addition to studying energetics, we are also interested in investigating the spatial and
temporal complexity of solar microflares; at what point, if any, does a small-scale flare
lose the complexity that we see in large solar flares and become a single-energy-release
event, more similar to what we expect for nanoflares? From the imaging spectroscopy
performed in section 5.5.2, there is evidence of plasma heated to different temperatures
at different spatial locations throughout the flare.
We further investigated flare dynamics by comparing our FOXSI observations with
contemporaneous SDO/AIA data. Figure 5.11 shows AIA images (94A˚) from the be-
ginning, middle, and end of the microflare. Looking at the intensity of flare loops in
the AIA images and the light curves in Figure 5.12, we see that the loop to the west
brightens first and then fades as the loop to the east brightens, showing both temporal
and spatial complexity. FOXSI observed concurrently with the center image of Fig-
ure 5.11 (shown by contours), and we suggest that the observed difference in plasma
temperatures reflects the peak heating of the eastern loop while the western loop is
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Figure 5.11: Microflare evolution in SDO/AIA (94A˚). Near the beginning of the first
microflare (left), we observe the western loop brightening first followed by a brightening
of the eastern loop during the FOXSI-2 flight (middle). FOXSI-2 data is shown with
white contours (30%, 60%, 90%) for comparing emission location. Finally, we see the
western loop completely fade near the end of the FOXSI-2 flight (right). These images,
combined with FOXSI-2 imaging spectroscopy, provide compelling evidence of spatial
and temporal complexity for this sub-A class microflare.
cooling.
The case for thermal complexity is further supported by the differential emission
measure analysis of this flare in Paper I, where simultaneous brightenings were observed
across a broad energy range. Thus the combination of FOXSI data with contempora-
neous data from instruments such as SDO/AIA and Hinode/XRT provides compelling
evidence for complex energy release for this sub-A class flare.
5.7 Summary
By utilizing a direct imaging technique, the FOXSI sounding rocket experiment pro-
vides improved sensitivity and imaging dynamic range for small-scale solar events in the
hard X-ray regime. During the FOXSI-2 flight, two microflares were observed, both of
which were too faint to be flagged by the GOES and RHESSI flare catalogs. Beyond
simply detecting these sub-A class flares, we are able to perform detailed spectral anal-
ysis with FOXSI data. This analysis reveals the presence of high temperature plasma
(∼10 MK) and highlights FOXSI ’s improved sensitivity with emission measures that are
an order of magnitude smaller than what was observed from the faintest RHESSI flares.
Through studies of the energetics of the first FOXSI-2 microflare, we find the thermal
energy to be ∼5 × 1027 erg, which is below the energy at which RHESSI ’s sensitivity
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Figure 5.12: (Left) Flaring area for microflare 1 determined with AIA FeXVIII image.
The outlined regions (> 35% intensity) show that emission comes mainly from two loops,
one toward the west and one toward the east. Area A is estimated by counting the AIA
pixels within this region, and volume is estimated as V ∼ A3/2. Image credit: Juan
Camilo Buitrago-Casas, UC Berkeley. (Right) Relative flux of AIA 94A˚ emission from
flaring regions for microflare 1. Emission from the western loop (magenta) is observed
to peak prior to the FOXSI observations of microflare 1 (outlined in purple), while
emission from the eastern loop (blue) rises prior to and is heightened throughout the
FOXSI observations.
starts to limit the fraction of observed events. Additionally, initial exploration of the
parameter space for an electron spectrum that could provide enough nonthermal energy
to account for thermal energy allow for spectra with Ec ∼ 3 − 5 keV and δ ∼ 7−9.
With these parameters, it is plausible that this microflare abides by the picture of en-
ergy transfer described in the standard model for solar flares. Furthermore, imaging
spectroscopy of FOXSI-2 data and contemporaneous AIA data provide evidence for
spatial and temporal complexity, supporting the idea that this microflare more closely
resembles the structure and dynamics of a large flare rather than the single energy re-
lease of a nanoflare. In the future, more high-sensitivity observations from solar hard
X-ray instruments like FOXSI can help us to better understand the characteristics of
microflares and their contribution to coronal heating.
Chapter 6
NuSTAR Young Stellar Object
Flares
6.1 Introduction
In this chapter, we utilize high-sensitivity measurements by the Nuclear Spectroscopic
Telescope Array to analyze extreme flaring events on young stellar objects. Through this
work, we extend our understanding of flares to large-scale events, beyond the magnitude
of those observed on our own Sun. The observations utilized in this analysis were
taken as part of the NuSTAR Guest Observer (GO) program (program 01094). The
principal investigator for this GO proposal is Dr. Brian Grefenstette (Caltech). I led the
analysis presented in this chapter in collaboration with Dr. Lindsay Glesener, Dr. Brian
Grefenstette, and Dr. David Smith (UC Santa Cruz). I am first author for a paper
on this work which has been accepted for publication in The Astrophysical Journal
(currently in the production process).
6.2 Young Stellar Objects
Observed flares on distant stars are typically assumed to be similar to flares on our
own Sun, as discussed in chapter 2. When studying stellar flares, young stellar objects
(YSOs) are particularly interesting targets as their heightened magnetic activity leads
to extreme flaring events. The term YSO covers the early stages of a star’s life, from
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Figure 6.1: This table identifies characteristics of young stellar objects over a range
of stages. Younger stars, which correspond to lower class numbers, tend to be more
obscured by surrounding material and also tend to produce hotter flares. Image from
Ref. [29].
infalling protostar (∼104 years) to weak-lined T Tauri stars (∼107 years). From early
infrared-millimeter observations of YSOs, Ref. [140] developed an evolutionary classi-
fication system (Class I through Class III) based on characteristics of spectral energy
distributions in this waveband, with higher class numbers corresponding to more evolved
YSOs [141].
6.2.1 Circumstellar Disks and Impact of X-ray Emission
Along with hosting extreme flaring events, YSOs also prove to be interesting sources
due to the presence of circumstellar disks, which allows for the possibility of different
flare loop configurations, such as photosphere-disk and disk-disk, in addition to the
photospheric footpoints for flares on solar-type and M dwarf stars [29]. Though the
dense circumstellar material associated with YSOs strongly attenuates emission in cer-
tain wavebands, including the optical, higher-energy emission in the X-ray regime can
be transmitted and measured by X-ray observatories.
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Observations of intense X-ray flares on YSOs can additionally provide an opportu-
nity to investigate the impact of high-energy radiation on the surrounding environment.
One major question regarding YSOs is whether their flaring activity has an impact on
planet formation. If enough high-energy X-ray emission penetrates the protoplanetary
disk, it is possible that the disk material could become sufficiently ionized to lead to
magnetorotational instabilities [41].
6.2.2 Previous X-ray Observations of YSOs
YSOs have previously been observed in the X-ray regime by observatories such as Chan-
dra and XMM-Newton [142, 143]. Surveys of the nearby star-forming region ρ Ophiuchi
(∼120pc [144]) by both observatories have detected many YSO flares and found from
spectral analysis that Class I sources are associated with hotter temperatures and larger
absorption columns than their older counterparts. Additionally, these surveys have led
to the discovery of interesting spectral features, such as the first detected 6.4 keV line
from a Class I source, which has been attributed to iron fluorescence [142]. However,
due to limited sensitivity at higher X-ray energies (> 10 keV), these studies do not mea-
sure or place constraints on nonthermal emission, which is essential for understanding
the energy transfer from nonthermal electrons to heating of plasma.
6.3 The Nuclear Spectroscopic Telescope Array
Launched in 2012, the Nuclear Spectroscopic Telescope Array (NuSTAR) is the first
satellite to use focusing optics in the hard X-ray regime, offering unprecedented sensi-
tivity above 10 keV [2]. The NuSTAR science instrument, optimized over the energy
range 3-79 keV, is composed of two grazing incidence telescopes set apart from corre-
sponding pixellated cadmium zinc telluride (CdZnTe) detector arrays by a 10 m mast
(see Figure 6.2). This mast, deployed post-launch, allows for the large focal length re-
quired for focusing high-energy X-rays. The optics modules are each composed of a set
of 133 nested mirror shells, with each shell designed as a Wolter-1 conical approximation
and constructed from multiple segments of 0.2mm-thick sheet glass.
Each of the two focal plane modules (FPMA & FPMB) contains a 2 × 2 array of
pixellated CdZnTe detectors, with each detector containing 32×32 pixels of size 0.6mm
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Parameter Value
Energy range 3-79 keV
Energy resolution
400 eV @ 10 keV
900 eV @ 68 keV
Angular resolution (FWHM) 18”
Angular resolution (HPD) 58”
Field of view 12’ × 12’
Background in HPD (10-30 keV) 1.1× 10−3 counts s−1
Table 6.1: NuSTAR capabilities from Ref. [2].
(12.3”). The resulting field of view (FOV) of 12′ × 12′ contains small crosshair gaps
due to the detector array design, which appears in the processed images. Readout is
triggered by individual photon events, and for each event, the highest value pixel along
with the eight nearest neighbors are recorded for data analysis [2].
Since the mast separating the focal plane from the optics is not completely rigid,
a system is utilized to account for small changes in alignment and pointing. This sys-
tem includes two laser metrology units and a star tracker. The laser metrology units,
composed of lasers mounted on the optics side and corresponding detectors on the focal
plane side, measure the alignment offset between the two ends of the mast, which can
be up to 3-4 mm. By combining this system with the star tracker, which serves as a
celestial reference, event positions can be derived with ±3” accuracy [2].
An overview of NuSTAR’s capabilities is shown in table 6.1. In comparison to other
X-ray imaging observatories, NuSTAR is optimized up to much higher energies and over-
takes these observatories in effective area above ∼6 keV (Figure 6.3). With improved
coverage of higher-energy X-rays when observing YSOs, it is possible to search for evi-
dence of nonthermal emission, directly measure thermal continuum of hot plasmas, and
investigate the impact of high-energy radiation on circumstellar disks. Additionally, we
note that by focusing hard X-rays on to a small detector area, a very small background
is achieved compared to indirect imaging instruments.
Though NuSTAR does not produce high-resolution spectra, its energy resolution of
∼400 eV (@ 10 keV) is reasonable for NuSTAR’s higher energy range, where we expect
to observe mainly thermal continuum and nonthermal emission (few emission line fea-
tures) for our sources of interest. It is also the case that many of the X-ray observatories
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shown in Figure 6.3 have better spatial resolution than NuSTAR. However, for our YSO
observations, NuSTAR mainly detects flares and is not as sensitive to lower-energy qui-
escent emission, and therefore, sources in crowded star-forming regions can generally be
distinguished by the timing of their emission1.
6.4 Data Processing and Analysis Software
6.4.1 NuSTAR Data Analysis Software
The analysis pipeline for NuSTAR data is composed of three stages:
1. Data calibration
2. Data screening
3. Products extraction
These steps, outlined below and in figure 6.4, are detailed in the NuSTARDAS guide2.
The first stage, data calibration, applies energy calibration to event data and trans-
forms raw spatial information into detector and sky coordinates. This processing takes
into account the laser metrology data, which measures the offset of the optics and focal
plane, in order to produce accurate coordinates. Additionally, bad pixels and events are
flagged; this information is utilized later in the pipeline for cleaning of the event list.
The next stage, data screening, takes the semi-calibrated event list from stage 1
as input and serves to filter out bad data based on a number of criteria. Included in
this criteria is NuSTAR’s orbital position; data collected while in the South Atlantic
Anomoly or while the Earth is occulting the source are removed. Additionally, events
associated with with bad pixels, slewing times, or missing mast position measurements
are removed, and deadtime corrections are made. Finally, preliminary exposure maps
are produced during this stage, from which one can identify regions of interest in the
field of view.
The final stage in the pipeline, products extraction, serves to produce high level
scientific products, including spectra, light curves, and images. The inputs to the stage
1The main caveat to note here is that it is possible for multiple flares to occur at roughly the same
time near the same location. In these cases, it would be challenging to distinguish the two events, and
our analysis would consider this as one flare.
2https://heasarc.gsfc.nasa.gov/docs/nustar/analysis/nustar swguide.pdf
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Figure 6.2: The NuSTAR spacecraft design. (Top) In order to achieve a large focal
length for focusing high-energy X-rays, NuSTAR deployed a 10 m mast which sepa-
rates the focal plane from the optics. A laser metrology system is utilized to measure
alignment of the ends of the mast, with lasers on the optics side and corresponding
detectors on the focal plane side. Additionally, a star tracker is mounted on the optics
end for celestial reference. (Bottom) This image shows the spacecraft before the mast
is deployed. Features of the focal plane are highlighted, including one of the focal plane
modules and one of the laser metrology detectors. Image from Ref. [2].
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Figure 6.3: Effective area of NuSTAR compared to that of other X-ray observatories
operating at the time of NuSTAR’s launch in 2012 (all are currently still operating in
2019, aside from Suzaku). From this plot, we see that NuSTAR exceeds these observa-
tories in effective area above 6 keV. This crossover point is significant, as the increase
in effective area above 6 keV provides improved statistics for hard X-ray emission lines
that can reveal important physical characteristics of YSO flares, including an iron fluo-
rescence line at 6.4 keV (see Section 6.7.2) and an ionized iron line at 6.7 keV from hot
plasma (& 10 MK). Image from Ref. [2].
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Figure 6.4: Diagram outlining the stages of the NuSTAR data analysis pipeline. Image
from NuSTAR Quick Start Analysis Guide.
are the cleaned event files from the second stage of processing and the source and
background regions, as defined by the user. Also produced in the third stage are the
auxiliary response file (ARF) and response matrix file (RMF), which are utilized for
spectral analysis. The ARF contains the effective area as a function of energy while the
RMF accounts for the probability of measuring a particular energy with the instrument
given an incident photon energy E. With these products, a scientific analysis of the
data can be performed.
6.4.2 XSPEC
XSPEC3 is a software package used for spectral fitting of data from a number of X-ray
observatories, including NuSTAR. It can be utilized either through a Tcl-based user
3https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/XspecManual.html
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interface or through the command line with Tcl scripts.
For analysis in XSPEC, we begin with the counts spectrum C(i) observed by the
instrument over channel i, which results from a convolution of the source spectrum
f(E) (photons cm−2 keV−1 s−1) over energy E with the instrument response4 R(i, E).
A reasonable model fm(E) is selected to describe the source spectrum f(E) and model
parameters are adjusted until the predicted counts spectrum Cp(i) most closely matches
the data, where
Cp(i) =
∫
fm(E)R(i, E)dE. (6.1)
The best fit model is determined through chi-square (χ2) minimization, where
χ2 =
∑ (C(i)− Cp(i))2
σ(i)2
, (6.2)
with σ(i) representing the uncertainty in the measured count spectrum for channel i.
Once the best fit parameters are determined, error on these parameters can be quan-
tified through a user-specified confidence interval. The parameter range corresponding
to this interval is determined by varying the best fit parameter (both increasing and de-
creasing) until χ2 is increased by an amount dictated by the chosen confidence interval.
We considered a 90% confidence interval for our analysis (section 6.6).
6.5 Observations
The star-forming region ρ Ophiuchi was observed by NuSTAR over three ∼50 ks expo-
sures during 2015 and 2016 as part of NuSTAR’s Guest Observer program (see Table
6.2). Data from FPMA/FPMB were processed using the NuSTAR data analysis soft-
ware (NuSTARDAS v1.6.0) described in the previous section.
6.5.1 ρ Oph Source Selection and Identification
The flares analyzed here were selected by eye from full field-of-view (FOV) images
integrated over the entire observation period (see Figure 6.5). Multiple distinct flares
were observed during the three observing intervals, and three of these flares have been
4In the case of NuSTAR, R(i, E) includes both the RMF and the ARF described in section 6.4.1.
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Figure 6.5: These images from FPMA show the time integrated NuSTAR observations
of ρ Ophiuchi over the whole field of view and full energy range of 3-79 keV. Images are
not background subtracted.
Table 6.2: NuSTAR Observations of ρ Ophiuchi
Sequence ID Start Date & Time (UT) End Date & Time (UT) Exposure (ks)
30102028002 2015 May 10 - 10:31:07 2015 May 11 - 14:51:07 55
30102028004 2015 Aug 25 - 18:56:08 2015 Aug 26 - 23:36:08 51
30102028006 2016 Apr 29 - 09:36:08 2016 Apr 30 - 11:11:08 46
analyzed in depth (see Figure 6.6 for corresponding light curves). Sources were identified
by comparing the flare location with catalogs from previous surveys of ρ Ophiuchi
[142, 143]. During the first observation, Class I protostar Elias 29 [145], hereafter
EL 29, produced a flare which lasted ∼5 hours. Two large flares occured during the
second observation, one from Class I protostar IRS 43 [146] and one from Class III
source WL 19 [141]. These flares lasted ∼12.6 and ∼4.2 hours, respectively. In future
analysis, we will both examine the bright additional flares visible in Figure 6.5 and
search for other potential sources near the sensitivity limits of NuSTAR.
6.6 Analysis
6.6.1 Background Estimation
The relatively low background of NuSTAR (∼10−3 counts s−1 at 10−30 keV) includes
focused cosmic X-ray background (CXB), unfocused CXB through the open light path,
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Figure 6.6: Light curves (binned by hour) of three YSO flares during the first two
NuSTAR observations of ρ Ophiuchi with combined data from FPMA and FPMB over
the full energy range of 3-79 keV. Dashed lines indicate the time interval selected for
flare spectral analysis.
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environmental neutrons, and instrument background (e.g. fluorescence lines). The
backgrounds for the sources studied here were simulated through use of the nuskybgd
suite of IDL routines [147]. In this method, a source-free region of the FOV is selected,
in our case an annulus around each flaring YSO; each background component has a
known spectral shape, and a fit of the normalizations of these components is performed
based on the selected background region. Once this fit is performed, the background
is determined for the whole FOV, and we can estimate the background at the source
position.
6.6.2 Spectral Analysis
For each of the three flaring sources, a time frame was selected by eye to encompass the
rise through decline of the flare (see Figure 6.6). When selecting a source extraction
region, we consider two conflicting factors. First, we want to utilize as many of the
photons from the event as possible, which are spread from the point source location as
a result of finite angular resolution. However, given that we are observing a crowded
star field, we also want to avoid contributions to our spectra from other nearby sources.
To balance these factors, we selected a circular region of radius to 15”. Counts outside
the calibrated NuSTAR energy range (3− 79 keV) were removed prior to analysis, and
spectra were binned so that each bin included a minimum of 30 counts. The high end
of the energy range for spectral analysis was further limited by low statistics (i.e. not
enough counts at higher energies to make a bin with at least 30 counts), and most
spectra extend up to ∼20 keV. Spectral analysis was performed for each source in
XSPEC, simultaneously fitting data from both FPMA and FPMB (see Figure 6.6). EL
29 falls close to the chip gap for FPMA (closer than for FPMB) during this observation,
which is likely the cause of the difference in normalization between the focal plane
modules for this spectrum.
Single Temperature Model
For each source, the flare data were modeled as an optically-thin thermal plasma (vapec)
with an absorption component (tbabs) to account for attenuation by circumstellar ma-
terial, mainly important at lower X-ray energies. The free parameters for this model,
labeled “1-T + abs” in Table 6.3, included temperature (kT ), absorption column (NH),
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Figure 6.6: Flare spectra for IRS 43, WL 19, and EL 29. The spectra for IRS 43
and WL 19 are shown on the preceding page. The top panel of each plot shows data
from FPMA (black) and FPMB (magenta) along with the best fit model. Data from
FPMA and FPMB are simultaneously fit, with all parameters tied together except for a
cross-normalization factor. EL 29 falls close to the chip gap for FPMA (closer than for
FPMB) during this observation, which is likely the cause of the difference in normal-
ization between the focal plane modules for this spectrum. The middle panel shows the
contribution to the chi-squared value, with sign according to (data−model), for each
data point using an optically-thin thermal plasma model (vapec) plus an absorption
component (tbabs). With this model, excess emission is observed around 6.4 keV in
both telescopes for IRS 43 and WL 19 (but not for EL 29). The bottom panel shows the
contribution to the chi-squared value for each data point when a 6.4 keV line is added
to the model. For the flares in IRS 43 and WL 19, including this additional emission
line improves the fit.
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and a normalization factor (n). From this normalization we compute an emission mea-
sure (EM) by using the normalization formula for vapec described in the XSPEC man-
ual5 and accounting for the distance to the source, in this case ∼120 pc [144].
In addition, the vapec model allows for a number of elemental abundances to vary
with respect to solar abundances, which provides greater flexibility in working with the
differing compositions of young stars. In our model, all lighter elements were fixed to
solar abundances [148] while the abundance for iron (ZFe), an element affecting our
energy range and which is typically less abundant for younger stars [149], was allowed
to vary. Data from FPMA and FPMB were simultaneously fit, with all parameters tied
between data sets apart from a cross-normalization factor. Fit parameters are shown in
Table 6.3 and spectra are shown in Figure 6.6.
6.4 keV Emission Line
After applying an optically-thin thermal plasma model, which already includes an iron
emission line at ∼6.7 keV from the thermal plasma, the flare spectra for IRS 43 and
WL 19 showed excess emission around 6.4 keV (see Figure 6.6). To account for this
excess, we added a gaussian emission line centered at 6.4 keV with σ = 0.1 keV (both
fixed) and a normalization parameter which was left free. We note that the flux in the
6.4 keV line will, to some extent, trade off with the iron abundance in the vapec model
since our coarse energy binning and NuSTAR’s finite resolution will allow the 6.4 and
the 6.7 keV lines to share flux in the bins around 6-7 keV.
Since NH is not well-constrained in our energy range, we fix this parameter to the
value from the initial fit (IRS 43 and WL 19) or to a value found in previous studies of
the same sources (EL 29); this reduction of free parameters allows for the normalization
of the 6.4 keV line, and hence the equivalent width EW , to be constrained. Best values
for the equivalent width, computed in XSPEC, are shown in Table 6.3. Upon initial
comparison with the “1T+abs” model, the addition of a 6.4 keV line to the model slightly
improves the fit for the flares on IRS 43 and WL 19, while there is no improvement in fit
quality for the flare observed on EL 29. Even so, for all sources studied, the uncertainty
on the EW is large enough to be consistent with zero, so though some of the fits are
suggestive of a possible line, the line is not statistically significant. We note that, though
5https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/node133.html#vapec
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we did not find evidence for a 6.4 keV line for EL 29, observations of EL 29 by Chandra
and XMM-Newton have yielded positive detections of the 6.4 keV line, both during
flaring and quiescent times [150].
6.6.3 GOES Class
These YSO flares are clearly very bright since they can be observed from 120 pc away. A
common measure for flare magnitude when classifying solar flares is the X-ray intensity
of the flare peak as observed by the GOES series of Earth-orbiting spacecraft6, which
is then classified from faintest to brightest as GOES class A, B, C, M, or X (X-class >
10−4 W m−2). From our isothermal fits, we can estimate what the GOES flux (W m−2)
would be if an event of a certain temperature and emission measure were to occur at a
distance of 1 AU from Earth. For the YSO flares presented here, the equivalent GOES
class ranges from X104-105, on the order of 1,000 times the classification of the largest
solar flare on record [36]. The occurrence of such extreme flaring events makes sense
given the heightened magnetic activity of young stellar objects.
6.6.4 Neupert Effect
The physical processes behind these flares can be further understood by considering
the time evolution of the X-ray emission. We examined the flares for evidence of the
Neupert effect, which describes a relationship in which the nonthermal (higher-energy)
X-ray output traces the rate of input of thermal plasma from the footpoints to the flare
loop, over timescales shorter than the loop cooling time [77, 79].
In order to study this, the light curve of the WL 19 flare was split into three energy
bands, including a low (3-6 keV), medium (6-9 keV), and high energy band (9-20 keV),
as seen in Figure 6.7. From these light curves, we note the difference in peak time
between bands, with the two higher-energy bands peaking ∼500 seconds (one time bin)
prior to the lowest energy peak. This effect was not studied in depth for the other two
sources due to low statistics and, in the case of IRS 43, gaps in the data due to the
source being occulted by the Earth during the rising interval of the flare.
6www.swpc.noaa.gov/products/goes-x-ray-flux
168
0.0
0.2
0.4
0.6
3-6 keV
0.0
0.2
0.4
0.6
6-9 keV
60000 65000 70000 75000 80000
Time from 20150825 18:56:08 (s)
0.0
0.2
0.4
0.6
9-20 keV
co
u
n
ts
 s
-1
Figure 6.7: The light curve (binned by 500s) of WL 19 is split into three energy bands:
3-6 keV (top), 6-9 keV (middle), and 9-20 keV (bottom). We note the difference in
timing, with the emission in the two higher-energy bands peaking prior to that of the
lower-energy band. The gaps in the data occur when the source was occulted by the
Earth.
6.7 Discussion
Spectral analysis of three YSO flares observed by NuSTAR found high temperature
plasma (∼40−80 MK) and revealed that these flares are ∼1,000 times brighter than
the brightest flares on the Sun. An isothermal model effectively described the data for
each flare, and no clear evidence for a nonthermal component was found, although the
flux at higher energies does peak earlier for the flare on WL 19 (Figure 6.7). Two of
the observed flares, those from IRS 43 and WL 19, showed evidence for an additional
emission line at 6.4 keV, which is typically attributed to iron fluorescence (discussed
further in section 6.7.2).
By comparison, our temperatures are found to be consistent with the range of flare
temperatures observed in the surveys of ρ Ophiuchi by Chandra [151] and XMM-Newton
[143]. The flares we studied are on the brighter end of those observed in these surveys,
which is consistent with our selection method of choosing the brightest events. Similar
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to our analysis, the Chandra study considered individual flares (in addition to quiescent
measurements), and the flare durations are found to be on the same order, averaging
∼10−20 ks.
6.7.1 Flare Energetics
When considering the energetics of these flares, one thing to address is whether there
could be enough energy in nonthermal electrons to account for the observed heating,
despite having no clear detection of a nonthermal component above the thermal spec-
trum. This scenario would allow for a model similar to the standard model for solar
flares in which energetic electrons deposit energy in the footpoints and heat the ambient
plasma, leading to chromospheric evaporation and subsequent thermal emission [17].
Nonthermal Electron Energy
With the flares studied so far, a high temperature plasma model is sufficient to account
for emission at high energies and we see no clear evidence of nonthermal emission. By
assuming that these flares are similar to those observed on the Sun and other stars,
scaling laws were used to explore whether or not NuSTAR would be sensitive enough
to observe nonthermal emission for flares of the observed magnitudes.
In Ref. [105], correlations between parameters for a broad population of solar flares,
from GOES class A to class M (soft X-ray flux ∼ 10−8−10−4 W/m2), were studied.
By using a scaling relation between maximum GOES flux and nonthermal flux, we es-
timated the nonthermal NuSTAR flux at 35 keV to be ∼1.4 × 10−6 counts keV−1 s−1
for the flare on IRS 43. In addition, a similar scaling law from Ref. [106] was used to
estimate the peak nonthermal NuSTAR flux over the energy range 20-40 keV. Along
with solar flares, that study also includes a number of stellar flares which are closer in
magnitude to the ones observed here by NuSTAR. This scaling law estimates the peak
nonthermal flux from 20-40 keV to be ∼3.5× 10−5 counts keV−1 s−1. When comparing
to the NuSTAR background near this energy range, ∼10−5 counts keV−1 s−1, we note
that the nonthermal flux estimations for IRS 43 are either on the order of or below the
NuSTAR background. With the very limited statistics above 20 keV for our observed
flares, it is plausible that there could be an undetected nonthermal component among
the background. Thus, the absence of an clear nonthermal component to the model
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does not eliminate the possibility that YSO flares follow the standard model for solar
flares. In addition, we are optimistic that NuSTAR may be able to detect a nonthermal
component for larger magnitude flares in future observations of YSOs.
In a separate line of reasoning, we consider how large of a nonthermal component
could be present and undetected within our current model. To test this, we add a
model to our spectral analysis of IRS 43 which represents nonthermal bremsstrahlung
emission, in this case, a broken power law model (bknpower). Using the thick-target
model described in Ref. [17], the parameters from a broken power law in the photon
spectrum can be translated into a corresponding electron spectrum with spectral index
δ and low energy cutoff Ec, from which the nonthermal electron energy can be calculated.
For the broken power law model, the index below an assumed break energy7 (Ebreak ≤
Ec) is set to γ1 = 1, and we test a series of photon indices above Ebreak at integer inter-
vals from γ2 = 2 to γ2 = 8. The photon index γ2 corresponds to the electron spectral
index δ such that δ = γ2 + 1 for a thick-target model. For each γ2, all parameters of
the broken power law model are fixed, and the normalization is raised until the quality
of the fit to the data is affected8, i.e. until the chi-squared value increases by a certain
amount. In order to be conservative in our estimate of the plausible nonthermal energy
available in the flare, we only allowed for a small increase in chi-squared9, corresponding
to a 5% increase in the confidence with which the the fit can be rejected; allowing for
additional degradation of the fit quality by raising the normalization further would only
increase the amount of nonthermal energy available. With these model parameters, we
determine the electron spectrum, testing a range of Ec values, and compute a rough
upper limit on the nonthermal electron energy in the flare (see results in Figure 6.8).
From this plot, we find that the upper limit to the nonthermal electron energy ranges
∼1039−1041 erg. We note that some combinations of parameters even improved the
quality of the fit; setting γ2 = 2 (δ = 3) and a normalization of ∼6 × 10−5 photons
keV−1 cm2 s−1 (at 1 keV) resulted in the best fit of the parameters tested. These pa-
rameters correspond to ENT ∼ (3−4)× 1039 erg, depending on the value of Ec used.
7Ebreak is set to 5 keV for Ec = 5 keV and set to 10 keV for Ec = 10 keV and Ec = 15 keV.
8For other model components (e.g. isothermal plasma, absorption, etc.) the same parameters are
left free as described in Section 6.6.2.
9We allowed for an increase in chi-squared from 37.65 to 38.97 (d.o.f. = 34), which corresponds to
a 5% increase in the confidence with which the the fit can be rejected.
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Given the limited sensitivity of previous X-ray instrumentation above 10 keV, esti-
mates of nonthermal energy for stellar flares currently in the literature are lacking, par-
ticularly for YSOs. Studies on recent best surveys of star-forming regions by CCD-based
instruments, such as the observations of ρ Ophiuchi by Chandra and XMM-Newton, do
not make attempts to place limits on a nonthermal component. Ref. [152], which ana-
lyzes a superflare observed by Swift (XRT and BAT) on the active binary II Pegasi (II
Peg), states that it is the first study to provide evidence for a nonthermal component
during a stellar flare. In this study, the best fit electron spectral indices for two time
intervals are δ ∼ 2.8 and δ ∼ 3.1, similar in hardness to the fixed index in our study
corresponding to an improved overall fit quality (δ = 3). These findings for extreme
stellar events may not be surprising in the context of solar flares, where studies find
a correlation between higher nonthermal flux and lower electron spectral indices [105].
Using an assumed low-energy cutoff of 20 keV, Ref. [152] estimates a total electron
energy of ∼3× 1040 erg for the superflare on II Peg, which exceeds the radiative losses.
Challenges with constraining conductive losses in this study make it difficult to state
conclusively whether the nonthermal energy can account for total thermal energy in the
flare.
Thermal Energy
To determine if the estimated upper limits to the nonthermal energy are sufficient to
account for the thermal energy, we estimate both radiative and conductive losses for the
flare on IRS 43. For an estimate of the radiative losses, we take our thermal model for
this flare and extend the model to a broad range of energies in XSPEC. We considered
the range 0.01-200 keV, which is a typical energy range for radiation from the corona that
has been used in previous stellar X-ray studies [152, 153]. By integrating the spectrum
over this range, we obtain a radiative flux (erg cm−2 s−1); the total radiative energy
can be computed by accounting for the duration of the flare (∆t) and the distance to
the source (D). For the observed flare on IRS 43 (∆t ∼ 21 ks; D ∼ 3.7× 1020 cm), the
estimated radiated energy released in the corona is Erad ∼ 6 × 1035 erg. We note that
this is a lower limit to the radiative losses; multiple studies of solar flares indicate that a
majority of the total radiated flare energy comes from the visible and infrared wavebands
[154, 155]. The actual value for thermal energy release could be five times larger than
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Figure 6.8: Estimated upper limits on nonthermal electron energy for the flare on IRS 43
over a range of photon indices and cutoff energies of 5 keV (black), 10 keV (green), and
15 keV (blue). For each scenario, the upper limit to the nonthermal electron energy far
exceeds the estimated thermal energy (magenta dotted line), indicating that the energy
in an undetected nonthermal electron population, if present, could plausibly account for
the thermal energy release in the flare.
our estimate, bringing the possible value for radiative losses up to ∼3× 1036 erg.
In addition to radiative losses, a flare study by Ref. [156] has also found conductive
losses to be significant in flares. Conductive energy losses can be computed by
Econd =
κT 7/2A∆t
l
erg (6.3)
where κ is the Spitzer conductivity (8.8 × 10−7 erg cm−1 s−1 K−7/2), l describes the
length scale of energy loss, A is the area of the footpoint, and ∆t is the flare time
interval. For this estimate, we assume a geometry of a cylindrical loop of length 2l with
footpoint radius r, related by the aspect ratio α = r2l = 0.1 (considered an upper limit
for solar flares). With these assumptions incorporated into equation 6.3, the conductive
losses can be computed in terms of an unknown length l. For the flare on IRS 43, the
conductive energy losses are estimated as Econd ∼ (4 × 1024) × l erg. By freezing the
aspect ratio, we note that A ∝ l2 and thus the conductive losses increase with length
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rather than being inversely proportional.
We expect that the combined energy in radiative and conductive losses should be
equal to the overall energy in the thermal plasma
Etherm = 3kT
√
EM ∗ V , (6.4)
where V is the volume of the heated flare plasma. Using this relationship, Etherm ∼
Erad + Econd, and the cylindrical loop geometry described above (V = pir
2(2l)), we
can solve for the loop length. Through this process, we estimate l ∼ 5 × 1011 cm,
which is consistent with typical values of stellar flare loop lengths10 (∼ 1011-1012 cm).
In a case where conductive losses occur early in the flare, it may be more accurate to
assume Etherm ∼ Erad. In this scenario, the estimated length is on the same order, with
l ∼ 4 × 1011 cm. In either the case, the resulting total thermal energy is on the order
of Etherm ∼ 1037 erg, which is orders of magnitude smaller than the upper limits to
nonthermal energy, as shown in Figure 6.8.
Taking this exploration a step further, we can then consider what length l would
be required in order for conductive losses to exceed the possible energy in nonthermal
electrons (ENT ). Assuming the upper limit of ENT ∼ 1041 erg, an unreasonably large
loop length of l ∼ 1017 cm is required for Econd > ENT . We note that this result assumes
a fixed aspect ratio of α = 0.1, which is considered an upper limit for solar flares; using
a smaller aspect ratio would require an even larger loop length for conductive losses
to exceed energy in nonthermal electrons. This unlikely scenario further supports the
case for the energy in conductive losses being much lower than our upper limits to the
nonthermal electron energy. Therefore, we find that electron energy could plausibly
account for both radiative and conductive losses.
6.7.2 Iron Fluorescence & Disk Ionization
By considering the equivalent width of the 6.4 keV emission line, we can learn more
about ionizing radiation causing fluorescence, the fluorescing material, and the geom-
etry of the source. For IRS 43 and WL 19, we find the best estimates of equivalent
width to be relatively large, ∼190 eV and ∼230 eV, respectively. If we assume that
10These values for stellar flare loop lengths were estimated in Ref. [157] using scaling relations and
data from a variety of star types, including YSOs, binaries, and red dwarfs.
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fluorescence comes from photoionization of spherically distributed material around the
source, the equivalent width is predicted to be around ∼10 eV, based on NH and ZFe
[158]. Thus, if we utilize the best fit EW values for our spectra, the fluorescence cannot
be produced by material in the line of sight but instead requires interaction with denser
material [159, 160].
In the case of YSOs, a 6.4 keV line in the flare spectrum with large EW is often
attributed to fluorescence in the circumstellar disk [142, 150, 161]. Assuming photoion-
ization, we would expect an equivalent width only up to 120 eV, which is still smaller
for the best fit values, aside from that of EL 29 [160]. However, in a case where the
flare is hidden behind the star’s limb, the EW may be larger due to attenuation the
continuum relative to the fluorescence emission from the disk [162].
Another way to account for large equivalent widths is through fluorescence by colli-
sional ionization, as was suggested in a study of EL 29 by [163]. In addition to observing
large equivalent widths (> 200 eV), this study found that a source of accelerated elec-
trons could better explain the significant variability in EW than changes in the thermal
spectrum.
Given the large uncertainties on the equivalent widths for our study (noted in sec-
tion 6.6.2), we refrain from proposing one specific mechanism for our flares, but again
highlight that the potentially large EW supports a scenario where the disk provides
fluorescing material as opposed to the photosphere or material in the line of sight.
One important question regarding high-energy X-ray emission is how this emission
impacts the process of planet formation in the protoplanetary disk [29, 164, 41]. The
presence of a 6.4 keV line and the associated equivalent width provide evidence that
X-rays from these YSO flares are plausibly interacting with their surrounding disks.
X-ray emission can potentially alter the dynamics of the disk by ionizing disk material
and therefore coupling this material to the magnetic field which, at sufficient ionization
levels, could lead to magnetorotational instability (MRI) and eventually magnetohydro-
dynamical turbulence [165].
For a “typical” quiescent YSO (kT = 1 keV; L ∼ 1029 erg s−1), work by Ref. [166]
estimates that ionization by stellar X-rays could dominate ionization of disk material
out to ∼1000 AU and that much of the outer disk layer could be sufficiently ionized for
MRI. During flaring times, both higher plasma temperatures and higher luminosities
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can lead to further penetration and an increased ionization rate [164]. For our observed
flares, we find kT ranging from 3-7 keV and average luminosities from 1030-1031 erg
s−1, which would correspond to broader ionization than what is found for the “typical”
values. However, work by Ref. [167] indicates that the time scale for MRI is much longer
than the duration of these X-ray flares, so more research is needed to determine whether
transient X-ray events can lead to persistent turbulence in the disk.
6.8 Summary
During three ∼50 ks observations of the ρ Ophiuchi cloud complex by NuSTAR, multiple
bright X-ray flares from YSOs were observed. NuSTAR offers unprecedented sensitiv-
ity in the hard X-ray regime above 10 keV, making this data set the first of its kind.
Spectral analysis of flares on IRS 43, WL 19, and EL 29 found temperatures ranging
from ∼40−80 MK and emission measures on the order of 1054 cm−3 using an isothermal
model. These results offer confirmation of what has been found for temperature and
brightness in previous X-ray surveys of flaring YSOs in the ρ Ophiuchi region using
instruments with less sensitivity to high-energy emission.
The flares presented show no clear evidence for a higher-energy nonthermal com-
ponent, but estimates through scaling laws indicate that it may be possible to observe
nonthermal emission with a hotter and brighter flare in future observations. Estimates
were made of thermal radiative and conductive energy along with upper limits to non-
thermal electron energy for the flare on IRS 43. According to our estimates, the energy
in nonthermal electrons, if present, could plausibly account for both radiative and con-
ductive losses, which is consistent with the standard model for solar and stellar flares.
Spectral analyses of the flares on IRS 43 and WL 19 suggest the presence of a 6.4 keV
emission line. The large estimated equivalent width of this line in these cases offers ev-
idence that flare radiation was interacting with dense material in the surrounding disk,
producing fluorescence through photoionization. In addition to fluorescence, X-rays
from flaring YSOs may significantly ionize disk material, depending on flare luminosity,
temperature, and frequency. Additional modeling and observations in the high-energy
X-ray regime with NuSTAR are necessary in order to further investigate the impact of
these extreme stellar events.
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Table 6.3: Flare model parameters from the spectral
analysis described in Section 6.6.2. Subscripts and su-
perscripts on parameter values indicate the lower and
upper limits to the 90% confidence interval, respectively.
Shaded rows indicate values that are derived from fit
parameters.
Parameters 1-T + abs 1-T + abs + 6.4 keV
IRS 43
NH
a (1022 cm−2) 2.34.90.0 2.3b
T c (MK) 576850 58
65
53
ZFe
d 0.20.40.1 0.2
0.3
0.0
nA
e (10−3 cm−5) 7.79.85.9 7.58.56.6
χ2red 1.2 1.1
EM f (1054 cm−3) 1.31.71.0 1.31.51.1
EW g (eV) ... 190
WL 19
NH (10
22 cm−2) 3.47.70.0 3.4b
T (MK) 7611357 81
102
65
ZFe 0.2
0.5
0.0 0.1
0.3
0.0
nA (10
−3 cm−5) 9.814.56.7 9.411.37.9
χ2red 1.4 1.3
EM (1054 cm−3) 1.72.51.2 1.61.91.4
EW (eV) ... 230
EL 29
NH (10
22 cm−2) 7.6h 7.6h
T (MK) 375228 38
54
28
ZFe 0.6
1.0
0.2 0.5
1.0
0.1
nB
i (10−3 cm−5) 4.36.62.7 4.26.42.5
χ2red 0.6 0.6
EM (1054 cm−3) 0.71.10.5 0.71.10.4
EW (eV) ... 120
aNH : hydrogen column density
bNH fixed to fit value from 1T+abs model
cT : temperature
dZFe: iron abundance relative to solar [148]
enA: normalization for FPMA data
fEM : emission measure, distance to source ∼120 pc
gEW : equivalent width of 6.4 keV emission line
hNH fixed using best fit value from [142]
inB : normalization for FPMB data, used instead of nA due to
chip gap issue noted in Section 3.2
Chapter 7
Conclusion
7.1 Summary
This thesis has explored how high-sensitivity hard X-ray observations can provide
greater insight into the structure and dynamics of a broad range of flaring events, from
sub-A class solar microflares to extreme flares on distant stars. Hard X-rays cover a
regime where both thermal emission from hot plasmas and nonthermal emission from
an accelerated electron population can be measured, providing a unique diagnostic for
energy transfer during solar and stellar flares. With high-sensitivity observations in
this waveband, the source of coronal heating can be probed by pushing to detections
of fainter and fainter solar flares to better understand their characteristics and energy
contribution to the corona. Additionally, the nature of energy release for young stellar
object flares and the impact of high-energy radiation on the circumstellar material can
be explored.
To achieve these scientific goals for solar observations, technology for a solar-dedicated
hard X-ray imager has been developed through the FOXSI sounding rocket campaigns.
Three successful flights have proven the powerful capabilities of grazing incidence optics
for improved sensitivity and imaging dynamic range in the hard X-ray regime compared
to previous indirect imagers. For the third rocket campaign, FOXSI-3, the use of a
honeycomb collimator for blocking ghost rays in the FOV and the first ever photon-
counting soft X-ray detector for solar observations were demonstrated.
Another new technology utilized for the FOXSI rocket instruments (FOXSI-2 and
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FOXSI-3 ) were fine-pitch CdTe semiconductor strip detectors, which have the benefit
of a higher quantum efficiency above 10 keV compared to Si detectors. For this type of
material, stronger charge sharing effects are observed which, though posing additional
challenges to accurate energy estimation, may offer possibilities for sub-strip spatial
resolution. In this work, characterization of the CdTe detector response has been per-
formed, including measurements of the low-energy threshold trigger efficiency, electrode
transmission efficiency, and gain. To improve energy estimates, only single-strip events
were utilized for the gain calibration. All of these measurements serve to improve the
quality of our scientific analysis.
With the solar-optimized FOXSI instrumentation, detailed imaging and spectral
analyses was performed for some of the smallest observed microflares in the hard X-
ray regime, an order of magnitude fainter than the faintest RHESSI microflares. By
studying the energetics of one of these microflares, it was determined that there was
plausibly enough energy in nonthermal electrons to account for thermal energy in the
flare, which is consistent with the standard model for solar flares. In addition, evidence
of spatial and temporal complexity from imaging spectroscopy and contemporaneous
observations in other wavebands indicate that even microflares of this small size exhibit
complex energy release similar to larger flares, as opposed to a single burst of energy
expected for a nanoflare.
On the other extreme in magnitude, bright X-ray flares (X10,000 class) from YSOs
were studied utilizing high-sensitivity hard X-ray measurements by NuSTAR. NuSTAR
offers unprecedented sensitivity >10 keV, making these observations of YSOs the first
of their kind. With three ∼50 ks observations of the star-forming region ρ Ophiuchi,
spectral analysis was performed for the three brightest flares in the FOV, which showed
that these extreme events produce high-temperature plasma (40-80 keV) and are over
1,000 times brighter than the brightest solar flare on record. Study of the energetics
for a flare on IRS 43 indicates that there was plausibly enough energy in nonthermal
electrons to account for thermal energy, which is again consistent with the standard
model for solar flares. Additionally, presence of excess emission at ∼6.4 keV may be
indicative of iron fluorescence in the circumstellar disk, and this flare-disk interaction
could have an impact on planet formation.
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7.2 Future Work
In the future, we seek to expand our understanding of solar/stellar flare phenomena
through additional high-sensitivity hard X-ray observations. To this end, we will con-
tinue to utilize NuSTAR for solar and stellar observations and develop technologies for
a solar-dedicated hard X-ray imager.
7.2.1 Future FOXSI Instrumentation
FOXSI Explorer Missions
The continued development of the FOXSI hard X-ray instrument is now especially
salient, given that the only orbiting solar-dedicated hard X-ray spectroscopic imager,
RHESSI, was recently decommissioned in October 2018. FOXSI was recently proposed
as a NASA Small Explorer (SMEX) mission and made it through the first down selection
stage, but unfortunately was not chosen as a fully funded mission. Improvements will
be made to the original FOXSI SMEX design for an upcoming Medium-size Explorer
(MIDEX) proposal opportunity. The key elements of FOXSI SMEX are described be-
low, many of which will likely appear in the MIDEX concept.
FOXSI SMEX [112] includes a hard X-ray imager, called the Direct Spectroscopic
Imager (DSI), and a soft X-ray spectrometer, called the Spectrometer for Temperature
and Composition (STC). The DSI is similar in design to NuSTAR, with two separate
telescopes each composed of a grazing incidence optics module and a pixellated CdTe de-
tector called HEXITEC (High Energy X-ray Imaging Technology) detectors [168, 169],
which are separated by an extendable boom at a 14 m focal length. The DSI, covering
an energy range of 3-55 keV, has 20 times better sensitivity and 100 times better imag-
ing dynamic range compared to previous solar hard X-ray observatories.
The soft X-ray spectrometer, the STC, offers spatially integrated spectroscopy over
an energy range of 0.8-20 keV. For the STC, a silicon diode detector (SDD) is utilized,
and aperture plates are placed on the optics end of the boom to the reduce the FOV
to be the same as that of DSI. The STC extends the spectroscopic range and measures
incoming flux to determine when attenuators should be put in place for the DSI.
The science goals of a FOXSI Explorer include determining how electrons are ac-
celerated during solar flares, how plasmas are heated to high temperatures, and how
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Figure 7.1: FOXSI SMEX detection limit in the context of previous studies of small-
scale solar events by UV/EUV, SXR, and HXR instruments. FOXSI SMEX will be
capable of detecting solar microflares that are 2 orders of magnitude smaller in energy
than what could be observed with RHESSI. Through these measurements, the energetics
of small-scale solar events and their contributions to coronal heating can be further
explored. Credit: FOXSI SMEX proposal.
magnetic energy release leads to flares and eruptions, which are all supported by the
solar-optimized high-sensitivity instrumentation on FOXSI. FOXSI additionally will
support investigations of small-scale energy release on the Sun, as its detection limit
in thermal energy will be two orders of magnitude lower than that of RHESSI (see
Figure 7.1). Large scale studies of microflares below what was observed by RHESSI
will allow us to determine the frequency of these events, helping to solve the mystery of
coronal heating.
FOXSI-4
Alongside the development of FOXSI Explorer missions, we intend to continue develop-
ing and testing technology for improved solar hard X-ray observations, in preparation
for future generations of X-ray instruments. We will propose this year a fourth FOXSI
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flight to occur in 2023. One main focus of FOXSI-4 will be to improve the angular
resolution for solar hard X-ray instruments to be closer to what can be achieved in
other wavebands. Significant gains can be made in flare physics with high resolution
observations in hard X-rays. In addition to the separation of footpoint and coronal
sources for flares, higher resolution optics would allow us to distinguish individual foot-
points, which would benefit modeling of the chromospheric response to energy input by
nonthermal electrons. Also, it may be possible to distinguish multiple acceleration sites
in the corona, which would help for constraining particle acceleration mechanisms for
flares.
To achieve this goal, we are investigating options for high-resolution optics, includ-
ing optics similar to those being developed for the Marshall Grazing Incidence X-ray
Spectrometer (MaGIXS ). The MaGIXS optics undergo additional polishing to achieve
a five times improved spatial resolution, with the goal of reaching a half power diameter
(HPD) of ∼5” [170]. To take advantage of higher resolution optics, we need to pair
the optics with fine-pitch detectors. With the current focal length of the FOXSI rocket
instrument (∼2 m), our CdTe detectors have a strip pitch of 6.2”, which would greatly
exceed the new optics FWHM. However, by utilizing the effects of charge sharing, it is
possible to achieve sub-strip spatial resolution for the CdTe detectors. Additionally, we
are investigating ASICs with an even lower noise contribution and a faster data acqui-
sition system, similar to the one used for the PhoEnIX SXR detector on FOXSI-3.
In addition to improving the angular resolution, we also seek to continue developing
collimator technology to block ghost rays. Given the state of technology at the time of
the FOXSI SMEX proposal, it was not feasible to include a collimator in the design.
For a spacecraft mission, it is important to design a relatively lightweight and compact
collimator that will minimize ghost rays while maximizing the effective area for double
bounce photons. To limit the reduction in effective area and also the size of the colli-
mator, we are interested in fabrication methods which can achieve smaller feature sizes.
This includes both smaller channel diameter, which reduces the length of collimator
while maintaining the same aspect ratio, and thinner walls, which reduces the fraction
of on-axis photons that are blocked.
We will propose for FOXSI-4 to be launched near the next solar maximum (2023),
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ideally as part of a flare campaign. In this campaign, multiple solar sounding rock-
ets would be launched from the same location, one after another, to demonstrate the
strength of these new technologies when utilized in conjunction. If a flare campaign is
not pursued, FOXSI-4 will be utilized to demonstrate the capabilities of high-resolution
optics for studying solar active regions.
7.2.2 Stellar Flares with NuSTAR
Shrouded Protostars in ρ Ophicuhi
In addition to the study of the brightest flaring sources in the FOV, we want to probe
sources from our ρ Ophiuchi observations near the sensitivity limit of NuSTAR. Of par-
ticular interest are Class 0 protostars, which are shrouded by thick layers of surround-
ing material [29]. With substantially higher effective area than previous instruments
at higher energies, where X-rays are more likely to transmit through dense material,
NuSTAR is more sensitive to emission from these sources. In studying these sources, we
seek to determine whether there is X-ray flare emission from class 0 protostars, which
has not yet been observed [171], and hence determine when flares first occur in the
transition from molecular cloud core to protostar.
Additional Stellar Observations
Beyond our observations of YSOs, we’d like to expand the study of stellar flares with
NuSTAR. As discussed in earlier chapters, a variety of stellar sources, including M dwarfs
and binary stars, have been observed in X-rays with Chandra, XMM-Newton, Swift,
and other instruments. NuSTAR, with higher effective area over previous observatories
above 6-7 keV, would allow for a more sensitive exploration of emission from high
temperature plasma and possible nonthermal emission for flares on these stars. With
these observations, we can better investigate the nature of energy release for other stellar
sources and how this fits into the context of the standard model for solar flares
As we begin further exploration of stellar sources, M dwarfs are a good starting
point, as these sources have magnetically active coronae and tend to flare frequently.
Two sources that we are considering for future NuSTAR Guest Observer proposals
include M dwarfs EV Lac and Proxima Cen. EV Lac, roughly 5 pc away, has been a
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target for many X-ray observatories, including Chandra [172, 173] and XMM-Newton
[174], which show this source to produce X-ray flares at a rate of 0.2-0.4 hr−1. With
this rate and assuming an exposure time similar to one of our ρ Ophiuchi observations
(50 ks), we would expect to observe roughy four flares per observation, on average. In
developing this proposal, we would investigate the expected count rate for NuSTAR for
a typical flaring event on this source. One could also propose EV Lac as a target of
opportunity, considering that a past X-ray flare from this source was bright enough to
trigger Swift [175].
Proxima Cen (∼1.3 pc [176]), though flaring less frequently then a typical M dwarf,
is of particular interest due to a recently discovered exoplanet called Proxima b. This
exoplanet, discovered by Ref. [177], was found to be roughly 1.3 times the mass of Earth
and orbiting in the habitable zone. The presence of a plausibly habitable planet makes
studying the central star’s activity particularly important, as X-ray flares can contribute
to atmospheric loss. Observations with NuSTAR can allow for improved constraints on
high-energy radiation, providing greater insight on the environmental impact of Proxima
Cen on surrounding planets. Information about the frequency of flares from Ref. [178]
and previous X-ray flares [179, 180] can help to determine what we would expect from
NuSTAR observations of this interesting source.
7.3 Final Remarks
With advances in hard X-ray instrumentation, we move one step closer to answering
some of the biggest questions in solar and stellar physics. As NuSTAR and future so-
lar/astrophysical hard X-ray instruments continue to lower sensitivity limits, we seek
to quantify the energy contribution of small-scale solar flares to coronal heating, deter-
mine how flare particles are accelerated, and discover how planetary systems are formed.
Studies of both solar and stellar flares are necessary for creating a cohesive picture of
stellar activity in our universe, with each offering unique insight into phenomena that
could not be achieved by either on its own. With studies of the Sun, we have a unique
close-up view of stellar activity and access to tens of solar-dedicated instruments observ-
ing across the electromagnetic spectrum. Using this wealth of data, detailed models of
the structure and dynamics of flares have been developed, and these models are used to
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investigate flares on distant stars, where we don’t have the benefit of spatially resolved
flare images. Stellar flares, on the other hand, offer opportunities to study phenomena
that are unlikely or impossible to observe on the Sun, including extreme flares that are
hotter and orders of magnitude brighter than the biggest solar flares on record. Ad-
ditionally, we can look back in time and gain insight into the beginnings of our solar
system by studying young stellar objects and the formation of their planetary systems.
By emphasizing the solar-stellar connection and harnessing the powerful capabilities of
hard X-ray focusing optics, we lay out a bright future for discovery.
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Appendix A
FOXSI-2 Silicon Detector Spectra
and Images
A.1 FOXSI-2 Silicon Detector Spectra and Images
This appendix provides the images and spectra of microflare 1 from FOXSI-2 silicon
detectors D0, D1, and D5 for the analysis described in Section 5.5.1. For the FOXSI-2
flight, each of these three detectors was paired with 7-shell optics module. The images
and spectra for D6 are shown in Chapter 5. D6 was paired with a 10-shell optics module,
which has a higher effective area, resulting in the best statistics out of all the detector-
optic pairs. D4 is the only FOXSI-2 Si detector not included in the spectral analysis
due to remaining issues with detector response.
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Figure A.1: FOXSI-2 images and spectra for microflare 1 (target A) using data from
D0 (top), D1 (middle), and D5 (bottom). The left column shows AIA 94A˚ images with
FOXSI contours overlaid (30%, 60%, 90%). The FOXSI images show only a portion of
the FOV (3’ × 3’) and include events in the energy range 4-15 keV. The right column
shows FOXSI spectra corresponding to each image. For each spectrum, an isothermal
thin target model (magenta) is fit to the data (black) in the energy range 5-8 keV
(explained in section 5.5.1) with bin size 0.5 keV.
207
-50 0 50 100
X (arcsecs)
-300
-250
-200
-150
Y 
(ar
cs
ec
s)
B
4 5 6 7 8 9 10
Energy [keV]
0.1
1.0
10.0
Co
un
ts
 k
eV
-
1  
s-
1
T = 9.9±0.6 MK
 
EM = (8.6±3.2)x1044 cm-3
-50 0 50 100
X (arcsecs)
-300
-250
-200
-150
Y 
(ar
cs
ec
s)
B
4 5 6 7 8 9 10
Energy [keV]
0.1
1.0
10.0
Co
un
ts
 k
eV
-
1  
s-
1
T = 10.3±0.7 MK
 
EM = (3.7±1.6)x1044 cm-3
-50 0 50 100
X (arcsecs)
-300
-250
-200
-150
Y 
(ar
cs
ec
s)
B
4 5 6 7 8 9 10
Energy [keV]
0.1
1.0
10.0
Co
un
ts
 k
eV
-
1  
s-
1
T = 9.9±0.6 MK
 
EM = (5.4±2.0)x1044 cm-3
Figure A.2: FOXSI-2 images and spectra for microflare 1 (target B) using data from
D0 (top), D1 (middle), and D5 (bottom). The left column shows AIA 94A˚ images with
FOXSI contours overlaid (30%, 60%, 90%). The FOXSI images show only a portion of
the FOV (3’ × 3’) and include events in the energy range 4-15 keV. The right column
shows FOXSI spectra corresponding to each image. For each spectrum, an isothermal
thin target model (magenta) is fit to the data (black) in the energy range 5-8 keV
(explained in section 5.5.1) with bin size 0.5 keV.
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Figure A.3: FOXSI-2 images and spectra for microflare 1 (target C) using data from
D0 (top), D1 (middle), and D5 (bottom). The left column shows AIA 94A˚ images with
FOXSI contours overlaid (30%, 60%, 90%). The FOXSI images show only a portion of
the FOV (3’ × 3’) and include events in the energy range 4-15 keV. The right column
shows FOXSI spectra corresponding to each image. For each spectrum, an isothermal
thin target model (magenta) is fit to the data (black) in the energy range 5-8 keV
(explained in section 5.5.1) with bin size 0.5 keV.
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Figure A.4: FOXSI-2 images and spectra for microflare 1 (target D) using data from
D0 (top), D1 (middle), and D5 (bottom). The left column shows AIA 94A˚ images with
FOXSI contours overlaid (30%, 60%, 90%). The FOXSI images show only a portion of
the FOV (3’ × 3’) and include events in the energy range 4-15 keV. The right column
shows FOXSI spectra corresponding to each image. For each spectrum, an isothermal
thin target model (magenta) is fit to the data (black) in the energy range 5-8 keV
(explained in section 5.5.1) with bin size 0.5 keV.
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Figure A.5: FOXSI-2 images and spectra for microflare 1 (target E) using data from
D0 (top), D1 (middle), and D5 (bottom). The left column shows AIA 94A˚ images with
FOXSI contours overlaid (30%, 60%, 90%). The FOXSI images show only a portion of
the FOV (3’ × 3’) and include events in the energy range 4-15 keV. The right column
shows FOXSI spectra corresponding to each image. For each spectrum, an isothermal
thin target model (magenta) is fit to the data (black) in the energy range 5-8 keV
(explained in section 5.5.1) with bin size 0.5 keV. A combination of the gradual decline
of the flare and vignetting from the relatively large off-axis angle (5.9’) contributes the
lower number of observed counts in the spectra for this target.
