Abstract. The purpose of this paper is to present four basic methods for compositional separate modular static analysis of programs by abstract interpretation:
Introduction
Static program analysis is the automatic compile-time determination of run-time properties of programs. This is used in many applications from optimizing compilers, to abstract debuggers and semantics based program manipulation tools (such as partial evaluators, error detection and program understanding tools). This problem is undecidable so that program analyzers involve some safe approximations formalized by abstract interpretation of the programming language semantics. In practice, these approximations are chosen to o er the best trade-o between the precision of the information extracted from the program and the e ciency of the algorithms to compute this information from the program text.
Abstract interpretation based static program analysis is now in an industrialization phase and several companies have developed static analyzers for the analysis of software or hardware either for their internal use or to provide new software analysis tools to end-users, in particular for the compile-time detection of run-time errors in embedded applications (which should be used before the application is launched). Important characteristics of these analyzers is that all possible run-time errors are considered at compilation time, without code instrumentation nor user interaction (as opposed to debugging for example). Because of foundational undecidability problems, not all errors can be statically classi ed as certain or impossible and a small percentage remains as potential errors for which the analysis is inconclusive. In most commercial software, with low correctness requirements, the analysis will reveal many previously uncaught certain errors so that the percentage of potential errors for which the analysis is inconclusive is not a practical problem as long as all certain errors have been corrected and these corrections do not introduce new certain errors . However, for safety critical software, it is usually not acceptable to remain inconclusive on these few remaining potential errors 1 . One solution is therefore to improve the precision of the analysis. This is always theoretically possible, but usually at the expense of the time and memory cost of the program analyses, which can become prohibitive for very large programs.
The central idea is therefore that of compositional separate static analysis of program parts where very large programs are analyzed by analyzing parts (such as components, modules, classes, functions, procedures, methods, libraries, etc. . . ) separately and then by composing the analyses of these program parts to get the required information on the whole program. Components can be analyzed with a high precision whenever they are chosen to be small enough. Since these separate analyzes are done on parts and not on the whole program, total memory consumption may be reduced, even with more precise analyzes of the parts. Since these separate analyzes can be performed in parallel on independent computers, the global program analysis time may also reduced.
Global Static Program Analysis
The formulation of global static program analysis in the abstract interpretation framework [11, 16, 17, 21] consists in computing an approximation of a program semantics expressing the properties of interest of the program P to be analyzed. The semantics can often be expressed as a least xpoint S P = lfp ⊑ F P that is as the least solution to a monotonic system of equations X = F P (X) computed on a poset D, ⊑ where the semantic domain D is a set equipped with a partial ordering ⊑ with in mum ⊥ and the endomorphism F P ∈ D any abstract program propertyp ∈D such that p ⊑ γ(p) and has a best/more precise abstraction α(p) ∈D (Other formalizations through closure operators, ideals, etc. are equivalent [11, 21] . The best abstraction hypothesis can also be relaxed [24] ). Then global static program analysis consists in computing an abstract least xpointS P = lfp⊑F P which is a sound approximation of the concrete semantics in that lfp ⊑ F P ⊑ γ(lfp⊑F P ). This xpoint soundness condition can be ensured by stronger local/functional soundness conditions such asF P is monotonic and either α • F P ⊑F P • α, α • F P • γ⊑F P or equivalently F P • γ ⊑ γ •F P (see [21] ). The least xpoint is computed as the limit of the iterates F 0 =⊥, . . . , F n+1 =F P (F n ), . . . where⊥ is the in mum of the abstract domainD. Convergence of the iterates can always be enforced using widening/narrowing techniques [17] . The result is correct but less precise than the limitS P =¯ n≥0 F n where⊔ is the least upper bound (which does exist if the abstract domainD is a cpo, complete lattice, etc.) [17, 24] . For example, the reachability analysis of the following program with the interval abstract domain [17] :
0: x := 1; 1: while (x < 1000) do 2:
x := (x + 1) 3: od 4: consists in solving the following system of xpoint equations X0, X1, X2, X3, X4 =F P ( X0, X1, X2, X3, X4 ) [28] where Xi is the abstract environment associated to program point i = 0, . . . , 4, each environment Xi maps program variables (here x) to a description of their possible values at run-time (here an interval), U is the union of abstract environments and _O_ denotes the singleton consisting of the unde ned initial value:
The least solution to this system of equations is then approximated iteratively using widening/narrowing iterative convergence acceleration methods [17] as follows: Some static program analysis methods (such as typing [14] or set based-analysis [27] ) consist in solving constraints (also called veri cation conditions, etc.), but this is equivalent to iterative xpoint computation [26] , maybe with widening [27] (since the least solution to the constraints F P (X) ⊑ X is the same as the least solution lfp ⊑ F P of the equations X = F P (X)). Such xpoint computations constitute the basic steps of program analysis (e.g. for forward reachability analysis, backward ancestry analysis, etc.). More complex analyzes are obtained by combining these basic xpoint computations (see e.g. [11] , [23] or [29, 61] for abstract testing of temporal properties of program).
The type of static whole-program analysis methods that we have brie y described above is global in that the whole program text is needed to establish the system of equations and this system of equations is solved iteratively at once.
In practice, chaotic iteration strategies [5, 18] can be used to iterate successively on components of the system of equations (as determined by a topological ordering of the dependency graph of the system of equations). However, in the worst case, the chaotic iteration may remain global, on all equations, which may be both memory consuming (since the program hence the system of equations can be very large) and time consuming (in particular when convergence of the iterates is slow).
This problem can be solved by using less precise analyzes but this may simply lead to analyzes which are both imprecise and quite costly. Moreover, the whole program must be reanalyzed even if a small part only is modi ed. Hence the necessity to look for local methods for the static analysis of programs piecewise.
Separate Modular Static Program Analysis

Formalization of Separate Modular Static Program Analysis in the Abstract Interpretation Framework
In general programs P [P 1 , . . . , P n ] are made up from parts P 1 , . . . , P n such as functions, procedures, modules, classes, components, libraries, etc. so that the semantics S P of the whole program P is obtained compositionally from the semantics of its parts lfp ⊑ i F P i , i = 1, . . . , n as follows:
where [20] ).
The compositional separate modular static analysis of the program
. . , n. The analysis of the parts then consists in computing separately an abstract information A i⊒i lfp⊑
Since the components P i , i = 1, . . . , n are generally small, they can be analyzed with a high precision by choosing very precise abstractions [63] ). The global analysis of the program consists in composing the analyses A i , i = 1, . . . , n of these program parts P i , i = 1, . . . , n to get the required information on the whole program by computing lfp⊑F P [ A 1 , . . . , A n ].
Since these separate analyzes are done on parts and not on the whole program, total memory consumption may be reduced, even with more precise analyzes of the parts. Since the separate analyzes of the program parts can be performed in parallel on independent computers, the global program analysis time may also reduced. The global abstraction is composed from the abstractions of the program parts and has the form:
The local/functional soundness condition is:
which implies that:
Di culty of Separate Static Program Analysis: Interference
The theoretical situation that we have sketched above in Sec. 3.1 is ideal and sometimes very di cult to put into practice. This is because the parts P 1 , . . . , P n of the program P are not completely independent so that the separate analyses of the parts P i are not independent of those of the other parts P 1 , . . . , P i−1 , P i+1 , . . . , P n and of that of the program P . For example in an imperative program à la C, a function may call other functions in the program and use and/or modify global variables. In Pascal, a program may modify variables on the program execution stack at a program point where these variables are even not visible (see [13] ).
A very simple formalization consists in considering that the semantics of the program can be speci ed in the following equational form:
where Y represents the global information on the program while X i represents that on the program part P i , i = 1, . . . , n. In general, the least solution is preferred for a componentwise ordering ⊑×⊑ 1 ×. . .×⊑ n where D, ⊑ and the D 1 , ⊑ 1 , . . . , D n , ⊑ n are the concrete domains (usually cpos, complete lattices, etc.) respectively expressing the properties of the program P [P 1 , . . . , P n ] and its parts P i , i = 1, . . . , n.
In general the local properties X i of the part P i depend upon the knowledge of the local properties X j of the other program parts P j , j = i and of the global properties Y of the program P [P 1 , . . . , P n ]. The properties Y of the program P [P 1 , . . . , P n ] are also de ned in xpoint form so depend on themselves as well as on the local properties X i of the part P i , i = 1, . . . , n. Usually, the abstraction yields to an abstract system of equations of the same form:
Ideally, the separate analysis of program part P i consists in computing a xpoint:
. . , X n denote the abstract properties which are assumed/guaranteed on the objects of the program P [P 1 , . . . , P n ] and its parts P j , j = 1, . . . , i − 1, i + 1, . . . , n which are external references within that part P i (such as global variables of a procedure, external functions called within a module, etc.). The whole problem is to determine Y , X 1 , . . . , X i−1 , X i+1 , . . . , X n while analyzing program part P i .
Dependence Graph
A classical technique (also used in separate compilation) consists in computing a dependence graph where a part P i depends upon another part P j , i = j if and only if the analysis of P i uses some information which is computed by the analysis of part P j (formally P i depends upon part P j if and only if ∃ X j , X
It is often the case that this dependency graph is built before the analysis and parts are analyzed in sequence by their topological order (see e.g. [8, 57] ). As in most incremental compilation systems, circular dependency may not be considered (i.e. all circularly dependent parts are grouped into a single part since an iterative analysis is necessary). At the limit, the analysis will degenerate into a global analysis as considered in Sec. 2, the dependence graph then corresponding to a particular chaotic iteration strategy [11, 5, 20] . Otherwise, the circularities must be broken using one of the compositional separate modular static program analysis methods considered in this paper: simpli cation-based separate analysis; worst-case separate analysis; separate analysis with (user-provided) interfaces; symbolic relational separate analysis; or by a combined method which is essentially obtained by composition of the previous local ones together with global analysis.
Simpli cation-Based Separate Analysis
To start with, we consider ideas based upon the simpli cation of the equations to be solved. We do not consider here local simpli cations of the equations (that is simpli cation of one equation independently of the others such as e.g. [39] ) but global simpli cations, where the simpli cation of one equation requires the examination of other equations. Since these systems of equations can be considered as functional programs, many program static analysis, transformation and optimization techniques are directly applicable to do so such as algebraic simpli cation, constant propagation, partial evaluation [54] , compilation, etc.
For each program part, the xpoint transformerF P i (often expressed as a system of equations X =F P i (X) or equivalently as constraintsF P i (X) ⊑ i X, [26] ) is simpli ed intoF s P i . The global analysis of the program then consists in computing lfp⊑F P [lfp⊑
1F
s P 1 , . . . , lfp⊑ nF s P n ] so that the xpoints for the parts are computed in a completely known context or environment.
Very often,F s is obtained by abstract interpretation ofF (see [30] for a formalization of such transformations as abstract interpretations). A frequently used variant of this idea consists in rst using a preliminary global analysis of the whole program P [P 1 , . . . , P n ] with a rough imprecise abstraction to collect some global information on the program in order to help in the simpli cation of theF P i , designed with a more precise abstraction, intoF s P i .
Examples of application of this simpli cation idea can be found in the analysis of procedures of [17, Sec. 4.2] , in the componential set-based analysis of [38] , in the variable substitution transformation of [66] and in the summary optimization of [67] . Another example is abstract compilation where the equations and xpoint computation are compiled (often in the same language as the one to be analyzed so that program analysis amounts to the execution of an abstract compilation of program), see e.g. [1, 4, 9, 34, 60] .
Since the local analysis phases of the program parts P i , which consist in computing the xpoints lfp⊑ iF P i are delayed until the global analysis phase, which consists in computing lfp⊑F P [lfp⊑
, not much time and memory resources are saved in this computation, even though the simpli ed xpoint operatorsF s P i are used in place of the original onesF P i . The main reason is that the simpli cation often saves only a linear factor 2 , which may be a negligible bene t when compared to the cost of the iterative xpoint computation. In our opinion, this explains why this approach does not scale up for very large programs [36] .
Worst-Case Separate Analysis
We have seen that the problem of separate analysis of a program part P i consists in determining the properties Y , X 1 , . . . , X i−1 , X i+1 , . . . , X n of the external objects referenced in the program part P i while computing the local xpoint:
The worst-case separate analysis consists in considering that absolutely no information is known on the interfaces Y , X 1 , . . . , X i−1 , X i+1 , . . . , X n . Traditionally in program analysis by abstract interpretation the top symbol⊤ is used to represent such an absence of information (⊤ is the supremum of the complete latticeD i representing the abstract program properties ordered by the approximation ordering⊑ i corresponding to the abstraction of the logical implication). The worst-case separate analysis therefore consists in rst separately computing or e ectively approximating the local abstract xpoints:
for all program parts P i . Then the global program analysis is:
The main advantage of this approach is that all analyzes of the parts P i , i = 1, . . . , n can be done in parallel. Moreover the modi cation of a program part requires only the analysis of that part to be redone before the global program analysis. This explains why the worst-case separate analysis is very e cient. However, because nothing is known about the interfaces of the parts with the program and with the other parts, this worst-case analysis is often too imprecise.
An example is the procedure analysis of [20, Sec. 4.2.1 & 4.2.2] where the e ect of procedures (in particular the values of result/output parameters) are computed by a local analysis of the procedure assuming that the properties of value/input parameters is unknown in the main call (and a widening is used in recursive calls both to cope with possible non-termination of calls with identical parameters and with the possibility of having in nitely many calls with di erent parameters).
Another example is the escape analysis of higher-order functions by [2] . Escape analysis aims at determining which local objects of a procedure do not escape out of the call (so that they can be allocated on the stack, the escaping object have to be allocated on the heap since their lifetime is longer than that of the procedure call). In this analysis, the higher-order functions which are passed as parameter to a procedure are assumed to be unknown, so that e.g. any call to such an unknown external higher-order function may have any possible side-e ect.
Yet another example is the worst-case separate analysis of library modules in the points-to and side-e ect analyses of [67] .
A last example is the abstract interpretation-based analysis for automatically detecting all potential interactions between the agents of a part of a mobile system interacting with an unknown context [37] .
As considered in Sec. 4, an improvement consists in using a preliminary global analysis of the whole program P [P 1 , . . . , P n ] with a rough imprecise abstraction to collect some global information on the program in order to get information on the interface Y , X 1 , . . . , X i−1 , X i+1 , . . . , X n more precise than the unknown ⊤. An example is the preliminary inexpensive whole-program points-to analysis made by [68] before their modular/fragment analysis.
Separate Analysis with (User-Provided) Interfaces
The idea of interface-based separate program analysis is to ask the user to provide information about the properties Y , X 1 , . . . , X i−1 , X i+1 , . . . , X n of the external objects referenced in the program part P i while computing the local abstract xpoints:
. . , n as well as the global abstract xpoint:
The information provided on the interface of the program part with the external world takes the form of: the assumptions J on the program and I 1 , . . . , I i−1 , I i+1 , . . . , I n on the other program parts P j , i = j that can be made in the local analysis of the program part P i . These assumptions will have to be guaranteed by the local analyzes of the other parts and the global analysis of the program when using this part P i . These assumptions make possible the analysis of the program part P i independently of the context in which that program part P i is used (or more generally several possible contexts may be considered); the guarantee I i on the program part P i that must be established by the local analysis of that part P i . The global program analysis and that of the other program parts will rely upon this guarantee when using that part P i (considering only the possible behaviors of that part P i which are relevant to its context of use).
Typically, the interface should be precise enough so that the assumptions (or preconditions) J on the program and I 1 , . . . , I i−1 , I i+1 , . . . , I n are the weakest possible so that the analysis of a part P i only requires the source code of that part P i while the guarantee (or postcondition) I i should be the strongest possible so that analyzes using that part P i never need to access the source code of that part P i .
Formally, the separate analysis with interfaces J, I 1 , . . . , I n consists in computing or approximating the local abstract xpoints:
One must also check that one can rely upon the assumptions J, I 1 , . . . , I i−1 , I i+1 , . . . , I n made during the analysis on the program part P i by verifying that it is guaranteed by the analysis of the other parts P j , j = i in that:
as well as for the global assumption J on the program that should be guaranteed by the global program analysis:
in that:
This technique is classical in program typing (e.g. user speci ed number, passing mode and type of parameters of procedures which are assumed in the type checking of the procedure body and must be guaranteed at each procedure call) and in program veri cation (see e.g. the rely/guarantee speci cations of [10] ). Examples of user-provided interfaces in static program analysis are the control-ow analysis of [71] , the notion of summary information of [48, 67] and the role analysis of [55] .
A particular case is when no assumption is made on the interface of each program part with its external environment so that the automatic generation of the properties guaranteed by the program part essentially amounts to the worst-case analysis of Sec. 5 or its variants.
Instead of asking the user to provide the interface, this interface can sometimes be generated automatically. For example, a backward analysis of absence of run-time errors or exceptions (such as the backward analysis using greatest xpoints introduced in [12] ) or any other ancestry analysis (e.g. to compute necessary termination conditions [12] or success conditions for logic programs [42] ) can be used to automatically determine conditions on the interface which have to be assumed to ensure that the program part P i is correctly used in the whole program P [P 1 , . . . , P n ]. A forward reachability analysis will provide information on what can be guaranteed on the interface of the program part P i with its environment, that is the other parts P j , j = i and the program P . A re nement is to combine the forward and backward analyses [23, 29, 61] .
As considered in Sec. 4 and Sec. 5, an improvement consists in using a preliminary fast global analysis of the whole program P [P 1 , . . . , P n ] with a rough imprecise abstraction to collect some global information on the program in order to get information on what is guaranteed on the interfaces J, I 1 , . . . , I n .
Moreover simpli cation techniques, as considered in Sec. 4 can be applied to simplify the automatically synthesized or user-provided interface.
Symbolic Relational Separate Analysis
To start with, we consider a powerful but not well-known compositional separate modular static program analysis method that we rst introduced in [20] .
Symbolic relational separate analysis is based on the use of relational abstract domains and a relational semantics of the program parts (see e.g. [22, 25] ). The idea is to analyze a program part P i separately by giving symbolic names to all external objects used or modi ed in that part P i . The analysis of the part consists in relating symbolically the local information within the part P i to the external objects through these names. External actions have to be handled in a lazy way and their possible e ects on internal objects must be delayed 3 (unless the e ect of these actions is already known thanks to a previous static analysis, see Sec. 3.3). When the part is used, the information about the part is obtained by binding the external names to the actual values or objects that they denote and evaluating the delayed e ects. The concrete semantics can be understood either as a relational semantics or as a program symbolic execution [11, Ch. 3.4.5] which is abstracted without loosing information about the relationships between the internal and external objects of the program part thanks to the use of a relational domain.
An example is the pointer analysis using collections [19] of [20, Sec. 4.2.2]. There pointer variables are organized in equivalence classes where variables in di erent classes cannot point, even indirectly, to the same position on the heap. This analysis is relational and can be started by giving names to actual parameters which are in the same class as the formal parameters (as well as their potential aliases, as speci ed in the assumption interface). A similar example is the interprocedural pointer analysis of [59] using parameterized points-to graphs.
Another example, illustrated below, uses the polyhedral abstract domain [31] so that functions (or procedures in the case of imperative programs) can be approximated by relations. These relations can be further approximated by linear inequalities between values of variables [31] . Let us illustrate this method using a Pascal example taken from [46] :
procedure Hanoi (n : integer; var a, b, c : integer;
var Ta, Tb, Tc : Tower);
The result of analyzing this procedure, which is given above between brackets {. . . } is independent of the values of the actual parameters provided in calls. This is obtained by giving formal names n 0 , a 0 , b 0 and c 0 to the values of the actual parameters corresponding to the initial values of the formal parameters n, a, b and c (array parameters Ta, Tb and Tc are simply ignored, which corresponds to a worst-case analysis) and by establishing a relation with the nal value of these formal parameters. The result is a precise description of the e ect of the procedure in the form of a relation between initial and nal values of its parameters:
Observe that it is automatically shown that n 0 ≥ 1, which is a necessary condition for termination. In a function call, n 0 , a 0 , b 0 and c 0 are set equal to the values of the actual parameters in φ and eliminated by existential quanti cation. For example:
a := n; b := 0; c := 0; { n = a ∧ b = 0 ∧ c = 0 } Hanoi(n, a, b, c, Ta, Tb, Tc); { ∃n0, a0, b0, c0 :
This last post-condition can be simpli ed by projection as:
In recursive calls, successive approximations of the relation φ must be used, starting from the empty one. A widening (followed by a narrowing) [17, 20] can be used to ensure convergence.
Such relational analyzes are also very useful in the more classical context where functions are analyzed in the order of the dependence graph (see Sec. 3.3) since, as shown above, the relational analysis of the function determines a relationship between the inputs and the outputs of the function. This allows the function to be analyzed independently of its call sites and therefore the analysis becomes context-sensitive which improves the precision (and may decrease the cost if the function/procedure may be analyzed only once, not for all di erent possible contexts).
An example of such a symbolic relational separate analysis is the notion of summary transfer function of [6, 7] in the context of points-to analysis for C++.
A summary transfer function for a method expresses the e ects of the method invocation on the points-to solution parameterized by unknown symbolic initial values and conditions on these values.
Another example of symbolic relational separate analysis is the strictness analysis of higher-order functions [62] using a symbolic representation of boolean higher order functions called Typed Decision Graphs (TDGs), a re nement of Binary Decision Diagrams (BDDs).
A last example the backward escape analysis of rst-order functions in [2] since the escape information for each parameter is computed as a function of the escape information for the result. For Java TM , it is not a function but a relation between the various escape information available on the parameters and the result [3] .
This symbolic relational separate analysis may degenerate in the simpli cation case of Sec. 4 if no local iteration is possible. However this situation is rare since it is quite uncommon that all program parts circularly depend upon one another.
Combination of Separate Analysis Methods
The last category of methods essentially consists in combining the previous local separate analysis methods and/or some form of global analysis. We provide a few examples below.
Preliminary Global Analysis and Simpli cation
We have already indicated that a preliminary rough global program analysis can always be performed to improve the information available before performing a local analysis. A classical example is pointer analysis [35, 41, 50 53, 56, 58, 59, 64, 67, 72] , see an overview in [69] . A preliminary pointer analysis is often mandatory since making conservative assumptions regarding pointer accesses can adversely a ect the precision and e ciency of the analysis of the program parts requiring this information. Such pointer alias analysis attempts to determine when two pointer expressions refer to the same storage location and is useful to detect potential side-e ects through assignment and parameter passing.
Also the simpli cation algorithms considered in Sec. 4 are applicable in all cases.
Iterated Separate Program Static Analysis
Starting with a worst case assumption
n =⊤ a separate analysis with interfaces as considered in Sec. 6 can be iterated by successively computing:
Note that this decreasing iteration is similar to the iterative reduction idea of [15, Sec. 11.2] and di erent from and less precise than a chaotic iteration for the global analysis (which would start with Y 0 =⊥, X 0 1 =⊥, . . . , X 0 n =⊥). However the advantage is that one can stop the analysis at any step k > 0, the successive analyzes being more precise as k increases (a narrowing operation [17] may have to be used in order to ensure the convergence when k → +∞).
A variant consists in starting with the user provided interfaces Y 0 = J, X A particular case is when some program parts are missing so that their initial interfaces are initially⊤ and are re ned by a new iteration (1) as soon as they become available. Again after each iteration k, the static program analysis of the partial program is correct.
Yet another variant consists in successively re ning the abstract domains D, ⊑ , D 1 , ⊑ 1 , . . . , D n , ⊑ n between the successive iterations k. The choice of this re nement can be guided by interaction with the user. Sometimes, it can also be automated [43 45 ].
Creating Parts Through Cutpoints
Ü
Most often the parts P 1 , . . . , P n of a program P [P 1 , . . . , P n ] are determined on syntactic criteria (such as components, modules, classes, functions, procedures, methods, libraries, etc.). A preliminary static analysis can also be used to determine the parts on semantic grounds.
For example in Sec. 2 on global static analysis, we have considered chaotic iteration strategies [5, 18] that can be used to iterate successively on components of the system of equations (as determined by a topological ordering of the dependency graph of the system of equations). Such dependences can also be re ned on semantic grounds (such as de nition-use chains [49] ). These dependences can be used as a basis to split the whole program into parts by introducing interfaces as considered in Sec. 6. For example, with a dependence graph of the form: the iteration will be ((C 1 ) ⋆ ; (C 2 ) ⋆ ) ⋆ where (C i ) ⋆ denotes the local iteration within the connected component C i , i = 1, 2, ; is the sequential composition and the external iteration (. . .)
⋆ handles the external loop. By designing interfaces at the two cutpoints: one can have a parallel treatment of the two components as ((C 1 ) [40] so that no global iteration is needed. Otherwise the external iteration can be used to strengthen the interface until a xpoint is reached, as done in Sec. 8.2. The limit of this approach is close to classical proof methods with user-provided invariants at cutpoints of all loops [13] .
Re nement of the Abstract Domain into a Symbolic Relational Domain
Separate non-relational static program analyzes (such as sign analysis, interval analysis, etc.) expressing properties of individual objects of programs (such as ranges of values of numerical variables) but no relationships between objects manipulated by the program (such as the equality of the values of program variables at some program point) cannot be successfully used for the relational separate analysis considered in Sec. 7 which, in absence of user-provided information, amounts to the worst-case separate analysis of Sec. 5. In this case, and whenever the symbolic relational separate analysis considered in Sec. 7 is not applicable, it is always possible to re ne the non-relational abstract domain into a relational one for which the separate analysis method is applicable. This can be feasible in practice if the considered program parts are small enough to be analyzed at low cost using such precise abstract domains. A classical example consists in analyzing locally program parts (e.g. procedures) with the polyhedral domain of linear inequalities [31] and the global program with the much less precise abstract domain of intervals [17] . If the polyhedral domain is too expensive, the less precise domain of di erence bound matrices [63] can also be used for the local relational analyzes of program parts. This is essentially the technique used by [73] .
Unknown Dependence Graph
Separate static program analysis is very di cult when the dependence graph is not known in a modular way (which is the case with higher-order functions in functional languages or with virtual methods in object-oriented languages). When the dependence graph is fully known and can be decomposed modularly, the symbolic relational separate analysis technique of Sec. 7 is very e ective. If the graph is not modular and parts can hardly be created through cutpoints as suggested in Sec. 8.3 or the dependence graph is partly unknown, the di culty in the lazy symbolic representation of the unknown part of Sec. 7 is when the e ect of this unknown part must later be iterated. In the worst case, the delaying technique of Sec. 7 then amounts to a mere simpli cation as considered in Sec. 4. As already suggested, computational costs can then only cut down through of the worst-case separate analysis of Sec. 5 or by an over-estimation of the dependence graph (such as the 0-CFA control-ow analysis in functional languages [70] or the class hierarchy analysis in object-oriented languages [33] ).
Conclusion
The wide range of program static analysis techniques that have been developed over the past two decades allows to analyze very large programs (over 1.4 million lines of code) in a few seconds or minutes but with a very low precision [32] up to precise relational analyses which are able to analyze large programs (over 120 thousands lines of code) in a few hours or days [65] and to very detailed and precise analyzes that do not scale up for programs over a few hundred lines of code.
If such static program analyses are to scale up to precise analysis of huge programs (some of them now reaching 30 to 40 millions of lines), compositional separate modular methods are mandatory. In this approach very precise analyzes (in the style of Sec. 7) can be applied locally to small program parts. This local analysis phase can be fast if all these preliminary analyzes are performed independently in parallel. Then a cheap global program analysis can be performed using the results of the previous analyzes, using maybe less precise analyzes which have a low cost. The idea can obviously be repeatedly applied in stages to larger and larger parts of the program with less and less re ned abstract domains.
Moreover the design of speci cation and programming languages including user-speci ed of program parts interfaces can considerably facilitate such compositional separate modular static analysis of programs.
