Global well-posedness and scattering for the defocusing energy-critical
  nonlinear Schr\"odinger equation in $\R^{1+4}$ by Ryckman, E. & Visan, M.
ar
X
iv
:m
at
h/
05
01
46
2v
2 
 [m
ath
.A
P]
  5
 M
ar 
20
06
GLOBAL WELL-POSEDNESS AND SCATTERING FOR THE
DEFOCUSING ENERGY-CRITICAL NONLINEAR
SCHRO¨DINGER EQUATION IN R1+4
E. RYCKMAN AND M. VISAN
Abstract. We obtain global well-posedness, scattering, uniform regularity,
and global L6t,x spacetime bounds for energy-space solutions to the defocus-
ing energy-critical nonlinear Schro¨dinger equation in R × R4. Our arguments
closely follow those in [11], though our derivation of the frequency-localized
interaction Morawetz estimate is somewhat simpler. As a consequence, our
method yields a better bound on the L6t,x-norm.
1. Introduction
We study the following initial value problem for the cubic defocusing nonlinear
Schro¨dinger equation in R× R4
(1.1)
{
iut +∆u = |u|
2u
u(0, x) = u0(x)
where u(t, x) is a complex-valued function in spacetime Rt × R4x.
This equation has the Hamiltonian
(1.2) E(u(t)) =
∫
1
2
|∇u(t, x)|2 +
1
4
|u(t, x)|4dx.
Since (1.2) is preserved by the flow corresponding to (1.1) we shall refer to it as the
energy and often write E(u) for E(u(t)).
A second conserved quantity we will occasionally rely on is the mass ‖u(t)‖2L2x(R4)
.
However, since the equation is L2x-supercritical with respect to the scaling (see
below), we do not have bounds on the mass that are uniform across frequencies
(indeed, the low frequencies may simultaneously have small energy and large mass).
We are primarily interested in the cubic defocusing equation (1.1) since it is
critical with respect to the energy norm. That is, the scaling u 7→ uλ where
(1.3) uλ(t, x) :=
1
λ
u(
t
λ2
,
x
λ
),
maps a solution to (1.1) to another solution to (1.1), and u and uλ have the same
energy.
It is known that if the initial data u0 has finite energy, then (1.1) is locally well-
posed (see, for instance [5]). That is, there exists a unique local-in-time solution
that lies in C0t H˙
1
x ∩L
6
t,x, and the map from the initial data to the solution is locally
Lipschitz in these norms. If in addition the energy is small, it is known that the
solution exists globally in time and scattering occurs; that is, there exist solutions
u± of the free Schro¨dinger equation (i∂t+∆)u± = 0 such that ‖u(t)−u±(t)‖H˙1x → 0
1
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as t → ±∞. However, for initial data with large energy, the local well-posedness
arguments do not extend to give global well-posedness.
Global well-posedness in H˙1x(R
3) for the energy-critical NLS in the case of large
finite-energy, radially-symmetric initial data was first obtained by Bourgain ([2],
[3]) and subsequently by Grillakis [14]. Tao [23] settled the problem for arbitrary
dimensions (with an improvement in the final bound due to a simplification of the
argument), but again only for radially symmetric data. A major breakthrough in
the field was made by J. Colliander, M. Keel, G. Staffilani, H. Takaoka, and T.
Tao in [11] where they obtained global well-posedness for the energy-critical NLS
in dimension n = 3 with arbitrary data. In dimensions n ≥ 4, the problem was still
open.
The main result of this paper is the global well-posedness statement for (1.1) in
the energy space,
Theorem 1.1. For any u0 with finite energy E(u0) < ∞, there exists a unique
global solution u ∈ C0t H˙
1
x ∩ L
6
t,x to (1.1) such that
(1.4)
∫ ∞
−∞
∫
R4
|u(t, x)|6dxdt ≤ C(E(u0))
for some constant C(E(u0)) depending only on the energy.
1.1. Outline of the proof of Theorem 1.1. We first notice that it suffices
to prove Theorem 1.1 for Schwartz functions. Indeed, if one obtains a uniform
L6t,x(I × R
4) bound for all Schwartz solutions and all compact intervals I, one can
approximate arbitrary finite-energy initial data by Schwartz initial data and use
perturbation theory to prove that the corresponding sequence of solutions to (1.1)
converges in S˙1(I × R4) to a finite-energy solution of (1.1). See Sections 1.2 and
2.1 for the notation and definitions appearing in the outline of the proof.
For an energy E ≥ 0 we define the quantity M(E) by
M(E) := sup ‖u‖L6t,x(I×R4),
where I ⊂ R ranges over all compact time intervals, and u ranges over all Schwartz
solutions to (1.1) on I × R4 with E(u) ≤ E. For E < 0 we define M(E) = 0
since, of course, there are no negative energy solutions. Our task is to show that
M(E) <∞ for all E.
Let us note that by the small-energy well-posedness result discussed above, we
know thatM(E) is finite for E sufficiently small. We will assume for a contradiction
that M(E) is not always finite. From perturbation theory (see Lemma 3.3) it
follows that the set {E : M(E) < ∞} is open. Since it is also connected and
contains zero, there exists a critical energy 0 < Ecrit <∞ such that M(Ecrit) =∞
but M(E) < ∞ for all E < Ecrit. From the definition of Ecrit and the L6t,x well-
posedness theory (see Section 3 for details) we get:
Lemma 1.2 (Induction on energy hypothesis). Let t0 ∈ R and let v(t0) be a
Schwartz function with E(v0) ≤ Ecrit − η for some η > 0. Then there exists a
global Schwartz solution v of (1.1) on R× R4 with initial data v(t0) at time t0,
such that
‖v‖L6t,x(R×R4) ≤M(Ecrit − η).
Moreover we have
‖v‖S˙1(R×R4) ≤ C(Ecrit,M(Ecrit − η)).
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We will need a few small parameters for the contradiction argument (albeit two
less than were necessary in [11]). Specifically we will need
1≫ η0 ≫ η1 ≫ η2 ≫ η3 ≫ η4 > 0
where each ηj is allowed to depend on the critical energy and any of the larger
η’s. We will choose ηj small enough that, in particular, it will be smaller than any
constant depending on the previous η’s used in the argument.
As M(Ecrit) is infinite, given any η4 > 0 there exist a compact interval I∗ ⊂ R
and a Schwartz solution u to (1.1) on I∗ × R4 with E(u) ≤ Ecrit but
(1.5) ‖u‖L6t,x(I∗×R4) > 1/η4.
Note that we may assume E(u) ≥ 12Ecrit, since otherwise we would get
‖u‖L6t,x(I∗×R4) ≤M(
1
2
Ecrit) <∞
and we would be done.
This suggests we make the following definition.
Definition 1.3. A minimal energy blowup solution of (1.1) is a Schwartz solution
u on a time interval I∗ ⊂ R with energy
(1.6)
1
2
Ecrit ≤ E(u(t)) ≤ Ecrit
and huge L6t,x-norm in the sense of (1.5).
Note that (1.6) implies the kinetic energy bound
(1.7) ‖u‖L∞t H˙1x(I∗×R4) ∼ 1,
while from Sobolev embedding we obtain a bound on the potential energy,
(1.8) ‖u‖L∞t L4x(I∗×R4) . 1.
In Sections 2 and 3 we recall the Strichartz estimates and the perturbation theory
we will use throughout the proof of Theorem 1.1. Many of the ideas of these sections
have been previously developed, and in a few cases we content ourselves with citing
the relevant source (e.g., Lemmas 2.2 and 2.3).
We expect that a minimal energy blowup solution should be localized in both
physical and frequency space. For if not, it could be decomposed into two essen-
tially separate solutions, each with strictly smaller energy than the original. By
Lemma 1.2 we can then extend these smaller energy solutions to all of I∗. As each
of the separate evolutions exactly solves (1.1), we expect their sum to solve (1.1)
approximately. We could then use the perturbation theory results and the bounds
from Lemma 1.2 to bound ‖u‖L6t,x in terms of η0, η1, η2, and η3, thus contradicting
the fact that η4 can be chosen arbitrarily small.
This intuition will underpin the frequency localization argument we give in Sec-
tion 4. The spatial concentration result follows in a similar manner, but is a bit
more technical. For instance, we restrict our analysis to a subinterval I0 ⊂ I∗ and
will need to use both frequency localization and the fact that the potential energy
of a minimal energy blowup solution is bounded away from zero.
In Section 5 we obtain the frequency-localized Morawetz inequality (5.1), which
will be used to derive a contradiction to the frequency localization and spatial
concentration results just described.
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A typical example of a Morawetz inequality for (1.1) (see [17]) is the bound∫
I
∫
R4
|u(t, x)|4
|x|
dxdt . sup
t∈I
‖u(t)‖2
H˙1/2(R4)
,
for all time intervals I and all Schwartz solutions u : I × R4 → C.
This estimate is not particularly useful for the energy-critical problem since the
H˙
1/2
x norm is supercritical with respect to the scaling (1.3). To get around this
problem, Bourgain and Grillakis introduced a spatial cutoff obtaining the variant∫
I
∫
|x|≤A|I|1/2
|u(t, x)|4
|x|
dxdt . A|I|1/2E(u),
for all A ≥ 1, where |I| denotes the length of the time interval I. While this esti-
mate is better suited for the critical NLS (it involves the energy on the right-hand
side), it only prevents concentration of u at the spatial origin x = 0. This is espe-
cially useful in the spherically-symmetric case u(t, x) = u(t, |x|), since the spherical
symmetry combined with the bounded energy assumption can be used to show that
u cannot concentrate at any location but the spatial origin. However, it does not
provide much information about the solution away from the origin. Following [11],
we circumvent this problem by using a frequency-localized interaction Morawetz
inequality.
While the previously mentioned Morawetz inequalities were a priori estimates,
the frequency-localized interaction Morawetz inequality we will develop is not; it
only applies to minimal energy blowup solutions. Our model in obtaining the
frequency-localized interaction Morawetz estimate is [11]. However, our argument
is not as technical as theirs, lacking the need for spatial localization. It is this
simplification that will yield an improvement in the final bound on the L6t,x-norm.
A corollary of (5.1) is good L3t,x control over the high-frequency part of a minimal
energy blowup solution. One then has to use Sobolev embedding to bootstrap this
L3t,x control to L
6
t,x control. However, one needs to make sure that the solution is
not shifting its energy from low to high frequencies causing the L6t,x-norm to blow
up while the L3t,x-norm stays bounded. This is done in Section 6, where we prove a
frequency-localized mass estimate that prevents energy evacuation to high modes.
We put all these pieces together in Section 7 where the contradiction argument is
concluded.
In Section 8 we comment on the tower bound we get on the L6t,x-norm in Theorem
1.1, and we show how this bound yields scattering, asymptotic completeness, and
uniform regularity.
As will certainly become clear to the reader, our paper relies heavily on the
arguments developed in [11]. One should note a few differences though, mainly
related to the Strichartz norms and the frequency-localized interaction Morawetz
inequality. While it is true that in higher dimensions one has more Strichartz
estimates, we lack control over L2tL
∞
x (for which one gets a logarithmic divergence).
This turns out not to be a problem most of the time, since the triangles in which the
low- and high-frequency parts of the minimal energy blowup solution live are large
enough in four dimensions. (Indeed, by Bernstein, the low-frequency portion of the
solution has finite spacetime norm for every LptL
q
x in the closed triangle with vertices
L2tL
∞
x , L
∞
t L
4
x, and L
∞
t,x, except for the vertex L
2
tL
∞
x . By interpolation, the high-
frequency portion has finite spacetime norm for every LptL
q
x in the closed triangle
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with vertices L3t,x, L
∞
t L
2
x, and L
∞
t L
4
x.) However, when it comes to controlling the
error terms generated by the frequency localization in the interaction Morawetz
inequality, we have to do something different. While in [11] the authors strive
to gain better control on low frequencies, we will use multilinear operator theory
(specifically a theorem of Coifman and Meyer [6], [7]) to gain control over the
high frequencies. Being able to control the high frequencies in L3t,x will save us
from having to localize the interaction Morawetz inequality in space as well. As a
consequence, our argument is somewhat simpler and it yields a smaller tower bound
on the L6t,x-norm.
Acknowledgments: We thank Terence Tao for valuable comments on this
paper and explanatory details related to [11].
1.2. Notation. We will often use the notation X . Y whenever there exists some
constant C, possibly depending on the critical energy but not on any other pa-
rameters, so that X ≤ CY . Similarly we will use X ∼ Y if X . Y . X . We
use X ≪ Y if X ≤ cY for some small constant c, again possibly depending on
the critical energy. We will use the notation X+ := X + ǫ, for some 0 < ǫ ≪ 1;
similarly X− := X − ǫ. We also use the notation 〈x〉 := (1 + |x|2)1/2.
We define the Fourier transform on R4 to be
fˆ(ξ) :=
∫
R4
e−2piix·ξf(x)dx.
We will make frequent use of the fractional differentiation operators |∇|s defined
by
|̂∇|sf(ξ) := |ξ|sfˆ(ξ).
These define the homogeneous Sobolev norms
‖f‖H˙sx := ‖|∇|
sf‖L2x(R4).
Let eit∆ be the free Schro¨dinger propagator. In physical space this is given by
the formula
eit∆f(x) =
1
(4πit)2
∫
R4
ei|x−y|
2/4tf(y)dy,
while in frequency space one can write this as
(1.9) êit∆f(ξ) = e−4pi
2it|ξ|2 fˆ(ξ).
In particular, the propagator preserves the above Sobolev norms and obeys the
dispersive inequality
(1.10) ‖eit∆f‖L∞x (R4) . |t|
−2‖f‖L1x(R4)
for all times t. We also recall Duhamel’s formula
u(t) = ei(t−t0)∆u(t0)− i
∫ t
t0
ei(t−s)∆(iut +∆u)(s)ds.(1.11)
We will use the notation Ø(X) to denote a quantity that resembles X ; that is a
finite linear combination of terms that look like X , but possibly with some factors
replaced by their complex conjugates. For example we will write
(1.12) |u+ v|2(u+ v) =
3∑
j=0
Ø(ujv3−j).
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We will occasionally use subscripts to denote spatial derivatives and will use the
summation convention over repeated indices.
We will also need some Littlewood-Paley theory. Specifically, let ϕ(ξ) be a
smooth bump adapted to the ball |ξ| ≤ 2 equalling one on the ball |ξ| ≤ 1. For
each dyadic number N ∈ 2Z we define the Littlewood-Paley operators
P̂≤Nf(ξ) := ϕ(ξ/N)fˆ(ξ)
P̂>Nf(ξ) := (1− ϕ(ξ/N))fˆ (ξ)
P̂Nf(ξ) := (ϕ(ξ/N)− ϕ(2ξ/N))fˆ(ξ).
Similarly we can define P<N , P≥N , and PM<·≤N := P≤N −P≤M , whenever M and
N are dyadic numbers. We will frequently write f≤N for P≤Nf and similarly for
the other operators.
The Littlewood-Paley operators commute with derivative operators, the free
propagator, and the conjugation operator. They are self-adjoint and bounded on
every Lp and H˙s space for 1 ≤ p ≤ ∞ and s ≥ 0. They also obey the following
Sobolev and Bernstein estimates
‖P≥Nf‖Lp . N
−s‖|∇|sP≥Nf‖Lp,
‖|∇|sP≤Nf‖Lp . N
s‖P≤Nf‖Lp ,
‖|∇|±sPNf‖Lp ∼ N
±s‖PNf‖Lp ,
‖P≤Nf‖Lq . N
4
p−
4
q ‖P≤Nf‖Lp ,
‖PNf‖Lq . N
4
p−
4
q ‖PNf‖Lp ,
whenever s ≥ 0 and 1 ≤ p ≤ q ≤ ∞.
For instance, we can use the above Bernstein estimates and (1.7) to bound the
mass of high frequencies
(1.13) ‖P>Mu‖L2(R4) .
1
M
for all M ∈ 2Z.
2. Strichartz numerology
In this section we recall Strichartz and bilinear Strichartz estimates in R × R4
and develop trilinear Strichartz estimates.
We use LqtL
r
x to denote the spacetime norm
‖u‖LqtLrx(R×R4) :=
(∫
R
(∫
R4
|u(t, x)|rdx
)q/r
dt
)1/q
,
with the usual modifications when q or r is infinity, or when the domain R × R4
is replaced by some smaller spacetime region. When q = r we abbreviate LqtL
r
x by
Lqt,x.
2.1. Linear and bilinear Strichartz estimates. We say that a pair of exponents
(q, r) is admissible if 2q +
4
r = 2 and 2 ≤ q, r ≤ ∞. If I ×R
4 is a spacetime slab, we
define the S˙0(I × R4) Strichartz norm by
(2.1) ‖u‖S˙0(I×R4) := sup(
∑
N
‖PNu‖
2
LqtL
r
x(I×R
4))
1/2
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where the sup is taken over all admissible pairs (q, r). For k = 1, 2 we define the
S˙k(I × R4) Strichartz norm by
‖u‖S˙k(I×R4) := ‖∇
ku‖S˙0(I×R4).
We observe the inequality
(2.2) ‖(
∑
N
|fN |
2)1/2‖LqtLrx(I×R4) ≤ (
∑
N
‖fN‖
2
LqtL
r
x(I×R
4))
1/2
for all 2 ≤ q, r ≤ ∞ and arbitrary functions fN , which one proves by interpolating
between the trivial cases (2, 2), (2,∞), (∞, 2), and (∞,∞). In particular, (2.2)
holds for all admissible exponents (q, r). Combining this with the Littlewood-Paley
inequality we find
‖u‖LqtLrx(I×R4) . ‖(
∑
N
|PNu|
2)1/2‖LqtLrx(I×R4)
. (
∑
N
‖PNu‖
2
LqtL
r
x(I×R
4))
1/2
. ‖u‖S˙0(I×R4),
which in particular implies
(2.3) ‖∇u‖LqtLrx(I×R4) . ‖u‖S˙1(I×R4).
In fact, by (2.3) and Sobolev embedding the S˙1 norm controls the following
spacetime norms:
Lemma 2.1. For any Schwartz function u on I × R4, we have
(2.4) ‖∇u‖L∞t L2x + ‖∇u‖L6tL
12/5
x
+ ‖∇u‖
L4tL
8/3
x
+ ‖∇u‖L3t,x + ‖∇u‖L2tL4x
+ ‖u‖L∞t L4x + ‖u‖L6t,x + ‖u‖L4tL8x + ‖u‖L3tL12x . ‖u‖S˙1
where all spacetime norms are on I × R4.
One has the following standard Strichartz estimates (see for instance [16]):
Lemma 2.2. Let I be a compact time interval, and let u : I × R4 → C be a
Schwartz solution to the forced Schro¨dinger equation
iut +∆u =
M∑
m=1
Fm
for some Schwartz functions F1, . . . , FM . Then we have
(2.5) ‖u‖S˙k(I×R4) . ‖u(t0)‖H˙k(R4) +
M∑
m=1
‖∇kFm‖
L
q′m
t L
r′m
x (I×R4)
for any integer k ≥ 0, any time t0 ∈ I, and any admissible exponents (q1, r1), . . . ,
(qm, rm), where as usual p
′ denotes the dual exponent to p, that is 1/p+ 1/p′ = 1.
We also recall without proof the bilinear Strichartz estimates which were ob-
tained in [11] (see their Lemma 3.4):
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Lemma 2.3. Let n ≥ 2. For any spacetime slab I×Rn, any t0 ∈ I, and any δ > 0,
we have
(2.6) ‖uv‖L2t,x(I×Rn) ≤ C(δ)(‖u(t0)‖H˙−1/2+δx + ‖(i∂t +∆)u‖L1tH˙
−1/2+δ
x (I×Rn)
)
× (‖v(t0)‖
H˙
n−1
2
−δ
x
+ ‖(i∂t +∆)v‖
L1t H˙
n−1
2
−δ
x (I×Rn)
).
2.2. Trilinear Strichartz estimates. We will also need the following estimate:
Lemma 2.4. For k = 0, 1, 2, any slab I × R4, and any smooth functions v1, v2, v3
on this slab, we have
(2.7)
‖∇kØ(v1v2v3)‖L1tL2x .
∑
{a,b,c}={1,2,3}
‖va‖S˙k min(‖vb‖S˙1‖vc‖L6t,x , ‖vb‖L6t,x‖vc‖S˙1),
where all spacetime norms are on I × R4. Similarly we have
(2.8)
‖∇Ø(v1v2v3)‖L2tL
4/3
x
.
∑
{a,b,c}={1,2,3}
‖∇va‖L6tL
12/5
x
‖vb‖L6t,x‖vc‖L6t,x .
3∏
j=1
‖vj‖S˙1 .
Proof. First consider the k = 0 case of (2.7). The claim follows from (2.4) estimat-
ing
‖Ø(v1v2v3)‖L1tL2x . ‖v1‖L2tL4x‖v2‖L3tL12x ‖v3‖L6t,x .
Applying the Leibnitz rule we see that the case k = 1 reduces to obtaining estimates
of the form
‖Ø((∇v1)v2v3)‖L1tL2x . ‖∇v1‖L2tL4x‖v2‖L3tL12x ‖v3‖L6t,x .
The lemma again follows from (2.4). The k = 2 case of (2.7) proceeds similarly
using estimates such as
‖Ø((∇2v1)v2v3)‖L1tL2x . ‖∇
2v1‖L2tL4x‖v2‖L3tL12x ‖v3‖L6t,x
and
‖Ø((∇v1)(∇v2)v3)‖L1tL2x . ‖∇v1‖L2tL4x‖∇v2‖L3tL12x ‖v3‖L6t,x .
Finally, the estimate (2.8) follows from (2.4) and Ho¨lder’s inequality,
‖Ø((∇v1)v2v3)‖L2tL
4/3
x
. ‖∇v1‖L6tL
12/5
x
‖v2‖L6t,x‖v3‖L6t,x .

The following is a variant of the above lemma adapted to the case where some
factors are high frequency and others are low frequency.
Lemma 2.5. Suppose vhi and vlo are functions on I × R4 such that
‖vhi‖S˙0 + ‖(i∂t +∆)vhi‖L1tL2x . εK
‖vhi‖S˙1 + ‖∇(i∂t +∆)vhi‖L1tL2x . K
‖vlo‖S˙1 + ‖∇(i∂t +∆)vlo‖L1tL2x . K
‖vlo‖S˙2 + ‖∇
2(i∂t +∆)vlo‖L1tL2x . εK
for some constants K > 0 and 0 < ε ≪ 1 (where all spacetime norms are on
I × R4). Then for j = 1, 2 and any 0 < δ ≪ 1, we have
‖∇Ø(vjhiv
3−j
lo )‖L2tL
4/3
x (I×R4)
. ε1−2δK3.
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Remark 2.6. The importance of this lemma lies in the gain of ε1−2δ. The S˙0
bound effectively restricts vhi to high frequencies; similarly the S˙
2 bound restricts
vlo to low frequencies. Comparing the conclusion with (1.12) we see that the com-
ponents of the nonlinearity in (1.1) arising from the interaction between high and
low frequencies are rather weak. While this will be especially important for the
frequency localization result (Proposition 4.4), the idea of controlling frequency
interactions will appear repeatedly.
Proof. Throughout, all spacetime norms will be in I × R4. We begin by normalizing
K = 1. By Leibnitz we have
‖∇Ø(vjhiv
3−j
lo )‖L2tL
4/3
x
. ‖Ø(vjhiv
2−j
lo ∇vlo)‖L2tL
4/3
x
+ ‖Ø(vj−1hi v
3−j
lo ∇vhi)‖L2tL
4/3
x
.
Consider the first term. By Ho¨lder we can bound this by
‖∇vlo‖L∞t L4x‖vhi‖L2tL4x‖vhi‖
j−1
L∞t L
4
x
‖vlo‖
2−j
L∞t L
4
x
. ‖vlo‖S˙2‖vhi‖S˙0‖vhi‖
j−1
S˙1
‖vlo‖
2−j
S˙1
. ε2.
Now consider the second term for the case j = 2. We can bound
‖Ø(vhivlo∇vhi)‖L2tL
4/3
x
. ‖∇vhi‖L2tL4x‖vlo‖L∞t,x‖vhi‖L∞t L2x
. ‖vhi‖S˙1‖vlo‖L∞t,x‖vhi‖S˙0 .
Decomposing vlo =
∑
N PNvlo and using Bernstein we get
‖vlo‖L∞t,x . (
∑
N
‖PNvlo‖
2
L∞t,x
)1/2 . (
∑
N
‖∇PNvlo‖
2
L∞t L
4
x
)1/2 . ‖vlo‖S˙2 .
Hence, we obtain the bound
‖Ø(vhivlo∇vhi)‖L2tL
4/3
x
. ‖vhi‖S˙1‖vlo‖S˙2‖vhi‖S˙0 . ε
2
which is acceptable.
Finally consider the second term for the case j = 1. We split the vlo terms
dyadically and use Ho¨lder to bound
‖Ø(v2lo∇vhi)‖L2tL
4/3
x
.
∑
N1≥N2
‖Ø((PN1vlo)(PN2vlo)∇vhi)‖L2tL
4/3
x
.
∑
N1≥N2
‖Ø((PN2vlo)∇vhi)‖L2t,x‖PN1vlo‖L∞t L4x .
Now ‖PN1vlo‖L∞t L4x . ‖vlo‖S˙1 . 1, while by Bernstein,
‖PN1vlo‖L∞t L4x . N
−1
1 ‖PN1∇vlo‖L∞t L4x . N
−1
1 ‖vlo‖S˙2 . εN
−1
1 .
So ‖PN1vlo‖L∞t L4x . min(1, εN
−1
1 ).
By Lemma 2.3 we have
‖Ø((PN2vlo)∇vhi)‖L2t,x . (‖∇vhi(t0)‖H˙−1/2+δx + ‖(i∂t +∆)∇vhi‖L1t H˙
−1/2+δ
x
)
× (‖PN2vlo(t0)‖H˙3/2−δx + ‖(i∂t +∆)PN2vlo‖L1tH˙
3/2−δ
x
).
By interpolation we can bound
‖∇vhi(t0)‖H˙−1/2+δx + ‖(i∂t +∆)∇vhi‖L1t H˙
−1/2+δ
x
. ε1/2−δ,
while by Bernstein and the S˙1 and S˙2 bounds we have
‖PN2vlo(t0)‖H˙3/2−δx + ‖(i∂t +∆)PN2vlo‖L1t H˙
3/2−δ
x
. min(N
1/2−δ
2 , εN
−1/2−δ
2 ).
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Putting these together we see that
‖Ø(v2lo∇vhi)‖L2tL
4/3
x
.
∑
N1≥N2
ε1/2−δmin(1, εN−11 )min(N
1/2−δ
2 , εN
−1/2−δ
2 ).
We break the right-hand side term into three sums∑
N1≥N2
=
∑
N1≥N2≥ε
+
∑
N1≥ε≥N2
+
∑
ε≥N1≥N2
= I + II + III
which we bound as follows
I =
∑
N1≥N2≥ε
ε1/2−δεN−11 εN
−1/2−δ
2 . ε
1−2δ
II =
∑
N1≥ε≥N2
ε1/2−δεN−11 N
1/2−δ
2 . ε
1−2δ
III =
∑
ε≥N1≥N2
ε1/2−δN
1/2−δ
2 . ε
1−2δ.
The lemma follows. 
3. Perturbation Theory
As mentioned in the introduction, the Cauchy problem for (1.1) is locally well-
posed in H˙1x(R
4). Indeed, this well-posedness extends to any interval where one has
uniform control of the L6t,x-norm (see Lemma 3.6 below). This section describes
variants of the local well-posedness theory. In particular we will be interested in
when we can perturb a solution (or near-solution, see (3.1) below) in the energy
norm when we can control the solution in L6t,x and the error in a dual Strichartz
space.
As a first step, we consider the case where the near-solution, the error, and the
free evolution of the perturbation are small in spacetime norms, but allowed to be
large in the energy norm.
Lemma 3.1 (Short-time perturbations). Let I be a compact time interval, and let
u˜ be a near-solution to (1.1) on I × R4 in the sense that
(3.1) (i∂t +∆)u˜ = |u˜|
2u˜+ e
for some function e. Suppose that we also have the energy bound
(3.2) ‖u˜‖L∞t H˙1x(I×R4) ≤ E
for some E > 0. Let t0 ∈ I and let u(t0) close to u˜(t0) in the sense that
(3.3) ‖u(t0)− u˜(t0)‖H˙1x ≤ E
′
for some E′ > 0. Assume also the smallness conditions
‖∇u˜‖
L6tL
12/5
x (I×R4)
≤ δ(3.4)
‖∇ei(t−t0)∆(u(t0)− u˜(t0))‖L6tL
12/5
x (I×R4)
≤ ε(3.5)
‖∇e‖
L2tL
4/3
x (I×R4)
≤ ε(3.6)
for some 0 < ε, δ < ε0, where ε0 = ε0(E,E
′) is a small positive constant.
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Then there exists a solution u to (1.1) on I × R4 with the specified initial data
u(t0) at t0 satisfying
‖u− u˜‖L6t,x(I×R4) . ε(3.7)
‖u− u˜‖S˙1(I×R4) . ε+ E
′(3.8)
‖u‖S˙1(I×R4) . E
′ + E(3.9) ∥∥∇[(i∂t +∆)(u − u˜) + e]∥∥L2tL4/3x (I×R4) . ε.(3.10)
Remark 3.2. Notice that
(3.5) . ‖ei(t−t0)∆(u(t0)− u˜(t0))‖S˙1(I×R4) . ‖u(t0)− u˜(t0)‖H˙1x ≤ E
′,
so (3.5) is redundant if E′ = O(ε).
Proof. By the well-posedness theory it will suffice to prove (3.8) – (3.10) as a priori
estimates, that is, we will assume that the solution u already exists and is smooth
on I. Without loss of generality we may assume that t ≥ t0, since the proof on the
t ≤ t0 portion of I is similar.
Let v := u− u˜, and for t ∈ I define
S(t) :=
∥∥∇[(i∂t +∆)v + e]∥∥L2tL4/3x ([t0,t]×R4).
By Lemma 2.2, (3.5), and (3.6) we get
‖∇v‖
L6tL
12/5
x ([t0,t]×R4)
. ‖∇ei(t−t0)∆v(t0)‖L6tL
12/5
x ([t0,t]×R4)
(3.11)
+
∥∥∇[(i∂t +∆)v + e]∥∥L2tL4/3x ([t0,t]×R4)
+ ‖∇e‖
L2tL
4/3
x ([t0,t]×R4)
. S(t) + ε.
By Sobolev embedding, (3.11) yields
‖v‖L6t,x([t0,t]×R4) . ‖∇v‖L6tL
12/5
x ([t0,t]×R4)
. S(t) + ε.(3.12)
On the other hand, since
(i∂t +∆)v = |u˜+ v|
2(u˜+ v)− |u˜|2u˜− e =
3∑
j=1
Ø(vj u˜3−j)− e
we get
S(t) . ‖∇
3∑
j=1
Ø(vj u˜3−j)‖
L2tL
4/3
x ([t0,t]×R4)
.
Using the trilinear Strichartz estimate (2.8) together with (3.4), (3.11), and (3.12),
one estimates
S(t) . ε+ (E + ε+ δ)S(t)2 + S(t)3.
A standard continuity argument shows that if we take ε0 = ε0(E,E
′) sufficiently
small we obtain
S(t) . ε(3.13)
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for all t ∈ I, which implies (3.10). Using (3.12) and (3.13), one easily derives (3.7).
To obtain (3.8), we use Strichartz’s inequality:
‖u− u˜‖S˙1(I×R4) . ‖u(t0)− u˜(t0)‖H˙1x +
∥∥∇[(i∂t +∆)v + e]∥∥L2tL4/3x (I×R4)
+ ‖∇e‖
L2tL
4/3
x (I×R4)
. E′ + ε.
By the triangle inequality, (3.4) and (3.7) imply ‖u‖L6t,x(I×R4) . ε+ δ. An applica-
tion of Strichartz’s inequality yields
‖u‖S˙1(I×R4) . ‖u(t0)‖H˙1x + ‖∇(|u|
2u)‖
L2tL
4/3
x (I×R4)
. ‖u˜(t0)‖H˙1x + ‖u(t0)− u˜(t0)‖H˙1x + ‖u‖
2
L6t,x(I×R
4)‖u‖S˙1(I×R4)
. E + E′ + (ε+ δ)2‖u‖S˙1(I×R4),
which proves (3.9), provided ε0 is chosen sufficiently small depending on E and
E′. 
We will also need the following version of the above lemma that deals with
near-solutions with large but finite L6t,x-norms.
Lemma 3.3 (Long-time perturbations). Let I be a compact time interval, and let
u˜ be function on I × R4 that obeys the bounds
(3.14) ‖u˜‖L6t,x(I×R4) ≤M
(3.15) ‖u˜‖L∞t H˙1x(I×R4) ≤ E
for some M,E > 0. Suppose also that u˜ is a near-solution to (1.1) in the sense of
(3.1) for some function e. Let t0 ∈ I and let u(t0) close to u˜(t0) in the sense that
(3.16) ‖u(t0)− u˜(t0)‖H˙1x ≤ E
′
for some E′ > 0. Assume also the smallness conditions
‖∇ei(t−t0)∆(u(t0)− u˜(t0))‖L6tL
12/5
x (I×R4)
≤ ε(3.17)
‖∇e‖
L2tL
4/3
x (I×R4)
≤ ε(3.18)
for some 0 < ε < ε1, where ε1 = ε1(E,E
′,M) is a small positive constant.
Then there exists a solution u to (1.1) on I × R4 with the specified data u(t0) at
t0 satisfying
‖u− u˜‖L6t,x(I×R4) ≤ C(E,E
′,M)ε(3.19)
‖u− u˜‖S˙1(I×R4) ≤ C(E,E
′,M)(3.20)
‖u‖S˙1(I×R4) ≤ C(E,E
′,M).(3.21)
Remark 3.4. The same computation as in Remark 3.1 shows that assumption
(3.17) is redundant if one assumes E′ = O(ε). Also notice that if we take e = 0 the
lemma implies local well-posedness in the energy space whenever the L6t,x-norm is
finite.
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Proof. Without loss of generality we may assume t0 = inf I. Let ε0 = ε0(E, 2E
′)
be as in the previous lemma (we must replace E′ by 2E′ because the kinetic energy
of u− u˜ will grow in time).
We first note that (3.14) implies u ∈ S˙1(I × R4). Indeed, subdividing I into
N0 ∼ (1 +
M
ε0
)6 subintervals Jk such that on each Jk we have
‖u˜‖L6t,x(Jk×R4) ≤ ε0,
and using Lemma 2.2 and Lemma 2.4, we estimate
‖u˜‖S˙1(Jk×R4) . ‖u˜(t0)‖H˙1x + ‖∇(|u˜|
2u˜)‖
L2tL
4/3
x (Jk×R4)
+ ‖∇e‖
L2tL
4/3
x (Jk×R4)
. E + ‖u˜‖2L6t,x(Jk×R4)‖u˜‖S˙1(Jk×R4) + ε
. E + ε20‖u˜‖S˙1(Jk×R4) + ε.
Thus, for ε0 sufficiently small, this yields
‖u˜‖S˙1(Jk×R4) . E + ε.
Summing these bounds over all the intervals Jk we obtain
‖u˜‖S˙1(I×R4) ≤ C(M,E, ε0),
which also implies by Lemma 2.1 that
‖∇u˜‖
L6tL
12/5
x (I×R4)
≤ C(M,E, ε0).
We can now subdivide I into N1 = N1(M,E, ε0) subintervals Ij = [tj , tj+1] such
that on each Ij we have
‖u˜‖L6t,x(Ij×R4) ≤ ε0.
Choosing ε1 sufficiently small depending on ε0, N1, E, and E
′, Lemma 3.1 implies
that for each j and all 0 < ε < ε1,
‖u− u˜‖L6t,x(Ij×R4) ≤ C(j)ε
‖u− u˜‖S˙1(Ij×R4) ≤ C(j)(ε + E
′)
‖u‖S˙1(Ij×R4) ≤ C(j)(E
′ + E)∥∥∇[(i∂t +∆)(u − u˜) + e]∥∥L2tL4/3x (Ij×R4) ≤ C(j)ε,
provided we can show that (3.16) and (3.17) hold when t0 is replaced by tj . We
check this using an inductive argument. By Strichartz we have the bounds
‖u(tj+1)− u˜(tj+1)‖H˙1x . ‖u(t0)− u˜(t0)‖H˙1x + ‖∇e‖L2tL
4/3
x (I×R4)
+
∥∥∇[(i∂t +∆)(u − u˜) + e]∥∥L2tL4/3x ([t0,tj+1]×R4)
. E′ +
j∑
k=0
C(k)ε
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and similarly
‖∇ei(t−tj+1)∆(u(tj+1)− u˜(tj+1))‖L6tL
12/5
x (I×R4)
. ‖∇ei(t−t0)∆(u(t0)− u˜(t0))‖L6tL
12/5
x (I×R4)
+ ‖∇e‖
L2tL
4/3
x (I×R4)
+
∥∥∇[(i∂t +∆)(u − u˜) + e]∥∥L2tL4/3x ([t0,tj+1]×R4)
≤
j∑
k=0
C(k)ε
where C(k) depends on k,E,E′, and ε0. Choosing ε1 sufficiently small depending
on ε0, N1, E, and E
′, we can continue the inductive argument. 
Remark 3.5. The dependence of ε1 on the parameters M,E, and E
′ is extremely
bad. Specifically, ε1(M,E,E
′) ≈ exp(−MC〈E〉C〈E′〉C). Since we’ll use this lemma
frequently, the bounds in Theorem 1.1 will grow quite rapidly in E. For remarks
on the final bound see Section 8. It is of some interest to determine better bounds
for the theorem, but for us it will suffice that they remain finite.
We’ll also need the following related result concerning the persistence of L2, H˙1x,
and H˙2x regularity.
Lemma 3.6 (Persistence of regularity). Let k = 0, 1, 2, I a compact time interval,
and u a finite-energy solution to (1.1) obeying
‖u‖L6t,x(I×R4) ≤M.
Then if t0 ∈ I and u(t0) ∈ H˙
k
x , we have
(3.22) ‖u‖S˙k(I×R4) ≤ C(M,E(u))‖u(t0)‖H˙kx .
So once we have L6t,x control of a finite-energy solution, we control all Strichartz
norms as well. If the initial data is H˙2x then we also control the S˙
2-norm. By
iterating, we can continue a local-in-time solution to any interval on which we have
uniform control of the L6t,x-norm.
Proof. Again it suffices to prove (3.22) as an a priori bound. Let u˜ = u, e = 0, and
E′ = 0 and apply Lemma 3.3 to get
‖u‖S˙1(I×R4) . C(M,E).
By (2.7) we also have
(3.23) ‖∇kØ(u3)‖L1tL2x(I×R4) . ‖u‖L6t,x(I×R4)‖u‖S˙k(I×R4)‖u‖S˙1(I×R4).
Now, divide I into N ≈ (1 + Mδ )
6 subintervals Ij = [Tj, Tj+1] on which
‖u‖L6t,x(Ij×R4) ≤ δ
where δ will be chosen later. On each Ij Strichartz and (3.23) yield
‖u‖S˙k(Ij×R4) . ‖u(Tj)‖H˙kx (R4) + ‖∇
k(|u|2u)‖L1tL2x(Ij×R4)
. ‖u(Tj)‖H˙kx (R4) + ‖u‖L
6
t,x(Ij×R
4)‖u‖S˙k(I×R4)‖u‖S˙1(I×R4).
So choosing δ ≤ 12C(M,E)
−1 we get
(3.24) ‖u‖S˙k(Ij×R4) . ‖u(Tj)‖H˙kx (R4).
The lemma follows from adding up the bounds (3.24) on each subinterval. 
GLOBAL WELL-POSEDNESS FOR 4D ENERGY-CRITICAL NLS 15
4. Frequency Localization and Space Concentration
Recall from the introduction that we expect a minimal energy blowup solution
to be localized in both frequency and space. In this section we will prove that this
is indeed the case (we will not actually prove that the solution is localized in space,
just that it concentrates; see the discussion after the proof of Corollary 4.4). The
first step is the following proposition:
Proposition 4.1 (Frequency delocalization ⇒ spacetime bound). Let u be a so-
lution to (1.1) on I∗ × R
4 with E(u) ≤ Ecrit. Let η > 0 and suppose there exist a
dyadic frequency Nlo > 0 and a time t0 ∈ I∗ such that we have the energy separation
conditions
(4.1) ‖P≤Nlou(t0)‖H˙1x ≥ η
and
(4.2) ‖P≥K(η)Nlou(t0)‖H˙1x ≥ η.
If K(η) is sufficiently large depending on η we have
(4.3) ‖u‖L6t,x(I∗×R4) ≤ C(η).
Proof. Let 0 < ε = ε(η) ≪ 1 be a small number to be chosen later. If K(η) is
sufficiently large depending on ε (K(η) needs to be of the order ε−(ε
−2)), then one
can find ε−2 disjoint intervals [ε2Nj , ε
−2Nj] contained in [Nlo,K(η)Nlo]. By (1.7)
and the pigeonhole principle, we may find anNj such that the interval [ε
2Nj , ε
−2Nj]
has very little energy
‖Pε2Nj≤·≤ε−2Nju(t0)‖H˙1x . ε.
Since both the statement and conclusion of the proposition are invariant under the
scaling (1.3), we normalize Nj = 1.
Define ulo(t0) := P≤εu(t0) and uhi(t0) = P≥ε−1u(t0). We claim that uhi and ulo
have smaller energy than u.
Lemma 4.2. If ε is sufficiently small depending on η, then we have
E(ulo(t0)), E(uhi(t0)) ≤ Ecrit − cη
C .
Proof. We’ll prove this for ulo; the proof for uhi is similar. Define uhi′(t0) :=
P>εu(t0) so that u(t0) = ulo(t0) + uhi′(t0), and consider the quantity
(4.4) |E(u(t0))− E(ulo(t0))− E(uhi′(t0))|.
By the definition of energy we can bound this by
(4.5) |〈∇ulo(t0),∇uhi′(t0)〉|+ |
∫
(|u(t0)|
4 − |ulo(t0)|
4 − |uhi′(t0)|
4)dx|.
We deal with the potential energy term first. By the pointwise estimate
||u(t0)|
4 − |ulo(t0)|
4 − |uhi′(t0)|
4| . |ulo(t0)||uhi′(t0)|(|ulo(t0)|+ |uhi′(t0)|)
2
and Ho¨lder, we can bound the potential energy term in (4.5) by
(4.6) ‖ulo(t0)‖L∞x ‖uhi′(t0)‖L2x(‖ulo(t0)‖L4x + ‖uhi′(t0)‖L4x)
2.
An application of Bernstein yields
‖ulo(t0)‖L∞x . ε‖ulo(t0)‖L4x . ε‖ulo‖H˙1x . ε.
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Similarly
‖uhi′(t0)‖L2x .
∑
N>ε
‖PNu(t0)‖L2x .
∑
N>ε
N−1‖PNu(t0)‖H˙1x
.
∑
N>1/ε2
N−1 +
∑
ε<N≤1/ε2
N−1ε . ε2 + ε(1/ε− ε2)
. 1.
Thus (4.6) . ε.
Now we deal with the kinetic part of (4.5). We estimate
|〈∇ulo(t0),∇uhi′(t0)〉| . |〈∇P>εP≤εu(t0),∇u(t0)〉|
. ‖∇P>εP≤εu(t0)‖L2x‖∇u(t0)‖L2x .
As
‖∇u(t0)‖L2x . 1
and
‖∇P>εP≤εu(t0)‖L2x = ‖(∇P>εP≤εu(t0))
∧‖L2x
= ‖ξϕ(ξ/ε)(1− ϕ(ξ/ε))û(t0)(ξ)‖L2x
. ε‖ûhi′(t0)‖L2x . ε
we get as a final bound on kinetic energy
|〈∇ulo(t0),∇uhi′(t0)〉| . ε.
Therefore (4.4) . ε. As
E(u) ≤ Ecrit,
and by hypothesis
E(uhi′(t0)) & ‖uhi′(t0)‖
2
H˙1x
& η2,
the triangle inequality implies E(ulo(t0)) ≤ Ecrit − cηC . 
Now since E(ulo(t0)), E(uhi(t0)) ≤ Ecrit − cηC < Ecrit we can apply Lemma
1.2 to deduce that there exist solutions ulo and uhi on the slab I∗ × R4 with initial
data ulo(t0) and uhi(t0) such that
‖ulo‖S˙1(I∗×R4) . C(η)
‖uhi‖S˙1(I∗×R4) . C(η).
Define u˜ := ulo + uhi. We claim that u˜ is a near-solution to (1.1).
Lemma 4.3. We have
iu˜t +∆u˜ = |u˜|
2u˜− e
where the error e obeys the bound
(4.7) ‖∇e‖
L2tL
4/3
x (I∗×R4)
. C(η)ε1/2.
Proof. By the above estimates and (1.13) we have that ‖uhi(t0)‖L2x . ε, and so by
(3.22) we get
(4.8) ‖uhi‖S˙0(I∗×R4) . C(η)ε.
Similarly, from (1.7) and Bernstein we have
‖ulo(t0)‖H˙2x . ε‖ulo(t0)‖H˙1x . ε‖ulo‖L∞t H˙1x(I∗×R4) . C(η)ε,
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and so by (3.22)
(4.9) ‖ulo‖S˙2(I∗×R4) . C(η)ε.
From Lemma 2.4 we have the additional bounds
‖|uhi|
2uhi‖L1tL2x(I∗×R4) . C(η)ε
‖∇(|uhi|
2uhi)‖L1tL2x(I∗×R4) . C(η)
‖∇(|ulo|
2ulo)‖L1tL2x(I∗×R4) . C(η)
‖∇2(|ulo|
2ulo)‖L1tL2x(I∗×R4) . C(η)ε.
Applying Lemma 2.5 we see
‖∇Ø(uhi
julo
3−j)‖
L2tL
4/3
x (I∗×R4)
. C(η)ε1/2
for j = 1, 2. Since e =
∑2
j=1Ø(uhi
julo
3−j) the claim follows. 
We derive estimates on u from those on u˜ via perturbation theory. More precisely,
we know that
‖u(t0)− u˜(t0)‖H˙1x . ε
and
‖u˜‖L6t,x(I∗×R4) . ‖ulo‖S˙1(I∗×R4) + ‖uhi‖S˙1(I∗×R4) . C(η).
So if ε is sufficiently small depending on η, we can apply Lemma 3.3 to deduce the
bound (4.3). This concludes the proof of Proposition 4.1. 
Comparing (4.3) with (1.5) gives the desired contradiction if u satisfies the hy-
potheses of Proposition 4.1. We therefore expect u to be localized in frequency for
each t. Indeed we have:
Corollary 4.4 (Frequency localization of energy at each time). Let u be a minimal
energy blowup solution of (1.1). Then for each time t0 ∈ I∗ there exists a dyadic
frequency N(t) ∈ 2Z such that for every η3 ≤ η ≤ η0 we have small energy at
frequencies ≪ N(t)
(4.10) ‖P≤c(η)N(t)u(t)‖H˙1x ≤ η
small energy at frequencies ≫ N(t)
(4.11) ‖P≥C(η)N(t)u(t)‖H˙1x ≤ η
and large energy at frequencies ∼ N(t)
(4.12) ‖Pc(η)N(t)<·<C(η)N(t)u(t)‖H˙1x ∼ 1
where the values of 0 < c(η)≪ 1≪ C(η) <∞ depend on η.
Proof. For t ∈ I∗ define
N(t) := sup{N ∈ 2Z : ‖P≤Nu(t)‖H˙1x ≤ η0}.
As u is Schwartz, N(t) > 0; as ‖u‖L∞t H˙1x ∼ 1, N(t) < ∞. From the definition of
N(t) we have that
‖P≤2N(t)u(t)‖H˙1x > η0.
Let η3 ≤ η ≤ η0. If C(η) ≫ 1 then we must have ‖P≥C(η)N(t)u(t)‖H˙1x ≤ η,
since otherwise Proposition 4.1 would imply ‖u‖L6t,x(I∗×R4) . C(η), which would
contradict u being a minimal energy blowup solution.
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Similarly, ‖u‖L∞t H˙1x ∼ 1 implies that
‖Pc(η0)N(t)<·<C(η0)N(t)u(t0)‖H˙1x ∼ 1
and therefore that
‖Pc(η)N(t)<·<C(η)N(t)u(t0)‖H˙1x ∼ 1
for all η3 ≤ η ≤ η0. Thus, if c(η)≪ 1 then ‖P≤c(η)N(t)u(t)‖H˙1x ≤ η for all η3 ≤ η ≤
η0, since otherwise Proposition 4.1 would again imply ‖u‖L6t,x(I∗×R4) . C(η). 
Having shown that a minimal energy blowup solution must be localized in fre-
quency, we turn our attention to space. While it is true that such a solution is
localized in space (the methods employed in [11] carry through to the four di-
mensional energy-critical NLS case), we will only need the following weaker result
concerning concentration of the solution (roughly, concentration will mean large at
some point, while we reserve localization to mean simultaneously concentrated and
small at points far from the concentration point). To obtain the concentration re-
sult, we divide the interval I∗ into three consecutive subintervals I∗ = I− ∪ I0 ∪ I+,
each containing a third of the L6t,x density of u:∫
I
∫
R4
|u(t, x)|6dxdt =
1
3
∫
I∗
∫
R4
|u(t, x)|6dxdt for I = I−, I0, I+.
It is on the middle interval I0 that we will show physical space concentration. The
first step is:
Proposition 4.5 (Potential energy bounded from below). For any minimal energy
blowup solution of (1.1) and all t ∈ I0 we have
(4.13) ‖u(t)‖L4x ≥ η1.
Proof. We will use an idea of Bourgain [2]. If the linear evolution of the solution
does not concentrate at some point in spacetime, then we can use the small data
theory and iterate. So say the linear evolution concentrates at some point (t1, x1).
If the linear evolution is small in L4x at time t0, we show t0 must be far from t1.
We then remove the energy concentrating at (t1, x1) and use induction on energy.
More formally, we’ll argue by contradiction. Suppose there exists some time
t0 ∈ I0 such that
(4.14) ‖u(t0)‖L4x . η1.
Using (1.3) we scale N(t0) = 1. If the linear evolution e
i(t−t0)∆u(t0) had small
L6t,x-norm, then by perturbation theory the nonlinear solution would have small
L6t,x-norm as well. Hence, we may assume ‖e
i(t−t0)∆u(t0)‖L6t,x(R×R4) & 1.
On the other hand Corollary 4.4 implies that
‖Plou(t0)‖H˙1x + ‖Phiu(t0)‖H˙1x . η0,
where Plo = P<c(η0) and Phi = P>C(η0). Then by Strichartz
‖ei(t−t0)∆Plou(t0)‖L6t,x(R×R4) + ‖e
i(t−t0)∆Phiu(t0)‖L6t,x(R×R4) . η0.
Thus
‖ei(t−t0)∆Pmedu(t0)‖L6t,x(R×R4) ∼ 1,
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where Pmed = 1−Plo−Phi. However, Pmedu(t0) has bounded energy (by (1.7)) and
Fourier support in c(η0) . |ξ| . C(η0). Another application of Strichartz yields
‖ei(t−t0)∆Pmedu(t0)‖L3t,x . ‖Pmedu(t0)‖L2x . C(η0).
Combining these estimates with Ho¨lder we have
‖ei(t−t0)∆Pmedu(t0)‖L∞t,x & c(η0).
In particular there exist a time t1 ∈ R and a point x1 ∈ R4 so that
|ei(t1−t0)∆(Pmedu(t0))(x1)| & c(η0).
We may perturb t1 so that t1 6= t0, and by time reversal symmetry we may take
t1 < t0. Let δx1 be the Dirac mass at x1. Define f(t1) := Pmedδx1 and for t > t1
define f(t) := ei(t−t1)∆f(t1). One should think of f(t1) as basically u at (t1, x1).
The point is then to compare u(t0) to the linear evolution of f(t1) at time t0. We
will show that f(t) decays rapidly in any Lpx-norm for 1 ≤ p ≤ ∞.
Lemma 4.6. For any t ∈ R and any 1 ≤ p ≤ ∞ we have
‖f(t)‖Lpx . C(η0)〈t− t1〉
4
p−2.
Proof. We translate so that t1 = x1 = 0, then use Bernstein and the unitarity of
eit∆ to get
‖f(t)‖L∞x . C(η0)‖f(t)‖L2x = C(η0)‖Pmedδx1‖L2x . C(η0).
By (1.10) we also have
‖f(t)‖L∞x . |t|
−2‖Pmedδx1‖L1x . C(η0)|t|
−2.
Combining these two we obtain
‖f(t)‖L∞x . C(η0)〈t〉
−2.
This proves the lemma in the case p =∞.
For other p’s we use (1.9) to write
f(t, x) =
∫
e2pii(xξ−2pit|ξ|
2)φmed(ξ)dξ
where φmed is the Fourier multiplier corresponding to Pmed. For |x| ≫ 1 + |t|,
repeated integration by parts shows |f(t, x)| . |x|−100. On |x| . 1 + |t|, one
integrates using the above L∞x -bound. 
From (4.14) and Ho¨lder we have
|〈u(t0), f(t0)〉| . ‖f(t0)‖L4/3x ‖u(t0)‖L
4
x
. η1C(η0)〈t1 − t0〉.
On the other hand
|〈u(t0), f(t0)〉| = |〈e
i(t1−t0)∆Pmedu(t0), δx1〉| & c(η0).
So since 〈t1 − t0〉 & c(η0)/η1, we have that t1 is far from t0. In particular, the time
of concentration must be far from where the L4x-norm is small. Also, from Lemma
4.6 we have that ∇f has a small L6tL
12/5
x -norm to the future of t0 (recall t1 < t0):
(4.15) ‖f‖
L6tL
12/5
x ([t0,∞)×R4)
. C(η0)|t1 − t0|
−1/6 . C(η0)η
1/6
1 .
Now we use the induction hypothesis. Split u(t0) = v(t0) + w(t0) where w(t0) =
δeiθ∆−1f(t0) for some small δ = δ(η0) > 0 and phase θ to be chosen later. The
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point of ∆−1 in the definition of w(t0) is that our inner products will be in H˙
1
x
instead of the more common L2x. One should think of w(t0) as the contribution
coming from the point (t1, x1) where the solution concentrates. We will show that
for an appropriate choice of δ and θ, v(t0) has slightly smaller energy than u. By
the definition of f and an integration by parts we have
1
2
∫
R4
|∇v(t0)|
2dx =
1
2
∫
|∇u(t0)−∇w(t0)|
2dx
=
1
2
∫
|∇u(t0)|
2dx− δRe
∫
e−iθ∇∆−1f(t0) · ∇u(t0)dx
+O(δ2‖∆−1f(t0)‖
2
H˙1x
)
≤ Ecrit + δRe e
−iθ〈u(t0), f(t0)〉+O(δ
2C(η0)).
Choosing δ and θ appropriately we get
1
2
∫
R4
|∇v(t0)|
2dx ≤ Ecrit − c(η0).
Again by Lemma 4.6 we have
‖w(t0)‖L4x . C(η0)‖f(t0)‖L4x . C(η0)〈t1 − t0〉
−1 . C(η0)η1.
So by (4.14) and the triangle inequality we obtain∫
R4
|v(t0)|
4dx . C(η0)η
4
1 .
Combining the above two energy estimates we see that
E(v(t0)) ≤ Ecrit − c(η0),
and Lemma 1.2 implies there exists a global solution v of (1.1) on [t0,∞)×R
4 with
data v(t0) at time t0 satisfying
‖v‖L6t,x([t0,∞)×R4) ≤M(Ecrit − c(η0)) = C(η0).
However, (4.15) and frequency localization give
‖∇ei(t−t0)∆w(t0)‖L6tL
12/5
x ([t0,∞)×R4)
. ‖∇∆−1f‖
L6tL
12/5
x ([t0,∞)×R4)
. C(η0)η
1/6
1 .
So if η1 is sufficiently small depending on η0, we can apply Lemma 3.3 with u˜ = v
and e = 0 to conclude that u extends to all of [t0,∞) and obeys
‖u‖L6t,x([t0,∞)×R4) . C(η0, η1).
As [t0,∞) contains I+, the above estimate contradicts (1.5) if η4 is chosen suffi-
ciently small. This concludes the proof of Proposition 4.5. 
Using (4.13) we can deduce the desired concentration result:
Proposition 4.7 (Spatial concentration of energy at each time). For any minimal
energy blowup solution of (1.1) and for each t ∈ I0, there exists x(t) ∈ R4 such that
(4.16)
∫
|x−x(t)|≤C(η1)/N(t)
|∇u(t, x)|2dx & c(η1)
and
(4.17)
∫
|x−x(t)|≤C(η1)/N(t)
|u(t, x)|pdx & c(η1)N(t)
p−4
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for all 1 < p <∞, where the implicit constants depend on p. In particular
(4.18)
∫
|x−x(t)|≤C(η1)/N(t)
|u(t, x)|4dx & c(η1).
Note that u(t, x) is roughly of size N(t) on average when |x − x(t)| ≤ N(t)−1,
which is consistent with both the concentration of energy and the uncertainty prin-
ciple.
Proof. Fix t and normalize N(t) = 1. By Corollary 4.4 we have
‖P<c(η1)u(t)‖H˙1x + ‖P>C(η1)u(t)‖H˙1x . η
100
1 .
Sobolev embedding implies
‖P<c(η1)u(t)‖L4x + ‖P>C(η1)u(t)‖L4x . η
100
1
and so by (4.13)
‖Pmedu(t)‖L4x & η1,
where Pmed = Pc(η1)≤·≤C(η1). On the other hand, by (1.7) we have
‖Pmedu(t)‖L2x . C(η1).
By Ho¨lder
η1 . ‖Pmedu(t)‖L4x . ‖Pmedu(t)‖
1/2
L∞x
· ‖Pmedu(t)‖
1/2
L2x
. C(η1)‖Pmedu(t)‖
1/2
L∞x
,
which implies that
‖Pmedu(t)‖L∞x & c(η1).
In particular, there exists a point x(t) ∈ R4 so that
(4.19) c(η1) . |Pmedu(t, x(t))|.
As our function is now localized both in frequency and in space, all the Sobolev
norms are practically equivalent. So let’s consider the operator Pmed∇∆
−1 and let
Kmed denote its kernel. Then
c(η1) . |Pmedu(t, x(t))| . |Kmed ∗ ∇u(t, x(t))| .
∫
|Kmed(x(t) − x)||∇u(t, x)|dx
∼
∫
|x−x(t)|<C(η1)
|Kmed(x(t) − x)||∇u(t, x)|dx
+
∫
|x−x(t)|≥C(η1)
|Kmed(x(t) − x)||∇u(t, x)|dx
. C(η1)
(∫
|x−x(t)|<C(η1)
|∇u(t, x)|2dx
)1/2
+
∫
|x−x(t)|≥C(η1)
|∇u(t, x)|
|x− x(t)|100
dx,
where in order to obtain the last inequality we used Cauchy-Schwarz and that Kmed
is a Schwartz function. Therefore, by (1.7) and possibly making C(η1) larger, we
have
c(η1) .
(∫
|x−x(t)|<C(η1)
|∇u(t, x)|2dx
)1/2
+ C(η1)
−α
for some α > 0, proving (4.16).
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Now let K˜med be the kernel associated to Pmed, and let 1 < p < ∞. As above
we get
c(η1) .
∫
|K˜med(x(t) − x)||u(t, x)|dx
∼
∫
|x−x(t)|<C(η1)
|K˜med(x(t) − x)||u(t, x)|dx
+
∫
|x−x(t)|≥C(η1)
|K˜med(x(t) − x)||u(t, x)|dx
. C(η1)
(∫
|x−x(t)|<C(η1)
|u(t, x)|pdx
)1/p
+ ‖u(t)‖L4x
(∫
|x−x(t)|≥C(η1)
1
|x− x(t)|100·4/3
dx
)3/4
. C(η1)
(∫
|x−x(t)|<C(η1)
|u(t, x)|pdx
)1/p
+ C(η1)
−α
for some α > 0 which, after undoing the scaling, proves (4.17) if C(η1) is sufficiently
large. 
5. Frequency-Localized Interaction Morawetz Inequality
The goal of this section is to prove
Proposition 5.1 (Frequency-localized interaction Morawetz estimate). Roughly
speaking, this proposition states that after throwing away some low frequency com-
ponents of the minimal energy blowup solution, the remainder obeys good L2t H˙
−1/2
x
estimates. Assuming u is a minimal energy blowup solution of (1.1) and N∗ <
c(η1)Nmin, we have∫
I0
∫
R4
∫
R4
|P≥N∗u(t, x)|
2|P≥N∗u(t, y)|
2
|x− y|3
dxdydt . η1N
−3
∗ .(5.1)
In order to prove the proposition we introduce an interaction potential general-
ization of the classical Morawetz inequality.
5.1. An interaction virial identity and a general interaction Morawetz
estimate for general equations. We start by recalling the standard Morawetz
action centered at a point for general equations. Let a be a function on the slab
I ×Rn and φ satisfy iφt +∆φ = N on I ×Rn. We define the virial potential to be
Va(t) =
∫
Rn
a(x)|φ(t, x)|2dx
and the Morawetz action centered at zero to be
M0a (t) = 2
∫
Rn
aj(x)Im(φ(x)φj(x))dx.
A computation shows that
∂tVa = M
0
a + 2
∫
Rn
a{N , φ}mdx,
where the mass bracket is defined to be {f, g}m = Im(fg). Note that in the
particular case when N = F ′(|φ|2)φ one has M0a = ∂tVa.
Another calculation establishes
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Lemma 5.2.
∂tM
0
a =
∫
Rn
(−∆∆a)|φ|2 + 4
∫
Rn
ajkRe(φjφk) + 2
∫
Rn
aj{N , φ}
j
p,
where we define the momentum bracket to be {f, g}p = Re(f∇g−g∇f) and repeated
indices are implicitly summed.
Note again that when N = F ′(|φ|2)φ we have {N , φ}p = −∇G(|φ|2) for G(x) =
xF ′(x) − F (x). In particular, in the cubic case {N , φ}p = −
1
2∇(|φ|
4).
Now let a(x) = |x|. Easy computations show that for dimension n ≥ 4 we have
the following identities:
aj(x) =
xj
|x|
ajk(x) =
δjk
|x|
−
xjxk
|x|3
∆a(x) =
n− 1
|x|
−∆∆a(x) =
(n− 1)(n− 3)
|x|3
.
For this choice of the function a, one should interpret theM0a as a spatial average
of the radial component of the L2x-mass current. Taking its time derivative we get
∂tM
0
a = (n− 1)(n− 3)
∫
Rn
|φ(x)|2
|x|3
dx+ 4
∫
Rn
(
δjk
|x|
−
xjxk
|x|3
)Re(φjφk)(x)dx
+ 2
∫
Rn
xj
|x|
{N , φ}jp(x)dx
= (n− 1)(n− 3)
∫
Rn
|φ(x)|2
|x|3
dx+ 4
∫
Rn
1
|x|
|∇0φ(x)|
2dx
+ 2
∫
Rn
x
|x|
{N , φ}p(x)dx,
where we use ∇0 to denote the complement of the radial portion of the gradient,
that is ∇0 = ∇−
x
|x|(
x
|x|∇).
We may center the above argument at any other point y ∈ R4. Choosing a(x) =
|x− y|, we define the Morawetz action centered at y to be
Mya (t) = 2
∫
Rn
x− y
|x− y|
Im(φ(x)∇φ(x))dx.
The same computations now yield
∂tM
y
a = (n− 1)(n− 3)
∫
Rn
|φ(x)|2
|x− y|3
dx+ 4
∫
Rn
1
|x− y|
|∇yφ(x)|
2dx
+ 2
∫
Rn
x− y
|x− y|
{N , φ}p(x)dx.
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We are now ready to define the interaction Morawetz potential, which is a way
of quantifying how mass is interacting with (moving away from) itself:
M interact(t) =
∫
Rn
|φ(t, y)|2Mya (t)dy
= 2Im
∫
Rn
∫
Rn
|φ(t, y)|2
x− y
|x− y|
∇φ(t, x)φ(t, x)dxdy.
One gets immediately the easy estimate
|M interact(t)| ≤ 2‖φ(t)‖3L2x‖φ(t)‖H˙1x .
Calculating the time derivative of the interaction Morawetz potential we get the
following virial-type identity,
∂tM
interact =(n− 1)(n− 3)
∫
Rn
∫
Rn
|φ(y)|2|φ(y)|2
|x− y|3
dxdy(5.2)
+ 4
∫
Rn
∫
Rn
|φ(y)|2|∇yφ(x)|2
|x− y|
dxdy(5.3)
+ 2
∫
Rn
∫
Rn
|φ(y)|2
|x− y|
(x− y){N , φ}p(x)dxdy(5.4)
+ 2
∫
Rn
∂yk Im(φφk)(y)M
y
a dy(5.5)
+ 4Im
∫
Rn
∫
Rn
{N , φ}m(y)
x− y
|x − y|
∇φ(x)φ(x)dxdy.(5.6)
As far as the terms in the above virial-type identity are concerned, we will
establish
Lemma 5.3. (5.5) ≥ –(5.3).
Thus, integrating over the compact interval I0 we get
Proposition 5.4 (Interaction Morawetz inequality).
(n− 1)(n− 3)
∫
I0
∫
Rn
∫
Rn
|φ(t, y)|2|φ(t, x)|2
|x− y|3
dxdydt
+ 2
∫
I0
∫
Rn
∫
Rn
|φ(t, y)|2
|x− y|
(x − y){N , φ}p(t, x)dxdydt
≤ 2‖φ‖3L∞t L2x(I0×Rn)‖φ‖L∞t H˙1x(I0×Rn)
+ 4
∫
I0
∫
Rn
∫
Rn
|{N , φ}m(t, y)||∇φ(t, x)||φ(t, x)|dxdydt.
Note that in the particular case N = |u|2u, after performing an integration by
parts in the momentum bracket term, the inequality becomes
(n− 1)(n− 3)
∫
I0
∫
Rn
∫
Rn
|u(t, y)|2|u(t, x)|2
|x− y|3
dxdydt
+ (n− 1)
∫
I0
∫
Rn
∫
Rn
|u(t, y)|2|u(t, x)|4
|x− y|
dxdydt
≤ 2‖u‖3L∞t L2x(I0×Rn)‖u‖L∞t H˙1x(I0×Rn).
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We turn now to the proof of Lemma 5.3. We write
(5.5) = 4
∫
Rn
∫
Rn
∂ykIm(φ(y)φk(y))
xj − yj
|x− y|
Im(φ(x)φj(x))dxdy,
where we sum over repeated indices. We integrate by parts moving ∂yk to the unit
vector x−y|x−y| . Using the identity
∂yk
(xj − yj
|x− y|
)
= −
δkj
|x− y|
+
(xk − yk)(xj − yj)
|x− y|3
and the notation p(x) = 2Im(φ(x)∇φ(x)) for the momentum density, we rewrite
(5.5) as
−
∫
Rn
∫
Rn
[
p(y)p(x)−
(
p(y)
x− y
|x− y|
)(
p(x)
x− y
|x− y|
)] dxdy
|x− y|
.
Note that the quantity between the square brackets represents the inner product
between the projection of the momentum density p(y) onto the orthogonal comple-
ment of (x− y) and the projection of p(x) onto the same space. But
|π(x−y)⊥p(y)| = |p(y)−
x− y
|x− y|
(
x− y
|x− y|
p(y))| = 2|Im(φ(y)∇xφ(y))|
≤ 2|φ(y)||∇xφ(y))|.
As the same estimate holds when we switch y and x, we get
(5.5) ≥ −4
∫
Rn
∫
Rn
|φ(y)||∇xφ(y))||φ(x)||∇yφ(x))|dxdy
≥ −2
∫
Rn
∫
Rn
|φ(y)|2|∇yφ(x)|2
|x− y|
dxdy − 2
∫
Rn
∫
Rn
|φ(x)|2|∇xφ(y)|2
|x− y|
dxdy
≥ −(5.3).
5.2. Morawetz inequality: the setup. We are now ready to start the proof of
Proposition 5.1. As the statement is invariant under scaling, we normalize N∗ = 1
and define uhi = P>1u and ulo = P≤1u. As we assume 1 = N∗ < c(η1)Nmin, we get
1 < c(η1)N(t), ∀t ∈ I0. Provided we choose c(η1) sufficiently small, the frequency
localization result and Sobolev yield
(5.7) ‖u<η−1
1
‖L∞t H˙1x(I0×R4) + ‖u<η
−1
1
‖L∞t L4x(I0×R4) ≤ η1.
Hence, ulo has small energy
‖ulo‖L∞t H˙1x(I0×R4) + ‖ulo‖L
∞
t L
4
x(I0×R
4) . η1.(5.8)
Using (1.13) and (5.7), one also sees that uhi has small mass
‖uhi‖L∞t L2x(I0×R4) . η1.(5.9)
Our goal is to prove∫
I0
∫
R4
∫
R4
|uhi(t, x)|2|uhi(t, y)|2
|x− y|3
dxdydt . η1.(5.10)
Since in four dimensions convolution with 1/|x|3 is basically the same as the
fractional integration operator |∇|−1, the above estimate translates into
‖|uhi|
2‖
L2tH˙
−1/2
x (I0×R4)
. η
1/2
1 .(5.11)
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By a standard continuity argument, it will suffice to prove (5.11) under the
bootstrap hypothesis
‖|uhi|
2‖
L2t H˙
−1/2
x (I0×R4)
≤ C
1
2
0 η
1/2
1 ,(5.12)
for a large constant C0 depending on energy but not on any of the η’s. More
rigorously, one needs to prove that (5.12) implies (5.10) whenever I0 is replaced by
a subinterval of I0 in order to run the bootstrap argument correctly. However, it
will become clear to the reader that the argument below works not only for I0 but
also for any subinterval of I0.
Note that a consequence of (5.12) is
‖P≤N |uhi|
2‖L2t,x(I0×R4) ≤ N
1
2C
1
2
0 η
1/2
1 .(5.13)
Proposition 5.5. With the notation and assumptions above we have∫
I0
∫
R4
∫
R4
|uhi(t, y)|2|uhi(t, x)|2
|x− y|3
dxdydt+
∫
I0
∫
R4
∫
R4
|uhi(t, y)|2|uhi(t, x)|4
|x− y|
dxdydt
.η31(5.14)
+ η1
2∑
j=0
∫
I0
∫
R4
|PhiØ(u
j
hiu
3−j
lo )(t, y)||uhi(t, y)|dydt(5.15)
+ η1
∫
I0
∫
R4
|PloØ(u
3
hi)(t, y)||uhi(t, y)|dydt(5.16)
+ η21
3∑
j=1
∫
I0
∫
R4
|uhi(t, x)|
j |ulo(t, x)|
3−j |∇ulo(t, x)|dxdt(5.17)
+ η21
∫
I0
∫
R4
|uhi∇Plo(|u|
2u)|(t, x)dxdt(5.18)
+
3∑
j=1
∣∣∣∫
I0
∫
R4
∫
R4
|uhi(t, y)|2Ø(u
j
hiu
4−j
lo )(t, x)
|x− y|
dxdydt
∣∣∣.(5.19)
Proof. Applying Proposition 5.4 with φ = uhi and N = Phi(|u|2u) we find
3
∫
I0
∫
R4
∫
R4
|uhi(t, y)|2|uhi(t, x)|2
|x− y|3
dxdydt
+ 2
∫
I0
∫
R4
∫
R4
|uhi(t, y)|2
|x− y|
(x− y){Phi(|u|
2u), uhi}p(t, x)dxdydt
≤ 2‖uhi‖
3
L∞t L
2
x(I0×R
4)‖uhi‖L∞t H˙1x(I0×R4)
+ 4
∫
I0
∫
R4
∫
R4
|{Phi(|u|
2u), uhi}m(t, y)||∇uhi(t, x)||uhi(t, x)|dxdydt.
Observe that (5.9) plus conservation of energy dictates
‖uhi‖
3
L∞t L
2
x(I0×R
4)‖uhi‖L∞t H˙1x(I0×R4) . η
3
1 ,
which is the error term (5.14).
We deal first with the mass bracket term. Exploiting cancellation we write
{Phi(|u|
2u), uhi}m = {Phi(|u|
2u)− |uhi|
2uhi, uhi}m.
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Writing
Phi(|u|
2u)− |uhi|
2uhi = Phi(|u|
2u− |uhi|
2uhi)− Plo(|uhi|
2uhi)
=
2∑
j=0
PhiØ(u
j
hiu
3−j
lo )− PloØ(u
3
hi),
we estimate the mass bracket term by the error terms (5.15) and (5.16) as follows:
2∑
j=0
∫
I0
∫
R4
∫
R4
|uhi(t, x)||∇uhi(t, x)||PhiØ(u
j
hiu
3−j
lo )(t, y)||uhi(t, y)|dxdydt
+
∫
I0
∫
R4
∫
R4
|uhi(t, x)||∇uhi(t, x)||PloØ(u
3
hi)(t, y)||uhi(t, y)|dxdydt
.η1
2∑
j=0
∫
I0
∫
R4
|PhiØ(u
j
hiu
3−j
lo )(t, y)||uhi(t, y)|dydt
+ η1
∫
I0
∫
R4
|PloØ(u
3
hi)(t, y)||uhi(t, y)|dydt,
where in order to obtain the last inequality we used∫
|uhi(t, x)||∇uhi(t, x)|dx . ‖uhi‖L∞t L2x(I0×R4)‖∇uhi‖L∞t L2x(I0×R4) . η1.
We turn now towards the momentum bracket term and write
{Phi(|u|
2u), uhi}p = {|u|
2u, uhi}p − {Plo(|u|
2u), uhi}p
= {|u|2u, u}p − {|u|
2u, ulo}p − {Plo(|u|
2u), uhi}p
= {|u|2u, u}p − {|ulo|
2ulo, ulo}p − {|u|
2u− |ulo|
2ulo, ulo}p
− {Plo(|u|
2u), uhi}p
= −
1
2
∇(|u|4 − |ulo|
4)− {|u|2u− |ulo|
2ulo, ulo}p
− {Plo(|u|
2u), uhi}p.
After an integration by parts, the first term in the momentum bracket contributes
a multiple of∫
I0
∫
R4
∫
R4
|uhi(t, y)|2|uhi(t, x)|4
|x− y|
dxdydt
+
3∑
j=1
∣∣∣∫
I0
∫
R4
∫
R4
|uhi(t, y)|2Ø(u
j
hiu
4−j
lo )(t, x)
|x− y|
dxdydt
∣∣∣,
in which we recognize (5.19) and the left-hand side term in Proposition 5.5.
In order to estimate the contribution of the second term in the momentum
bracket, we write {f, g}p = ∇Ø(fg) + Ø(f∇g) and
|u|2u− |ulo|
2ulo =
3∑
j=1
Ø(ujhiu
3−j
lo )
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and we decompose
{|u|2u− |ulo|
2ulo, ulo}p =
3∑
j=1
∇Ø(ujhiu
4−j
lo ) +
3∑
j=1
Ø(ujhiu
3−j
lo ∇ulo) = I + II.
In order to estimate the contribution of I to the momentum bracket term, we
integrate by parts to rediscover (5.19).
Taking absolute values inside the integrals, II contributes to the momentum
bracket term
3∑
j=1
∫
I0
∫
R4
∫
R4
|uhi(t, y)|
2|uhi(t, x)|
j |ulo(t, x)|
3−j |∇ulo(t, x)|dxdydt
. ‖uhi‖
2
L∞t L
2
x(I0×R
4)
3∑
j=1
∫
I0
∫
R4
|uhi(t, x)|
j |ulo(t, x)|
3−j |∇ulo(t, x)|dxdt
. η21
3∑
j=1
∫
I0
∫
R4
|uhi(t, x)|
j |ulo(t, x)|
3−j |∇ulo(t, x)|dxdt,
which is (5.17).
The only term left to consider is the last term in the momentum bracket. When
the derivative (from the definition of the momentum bracket) falls on Plo(|u|2u),
we estimate its final contribution by taking absolute values inside the integrals to
get ∫
I0
∫
R4
∫
R4
|uhi(t, y)|
2|uhi∇Plo(|u|
2u)|(t, x)dxdydt
. ‖uhi‖
2
L∞t L
2
x(I0×R
4)
∫
I0
∫
R4
|uhi∇Plo(|u|
2u)|(t, x)dxdt
. η21
∫
I0
∫
R4
|uhi∇Plo(|u|
2u)|(t, x)dxdt,
in which we recognize the error term (5.18).
When the derivative falls on uhi, we first integrate by parts to get as a final
contribution∫
I0
∫
R4
∫
R4
|uhi(t, y)|
2|uhi∇Plo(|u|
2u)|(t, x)dxdydt(5.20)
+
∣∣∣∫
I0
∫
R4
∫
R4
|uhi(t, y)|2uhi(t, x)Plo(|u|2u)(t, x)
|x− y|
dxdydt
∣∣∣(5.21)
. η21
∫
I0
∫
R4
|uhi∇Plo(|u|
2u)|(t, x)dxdt(5.22)
+
∣∣∣∫
I0
∫
R4
∫
R4
|uhi(t, y)|2uhi(t, x)Plo(|u|2u)(t, x)
|x− y|
dxdydt
∣∣∣.(5.23)
Decomposing u = ulo + uhi, we bound (5.23) by (5.19) and the second term on
the left-hand side of Proposition 5.5.

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5.3. Strichartz control on low and high frequencies. The purpose of this
section is to obtain estimates on the low and high frequency parts of u, which we
will use to bound the error terms obtained in the previous section.
Proposition 5.6 (Strichartz control on low frequencies). We have
‖ulo‖S˙1(I0×R4) . η
1
2
1 C
1
2
0 .(5.24)
Proof. Throughout the proof all spacetime norms will be on I0 × R4. Lemma 2.2
dictates
‖ulo‖S˙1 . ‖ulo(t0)‖H˙1x + ‖∇Plo(|u|
2u)‖
L2tL
4/3
x
.
Note that according to our assumptions, ‖ulo(t0)‖H˙1x . η1.
Write ∇Plo(|u|2u) =
∑3
j=0∇PloØ(u
j
hiu
3−j
lo ). The contribution coming from the
j = 0 term can be estimated by
‖∇PloØ(u
3
lo)‖L2tL
4/3
x
. ‖u2lo∇ulo‖L2tL
4/3
x
. ‖∇ulo‖L2tL4x‖ulo‖
2
L∞t L
4
x
. η21‖ulo‖S˙1 .
We estimate the contribution coming from the term corresponding to j = 1 using
Bernstein and (5.9) as
‖∇PloØ(u
2
louhi)‖L2tL
4/3
x
. ‖u2louhi‖L2tL
4/3
x
. ‖ulo‖
2
L4tL
8
x
‖uhi‖L∞t L2x . η1‖ulo‖
2
S˙1
.
The term corresponding to j = 2 is estimated via Bernstein and (5.13) as
‖∇PloØ(ulou
2
hi)‖L2tL
4/3
x
. ‖PloØ(ulou
2
hi)‖L2tL
4/3
x
. ‖ulo‖L∞t L4x‖P≤10(u
2
hi)‖L2t,x
. η
3
2
1 C
1
2
0 .
We now turn toward the j = 3 term; consider a dyadic piece ∇PloØ(uN1uN2uN3)
for N1 ≥ N2 ≥ N3 ≥ 1, and notice that we can replace uN2uN3 by P≤10N1(uN2uN3).
Using Bernstein and (5.13) we estimate
‖∇PloØ(u
3
hi)‖L2tL
4/3
x
. ‖PloØ(u
3
hi)‖L2tL1x
.
∑
N1≥N2≥N3≥1
‖uN1‖L∞t L2x‖P≤10N1(uN2uN3)‖L2t,x
.
∑
N1≥N2≥N3≥1
N−11 N
1
2
1 η
1
2
1 C
1
2
0
. η
1
2
1 C
1
2
0 .
Putting everything together we obtain
‖ulo‖S˙1 . η1 + η
2
1‖ulo‖S˙1 + η1‖ulo‖S˙1 + η
3
2
1 C
1
2
0 + η
1
2
1 C
1
2
0 .
Choosing η1 sufficiently small, we get ‖ulo‖S˙1 . η
1
2
1 C
1
2
0 . 
Proposition 5.7 (Strichartz control on high frequencies). We have
‖∇−
1
2uhi‖L2tL4x(I0×R4) . C
1
2
0 η
1
2
1 .(5.25)
Proof. Throughout the proof all spacetime norms will be on I0 × R4. Strichartz
dictates
‖∇−
1
2uhi‖L2tL4x . ‖∇
− 1
2 uhi‖L∞t L2x + ‖∇
− 1
2Phi(|u|
2u)‖
L2tL
4/3
x
.
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We estimate the first term crudely by
‖∇−
1
2 uhi‖L∞t L2x . ‖uhi‖L∞t L2x . η1.
To deal with the nonlinearity we decompose u into ulo and uhi, and write
∇−
1
2Phi(|u|2u) =
∑3
j=0∇
− 1
2PhiØ(u
j
hiu
3−j
lo ). The control we have gained on low
frequencies in Proposition 5.6 and Bernstein allow us estimate the terms corre-
sponding to the cases j = 0 and j = 1:
‖∇−
1
2PhiØ(u
3
lo)‖L2tL
4/3
x
. ‖∇PhiØ(u
3
lo)‖L2tL
4/3
x
. ‖∇ulo‖L2tL4x‖ulo‖
2
L∞t L
4
x
. η21‖ulo‖S˙1 . C
1
2
0 η
5
2
1
‖∇−
1
2PhiØ(uhiu
2
lo)‖L2tL
4/3
x
. ‖PhiØ(uhiu
2
lo)‖L2tL
4/3
x
. ‖uhi‖L∞t L2x‖ulo‖
2
L4tL
8
x
. η1‖ulo‖
2
S˙1
. C0η
2
1 .
In order to deal with the terms corresponding to the cases j = 2 and j = 3, we
will prove the more general estimate
‖∇−
1
2 {(∇
1
2 f)(∇−
1
2 g)}‖
L
4/3
x
. ‖f‖L2x‖g‖L8/3x .(5.26)
In order to prove (5.26), we decompose the left-hand side into πh,h, πl,h, and
πh,l which represent the projections onto high-high, low-high, and high-low fre-
quency interactions. More precisely, for any pair of functions (φ, ψ), we write
πh,h(φ, ψ) =
∑
N∼M PNφPMψ, πl,h(φ, ψ) =
∑
N.M PNφPMψ, and πh,l(φ, ψ) =∑
N&M PNφPMψ.
The high-high and low-high frequency interactions are going to be treated in the
same manner. Let’s consider for example the first one. A simple application of
Sobolev embedding yields
‖∇−
1
2πh,h{(∇
1
2 f)(∇−
1
2 g)}‖
L
4/3
x
. ‖πh,h{(∇
1
2 f)(∇−
1
2 g)}‖
L
8/7
x
.(5.27)
Now we only have to notice that the multiplier associated to the operator T (f, g) =
πh,h{(∇
1
2 f)(∇−
1
2 g)}, i.e.∑
N∼M
|ξ1|
1
2 P̂Nf(ξ1)|ξ2|
− 1
2 P̂Mg(ξ2),
is a symbol of order one with ξ = (ξ1, ξ2), since then a theorem of Coifman and
Meyer ([6], [7]) will conclude our claim.
To deal with the πh,l term, we first notice that the multiplier associated to the
operator T (f, h) = ∇−
1
2πh,l{(∇
1
2 f)h}, i.e.∑
N&M
|ξ1 + ξ2|
− 1
2 |ξ1|
1
2 P̂Nf(ξ1)P̂Mh(ξ2),
is an order one symbol. The result cited above yields
‖∇−
1
2 πh,l{(∇
1
2 f)(∇−
1
2 g)}‖
L
4/3
x
. ‖f‖L2x‖∇
− 1
2 g‖L4x.
Finally, Sobolev embedding dictates the estimate ‖∇−
1
2 g‖L4x . ‖g‖L8/3x .
To estimate the contribution of the term corresponding to the case j = 2, we
take f = ∇−
1
2 |uhi|
2 and g = ∇
1
2 ulo in (5.26). Using Sobolev embedding and (5.12)
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we get
‖∇−
1
2PhiØ(u
2
hiulo)‖L2tL
4/3
x
. ‖∇−
1
2 |uhi|
2‖L2t,x‖∇
1
2ulo‖L∞t L
8/3
x
. η
1
2
1 C
1
2
0 ‖∇ulo‖L∞t L2x
. C
1
2
0 η
1
2
1 η1.
Similarly, to treat the case j = 3 we take f = ∇−
1
2 |uhi|2 and g = ∇
1
2uhi in (5.26)
and use Sobolev embedding and (5.12) to estimate
‖∇−
1
2PhiØ(u
3
hi)‖L2tL
4/3
x
. ‖∇−
1
2 |uhi|
2‖L2t,x‖∇
1
2uhi‖L∞t L
8/3
x
. η
1
2
1 C
1
2
0 ‖∇uhi‖L∞t L2x
. η
1
2
1 C
1
2
0 .
Combining the above estimates we get
‖∇−
1
2 uhi‖L2tL4x . η1 + C
1
2
0 η
5
2
1 + C0η
2
1 + C
1
2
0 η
3
2
1 + η
1
2
1 C
1
2
0 . η
1
2
1 C
1
2
0 .
which proves the proposition. 
Corollary 5.8.
‖uhi‖L3t,x(I0×R4) . C
1
3
0 η
1
3
1 .(5.28)
Proof. The claim follows interpolating between
∇uhi ∈ L
∞
t L
2
x(I0 × R
4)
and
∇−
1
2uhi ∈ L
2
tL
4
x(I0 × R
4).

5.4. Morawetz inequality: error terms. In this section we use the control on
ulo and uhi that Strichartz won us to bound the terms appearing on the right-hand
side of Proposition 5.5. For the rest of this section all spacetime norms are going
to be on I0 × R4.
Let’s consider (5.15). The term corresponding to j = 2 can be bounded via
Bernstein and (5.28) by
η1‖uhi‖
3
L3t,x
‖ulo‖L∞t,x . η
3
1C0.
We estimate the term corresponding to j = 1 using Bernstein, (5.24), and (5.28):
η1‖uhi‖
2
L3t,x
‖ulo‖L∞t L4x‖ulo‖L3tL12x . η
2
1η
7
6
1 C
7
6
0 .
The term coming from j = 0 we again estimate using Bernstein and (5.24):
η1‖uhiPhiØ(u
3
lo)‖L1t,x . η1‖uhi‖L∞t L2x‖PhiØ(u
3
lo)‖L1tL2x . η
2
1‖∇PhiØ(u
3
lo)‖L1tL2x
. η21‖∇ulo‖L2tL4x‖ulo‖
2
L4tL
8
x
. η21‖ulo‖
3
S˙1
. η21η
3
2
1 C
3
2
0 .
The final contribution of the error term (5.15) is therefore at most
η21(η1C0 + η
7
6
1 C
7
6
0 + η
3
2
1 C
3
2
0 ) . η1.
32 E. RYCKMAN AND M. VISAN
We now consider the error term (5.16), which we can bound as
η1
∫
I0
∫
R4
|PloØ(u
3
hi)(t, y)||uhi(t, y)|dydt . η1‖uhi‖L∞t L2x‖PloØ(u
3
hi)‖L1tL2x
. η21‖PloØ(u
3
hi)‖L1t,x . η
2
1‖uhi‖
3
L3t,x
. η31C0.
Hence, (5.16) is bounded by η31C0 . η1.
Consider (5.17). The contribution coming from j = 1 can be estimated via (5.24)
as
η21‖∇ulo‖L2tL4x‖ulo‖L3tL12x ‖ulo‖L6t,x‖uhi‖L∞t L2x . η
3
1‖ulo‖
3
S˙1
. η31η
3
2
1 C
3
2
0 .
Applying Bernstein, (5.24), and (5.28), we estimate the contribution from j = 2 by
η21‖∇ulo‖L3t,x‖uhi‖
2
L3t,x
‖ulo‖L∞t,x . η
3
1η
7
6
1 C
7
6
0 .
Using Bernstein and (5.28) we estimate the term corresponding to j = 3 by
η21‖uhi‖
3
L3t,x
‖∇ulo‖L∞t,x . η
3
1C0‖ulo‖L∞t L4x . η
4
1C0.
Thus the error term (5.17) contributes at most η31(η1C0 + η
7
6
1 C
7
6
0 + η
3
2
1 C
3
2
0 ) . η1.
We now turn towards the error term (5.18). Decomposing u = uhi + ulo, we
write ∇Plo(|u|
2u) =
∑3
j=0∇PloØ(u
j
hiu
3−j
lo ). Using Bernstein, Proposition 5.6, and
Corollary 5.8, we estimate
η21‖uhi∇PloØ(u
3
lo)‖L1t,x . η
2
1‖uhi‖L∞t L2x‖∇ulo‖L2tL4x‖ulo‖L3tL12x ‖ulo‖L6t,x . η
3
1‖ulo‖
3
S˙1
. η31η
3
2
1 C
3
2
0 . η1
η21‖uhi∇PloØ(uhiu
2
lo)‖L1t,x . η
2
1‖uhi‖
2
L3t,x
‖ulo‖
2
L6t,x
. η21‖uhi‖
2
L3t,x
‖ulo‖
2
S˙1
. η21C
2/3
0 η
2/3
1 C0η1 . η1
η21‖uhi∇PloØ(u
2
hiulo)‖L1t,x . η
2
1‖uhi‖
3
L3t,x
‖ulo‖L∞t,x . η
2
1‖uhi‖
3
L3t,x
‖ulo‖L∞t L4x
. η21C0η1η1 . η1
η21‖uhi∇PloØ(u
3
hi)‖L1t,x . η
2
1‖uhi‖L∞t L2x‖∇PloØ(u
3
hi)‖L1tL2x . η
3
1‖u
3
hi‖L1t,x
. η31‖uhi‖
3
L3t,x
. η41C0 . η1.
Hence, the error term (5.18) is bounded by η1.
We consider now (5.19). For the case j = 3, we split the region of integration
into |x − y| ≤ 1 and |x − y| > 1. On the first region we use Cauchy-Schwartz and
Young’s inequality, remembering that now we are convolving with an L2x function,
obtaining the bound
‖|uhi|
2‖L∞t L2x‖u
3
hiulo‖L1t,x . ‖uhi‖
1
2
L∞t L
4
x
‖uhi‖
3
L3t,x
‖ulo‖L∞t,x . η
2
1C0.
On the second region of integration, we bound 1|x−y| < 1 and estimate
‖uhi‖
2
L∞t L
2
x
‖u3hiulo‖L1t,x . η
2
1‖uhi‖
3
L3t,x
‖ulo‖L∞t,x . η
4
1C0.
The case j = 2 is treated analogously using
‖u2hiu
2
lo‖L1t,x . ‖uhi‖L∞t L2x‖uhi‖L3t,x‖ulo‖
2
L3tL
12
x
. η1η
1
3
1 C
1
3
0 ‖ulo‖
2
S˙1
. η
7
3
1 C
4
3
0
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to get the bound η
7
3
1 C
4
3
0 on the first region and η
2
1η
7
3
1 C
4
3
0 on the second region.
We turn now towards the term corresponding to j = 1. We write uhi =
∇(∇−1uhi) and integrate by parts to bound this term by∣∣∣∫
I0
∫
R4
∫
R4
|uhi(t, y)|2(∇−1uhi)(t, x)u2lo(t, x)∇ulo(t, x)
|x− y|
dxdydt
∣∣∣(5.29)
+
∣∣∣∫
I0
∫
R4
∫
R4
|uhi(t, y)|
2u3lo(t, x)(∇
−1uhi)(t, x)
x− y
|x − y|3
dxdydt
∣∣∣.(5.30)
Let’s consider (5.29). We again split the domain of integration into |x − y| ≤ 1
and |x − y| > 1. On the first region we proceed as in the previous two cases, i.e.
use Cauchy-Schwartz, Young’s inequality, and that the function we convolve with
is in L1x to bound
‖|uhi|
2‖L∞t L2x‖(∇
−1uhi)u
2
lo∇ulo‖L1tL2x
. ‖uhi‖
1
2
L∞t L
4
x
‖∇−1uhi‖L2tL4x‖∇ulo‖L2tL4x‖ulo‖
2
L∞t,x
. η21‖ulo‖S˙1‖∇
− 1
2uhi‖L2tL4x
. η31C0.
On the second region we take the absolute values inside the integral and estimate∫
I0
∫
R4
∫
R4
|uhi(t, y)|2|(∇−1uhi)(t, x)||u2lo(t, x)||∇ulo(t, x)|
〈x − y〉
dxdydt
. ‖uhi‖
2
L∞t L
2
x
sup
y∈R4
∫
I0
∫
R4
|(∇−1uhi)(t, x)||u2lo(t, x)||∇ulo(t, x)|
〈x− y〉
dxdt
. η21‖〈x〉
−1‖L4+x ‖∇
−1uhiu
2
lo∇ulo‖L1tL
4/3−
x
. η21‖∇
−1uhi‖L2tL4x‖∇ulo‖L2tL4x‖ulo‖
2
L∞t L
8−
x
. η41‖ulo‖S˙1‖∇
− 1
2 uhi‖L2tL4x
. η51C0.
Taking absolute values inside the integrals, we write (5.30) as
|〈∇−2|uhi|
2, |(∇−1uhi)u
3
lo|〉| = |〈∇
− 1
2 |uhi|
2,∇−
3
2 |(∇−1uhi)u
3
lo|〉|
. ‖∇−
1
2 |uhi|
2‖L2t,x‖∇
− 3
2 |(∇−1uhi)u
3
lo|‖L2t,x
. η
1
2
1 C
1
2
0
∥∥∥∫
R4
|∇−1uhi(t, x)||ulo(t, x)|3
|x− y|
5
2
dx
∥∥∥
L2t,x
.
To estimate this integral we again split the domain of integration into |x − y| ≤ 1
and |x− y| > 1. On the first region we note that the function we convolve with is
in L1x and we estimate
‖(∇−1uhi)u
3
lo‖L2t,x . ‖∇
−1uhi‖L2tL4x‖ulo‖
2
L∞t L
8
x
‖ulo‖L∞t,x . η
3
1η
1
2
1 C
1
2
0 . η
7
2
1 C
1
2
0 .
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On the second region of integration we estimate
‖{(∇−1uhi)u
3
lo} ∗ 〈x〉
− 5
2 ‖L2t,x . ‖(∇
−1uhi)u
3
lo‖L2tL1x‖〈x〉
− 5
2 ‖L∞t L2x
. ‖∇−1uhi‖L2tL4x‖ulo‖
3
L∞t L
4
x
. η31η
1
2
1 C
1
2
0 . η
7
2
1 C
1
2
0 .
We see therefore that the error term (5.19) is also bounded by η1.
Upon rescaling, this concludes the proof of Proposition 5.1.
6. Preventing Energy Evacuation
The purpose of this section is to prove
Proposition 6.1 (Energy cannot evacuate to high frequencies). Suppose that u is
a minimal energy blowup solution of (1.1). Then for all t ∈ I0,
N(t) . C(η3)Nmin.(6.1)
Remark 6.2. Nmin > 0. Indeed, from the frequency localization result we know
that for ∀t ∈ I0
‖Pc(η0)N(t)<·<C(η0)N(t)u(t)‖H˙1x ∼ 1.
On the other hand, from Bernstein
‖Pc(η0)N(t)<·<C(η0)N(t)u(t)‖H˙1x ≤ C(η0)N(t)‖u‖L
∞
t L
2
x
.
Hence, N(t) ≥ c(η0)‖u‖
−1
L∞t L
2
x
for all t ∈ I0, which implies Nmin = inft∈I0 N(t) > 0.
6.1. The setup. We normalize Nmin = 1. As N(t) ∈ 2Z, there exists tmin ∈ I0
such that N(tmin) = Nmin = 1.
At the time t = tmin we have a considerable amount of mass at medium frequen-
cies:
‖Pc(η0)<·<C(η0)u(tmin)‖L2x & c(η0)‖Pc(η0)<·<C(η0)u(tmin)‖H˙1x ∼ c(η0).(6.2)
However, by Bernstein there is not much mass at frequencies higher than C(η0):
‖P>C(η0)u(tmin)‖L2x . c(η0).
Let’s assume for a contradiction that there exists tevac ∈ I0 such that N(tevac)≫
C(η3). By time reversal symmetry we may assume tevac > tmin. As
‖P<c(η)N(t)u(t)‖H˙1x ≤ η
for every η3 ≤ η ≤ η0 and all t ∈ I0, we see that choosing C(η3) sufficiently large
we get very small energy at low and medium frequencies at the time t = tevac:
‖P<η−1
3
u(tevac)‖H˙1 ≤ η3.(6.3)
We define ulo = P<η100
2
u and uhi = P≥η100
2
u. (6.2) implies that
‖uhi(tmin)‖L2x ≥ η1.(6.4)
Suppose we could show that a big portion of the mass sticks around until t = tevac,
i.e.
‖uhi(tevac)‖L2x ≥
1
2
η1.(6.5)
Then, since by Bernstein
‖P>C(η1)uhi(tevac)‖L2x ≤ c(η1),
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the triangle inequality would imply
‖P≤C(η1)uhi(tevac)‖L2x ≥
1
4
η1.
Another application of Bernstein yields
‖P≤C(η1)u(tevac)‖H˙1x & c(η1, η2),
which would contradict (6.3) if η3 were chosen sufficiently small.
It therefore remains to show (6.5). In order to prove it we assume that there
exists a time t∗ such that tmin ≤ t∗ ≤ tevac and
inf
tmin≤t≤t∗
‖uhi(t)‖L2x ≥
1
2
η1.(6.6)
We will show that this can be bootstrapped to
inf
tmin≤t≤t∗
‖uhi(t)‖L2x ≥
3
4
η1.(6.7)
Hence {t∗ ∈ [tmin, tevac] : (6.6) holds} is both open and closed in [tmin, tevac], and
(6.5) holds.
In order to show that (6.6) implies (6.7) we treat the L2x-norm of uhi as an almost
conserved quantity. Define
L(t) =
∫
R4
|uhi(t, x)|
2dx.
By (6.4) we have L(tmin) ≥ η21 . Hence, by the Fundamental Theorem of Calculus
it suffices to show that ∫ t∗
tmin
|∂tL(t)|dt ≤
1
100
η21 .
We have
∂tL(t) = 2
∫
R4
{Phi(|u|
2u), uhi}mdx
= 2
∫
R4
{Phi(|u|
2u)− |uhi|
2uhi, uhi}mdx.
Thus, we need to show∫ t∗
tmin
∣∣∣∫
R4
{Phi(|u|
2u)− |uhi|
2uhi, uhi}mdx
∣∣∣dt ≤ 1
100
η21 .(6.8)
In order to prove (6.8), we need to control the various interactions between low,
medium, and high frequencies. In the next section we will develop the tools that
will make this goal possible.
6.2. Spacetime estimates on low, medium, and high frequencies. Remem-
ber that the frequency-localized Morawetz inequality implies that for N < c(η1),∫ tevac
tmin
∫
R4
|P≥Nu(t, x)|
3dxdt . η1N
−3.(6.9)
This estimate is useful for medium and high frequencies; however it is extremely
bad for low frequencies since N−3 diverges as N → 0. We therefore need to develop
better estimates in this case. As u≤η2 has extremely small energy at t = tevac (see
(6.3)), we expect to have small energy at all times in [tmin, tevac]. Of course, there
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is energy leaking from the high frequencies to the low frequencies, but (6.9) limits
this leakage. Indeed, we have
Lemma 6.3. Under the assumptions above, we have
‖P≤Nu‖S˙1([tmin,tevac]×R4) . η3 + η
− 3
2
2 N
3
2(6.10)
for all N ≤ η2.
Remark 6.4. One should think of the η3 factor on the right-hand side of (6.10)
as the energy coming from the low modes of u(tevac), and the η
− 3
2
2 N
3
2 term as the
energy coming from the high frequencies of u(t) for tmin ≤ t ≤ tevac.
Proof. Consider the set
Ω = {t ∈ [tmin, tevac) : ‖P≤Nu‖S˙1([t,tevac]×R4) ≤ C0η3 + η0η
− 3
2
2 N
3
2 , ∀N ≤ η2},
where C0 is a large constant to be chosen later and not depending on any of the
η’s.
Our goal is to show that tmin ∈ Ω. First we will show that t ∈ Ω for t close to
tevac. Indeed, from Strichartz and Sobolev we get
‖P≤Nu‖S˙1([t,tevac]×R4) .‖∇P≤Nu‖L∞t L2x([t,tevac]×R4) + ‖∇u‖L2tL4x([t,tevac]×R4)
.‖∇P≤Nu(tevac)‖L2x + C|tevac − t|‖∇∂tu‖L∞t L2x(I0×R4)
+ |tevac − t|
1
2 ‖∇u‖L∞t L4x(I0×R4).
As u is Schwartz the last two norms are finite, so (6.3) implies
‖P≤Nu‖S˙1([t,tevac]×R4) . η3 + C(I0, u)|tevac − t|+ C(I0, u)|tevac − t|
1
2 .
Thus t ∈ Ω provided |tevac − t| is sufficiently small and we choose C0 sufficiently
large.
Now suppose that t ∈ Ω. We will show that
‖P≤Nu‖S˙1([t,tevac]×R4) ≤
1
2
C0η3 +
1
2
η0η
− 3
2
2 N
3
2(6.11)
holds for ∀N ≤ η2. Thus, Ω is both open and closed in [tmin, tevac] and we have
tmin ∈ Ω as desired.
Fixing N ≤ η2, Lemma 2.2 implies
‖P≤Nu‖S˙1([t,tevac]×R4) ≤ ‖P≤Nu(tevac)‖H˙1x +
M∑
m=1
‖∇Fm‖
L
q′m
t L
r′m
x ([t,tevac]×R4)
for some decomposition P≤N (|u|2u) =
∑M
m=1 Fm and some dual Schro¨dinger ad-
missible pair (q′m, r
′
m).
From (6.3) we have
‖P≤Nu(tevac)‖H˙1x . η3,
which is acceptable if we choose C0 sufficiently large.
We decompose P≤N (|u|2u) =
∑3
j=0 P≤NØ(u
j
hi′u
3−j
lo′ ) =
∑3
j=0 Fj with ulo′ =
u≤η2 and uhi′ = u>η2 .
Consider the j = 3 term. Using Bernstein and (5.27) we estimate
‖∇P≤NØ(u
3
hi′)‖L2tL
4/3
x ([t,tevac]×R4)
. N
3
2 ‖∇−
1
2P≤NØ(u
3
hi′)‖L2tL
4/3
x ([t,tevac]×R4)
. N
3
2 (η1η
−3
2 )
1
2 = η
1
2
1 η
− 3
2
2 N
3
2 .
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Now consider the term corresponding to j = 2. By Bernstein and Ho¨lder,
‖∇P≤NØ(u
2
hi′ulo′)‖L2tL
4/3
x ([t,tevac]×R4)
. N2‖u2hi′ulo′‖L2tL1x([t,tevac]×R4)
. N2‖uhi′‖L3t,x([t,tevac]×R4)‖uhi′‖L∞t L2x([t,tevac]×R4)‖ulo′‖L6t,x([t,tevac]×R4)
. N2(η1η
−3
2 )
1
3 η−12 ‖ulo′‖S˙1([t,tevac]×R4).
But since t ∈ Ω, ‖ulo′‖S˙1([t,tevac]×R4) ≤ η0, and
‖∇P≤NØ(u
2
hi′ulo′)‖L2tL
4/3
x ([t,tevac]×R4)
. η0η
−2
2 N
2 . η0η
− 3
2
2 N
3
2 .
We turn now towards the j = 1 contribution. Consider first the case when
N < cη2. The expression ‖∇P≤NØ(uhi′u2lo′)‖Lq
′
1
t L
r′
1
x ([t,tevac]×R4)
vanishes unless one
of the ulo′ factors has frequency > cη2. Writing ulo′ = P≤cη2ulo′ + P>cη2ulo′ and
recalling that the projections are bounded on the space considered, we see that we
only need to control
‖∇P≤NØ(uhi′(P>cη2ulo′)ulo′)‖L2tL
4/3
x ([t,tevac]×R4)
.
But P>cη2ulo′ obeys the same L
3
t,x estimates as uhi′ , so controlling the above ex-
pression amounts to the manipulations of case j = 2.
Now consider the case when N ≥ cη2. Taking (q′1, r
′
1) = (1, 2) and using Bern-
stein we have
‖∇P≤NØ(uhi′u
2
lo′)‖L1tL2x([t,tevac]×R4)
. η2‖uhi′u
2
lo′‖L1tL2x([t,tevac]×R4)
. η2‖uhi′‖L3t,x([t,tevac]×R4)‖ulo′‖
2
L3tL
12
x ([t,tevac]×R
4)
. η2(η1η
−3
2 )
1
3 ‖ulo′‖
2
S˙1([t,tevac]×R4)
. η20η
1
3
1 . η0η
− 3
2
2 N
3
2 .
We are left with the j = 0 term. Write ulo′ = u<η3 + uη3≤·≤η2 . Any term con-
taining at least one u<η3 can be controlled using the trilinear Strichartz estimates
‖∇P≤NØ(u
2
lo′u<η3)‖L1tL2x([t,tevac]×R4)
. ‖ulo′‖
2
S˙1([t,tevac]×R4)
‖u<η3‖S˙1([t,tevac]×R4)
. (C0η3 + η0)
2(C0η3 + η0η
− 3
2
2 η
3
2
3 )
. C0η
2
0η3,
which is acceptable if we choose η3 sufficiently small.
We can thus discard all the terms involving u<η3 and focus on the term
‖∇P≤NØ(u
3
η3≤·≤η2)‖L1tL2x([t,tevac]×R4).
Using Bernstein we estimate this as
‖∇P≤NØ(u
3
η3≤·≤η2)‖L1tL2x([t,tevac]×R4) . N‖P≤NØ(u
3
η3≤·≤η2)‖L1tL2x([t,tevac]×R4)
. N
3
2 ‖u3η3≤·≤η2‖L1tL
8/5
x ([t,tevac]×R4)
. N
3
2 ‖uη3≤·≤η2‖
3
L3tL
24/5
x ([t,tevac]×R4)
.
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But by Bernstein and the hypothesis t ∈ Ω, we have
‖uη3≤·≤η2‖L3tL
24/5
x ([t,tevac]×R4)
.
∑
η3≤M≤η2
‖PMu‖L3tL
24/5
x ([t,tevac]×R4)
.
∑
η3≤M≤η2
M−1‖∇PMu‖L3tL
24/5
x ([t,tevac]×R4)
.
∑
η3≤M≤η2
M−
1
2 ‖∇PMu‖L3t,x([t,tevac]×R4)
.
∑
η3≤M≤η2
M−
1
2 ‖PMu‖S˙1([t,tevac]×R4)
.
∑
η3≤M≤η2
M−
1
2 (C0η3 + η0η
− 3
2
2 M
3
2 )
. η0η
− 1
2
2 .
Hence,
‖∇P≤NØ(u
3
η3≤·≤η2)‖L1tL2x([t,tevac]×R4) . η
3
0η
− 3
2
2 N
3
2 .
This proves (6.11) and closes the bootstrap.

6.3. Controlling the localized mass increment. We now have good enough
control over low, medium, and high frequencies to prove (6.8). Writing
Phi(|u|
2u)− |uhi|
2uhi = Phi(|u|
2u− |uhi|
2uhi − |ulo|
2ulo) + Phi(|ulo|
2ulo)
− Plo(|uhi|
2uhi),
we only have to consider the terms∫ t∗
tmin
∣∣∣∫
R4
uhiPhi(|u|
2u− |uhi|
2uhi − |ulo|
2ulo)dx
∣∣∣dt(6.12) ∫ t∗
tmin
∣∣∣∫
R4
uhiPhi(|ulo|
2ulo)dx
∣∣∣dt(6.13) ∫ t∗
tmin
∣∣∣∫
R4
uhiPlo(|uhi|
2uhi)dx
∣∣∣dt.(6.14)
Take (6.12). We use the inequality
||u|2u− |uhi|
2uhi − |ulo|
2ulo| . |uhi|
2|ulo|+ |uhi||ulo|
2
to estimate
(6.12) .
∫ t∗
tmin
∫
R4
|Phiuhi|(|uhi||ulo|
2 + |uhi|
2|ulo|)dxdt(6.15)
=
∫ t∗
tmin
∫
R4
|Phiuhi||uhi||ulo|
2dxdt(6.16)
+
∫ t∗
tmin
∫
R4
|Phiuhi||uhi|
2|ulo|dxdt.(6.17)
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We estimate
(6.16) . ‖Phiuhi‖L3t,x([tmin,t∗]×R4)‖uhi‖L3t,x([tmin,t∗]×R4)‖ulo‖
2
L6t,x([tmin,t∗]×R
4)
. {η1(η
100
2 )
−3}
2
3 {η3 + η
− 3
2
2 (η
100
2 )
3
2 }2
. η
2
3
1 η
97
2 ≪ η
2
1 .
We now turn towards the contribution of (6.17). We decompose uhi = uη100
2
≤·≤η2 +
u>η2 and estimate
‖u>η2‖L3t,x([tmin,t∗]×R4) . (η1η
−3
2 )
1
3 = η
1
3
1 η
−1
2
and
‖uη100
2
≤·≤η2‖L3t,x([tmin,t∗]×R4) .
∑
η100
2
≤N≤η2
‖uN‖L3t,x([tmin,t∗]×R4)
.
∑
η100
2
≤N≤η2
N−1‖∇uN‖L3t,x([tmin,t∗]×R4)
.
∑
η100
2
≤N≤η2
N−1‖uN‖S˙1([tmin,t∗]×R4)
.
∑
η100
2
≤N≤η2
N−1(η3 + η
− 3
2
2 N
3
2 )
. η
− 3
2
2 η
1
2
2 = η
−1
2 .
By Bernstein and (1.8),
‖ulo‖L∞t,x([tmin,t∗]×R4) . η
100
2 ‖ulo‖L∞t L4x([tmin,t∗]×R4) . η
100
2 .
As Phiuhi obeys the same estimates as uhi, we bound the contribution of (6.17) by∫ t∗
tmin
∫
R4
|uhi|
3|ulo|dxdt
.
3∑
j=0
‖uη100
2
≤·≤η2‖
j
L3t,x([tmin,t∗]×R
4)
‖u>η2‖
3−j
L3t,x([tmin,t∗]×R
4)
‖ulo‖L∞t,x([tmin,t∗]×R4)
. η−32 η
100
2 ≪ η
2
1 .
Hence, (6.12)≪ η21 .
We consider next (6.13). Because of the presence of Phi, one of the terms ulo
must have frequency larger than cη3 or the expression vanishes. Moving Phi over
to uhi, we bound (6.13) by a sum of terms that look like∫ t∗
tmin
∫
R4
|Phiuhi||P≥cη100
2
ulo||ulo|
2dxdt.
As P≥cη100
2
ulo = Plou≥cη100
2
behaves like uhi as far as norms are concerned, this
expression can be estimated by the procedure used to estimate (6.16).
We now turn to (6.14). Moving the projection Plo onto uhi and writing Plouhi =
Phiulo, we bound the contribution of (6.14) by∫ t∗
tmin
∫
R4
|Phiulo||uhi|
3dxdt.
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As Phiulo behaves like ulo as far as norms are concerned, (6.14) is bounded by the
same method as (6.17).
Therefore (6.8) holds, and this concludes the proof of Proposition 6.1.
7. The contradiction argument
We now have all the information we need about a minimal energy blowup solution
to conclude the contradiction argument. We know it is localized in frequency and
concentrates in space. The Morawetz inequality provides good control on the high-
frequency part of u in L3t,x. By the arguments in the previous section we have
excluded the last enemy by showing that the solution can’t shift its energy from
low modes to high modes causing the L6t,x-norm to blow up while the L
3
t,x-norm
remains bounded. Hence N(t) must remain within a bounded set [Nmin, Nmax],
where Nmax ≤ C(η3)Nmin and Nmin ≥ c(η0)‖u‖
−1
L∞t L
2
x
. Combining all these (and
again relying on the Morawetz inequality) we can derive the desired contradiction.
We begin with
Lemma 7.1. For any minimal energy blowup solution of (1.1) we have
(7.1)
∫
I0
N(t)−1dt . C(η1, η2)N
−3
min.
In particular, because N(t) ≤ C(η3)Nmin for all t ∈ I0, we have
(7.2) |I0| . C(η1, η2, η3, Nmin).
Proof. By (5.28) we have ∫
I0
∫
R4
|P≥N∗u|
3dxdt . η1N
−3
∗
for all N∗ < c(η1)Nmin. Let N∗ = c(η2)Nmin and rewrite the above estimate as
(7.3)
∫
I0
∫
R4
|P≥N∗u|
3dxdt . C(η1, η2)N
−3
min.
On the other hand, by Bernstein and (1.8) we have∫
|x−x(t)|≤C(η1)/N(t)
|P<N∗u(t)|
3dx . C(η1)N(t)
−4‖P<N∗u(t)‖
3
L∞x
. C(η1)N(t)
−4N(t)3c(η2)‖P<N∗u(t)‖
3
L4x
. c(η2)N(t)
−1.
(7.4)
By (4.17) we also have∫
|x−x(t)|≤C(η1)/N(t)
|u(t)|3dx & c(η1)N(t)
−1.
Combining this with (7.4) and using the triangle inequality we find
c(η1)N(t)
−1 .
∫
|x−x(t)|≤C(η1)/N(t)
|P≥N∗u(t, x)|
3dx.
Integrating this over I0 and comparing with (7.3) proves (7.1). 
We can now (finally!) conclude the contradiction argument. It remains to prove
‖u‖L6t,x(I0×R4) . C(η0, η1, η2, η3), which we expect since the bound (7.2) shows that
the interval I is not long enough to allow the L6t,x-norm of u to grow too large.
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Proposition 7.2. We have
‖u‖L6t,x(I0×R4) . C(η0, η1, η2, η3).
Proof. We normalize Nmin = 1. Let δ = δ(η0, Nmax) > 0 be a small number
to be chosen momentarily. Partition I0 into O(|I0|/δ) subintervals I1, . . . , IJ with
|Ij | ≤ δ. Let tj ∈ Ij . Since N(tj) ≤ Nmax we have from Corollary 4.4
(7.5) ‖P≥C(η0)Nmaxu(tj)‖H˙1x ≤ η0.
Let u˜(t) = ei(t−tj)∆P<C(η0)Nmaxu(tj) be the free evolution of the low and medium
frequencies of u(tj). The above bound becomes
‖u(tj)− u˜(tj)‖H˙1x ≤ η0.
But from Bernstein, Sobolev embedding, and (1.7) we get
‖u˜(t)‖L6x . C(η0, Nmax)‖u˜(tj)‖L4x
. C(η0, Nmax)‖u˜(tj)‖H˙1x
. C(η0, Nmax)
for all t ∈ Ij , so
‖u˜‖L6t,x(Ij×R4) . C(η0, Nmax)δ
1/6.
Similarly we have
‖∇(|u˜(t)|2u˜(t))‖
L
4/3
x
. ‖∇u˜(t)‖L4x‖u˜(t)‖
2
L4x
. C(η0, Nmax)‖u˜(t)‖
3
H˙1x
. C(η0, Nmax)
which shows
‖∇(|u˜|2u˜)‖
L2tL
4/3
x (Ij×R4)
. C(η0, Nmax)δ
1/2.
From these two estimates, (1.7), and Lemma 3.1 with e = −|u˜|2u˜ we see that
‖u‖L6t,x(Ij×R4) . 1
if δ is chosen small enough. Summing these bounds in j and using (7.2) we get
‖u‖L6t,x(I0×R4) . C(η0, Nmax)|I0| . C(η0, η1, η2, η3).

8. Remarks
We first note that as a consequence of the bound (1.4), one gets scattering,
asymptotic completeness, and uniform regularity. Indeed, we have
Proposition 8.1. Let u0 have finite energy. Then there exist finite energy solutions
u±(t, x) to the free Schro¨dinger equation (i∂t +∆)u± = 0 such that
‖u±(t)− u(t)‖H˙1x → 0
as t→ ±∞. Furthermore, the maps u0 7→ u±(0) are homeomorphisms from H˙1x(R
4)
to itself. Finally, if u0 ∈ H
s
x for some s ≥ 1, then u(t) ∈ H
s
x for all times t, and
one has the uniform bounds
sup
t∈R
‖u(t)‖Hsx ≤ C(E(u0), s)‖u0‖Hsx .
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Proof. We will only prove the statement for u+, since the proof for u− follows
similarly. Let us first construct the scattering state u+(0). For t > 0 define v(t) =
e−it∆u(t). We will show that v(t) converges in H˙1x as t → ∞, and define u+(0) to
be that limit. Indeed, from Duhamel’s formula (1.11) we have
v(t) = u0 − i
∫ t
0
e−is∆(|u|2u)(s)ds.(8.1)
Therefore, for 0 < τ < t,
v(t)− v(τ) = −i
∫ t
τ
e−is∆(|u|2u)(s)ds.
Lemma 2.2 and Lemma 2.4 yield
‖v(t)− v(τ)‖H˙1x = ‖e
it∆[v(t) − v(τ)]‖H˙1x
. ‖∇(|u|2u)‖L1tL2x([τ,t]×R4)
. ‖u‖2
S˙1([τ,t]×R4)
‖u‖L6t,x([τ,t]×R4).
However, Lemma 3.6 implies that ‖u‖S˙1 is finite, while the bound (1.4) implies that
for any ε > 0 there exists tε ∈ R+ such that ‖u‖L6t,x([t,∞)×R4) ≤ ε whenever t > tε.
Hence,
‖v(t)− v(τ)‖H˙1x → 0 as t, τ →∞.
In particular, this implies that u+(0) is well defined. Also, inspecting (8.1) one
easily sees that
u+(0) = u0 − i
∫ ∞
0
e−is∆(|u|2u)(s)ds(8.2)
and thus
u+(t) = e
it∆u0 − i
∫ ∞
0
ei(t−s)∆(|u|2u)(s)ds.(8.3)
By the same arguments as above, (8.3) and Duhamel’s formula (1.11) imply that
‖u+(t)− u(t)‖H˙1x → 0 as t→∞.
Similar estimates prove that the map u0 7→ u+(0) is continuous from H˙1x(R
4)
to itself. To show that the map is also injective, let u01, u02 ∈ H˙1x, and let u1, u2
be the corresponding solutions to (1.1) with initial data u01, u02. Assume that
‖e−it∆uj(t)− u+(0)‖H˙1x → 0 as t→∞ for j = 1, 2. Then, (8.3) yields
uj(t) = u+(t)− i
∫ ∞
t
ei(t−s)∆(|uj |
2uj)(s)ds(8.4)
for t > 0 and j = 1, 2. Using the Strichartz estimates of Lemma 2.2 and Lemma
2.4, Picard’s fixed point argument forces u1(t) = u2(t) for t sufficiently large. By
the uniqueness of solutions to the Cauchy problem (1.1) we obtain u01 = u02, which
proves injectivity for the map u0 7→ u+(0) on H˙1x(R
4).
We now turn towards the construction of the wave operators, i.e. for every
u+(0) ∈ H˙1x(R
4) there exists u0 ∈ H˙1x(R
4) such that ‖u+(t) − u(t)‖H˙1x → 0 as
t → ∞, and moreover the map u+(0) 7→ u0 from H˙1x(R
4) to itself is continuous.
For t > 0 take u+(t) to be initial data for the equation (1.1) and solve the Cauchy
problem backwards in time. Denote the solution at time t = 0 by u0t. Choosing
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t2 > t1 sufficiently large, we see that the free and the nonlinear evolutions from t2
to t1 are within ε of each other in the S˙
1([t1, t2] × R4)-norm. An application of
Lemma 3.3 with e = 0 yields ‖u0t1 − u0t2‖H˙1x . ε, which implies that u0t converges
in H˙1x(R
4) as t → ∞. Denote the limit by u0, and let u be the global solution to
the Cauchy problem (1.1) with initial data u0. Then at time t > 0 we have
u(t) = eit∆u0 − i
∫ t
0
ei(t−s)∆(|u|2u)(s)ds
= eit∆u0t + e
it∆(u0 − u0t)− i
∫ t
0
ei(t−s)∆(|u|2u)(s)ds
= u+(t) + e
it∆(u0 − u0t),
which implies that ‖u+(t)− u(t)‖H˙1x → 0 as t→∞.
The continuity of the map u+(0) 7→ u0 on H˙
1
x(R
4) follows immediately from
Lemma 3.3 with e = 0.
The regularity statement follows from obvious modifications of Lemma 3.6. 
We now develop the tower-type bounds for M(E). To do so we must determine
the dependence of each of the ηj ’s on the previous ones. Throughout, we will let
c and C represent small and large constants, possibly depending on the energy.
To begin, we need η0 to be small relative to the energy. Specifically, we choose
η0 ≤ cE−C , so that when we remove the low- and high-frequency portions of the
solution (whose norms are bounded by cηC0 ) the majority of the energy remains.
Recall that the dependence of Lemma 3.3 is exponential in its parameters. That
is, if E, E′, and M represent the various bounds in the statement of the lemma,
we need to choose ε1 . exp(−MC〈E〉C〈E′〉C). When we apply this lemma in the
proof of Proposition 4.1, the parameters are
E′ =ε
M =η−CM(Ecrit − η
C)C
E =η−CM(Ecrit − η
C)C
ε1 >η
−CM(Ecrit − η
C)Cε1/2,
where the η−CM(Ecrit−ηC)C factors arise from an application of Lemma 1.2 earlier
in the proof. Thus, we need to choose
η−CM(Ecrit − η
C)Cε1/2 . exp(−η−CM(Ecrit − η
C)C〈ε〉C),
or equivalently
εε
−C
. exp(−Cη−CM(Ecrit − η
C)C).
Also, in order to make the pigeonhole argument work (still in the proof of Propo-
sition 4.1) we need the frequency separation to be
K(η) ≥ ε−ε
−2
≥ C exp(Cη−CM(Ecrit − η
C)C).
As a result, the dependence of the constants C(η) and c(η) in Corollary 4.4 is quite
bad:
C(η) ≥ C exp(Cη−CM(Ecrit − η
C)C)
c(η) ≤ 1/C(η).
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This motivates introducing the notation t(η) for any term of the form
c exp
(
−Cη−CM(Ecrit − η
C)C
)
.
Now, the constant c(η0) appearing in the proof of Proposition 4.5 needs to be of
the form c(η0) = t(η0), due to the use of Corollary 4.4. So in order to apply Lemma
3.3 (later in the same proof) we need to choose η1 ≤ t(c(η0)) = t(t(η0)).
The constant c(η1) appearing in Proposition 5.1 is roughly of size t(η1). In order
to apply this proposition in Section 6, we therefore must choose η2 ≤ t(η1).
We need to choose η3 smaller than any polynomial in η2 appearing in the proof
of Proposition 6.1. For instance, η3 ≤ exp(−η
−C
2 ) suffices; given the final bound
we obtain, this makes η2 and η3 virtually equivalent.
We also see from the proof of Proposition 6.1 that Nmax ≤ 1/t(η3). Proposition
7.2 then implies the desired contradiction, provided we choose η4 ≤ t(η3).
Putting this all together we find a final bound of the form
(8.5) M(E) ≤ 1/t(t(t(E−C))).
To properly simplify this expression requires some notation (the Ackerman hier-
archy). Recall that multiplication is iterated addition
a× b = a+ · · ·+ a
with b factors on the right, and exponentiation is iterated multiplication
a ↑ b = a× · · · × a.
We define tower exponentiation as iterated exponentiation:
a ↑↑ b := a ↑ (a ↑ . . . (a ↑ a) . . . )
with b arrows on the right. Similarly, double tower exponentiation is iterated tower
exponentiation
a ↑↑↑ b := a ↑↑ (a ↑↑ . . . (a ↑↑ a) . . . ),
and triple tower exponentiation is iterated double tower exponentiation, etc.
Now, we can essentially expand (8.5) as
(8.6) M(E) ≤ exp(M(E − t(t(E−C)))).
Iterating (8.6) approximately 1/t(t(E−C)) times, we obtain
M(E) ≤ C ↑↑ 1/t(t(E−C)).
We again expand this as
M(E) ≤ C ↑↑ exp(M(E − t(E−C))),
and iterating it we obtain
M(E) ≤ C ↑↑↑ 1/t(E−C).
Repeating this process one more time we get the final bound
M(E) ≤ C ↑↑↑↑ CEC .
This tower bound is a far cry from the exponential bound obtained in [23], though
better than that obtained in [11], which is of the form M(E) ≤ C ↑↑↑↑↑↑↑↑ CEC .
It is plausible that one could obtain a polynomial bound in the energy-critical case,
but to do so would require abandoning the inductive approach used in this paper.
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