Abstract. In this paper we exhibit an intimate relationship between the simplicity of an F G-module V of a finite perfect group G generated by a noncentral involution t = 1 and some other element u in G and the socles of the eigenspaces E λ for λ in {−1, 1} of the involution t considered as F C-modules, where C = C G (t) is the centralizer of t in G. In fact the two main results yield new simplicity criteria for F G-modules V over fields F with odd or even characteristic p respectively. For p = 2 the result follows from a general module theoretic simplicity test proved in the first section of the paper. It builds on ideas of the Meat-axe algorithm of Parker [11] and Holt-Rees [6] . We show the practicability of our new tests by examples.
1

Introduction
The main results of this article can be explained best for the special case of an n-dimensional F G-module M of a finite simple group G, where F is a commutative field of characteristic p > 0.
By the Feit-Thompson Theorem, finite non-cyclic simple groups have even orders. Thus, by a well-known theorem of Brauer-Fowler [3] a finite non-cyclic simple group G has an involution t = 1 for which the centralizer C = G G (t) has fairly large order, and for any such finite group C there exists at most a finite number of non-isomorphic simple groups G with an involution t such that C G (t) ∼ = C. It is therefore reasonable to test the simplicity of a representation M of a simple group G by means of its restriction M | C to a centralizer C = C G (t) of an involution. If p = 2, then the n × n-matrix T of the involution t of G on the F G-module M has eigenvalues λ = 1, −1. The two eigenspaces E λ of T in M are the solution spaces of the homogeneous linear equations (T −λI n )x = 0 for x ∈ M . Furthermore, as we note later (Proposition 1.3), it is entirely well known and obvious that E +1 and E −1 are F C-modules without common composition factors, such that M | C = E +1 ⊕E −1 . In particular, we may choose one λ ∈ {1, −1} such that
In Theorem 3.1 it is shown that M is a simple F G-module if and only if M = E λ F G, and the dual F G-module M * = ZF G for every simple F C-submodule Z of the dual F C-module E * λ . In fact, Theorem 3.1 holds for finite perfect groups G with a non-central involution t such that G = u, t for some u ∈ G. It reduces the simplicity test for an F G-module M to the determination of soc(E * λ ) and all the simple F C-submodules Z of soc(E * λ ), where soc(X) denotes the socle of the module X. In the applications we assume this information to be known, because dim F E λ < dim F M and |C| < |G|.
For finite fields F = GF (q) the precise number of these finitely many simple F C-submodules Z is given in Remark 3.2. It is only independent of the size of q when soc(E * λ ) is multiplicity-free. If M is not simple, then at least one of the F Gsubmodules E λ F G of M or ZF G of M * is proper, where Z is a simple F C-module in soc(E * λ ) of E * λ . In any case a proper F G-submodule of M is constructed. The proof of Theorem 3.1 is based on a general module theoretic simplicity test for finitely generated modules M over artin algebras Λ, see Proposition 1.1 stated in section 1. It may be considered to be a ring theoretical generalization of the Holt-Rees simplicity test [6] , which in turn builds on ideas of the Parker-Norton simplicity criterion [11] .
In section 2 we prove the relevant subsidiary results for perfect groups G = t, u generated by a non-central involution t and some other element u. They imply that for fields F of odd characteristic p one only needs to consider the eigenspace E λ of minimal dimension in the simplicity test given in Theorem 3.1.
In section 4 we also prove an elementary simplicity test for finite groups G of even order with a noncentral involution t for finitely generated F G-modules M over fields F with characteristic p = 2. Proposition 4.1 asserts that M is a simple F G-module if and only if M = ZF G for all simple F C-submodules Z of soc(E 1 ), where E 1 is the eigenspace of t in M | C for the unique eigenvalue λ = 1.
We demonstrate the applicability of Theorem 3.1 and Proposition 4.1 by Examples 3.3 and 4.4, respectively. For p = 2 we consider the 782-dimensional irreducible representation of Fischer's simple group Fi 23 . In this case the running time of our algorithm is about 20 seconds on an IBM RS6000/590. In each example the socle of E λ and E 1 , respectively, is a simple F C-module. So far we have not produced very efficient implementations of our simplicity tests. This will be done elsewhere, when we apply it to large representations of some sporadic simple groups.
Concerning our notation and terminology we refer to the books by Curtis and Reiner [5] and [9] .
The two authors gratefully acknowledge the computational assistance of H. Gollan. It is described in the examples.
A module theoretic simplicity test
Using some ideas of the Parker-Norton Meat-axe algorithm [11] we prove in this section a new simplicity criterion for finitely generated modules M over artin algebras Λ, consequently for finite dimensional algebras over a (commutative) field. For a finitely generated right module M over an artin algebra Λ or finite dimensional algebra Λ over a field F denote by M * the dual of M , which is a left module over Λ. In the latter case M * = Hom F (M, F ). Our simplicity test for a right Λ-module M consists of a reduction technique, because we assume that for some proper subalgebra Γ of Λ we know a decomposition of the restriction M Γ = M ⊕ M and that we can determine the socle of (M ) * (over Γ).
Proposition 1.1. Let Λ be an artin R-algebra and Γ an R-subalgebra of Λ, where R is a commutative artin ring. Let M be a finitely generated right Λ-module. Suppose that the restriction M Γ of M to Γ has a decomposition
such that no composition factor T of the head M /M J of M is isomorphic to a composition factor of the right Γ-module M , where J = J(Γ) denotes the Jacobson radical of Γ. Then M is a simple Λ-module if and only if the following two conditions are satisfied: 
Now assume that M/L as a Γ-module does have one of the simple Γ-modules
* , a proper Λ-submodule of M * . This contradiction to condition (ii) completes the proof of the proposition.
For finite dimensional algebras over a finite field F = GF (q) we can give the exact number of the different embeddings of a simple module S in a direct sum S d for an integer d ≥ 1. This gives a practical limit on how large may be the multiplicities of the simples one can handle in practical computations.
d be a homogeneous semisimple Λ-module over the finite-dimensional algebra Λ over the finite field F = GF (q) such that F = End Λ (S) for the simple Λ-module S. Then there are
Proof. Since the Jacobson radical J(Λ) of Λ operates trivially on M , we may assume that Λ = Λ = Λ/J(Λ). As M is homogeneous only the block of Λ containing S acts non-trivially on M . Hence we may assume that Λ is a simple F -algebra, i.e. Λ ∼ = Mat(n, F ), where n = dim F S. Let R = End Λ (M ). As F = End Λ (S), we have R ∼ = Mat(d, F ). In particular, all three F -algebras Λ, R, and F are Morita equivalent. Therefore each simple Λ-submodule W of M corresponds uniquely to a 1-dimensional subspace W of the F -vector space V = F d . It is easy to see that there are
Hence the proof the proposition is complete.
The problem in applying the above simplicity test is to find a decomposition satisfying the assumptions. A situation where one has such a decomposition, occurs for group rings F G of finite groups G with a noncentral involution over a field F with characteristic p = 2. Proposition 1.3. Let G be a finite group of even order with a noncentral involution t with centralizer C = C G (t). Let V be an n-dimensional representation of G over a field F of characteristic p > 0. Let T in GL(n, F ) be the matrix of t with respect to a fixed basis of V . For each eigenvalue λ in {−1, 1} of T let E λ be the eigenspace of T with respect to λ. Then the following assertions hold.
(a) Each E λ is an F C-submodule of V . If p = 2, then V | C = E +1 ⊕ E −1 and the two F C-modules E +1 and E −1 have no common composition factors.
(b) Every nonzero simple F G-submodule U of V contains a nonzero simple F C-submodule W λ of E λ for at least one λ, and U = W λ F G. (c) The representation V is a simple F G-module if and only if V = SF G for all simple F C-submodules S of E +1 and E −1 .
Proof. (a) This is obvious and well known.
(b) Let U = 0 be a non-zero F G-submodule of V , and 0 = v ∈ U . Then either w = v + T v = 0 or T v = −v. Hence 0 = w ∈ E +1 or 0 = v ∈ E −1 . In any case U ∩ E λ is a non-zero F C-submodule for at least one λ ∈ {+1, −1}. Therefore it contains a non-zero simple
(c) The statement in (c) is an immediate consequence of (b).
(2, k)-generated groups
Now we restrict ourselves to the situation where G = u, t with t being an involution. This hypothesis is satisfied by all alternating and sporadic finite simple groups, see [1] . As in Proposition 1.3 let V be an n-dimensional representation of V over a field F , and let U and T be the matrices of u and t in GL(n, F ) with respect to a fixed F -basis of V . Let E λ denote the eigenspace of T of an eigenvalue λ in {−1, 1}. This notation is used throughout this section.
First we find a sufficient condition for the representation V of G to have a nonzero intersection with the eigenspaces E λ .
then any F G-submodule of V contains an eigenvector of T with eigenvalue −λ.
is a nonzero F G-submodule of V for all nonzero v in K λ .
Proof. Let W be an F G-submodule of V and w a nonzero element in W . If w = w − λT (w) is nonzero, then
and the first claim holds in this case. If w = 0, then T (w) = λw, hence w is in E λ . By assumption there exists i 0 in {1, . . . , o(U ) − 1} such that z = (T U i0 − λU i0 )(w) is nonzero. Then T (z) = −λz with z in W ∩ E λ , and therefore the first claim is also true in this case.
Suppose K λ = (0) and let v be nonzero in K λ . Then v is in E λ , and
is a nonzero F Gsubmodule of V .
In the next two results we further investigate the role of the vector spaces K +1 and K −1 introduced above. Proof. Since F contains the eigenvalues of T , the condition K −1 = (0) is preserved by field extensions. So we may assume that F also contains the eigenvalues of U .
Let v be a nonzero element in
Ker(T U i − U i T ). Therefore U and T have a common eigenvector w in E −1 over F by [10] , Proposition 2.2. Thus there is a nontrivial homomorphism of G into the multiplicative group F * of F . Therefore the commutator subgroup G of G is a proper subgroup, and G is not a perfect group.
In particular, soc V contains 1 F G .
Proof. Since F contains the eigenvalues of T , the condition K 1 = 0 is preserved by field extensions. So we may assume that F is a splitting field for G. Let v = 0 be an element of K 1 . Then
for i = 1, 2, . . . , o(U ) − 1, because v ∈ E 1 by Lemma 2.1. Hence G operates on the F G-submodule K 1 of V like the cyclic group U . As G is perfect, this action is trivial. Therefore K 1 is a direct sum of k 1 = dim F K 1 copies of the trivial F G-module 1 F G and a trivial F G-submodule of V . In particular, soc(V ) contains 1 F G .
As an immediate corollary of these two propositions and Lemma 2.1 we have the following.
Corollary 2.4. Let G = u, t with t being an involution. Let V be an n-dimensional F G-module with Hom F G (1 F G , V ) = (0). If G is a perfect group, then the following assertions hold:
(a) K 1 = (0) and K −1 = (0). (b) For each λ in {−1, 1} every simple F G-submodule W of V contains a nonzero eigenvector u λ of T with eigenvalue λ.
A simplicity test for groups of even order, p = 2
Using the subsidiary results of the previous sections we can now prove our main result.
Theorem 3.1. Let G be a finite perfect group with an involution t such that G = u, t for some u in G. Let F be a finite field of odd characteristic p and let V be an F G-module. If the trivial F G-module is not contained in soc(V ), then the following assertions hold:
(a) V | C = E +1 ⊕ E −1 , and E λ = (0) for each λ ∈ {1, −1} where E λ denotes the eigenspace of t with respect to λ. (b) V is a simple F G-submodule if and only if for some λ ∈ {1, −1} the following two conditions are satisfied:
(ii) V * = ZF G for every simple F C-submodule Z of the F C-module E * λ . In fact, in (b) λ ∈ {1, −1} can always be chosen such that
Proof. We first note if t is central, then K λ = E λ for λ in {−1, 1}. Since at least on of E +1 or E −1 is nonzero, G can not be a perfect group by Corollary 2.4. Hence t is a non-central involution.
(a) By Proposition 1.3 (a) we have that V | C = E +1 ⊕ E −1 . Furthermore, E λ = (0) for each λ ∈ {1, −1} by Corollary 2.4 (b).
(b) Another application of Proposition 1.3 (a) yields that the two F C-modules E +1 and E −1 have no common composition factor. Now Proposition 1.1 completes the proof. 
by Proposition 1.2. Therefore, the simplicity test of Theorem 3.1 is computationally effective only for those F G-modules V for which all the multiplicities d i of the simple composition factors Z i of soc(E λ ) of the eigenspace E λ are small. In particular, this test works best if all d i = 1. In this case the number of steps is even independent of the size q of the finite field.
The verification of the conditions of the simplicity criterion 3.1 is now illustrated for an 11-modular representation of the first sporadic Janko group. Example 3.3. Let G be the subgroup of GL (7, 11) 
Then by Janko [7] G = A, B is simple group with order |G| = 175560. The following element T = (AB) 5 is an involution.
and the element U = AB −1 has order 19.
The following two elements generate the centralizer
where X and Y have been constructed from T and U by H. Gollan as follows. Starting with the elements T and U , define
Then we have X = T 6 T Since C = C G (T ) = X, Y ≤ T, U , and U / ∈ C, we get G = T, U because C is a maximal subgroup of G by Janko's paper [7] . As T is a symmetric matrix of order 2, and the transpose
As Y ∈ PSL(2, 5), and X 1 = XT ∈ PSL(2, 5) we obtain PSL(2, 5) = X 1 , Y .
The eigenspaces E λ of T for λ ∈ {+1, −1} on the 7-dimensional F G-module V = F 7 are:
2 } with v 2 = (0, 9, 10, 0, 0, 0, 1). Furthermore, V = E +1 ⊕ E −1 . Since the simple PSL(2, 5)-modules over F = GF (11) have dimensions 1, 3, 4 and 5 by [4] , p. 2, it follows immediately that E +1 is a simple PSL(2, 5)-module and therefore it is a 3-dimensional simple F C-module.
Let u · w be the scalar product of u and v in V = F 7 , and (E −1 ) ⊥ = {u ∈ V | u · w = 0 for all w ∈ E −1 }. Since T is a symmetric diagonalizable matrix over F , its eigenvectors corresponding to different eigenvalues are orthogonal. Hence (E −1 ) ⊥ = E +1 as F -vector spaces. Since V ∼ = V * as F C-modules, we have E * +1 = E +1 F C ≤ V * by [5] , p. 411. Now applying U to E +1 and E * +1 we get that
and There is no analogous result of Theorem 3.1 for group representations V of finite groups G of even order over fields F with characteristic p = 2. However, Proposition 1.3 (c) yields the following useful simplicity test.
Proposition 4.1. Let F be a field of characteristic 2. Let V be a finitely generated F G-module of a finite group G with a noncentral involution t = 1. Let E 1 = {v ∈ V | vt = v}, and let C = C G (t). Then E 1 is an F C-module.
, where S i are simple F C-modules with S i S j for i = j. Then V is a simple F G-module if and only if SF G = V for all simple F C-submodules S of S di i for all i = 1, . . . , s. Let R be a discrete rank one valuation ring with maximal ideal πR, residue class field F = R/πR of characteristic p > 0 and quotient field S of characteristic zero. If F and S are splitting fields for the finite group G, then the triple (F, R, S) is called a p-modular splitting system for G.
An F G-module V is called liftable, if there is an RG-lattice X such that
The following result due to P. Landrock [8] gives a good lower bound for the dimension of the eigenspace E 1 of an involution t = 1 of G in a liftable F G-module V .
Lemma 4.2. Let (F, R, S) be a 2-modular splitting system for the finite group G with a noncentral involution t = 1. Let V = X/Xπ be a liftable F G-module, and let χ be the complex character afforded by X ⊗ R S.
Remark 4.3. Whenever V is a non-projective liftable F G-module, then χ(t) = 0 for at least one involution t of G.
Nevertheless, the following example shows that Corollary 4.1 is a practical simplicity test. Using the Norton-Parker Meat-axe algorithm [11] R. A. Wilson had proved before in [13] that the following F G-module V is simple. G splits into the irreducible SG-modules 1 G ,X of dimension dim SX = 782, andŶ of dimension dim SŶ = 30888.
Let X be an RG-lattice ofX, and let V = X ⊗ R F = X/Xπ. Then V is a liftable F G-module of dimension dim F V = 782. Let E 1 = {v ∈ V | vt = v} be the eigenspace of t in V , and let χ be the complex irreducible character of G afforded bŷ X = X ⊗ R S. Then χ(t) = 78 by [4] 
where χ 3 and χ 66 are the irreducible complex characters of H in the notation of [4] , p. 156-157 of degrees χ 3 (1) = 429 and χ 66 (1) = 352. As all the values of the irreducible characters χ, 1 C , χ 3 and χ 66 are rational, we see that V and V /E 1 are self-dual F G-and F C-modules, respectively. Since χ 66 (t) = 0, it follows from Landrock's proof [8] of Lemma 4.2 that dim F E 1 = 430.
Any R-form of χ 3 has 2-modular irreducible constituents of dimensions 1, 78, 350. Similarly, any R-form of χ 66 has 2-modular irreducible constituents I = 1 G with multiplicity 2 and 350.
Using Proposition 4.1 we now check that V is a simple F G-module. In [14] Wilson has given two matrices X and Y in GL(782, 2) generating the Fischer group G in its representation corresponding to V . In the Atlas notation [4] Then C = C G (t) = L, K . Using these generators L and K, H. Gollan has found that the involution t of C can be represented by the matrix T = (KL 2 ) 21 ∈ GL(782, 2).
By means of MAGMA [2] he has computed the eigenspace E 1 of T in V , and the socle series of this F C-module:
I ⊕ 78
In particular, soc(E 1 ) = I. Furthermore, a computer calculation with MAGMA shows that V = soc(E 1 )F G = IF G. Hence V is a simple F G-module by Proposition 4.1. In the application of the algorithm stated in Proposition 4.1 the computation of a vector space basis for the eigenspace E 1 took only 0.74 seconds, and the time for the spin ZF G was 2.55 seconds. Thus the computation of soc(E 1 ) by means of MAGMA took most of the time.
