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Recent advances in information technology have led to significant changes in today‟s 
world. The generating and collecting data have been increasing rapidly. Popular use 
of the World Wide Web (www) as a global information system led to a tremendous 
amount of information, and this can be in the form of text document. This explosive 
growth has generated an urgent need for new techniques and automated tools that can 
assist us in transforming the data into more useful information and knowledge. Data 
mining was born for these requirements. One of the essential processes contained in 
the data mining is classification, which can be used to classify such text documents 
and utilize it in many daily useful applications. There are many classification 
methods, such as Bayesian, K-Nearest Neighbor, Rocchio, SVM classifier, and Soft 
Set Theory used to classify text document. Although those methods are quite 
successful, but accuracy and efficiency are still outstanding for text classification 
problem. This study is to propose a new approach on classification problem based on 
hybrid fuzzy soft set theory and supervised fuzzy c-means. It is called Hybrid Fuzzy 
Classifier (HFC). The HFC used the fuzzy soft set as data representation and then 
using the supervised fuzzy c-mean as classifier. To evaluate the performance of 
HFC, two well-known datasets are used i.e., 20 Newsgroups and Reuters-21578, and 
compared it with the performance of classic fuzzy soft set classifiers and classic text 
classifiers. The results show that the HFC outperforms up to 50.42% better as 
compared to classic fuzzy soft set classifier and up to 0.50% better as compare 














Kemajuan terkini dalam teknologi maklumat telah membawa kepada perubahan 
penting dalam dunia hari ini. Menjana dan mengumpul data telah meningkat dengan 
pesat. Penggunaan popular Jaringan Sejagat (www) sebagai sistem maklumat global 
membawa kepada jumlah maklumat yang sangat banyak, dan ini mungkin adalah 
dalam bentuk dokumen teks. Ledakan pertumbuhan ini telah menjana keperluan 
segera bagi teknik-teknik baru dan alatan berautomatik yang boleh membantu kita 
dalam mentransformasi data kepada maklumat dan pengetahuan yang lebih berguna. 
Perlombongan data dilahirkan bagi keperluan ini. Salah satu proses penting yang 
terkandung di dalam perlombongan data adalah klasifikasi, yang boleh digunakan 
untuk mengklasifikasikan dokumen teks tersebut dan digunakan dalam pelbagai 
aplikasi kehidupan seharian. Terdapat pelbagai kaedah klasifikasi, seperti Bayesian, 
K-Nearest Neighbor, Rocchio, pengkelas SVM, dan Soft Set Theory yang digunakan 
untuk mengklasifikasikan dokumen teks. Walaupun kaedah tersebut boleh dikira 
sebagai sukses, tetapi ketepatan dan kecekapan masih belum jelas bagi permasalahan 
klasifikasi teks. Kajian ini adalah untuk mencadangkan satu pendekatan baru kepada 
permasalahan klasifikasi berdasarkan hibrid teori set lembut kabur dan c-min berselia 
kabur. Ia dipanggil Pengkelas Hibrid Kabur (HFC). HFC menggunakan set lembut 
kabur sebagai perwakilan data dan kemudiannya menggunakan c-mean berselia 
kabur sebagai pengkelas. Bagi menilai prestasi HFC, dua set data yang diketahui 
ramai digunakan iaitu, 20 Newsgroup dan Reuters-21578, dan dibandingkan dengan 
prestasi pengkelas klasik Fuzzy Soft Set dan pengkelas klasik teks. Dapatan 
menunjukkan bahawa HFC melebihi performa sehingga 50.42% lebih baik 
berbanding dengan pengkelas Fuzzy Soft Set klasik dan 0.50% lebih baik dibanding 
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Recent advances in information technology have led to significant changes in today‟s 
world. The processes of generating and collecting data have been increasing rapidly. 
Contributing factors that lead to this include the computerization of business, 
scientific, and government transactions; the widespread use of digital cameras, 
publication tools, and bar codes for most commercial products; and advances in data 
collection tools ranging from scanned text and image platforms to satellite remote 
sensing systems. In addition, popular use of the World Wide Web (www) as a global 
information system led to a tremendous amount of information. This explosive 
growth in stored or transient data has generated an urgent need for new techniques 
and automated tools that can assist us in transforming the data into more useful 
information and knowledge (Han & Kamber, 2011). 
Data mining was born for these requirements. Data mining refers to extracting 
or “mining” knowledge from large amounts of data. Many people treat data mining 
as a synonym for another popularly used term, Knowledge Discovery from Data, or 
KDD (Han & Kamber, 2011). Fayyad et al. (1996) has another view that is KDD 
refers to the overall process of discovering useful knowledge from data, and data 





In computer science, data mining also called knowledge discovery in 
databases (KDD) is the process of discovering interesting and useful patterns and 
relationships in large volumes of data (Britanica, 2013).  
In general, data mining tasks can be classified into two categories: descriptive 
and predictive (Han & Kamber, 2011). Descriptive mining tasks characterize the 
general properties of the data in the database. While predictive mining tasks perform 
inference on the current data in order to make predictions. In some cases, users may 
have no idea regarding what kinds of patterns in their data may be interesting, that 
could lead to searching for several other kinds of patterns in parallel. As such, it is 
important to have a system that can mine multiple kinds of patterns to accommodate 
different user expectations. Data mining functionalities consist of (a) concept or class 
description, (b) mining frequent patterns, associations, and correlations (c) 
classification and prediction (d) cluster analysis (e) outlier analysis and (f) evolution 
analysis. 
1.2 Classification and Prediction 
A bank officer needs analysis of her data in order to learn which loan 
applicants are “safe” and which are “risky” for the bank. A manager at computer 
shop needs data analysis to help guess whether a customer with given profile will 
buy a new machine. A researcher wants to analyze breast cancer data in order to 
predict which one of the three specific treatments a patient should receive. In all of 
these examples, the data analysis task is classification, where a model or classifier is 
constructed to predict categorical labels, such as “safe” or “risky” for the loan 
application data, “yes” or “no” label for the marketing data; or “treatment A”, 
“treatment B”, or “treatment C” for the medical data. These categories can be 
represented by discrete values, where the ordering among values has no meaning. 
For example, the value 1, 2, and 3 may be used to represent treatments A, B, and C, 
where there is no ordering implied among this group of treatment regimes. 
Suppose that the marketing manager would like to predict how much a given 
customer will spend during a sale at computer shop. This data analysis task is an 
example of numeric prediction, where the model constructed predicts a continuous 





predictor. Regression analysis is a statistical methodology that is most often used for 
numeric prediction, hence the two terms are often used synonymously. For 
simplicity, when there is no ambiguity, we will use the shortened term of prediction 
to refer to numeric prediction. 
The classification is the task of assigning objects to one of several predefined 
categories, and is one of the essential processes contained in the data mining. There 
are two forms of data analysis that can be used to extract models, whether describing 
data classes or to predict future data trends (Fayyad et al., 1996). Databases are rich 
with hidden information that can be used for intelligent decision making. 
Classification and prediction are two forms of data analysis that can be used to 
extract models describing important data classes or to predict future data trends. Such 
analysis can  help provide us with a better understanding of the data at large. 
Whereas classification predicts categorical (discrete, unordered) labels, prediction 
models continuous valued functions. 
Basic technique for data classification consist of decision tree classifiers, 
Bayesian classifiers, Bayesian belief networks, rule-based classifiers, classification 
based on association rule mining, Back propagation classifier, support vector 
machine, k-nearest neighbors classifiers, case-based reasoning, genetic algorithms, 
rough sets, and fuzzy logic techniques. Methods for prediction, including linear 
regression, non-linear regression, and other regression based models. 
This research focused on classification problem, and selects four basic 
classification techniques to compare with proposed technique, implemented in text 
classification problem. These four basic text classification techniques are as follows: 
(i). Bayesian classifiers (Domingos & Pazzani, 1997; Duda et al., 2000; Langley 
et al., 1992; Ordonez & Pitchaimalai, 2010; Rish, 2001)  
(ii). K-Nearest Neighbor classifiers (Dasarathy, 1991; Duda et al., 2000; S. Jiang 
et al., 2012; Qiao et al., 2010) 
(iii). Rocchio classifier (specific for text classifier) (Miao & Kamel, 2011; 
Rocchio, 1971) 
(iv). Support vector machines (Boser et al., 1992; Cortes & Vapnik, 1995; 
Joachims, 1998; Pan et al., 2012; Scholkopf et al., 1999; Sullivan & Luke, 





Each technique typically suits a problem better than others (Fayyad et al., 
1996). Thus, there is no universal data-mining method, and choosing a particular 
algorithm for a particular application is something of an art. In practice, a large 
portion of the application effort can go into properly formulating the problem (asking 
the right question) rather than into optimizing the algorithmic details of a particular 
data-mining method (Langley & Simon, 1995). 
1.3 How does classification work? 
Data classification is a two-step process (learning step and classification step). 
The first step that is the learning step, where a classification algorithm builds the 
classifier by analyzing or “learning from” a training set made up of database tuples 
and their associated class labels.  
A tuples,  , is represented by  -dimensional attribute vector,   
{          }, depicting   measurements made on tuple from   database attributes, 
respectively,          . Each tuple,  , is assumed to belong to a predefined class 
as determined by another database attribute called the class label attribute. The class 
label attribute is discrete valued and unordered. It is categorical in that each value 
serves as a category or class. The individual tuples making up the training set are 
referred to as training tuples and are selected from database under analysis. In the 
context of classification, data tuples can be referred to as samples, examples, 
instances, data points, or objects. 
Because of the class label of each training tuple is provided, this step is also 
known as supervised learning. It contrasts with unsupervised learning (or 
clustering), in which the class label of each training tuple is not known, and the 
number or set of classes to be learned may not be known in advance.  
In the second step, the model is used for classification. A test set is used, 
made up of test tuples and their associated class labels. These tuples are randomly 
selected from the general data set. They are independent of the training tuples, 
meaning that they are not used to construct the classifier. In other word, tuples in the 
test set must be different from the tuples in the training set. 
Classification methods can be compared and evaluated according to the 





(i). Accuracy: The accuracy of a classifier refers to the ability of a given classifier 
to correctly predict the class label of new or previously unseen data. 
Similarly, the accuracy of a predictor refers to how well a given predictor can 
guess the value of the predicted attribute for new or previously unseen data. 
(ii). Speed: This refers to the computational costs involved in generating and 
using the given classifier or predictor.  
(iii). Robustness: This is the ability of the classifier or predictor to make correct 
predictions given noisy data or data with missing values.  
(iv). Scalability: This refers to the ability to construct the classifier or predictor 
efficiently given large amounts of data.  
(v). Interpretability: This refers to the level of understanding and insight that is 
provided by the classifier or predictor. Interpretability is subjective and 
therefore more difficult to assess 
1.4 Problem Statement 
In 1999, the concept of soft set theory as a mathematical tool for dealing with 
uncertainties has initiated by (D. Molodtsov, 1999), which has been further 
developed by (P. K. Maji et al., 2003). The soft set theory is different from 
traditional tools for dealing with uncertainties, and further it is free from the 
inadequacy of the parameterization tools of those theories (D. A. Molodtsov, 2004). 
The soft set theory has a rich potential for applications in several directions, few of 
which had been shown by Molodtsov in his pioneer work (D. Molodtsov, 1999). 
At present, work on the soft set theory is progressing rapidly both in 
theoretical models and applications. As for practical applications of soft set theory, 
great progress has been achieved. The soft set theory can be applied to solve the 
decision-making problem  (F. Feng et al., 2010, 2012; P. K. Maji et al., 2002; Roy & 
Maji, 2007), parameter reduction (Herawan et al., 2009; Ma et al., 2011), data 
clustering (Qin, Ma, Zain, et al., 2012), data analysis under incomplete information 
(Qin, Ma, Herawan, et al., 2012; Zou & Xiao, 2008), the combined forecasting (Xiao 
et al., 2009), and association rules mining (Herawan & Deris, 2010). 
An example of the application of soft set theory for classification is proposed 





based on application soft set theory on decision-making problem. A soft set classifier 
based on similarity measure between the two generalized fuzzy soft sets has reported 
by (Majumdar & Samanta, 2010). In their work, they provided an example on how 
the similarity between the two generalized fuzzy soft sets used to detect whether an 
ill person is suffering from a certain disease.  
Although both methods are quite successful for classification, low accuracy 
and efficiency when applied to text classification is the problem. The writing of this 
thesis has a purpose to propose a new approach on classification problem based on 
hybrid fuzzy soft set theory and supervised fuzzy c-means. This new approach is 
expected to improve the accuracy and the efficiency of classification in text 
classification problem. 
1.5 Research Objectives 
The objectives of this research are: 
(i). To propose new classification technique based on hybrid fuzzy soft set theory 
and fuzzy c-means. 
(ii). To develop an algorithm based on the proposed technique as in (a). 
(iii). Applying the algorithm that develop in (b) on text classification problem. 
(iv). To compare the algorithm with the existing algorithm based on efficiency and 
accuracy performance metrics. 
1.6 Contributions 
The main contributions of  this study are in the area of data mining, the detail of 
these contributions is as follows: 
(i). Extend the area application of soft set theory. The study has introduced a new 
algorithm for classification based on fuzzy soft set theory. 
(ii). Introduce a new algorithm of classification for text classification problem. 
Applying the proposed algorithm to classify text document that has 
performance outperform as compare to the previous soft set classifiers and the 





(iii). Introduce a new hybrid algorithm of classification. The proposed algorithm is 
a hybrid fuzzy algorithm, which is consist of fuzzy soft set theory and 
supervised fuzzy c-means. 
1.7 Research Scope 
This study focus on developing the new approach to classify text document based on 
hybrid fuzzy soft set theory and Fuzzy C-means. Test case will be done using two 
well-known datasets that are the Reuter-21578 dataset for unevenly distributed 
dataset, and the 20 Newsgroups for evenly distributed dataset. Comparison will be 
done on the two groups of classifier. The first group will be used to compare the 
proposed algorithm with the other two soft set classifiers such as soft set classifier 
based on decision making-problem and soft set classifier based on similarity between 
two fuzzy soft sets. The second group will be used to compare the proposed 
algorithm with the four classic text classifiers, such as k-NN, Rocchio, Bayesian, and 
Support Vector Machine (SVM). 
1.8 Thesis Organization 
The thesis is organized into six different chapters. Chapter 1 provides the background 
and describes what motivated the researcher to introduce the new algorithm for text 
classification using soft set theory. Chapter 2 will explains the foundations of basic 
theory of soft set, fuzzy soft set, and text classification. Next, Chapter 3 will 
describes the new algorithm to classify text document based on fuzzy soft set theory 
and supervise fuzzy c-means. After that, Chapter 4 will reports the experimental 
results and discussion, which then tabulate and compare its findings to other research 
work. Finally, Chapter 5 will conclude and propose future work. 
1.9 Chapter Summary 
Recent advances in information technology have led to significant changes in today‟s 





for new techniques and automated tools that can assist us in transforming the data 
into more useful information and knowledge. The classification is the task of 
assigning objects to one of several predefined categories, and is one of the essential 
processes contained in the data mining. There are two forms of data analysis that can 
be used to extract models, whether describing data classes or to predict future data 
trends. Although classic methods are quite successful for classification, low accuracy 
and efficiency when applied to text classification is the problem. Objective of this 
research is to propose new classification technique based on hybrid fuzzy soft set 
theory and fuzzy c-means.  
Some important terms related to this study include the following: 
(i). Data mining is a process to extracting or “mining” knowledge from large 
amounts of data. 
(ii). Knowledge Discovery from Data (KDD) is the overall process of 
discovering useful knowledge from data, and data mining refers to a 
particular step in this process. 
(iii). Classification is task of assigning objects to one of several predefined 
categories, and is one of the essential processes contained in the data mining. 
There are two models of classification, (a) classification model when the 
model is used to predict categorical labels, (b) prediction model when the 
model is used to predict a numerical. 
(iv). Supervised learning is a learning process when the class label of each 
training tuple is provided, otherwise is unsupervised learning.  
(v). Soft set theory is as a theory proposed by Molodtsov to deal with uncertainty 
problem that work with binary features. 
(vi). Fuzzy soft set theory is a extended version of soft set theory to work with 
fuzzy number of features. 










CHAPTER 2 Classification and Soft set Theory 
CHAPTER 2  
CLASSIFICATION AND SOFT SET THEORY  
This chapter describes some basic theories, which will be used as a basis for 
classification proposed in this research. This includes soft-set theory, classic 
classification based on soft set theory, fuzzy set theory, fuzzy soft set theory, and 
fuzzy C-means. 
2.1 Introduction 
Machine learning, knowledge discovery in databases (KDD) and data mining are 
three terms that often appear associated with data processing and classification. They 
have similarities and differences. The similarities between them relate to the two 
fundamental facts:  
(i). All of them develop methods and procedures to process data, and  
(ii). Any data processing algorithm or procedure may belong to any.  
The differences are in the different perspectives. The difference in perspectives does 
not affect the procedures but it affects the choice between them in the interpretation 






Fayyad, et al. (1996), the knowledge discovery in databases (KDD) field is 
the development of methods and techniques for making sense of data. The basic 
problem addressed by the KDD process is one of mapping low-level data (which are 
typically too voluminous to understand and digest easily) into other forms that might 
be more compact (for example, a short report), abstract (for example, a descriptive 
approximation or model of the process that generated the data), or useful (for 
example, a predictive model for estimating the value of future cases). At the core of 
the process is the application of specific data-mining methods for pattern discovery 
and extraction. The data-mining component of KDD currently relies heavily on 
known techniques from machine learning, pattern recognition, and statistics to find 
certain patterns from data. 
Knowledge discovery as a process is depicted in Figure 2.1 and consists of an 
iterative sequence of the following steps (Fayyad et al., 1996; Han & Kamber, 2011):  
(i). Data cleaning is used to remove noise and inconsistent data. 
(ii). Data integration, where multiple data sources may be combined. A popular 
trend in the information industry is to perform data cleaning and data 
integration as a preprocessing step, where the resulting data are stored in a 
data warehouse. 
(iii). Data selection, where data relevant to the analysis task are retrieved from the 
database. 
(iv). Data transformation, where data are transformed or consolidated into forms 
appropriate for mining by performing summary or aggregation operations, for 
instance. Sometimes data transformation and consolidation are performed 
before the data selection process, particularly in the case of data warehousing. 
Data reduction may also be performed to obtain a smaller representation of 
the original data without sacrificing its integrity. 
(v). Data mining, an essential process where intelligent methods (such as 
characterization, association and correlation analysis, classification, 
prediction, cluster analysis, outlier analysis, and evolution analysis) are 
applied in order to extract data patterns.  
(vi). Pattern evaluation, to identify the truly interesting patterns representing 
knowledge based on some interestingness measures. 
(vii). Knowledge presentation, where visualization and knowledge representation 






Figure 2.1: Data mining as a step in the process of knowledge discovery. 
 
Steps 1 to 4 are different forms of data preprocessing, where the data are 
prepared for mining. The data mining step may interact with the user or a knowledge 
base. The interesting patterns are presented to the user and may be stored as new 
knowledge in the knowledge base. Note that according to this view, data mining is 
only one step in the entire process, albeit an essential one because it uncovers hidden 


















Figure 2.2: Architecture of a typical data mining system. 
 
However, in industry, in media, and in the database research milieu, the term 
data mining is becoming more popular than the longer term of knowledge discovery 
from data. Data mining is the process of discovering interesting knowledge from 
large amounts of data stored in databases, data warehouses, or other information 
repositories (Han & Kamber, 2011). Based on this view, the architecture of a typical 
data mining system has the following components (Figure 2.2):  
(i). Database, data warehouse, World Wide Web, or other information repository: 
This is one or a set of databases, data warehouses, spreadsheets, or other 
kinds of information repositories. Data cleaning and data integration 
techniques may be performed on the data. 
(ii). Database or data warehouse server: The database or data warehouse server is 
responsible for fetching the relevant data, based on the user‟s data mining 
request.  
(iii). Knowledge base: This is the domain knowledge that is used to guide the 





can include concept hierarchies, used to organize attributes or attribute values 
into different levels of abstraction.  
(iv). Data mining engine: This is essential to the data mining system and ideally 
consists of a set of functional modules for tasks such as characterization, 
association and correlation analysis, classification, prediction, cluster 
analysis, outlier analysis, and evolution analysis. 
(v). Pattern evaluation module: This component typically employs interestingness 
measures and interacts with the data mining modules so as to focus the search 
toward interesting patterns. It may use interestingness thresholds to filter out 
discovered patterns. Alternatively, the pattern evaluation module may be 
integrated with the mining module, depending on the implementation of the 
data mining method used. For efficient data mining, it is highly recommended 
to push the evaluation of pattern interestingness as deep as possible into the 
mining process so as to confine the search to only the interesting patterns. 
(vi). User interface: This module communicates between users and the data mining 
system, allowing the user to interact with the system by specifying a data 
mining query or task, providing information to help focus the search, and 
performing exploratory data mining based on the intermediate data mining 
results. In addition, this component allows the user to browse database and 
data warehouse schemas or data structures, evaluate mined patterns, and 
visualize the patterns in different forms. 
2.2 Datasets, observations, features 
Data is the word was originally the plural of datum, which means “a single fact,” but 
it is now used as a collective singular (Douglas et al., 2009). It is originally a Latin 
noun meaning “something given.” Today, data is used in English both as a plural 
noun meaning “facts or pieces of information” and as a singular mass noun meaning 
“information.” In data classification problems, a data (dataset) is a collection of 
records (observations). Each observation is usually represented as a vector,   
           
 . The coordinates of vectors    are called features or attributes. 
Suppose that the dataset contains N observations. In this case, the dataset can be 
represented as a collection of points     (  
      





The above data matrix represents information about N objects (one 
observation for each object). Each object is described by   characteristics (in our 
research we call them features or attributes). For example, if the objects are people 
the characteristics could be name, age, marital status, original citizenship, occupation 
etc. Numerical measure of each characteristic for a given object is presented in the 
corresponding observation at the corresponding attribute. In general, four different 
types of attributes can be underlined (Stevens, 1946; P. N. Tan et al., 2006).  
(i). A nominal attribute is an attribute that has two or more categories, but there is 
no ordering to the categories. For example, gender is a nominal attribute 
having two categories (male and female). The Marital status is a nominal 
attribute having five categories (single, married, de facto, divorced, 
widowed). Each category can be numerically represented. Any order can be 
used (for example, their appearance in the proposed list of categories, 
alphabetical orders etc.). We can use this numerical code to refer to the 
corresponding categorical attribute. In gender attribute, we can use integers 1 
and 2 (or 0 and 1) for the numerical code, in marital status attribute we can 
use integers 1,2,3,4, and 5 or 0,1,2,3, and 4. If a nominal feature has two 
categories, the term “binary” feature is also used: see gender attribute. 
(ii). An ordinal attribute is similar to a nominal one, but for the ordinal attributes, 
a meaningful order can be arranged. For example, marks for assignments: 
excellent, good, satisfactory, and failed (1-4 ordered categories) or age groups 
at hospitals: children, teenagers, adults (1-3 ordered categories). The 
difference between two values for ordinal attributes is not necessarily 
meaningful. In the example with age groups, the age difference within the 
third group (“adults”) can be much larger than the difference between 
representatives from the first category and the second one. This type of 
attribute can be ordered, but differences between values cannot be quantified. 
(iii). An interval-scaled attribute is a real number attribute without base point (zero 
point). For this type of attributes, order and differences between attribute 
values are meaningful, but ratios are not. For example, if we measure 
temperature (  or ) we can state that the difference between     and     
is the same as between     and    , but     is not three times “warmer” 





(meaningful zero point, natural zero), the point which presents a total absence 
of the property being measured (the total absence of heat in this example).  
(iv). A ratio-scaled attribute is a real number attribute with base point. For this 
type of attributes order, differences between attribute values and ratios are 
meaningful. Most physical measurements (weight, length) are ratio-scaled. 
The Celsius and Kelvin temperature are both interval scaled. Zero on the 
Kelvin scale means absolute zero, the case in which all motion stops. For the 
Celsius scale, zero does not have the same meaning (motion is possible). 
Therefore, Kelvin temperature is also ratio-scaled but Celsius temperature is 
not. 
The nominal and ordinal attributes can be classified as a categorical attribute, while 
the interval-scaled and ratio-scaled attributes can be classified as a numerical 
attribute. The numerical attribute can be any integer (discrete), binary (0 or 1), or real 
numbers (continue). In data matrices nominal, ordinal, and continuous attributes can 
appear. The data matrix is mixed (different kinds of attributes in one data matrix) or 
unmixed (only one kind of attributes). 
2.3 Structured and Unstructured Data 
Data can be designated as structured or unstructured data for classification within an 
organization. The term structured data refers to data that is identifiable because it is 
organized in a structure (Webopedia, 2012). The most common form of structured 
data is a database where specific information is stored based on a methodology of 
columns and rows. Structured data is also searchable by data type within content. 
Structured data is understood by computers and is efficiently organized for human 
readers. In contrast, unstructured data has no identifiable structure. 
The term unstructured data refers to any data, that has no identifiable 
structure. For example, images, videos, email, documents, and text are all considered 
to be unstructured data within a dataset. While each individual document may 
contain its own specific structure or formatting that based on the software program 
used to create the data, unstructured data may also be considered “loosely structured 
data” because the data sources do have a structure but all data within a dataset, will 





The studies of data mining have focused on structured data. However, in 
reality, a substantial portion of the available information is stored in text databases 
(or document databases), which is unstructured data and consist of large collections 
of documents from various sources, such as news articles, research papers, books, 
digital libraries, e-mail messages, and Web pages. Text databases are rapidly 
growing due to the increasing amount of information available in electronic form, 
such as electronic publications, various kinds of electronic documents, e-mail, and 
the World Wide Web (which can also be viewed as a huge, interconnected, dynamic 
text database). Nowadays most of the information in government, industry, business, 
and other institutions are stored electronically, in the form of text databases.  
Some text databases are semi-structured data, in that they are neither 
completely unstructured nor completely structured. For example, a document may 
contain a few structured fields, such as title, authors, publication date, and category, 
but also contain some largely unstructured text components, such as abstract and 
contents. Text mining is a study of data mining that focused on text databases, 
whether on unstructured or semi-structured data (Han & Kamber, 2011). One 
important activity in text mining is the classification of text documents (text 
classification).  
So far, we have explained the stages of data processing in data mining, and 
the kind of data that can be mine based on structure and type of data. In this study, 
we will use data originate from unstructured data i.e., textual data, and then 
transforms into structured data with attribute only consist of continue number. In the 
following section, we will explain the most important method in data mining. It is 
call classification. 
2.4 Classification 
Classification is the task of learning a target function f that maps each attribute x to 
one of the predefined class labels y (P. N. Tan et al., 2006). Given a collection of 
records (training set), each record contains a set of attributes, one of the attributes is 
the class. Find a model for class attribute as a function of the values of other 
attributes. Goal, previously unseen records should be assigned a class as accurately 





given data set is divided into training and test sets, which training set used to build 
the model and test set used to validate it. 
 

















Human Warm-blooded Hair Yes No No Yes No mammal 
Python Cold-blooded Scales No No No No Yes Reptile 
Salmon Cold-blooded Scales No Yes No No No Fish 
Whale Warm-blooded Hair Yes Yes No No No Mammal 
Frog Cold-blooded None No Yes No Yes Yes Amphibian 
Komodo  Cold-blooded Scales No No No Yes No Reptile 
Bat Warm-blooded Hair Yes No Yes Yes Yes Mammal 
Pigeon Warm-blooded Feathers No No Yes Yes No Birrrd 
Cat Warm-blooded Fur Yes No No Yes No Mammal 
Leopard Cold-blooded Scales Yes Yes No Yes No Fish 
Turtle Cold-blooded Scales No Yes No Yes No Reptile 
Penguin Warm-blooded Feathers No Yes No Yes No Bird 
Porcupine Warm-blooded Quills Yes No No Yes Yes Mammal 
Eel Cold-blooded Scales No Yes No No No Fish 




Figure 2.3 Classification as the task of mapping an input attribute set x into its class 
label y. 
 
The input data for classification task is a collection of records. Each record, 
also known as an instance or example, is characterized by a tuple (x, y), where x is 
the attribute set, and y is a special attribute, designated as the class label (also known 
as category or target attribute). Table 2-1 shows a sample data set used for 
classifying vertebrates into one of the following categories: mammal, bird, fish, 
reptile, or amphibian. The attribute set includes properties of a vertebrate such as its 
body temperature, skin cover, method of reproduction, ability to fly, and ability to 
live in water. Although the attributes presented in Table 2-1 are mostly discrete, the 





must be a discrete attribute. This is a key characteristic that distinguishes 
classification from regression, a predictive modeling task in which y is a continuous 
attribute. 
The target function also known informally as a classification model. A 
classification model is useful for the following purpose.  
(i). Descriptive modeling, a classification model can serve as an explanatory tool 
to distinguish between objects of different classes. For example, it would be 
useful, for biologists and others, to have a descriptive model that summarizes 
the data shown in Table 2-1 and explains what features define a vertebrate as 
a mammal, reptile, bird, fish, or amphibian.  
(ii). Predictive modeling, a classification model can also be used to predict the 
class label of unknown records. As shown in Figure 2.3, a classification 
model can be treated as a black box that automatically assigns a class label 
when presented with the attribute set of an unknown record. Supposed we are 
given the following characteristics of a creature known as a Gila monster 
(Table 2-2): 



















Cold-blooded Scales No No No Yes Yes  ? 
 
Using Table 2-1 we determine the class to which the creature belongs.  
P. N. Tan et. al. (2006) state that classification techniques are most suited for 
predicting or describing data sets with binary or nominal categories (multiclass). 
They are less effective for ordinal categories (e.g. to classify a person as a member of 
high-, medium-, or low-income group) because they do not consider the implicit 
order among the categories. Other forms of relationships, such as the subclass-
superclass relationship among categories (e.g. humans and apes are primates, which 
in turn, is a subclass of mammals) are also ignored. 
A classifier is a systematic approach to building classification models from an 
input data set. Examples include k-Nearest Neighbor, Bayesian, and Support Vector 
Machine classifier. Each technique employs a learning algorithm to identify a model 
that best fits the relationship between the attribute set and class label of the input 





and correctly predict the class labels of records it has never seen before. Therefore, a 
key objective of the learning algorithm is to build models with good generalization 




Figure 2.4 General approach for building a classification model 
Figure 2.4 shows a general approach for solving classification problems. 
Firstly, a training set consisting of records whose class labels are known must be 
provided. Secondly, the training set used to build a classification model, which is 
subsequently applied to the test set, which consists of records with unknown class 
labels. 
Based on the data type of class label, there are three cases of classification, 
i.e. binary, multi-class, and multi-label classification case. In the following section, 
we will discuss about those three cases of classification. 
2.4.1 Binary Classification 
The single-label classification is concerned with learning from a set of examples that 
are associated with a single label from a set of disjoint labels L, |L| > 1. If |L|=2, then 
the learning problem is called a binary classification problem, while if |L| > 2, then it 





& Katakis, 2009). The vertebrate data set, Table 2-1, is an example for multiclass 
label; because the class label column has a value of more than two classes.  
2.4.2 Multi-class Classification 
The multi-class classification problem can be decomposed into several binary 
classification tasks using binary classifiers (Aly, 2005). The idea is similar to that of 
using „code words‟ for each class and then using number binary classifiers in solving 
several binary classification problems, whose results can determine the class label for 
new data. Several methods have been proposed for such decomposition such as one-
against-all, all-against-all, and Error-Correcting Output-Coding (ECOC). 
2.4.2.1 One-Against-All 
The simplest approach is to reduce the problem of classifying among L classes into L 
binary problems (Allwein et al., 2001; Rifkin & Klautau, 2004; Vapnik, 1998; 
Yukinawa et al., 2009), where each problem discriminates a given class from the 
other L−1 classes. For this approach, we require N = L binary classifiers, where the 
1
th
 classifier is trained with positive examples belonging to class l and negative 
examples belonging to the other L − 1 classes. When testing an unknown example, 
the classifier producing the maximum output is considered the winner, and this class 
label is assigned to that example. Rifkin and Klautau (2004) state, that this approach, 
although simple, provides performance that is comparable to other more complicated 
approaches when the binary classifier is tuned well. 
2.4.2.2 All-Against-All 
In this approach, each class is compared to each other class (Friedman, 1996; 
Yukinawa et al., 2009). A binary classifier is built to discriminate between each pair 
of classes, while discarding the rest of the classes. This requires building L (L−1)/2 
binary classifiers. When testing a new example, a voting is performed among the 





et al., 2001; Hsu & Lin, 2002) show that this approach is in general better than the 
one-versus-all approach. 
 
Table 2-3 ECOC example. 
 f1 f2 f3 f4 f5 f6 f7 
Class 1  0 0 0 0 0 0 0 
Class 2  0 1 1 0 0 1 1 
Class 3 0 1 1 1 1 0 0 
Class 4 1 0 1 1 0 1 0 
Class 5 1 1 0 1 0 0 1 
2.4.2.3 Error-Correcting Output-Coding (ECOC) 
This approach works by training N binary classifiers to distinguish between the L 
different classes. Each class is given a codeword of length N according to a binary 
matrix M. Each row of M corresponds to a certain class  (Dietterich & Bakiri, 1995; 
Yukinawa et al., 2009). Table 2-3 shows an example for K = 5 classes and N = 7 bit 
codewords. Each class is given a row of the matrix. Each column is used to train a 
distinct binary classifier. When testing an unseen example, the output codeword from 
the N classifiers is compared to the given K codewords, and the one with the 
minimum hamming distance is considered the class label for that example. 
So far, in Section 2.4.2, we had discussed one case of classification where the 
class label consists of more than two labels, and for each example, they can only 
have one class label, it is called multi-class classification. Following section is the 
last case in classification problems, where class label consists of more than two 
labels and each example may have more than one class labels. As Rifkin and Klautau 
(2004) state, that this approach, although simple, provides performance that is 
comparable to other more complicated approaches when the binary classifier is tuned 
well. 
2.4.3 Multi-label Classification 
In contrast to multi-class classification, alternatives in multi-label classification are 
not assumed to be mutually exclusive: multiple labels may be associated with a 





class. In multi-label classification, the examples are associated with a set of 
labels      , labels in the set Y are called relevant, while the labels in the set L\Y 
are irrelevant for a given example (Katakis et al., 2008; Madjarov et al., 2012; 
Tsoumakas & Katakis, 2009; Tsoumakas et al., 2010). Text documents usually 
belong to more than one conceptual class. Similarly, in medical diagnosis, a patient 
may be suffering, for example, from diabetes and prostate cancer at the same time. 
Multi-label learning introduces the concept of multi-label ranking 
(Tsoumakas et al., 2010). Multi-label ranking can be considered as a generalization 
of multi-class classification, where instead of predicting only a single label (the top 
label); it predicts the ranking of all labels. In other words, multi-label ranking is 
understood as learning a model that associates a query example x both with a ranking 
of the complete label set and a bipartition of this set in to relevant and irrelevant 
labels. 
Nowadays, many different approaches have been developed to solving multi-
label learning problems. Tsoumakas and Katakis (2010) summarize them in to two 
main categories:  
(i). Algorithm adaptation methods and 
(ii). Problem transformation methods (Tsoumakas et al., 2010).  
The first of methods extend specific learning algorithms in order to handle 
multi-label data directly. The second methods are algorithm independent. They 
transform the learning task into one or more single-label classification tasks, for 
which a large bibliography of learning algorithms exists.  
Problem transformation methods can be grouped in to three categories: binary 
relevance, label power-set and pair-wise methods (Madjarov et al., 2012).  
(i). Binary relevance methods: The simplest strategy for problem transformation 
is to use the one-against-all strategy to convert the multi-label problem in to 
several binary classification problems.  
(ii). Label power-set methods: A second problem transformation method is the 
label combination method, or label power-set method (LP). The basis of these 
methods is to combine entire label sets in to atomic (single) labels to form a 
single-label problem (single-class classification problem). For the single-label 
problem, the set of possible single labels represents all distinct label subsets 





(iii). Pair-wise methods: A third problem transformation approach to solving the 
multi-label learning problem is pair-wise or round robin classification with 
binary classifiers. The basic idea here is to use Q (Q-1)/2 classifiers covering 
all pairs of labels. Each classifier is trained using the samples of the first label 
as positive examples and the samples of the second label as negative 
examples. To combine these classifiers, the pairwise classification method 
naturally adopts the majority-voting algorithm. Given a test example, each 
classifier predicts one of the two labels. After the evaluation of all Q (Q-1)/2 
classifiers, the labels are ordered according to their sum of votes. A label-
ranking algorithm is used to predict the relevant labels for each example. 
In this study, we use two kinds of dataset in the text classification problems; 
both of them have more than two labels in the column of class label. First dataset 
consists of documents that belong to only one class label (multi-class) and evenly 
distribute, and second dataset consists of documents that may belong to more than 
one class label (multi-label) and unevenly distribute. For both of datasets we will use 
one-against-all strategy to classify each document in the dataset.  
2.5 The basic techniques of classification  
In this section we will discuss all these basic classification techniques shortly, adopt 
from (Han & Kamber, 2011), consist of decision tree classifiers, Bayesian classifiers, 
rule-based classifiers, classification based on association rule mining, back 
propagation classifier, support vector machines, k-nearest-neighbors classifiers, 
genetic algorithms, rough sets, and fuzzy logic techniques.  
Four basic techniques of classification have selected to compare with 
proposed technique, implemented in text classification problem. These four basic 
text classification techniques are as follows, Bayesian, support vector machines, k-
nearest-neighbor, and Rocchio classifier. 
2.6 Decision tree classifier  
Decision tree induction is the learning of decision trees from class-labeled training 





denotes a test on an attribute, each branch represents an outcome of the test, and each 
leaf node holds a class label. The topmost node in a tree is the root node. A typical 
decision tree is shown in Figure 2.5. It represents the concept buys computer, that is, 
it predicts whether a costumer at computer shop is likely to purchase a computer. 
Internal nodes are denoted by rectangles, and leaf nodes are denoted by ovals. Some 
decision tree algorithms produce only binary trees, whereas others can produced non 









no yes fair excellent
 
 
Figure 2.5. A decision tree for the concept buys computer 
 
Given a tuple,  , for which the associated class label is unknown, the attribute 
values of the tuple are tested against the decision tree. A path is traced from the root 
to a leaf node, which holds the class prediction for that tuple. Decision tree can easily 
be converted to classification rules. 
The construction of decision tree classifiers does not require any domain 
knowledge or parameter setting, and therefore is appropriate for exploratory 
knowledge discovery. Decision trees can handle high dimensional data. Their 
representation of acquired knowledge in tree form is intuitive and generally easy to 
assimilate by humans. The learning and classification steps of decision tree induction 
are simple and fast. In general, decision tree classifiers have good accuracy. 
However, successful use may depend on the data at hand. Decision tree induction 
algorithms have been used for classification in many application areas, such as 
medicine, manufacturing and production, financial analysis, astronomy, and 
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