. INTRODUCTION
Models are often used to decide issues in situations marked by uncertainty. However, statistical inferences from data depend on assumptions about the processes which generated those data. If the assumptions do not hold, the inferences may not be so reliable either. This limitation is often ignored by applied workers who fail to identify crucial assumptions or subject them to any kind of empirical testing. In such circumstances, using statistical procedures may only compound the uncertainty. To paraphrase Freedman, Rothenberg and Sutch (1983) ; It ain't what you don't know that gets you into trouble, it's what you think you know that ain't so.
Statistical modeling seems likely to increase the stock of things you think you know that ain't so. For this reason among others, we do not accept the proposition that statistical models are useful, even compared to nothing--unless the assumptions are made explicit and shown to be appropriate.
Our object in this note is to illustrate this general point by discussing an example.
THE PEP ESTIMATES

Much of the detailed information about the undercount in the 1980
Census came from the Post Enumeration Program, or PEP. This involved two kinds of studies. The first attempted to estimate the overcoverage due to double counting, coding households to the wrong areas, and inclusion of fictitious persons (called "curbstone cases" in the jargon of the Bureau). It was based on the Esple, a probability sample of about 100,000 records drawn from the 1980 Census. To verify Census information for persons in the E sample, interviewers were sent into the field to locate and interview each of the 100,000 people in the sample.
For about 3% of the records in the E sample, it turned out to be impossible on the basis of Census records and field interviews to determine whether or not the person had been correctly counted on Census Day. Additional information (not necessarily accurate) was available in many such cases from local post offices, and decisions had to be made whether or not to use this information.
The second kind of study attempted to estimate undercoverage using a capture-recapture model. In this model, people who are counted in the Census are deemed captured. Then a probability sample of the population, called a P sample, is taken. The people in the P sample who were counted in the Census are deemed recaptured. The percentage of people in the P sample who were not counted in the Census is used (along with other information) to estimate the Census undercount. This procedure assumes that being counted in the Census and being counted in the P sample are in probabilistic terms independent events after stratification on suitable covariates.
Two P samples were used in this study. (1978) .
An attempt was made to match each person in the P sample against the Census to see if he or she had been counted. Those cases for which a match could not be made were followed up by sending an interviewer into the field to obtain additional information, for instance, an exact address or the correct spelling of a name. After follow-up most of the cases were declared to be matched or nonmatched to the Census. However, for about 4% of the cases, match status could not be determined on the basis of records or field interview. Informally, the assumptions of the disturbance terms 6 and e can be stated as follows: there are 2 boxes of tickets for each area, one representing the possible 6's and the other the possible E's. These tickets follow the normal curve, with mean 0. For area i, the 6-box has variance Ki, the split-sample variance estimate produced by the Bureau. All the e-boxes have the same variance a2. The 6. is drawn at random from the 6-box for area i; the e£j, from the s-box.
The first equation says that the PEP estimated undercount for area i equals the true undercount for that area, plus a draw made at random from the 6-box for that area: PEP is unbiased, and the errors in PEP are unrelated from area to area. The second equation says that the true undercount for an area equals the displayed linear function of the explanatory variables, but is driven off this expected value by a random error drawn from the s-box.
These errors are unrelated from area to area, and unrelated to the 6's.
More formally, the model can be stated as follows: (1) y. = Y. + 3.
(2) yi = a + b min. + c crimei + d convj + E.
The assumptions on the disturbance terms are as follows: (3) E(6.) = E(s.i) = 0 (4) var 6. = K.
(5) If Vi is in the column space of X, or has a relatively large projection into that space, 9 will be badly biased; the parallel discussion of v is omitted. In effect, New York was taking the position that bias in the Census--the undercount--was well related to the three explanatory variables, but bias in PEP was not.
Subareas. New York wanted to apply the model to subareas not in the study. However, this seems to be a logical contradiction. For example, subdivide each of the 66 study areas in to blocks of 100,000 people. Suppose (2) and the assumptions on e hold for the blocks. We would get the analog of (2) However, even granting assumptions (1-7), the parameter a2 must be estimated from the data, and that estimate is subject to appreciable random error, a component of variance missing from New York's formula.
In short, the stochastic assumptions in the model were far from logically inevitable. New York did not make these assumptions explicit, let alone justifying them or explaining what happened if they failed.
EMPIRICAL RESULTS
Recall that y is the 66 x1 vector of PEP estimated undercounts, 1 -and Kr = [K +&C2(I-H)f'1 is a 66 x 66 matrix. The estimator proposed by New York was 9 = rK1y: with this estimator, y for each area is a linear combination of the PEP estimated undercounts for all 66 areas.
To make this a bit more vivid, Table 1 shows (for the PEP 2/9 series) a lOx 10 submatrix of rKi. Take San Francisco, for example. To compute y for that area, take -.028 times the PEP estimate for Alabama, +.036 times the PEP estimate for Alaska, and so forth, all the way through to -0.010 times the estimate for Wyoming. The algebraic sum of these 66 products is 9 for San Francisco, and the corresponding row of Table 1 shows 10 of the 66 coefficients. In the previous section, we argued on a priori grounds that New York's theory was quite weak; this section will present some empirical evidence.
The first point is that rK-1 preserves the column space of X, so any bias in y that is linearly related to X will not be corrected by New The difference between the two series is therefore well related to New York's explanatory variables. We conclude that at least one of the two series is biased, and the bias is related to X.
We then ran New York's adjustment process, starting from 10/8 rather than 2/9. The estimates turned out to be quite different and on the whole the results from 10/8 had smaller standard errors: see Table 2 . Of course, if 2/9 were unbiased and all the bias were in 10/8, Table 2 would be irrelevant to New York's case. However, -it is hard to see why that should be so. The two series may be compared as follows: 2/9 was based on the April CPS, 10/8 on August. Using the August survey may reduce the dependence of CPS and Census, but increase the errors caused by people moving between Census Day and the CPS interview. There were minor differences in handling certain kinds of nonresponse (use of post office data or prior CPS interviews), but the same imputation rules after follow-up were used in the two series. All in all, it is by no means obvious which series is better, if either.
Of course, direct evidence on bias in 2/9 is not available, because the true undercounts are unknown. However, the Bureau did have good evidence to
show that the strengths of various likely sources of bias were well related to X. For example, let imp. be the percentage of cases in area i with imputed CPS-Census match status. For April series (including PEP 2/9), by OLS, We begin by describing more carefully the procedure for estimating a2
Consider the OLS regression of y on X; let H be the projection matrix; the residual vector is e = (I-H)(E+6). , it is easy to compute We also considered an iterative procedure suggested by New York. Starting from, say, a0 one forms = K + a02I, and regresses y on^ZO X; let X be the mean square for error; if X is close to 1, stop; if not, revise a02 and iterate. Convergence seemed-fairly rapid, but the procedure was hard to automate for the simulation.
We now present three lemmas. PROOF. This follows from Goldberger (1962 
