Introduction {#Sec1}
============

Over the last decades, we have noticed the success of deep learning in many application areas, where video and image processing has achieved a favorable outcome. The state-of-the-art video coding is High Efficiency Video Coding (HEVC), also known as H.265, which was standardized in 2013 \[[@CR1]\]. Compared to its predecessor H.264/AVC standard, HEVC saves an average BitRate reduction of 50%, while maintaining the same video quality \[[@CR2]\]. The hierarchical coding structure adopted in HEVC is the quadtree, including Coding Unit (CU), Prediction Unit (PU), and Transform Unit (TU) \[[@CR3]\]. In this regard, the Coding Tree Unit (CTU) is the basic coding structure in which the size of the CTU is 64 $\documentclass[12pt]{minimal}
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This exhaustive splitting continues until the minimum possible size of a CU is reached in order to find the optimal CU depth. This process is known as Rate-Distortion Optimization (RDO) which is required for each CTU. Due to the full RDO search, the HEVC computational complexity has considerably increased, making encoding speed a crucial problem in the implementation of HEVC. Accordingly, to enhance the coding efficiency of HEVC, fast algorithms have been proposed for reducing the HEVC complexity caused by the quadtree partition. These fast methods can be summarized into two categories: heuristic and learning-based schemes.

In heuristic methods, some fast CU decision algorithms have been developed to simplify the RDO process towards reducing HEVC complexity. For example, Cho et al. \[[@CR4]\] developed a Bayesian decision rule with low complexity and full RD cost-based fast CU splitting and pruning algorithm. With regard to HEVC inter prediction, Shen et al. in \[[@CR5]\] proposed a fast inter-mode decision scheme using inter-level and spatio-temporal correlations in which the prediction mode, motion vector and RD cost were found strongly correlated. To reduce the HEVC complexity, a look-ahead stage based fast CU partitioning and mode decision algorithm was proposed in \[[@CR6]\]. Based on pyramid motion divergence, authors in \[[@CR7]\] introduced a fast algorithm to split CUs at the HEVC inter coding.

On the other hand, the search of the optimal mode decision can be modeled as a classification problems. In this regard, researchers adopted learning-based methods in classifying CU mode decision in order to reduce the computational complexity. Shen et al. \[[@CR8]\] proposed a CU early termination algorithm for each level of the quadtree CU partition based on weighted SVM. In addition, a fuzzy SVM-based fast CU decision method was proposed by Zhu et al. in \[[@CR9]\] to improve the coding efficiency. To reduce the HEVC complexity with deep structure, in \[[@CR10]\], authors developed a fast CU depth decision in HEVC using neural networks to predict split or non-split for inter and intra-mode. Reinforcement Learning (RL) and deep RL are also applied in video coding to learn a classification task, and to find the optimal CU mode decision. In this study, an end-to-end actor-critic RL based CU early termination algorithm for HEVC was developed to improve the coding complexity \[[@CR11]\].

For video coding, the adjacent video frames exhibit similarity in video content, in which the similarity decreases along with temporal distance between two frames. Figure [1](#Fig1){ref-type="fig"} shows the temporal correlation of CTU partition across HEVC video frames. In HEVC inter-mode, there are long and short-term dependencies of the CU partition across neighboring frames. It is in this context that we propose in this paper Long Short-Term Memory (LSTM) networks to study the temporal dependency of the CU partition across adjacent frames.

Based on our previous work presented in \[[@CR12]\], our deep CNN structure has been proposed to predict the CU splitting in order to reduce the coding performance of inter-mode HEVC. A large-scale training database was established in \[[@CR12]\]. Therefore, to predict the inter-mode CU partition, this paper proposes a CNN-LSTM-based learning approach where the aim is to reduce the HEVC complexity in terms of RD performance and encoding time.

The paper is organized as follows: Sect. [2](#Sec2){ref-type="sec"} introduces the proposed method, which reduces the HEVC complexity at inter prediction. The evaluation results are shown in Sect. [3](#Sec5){ref-type="sec"}. Section [4](#Sec6){ref-type="sec"} concludes this paper.Fig. 1.Temporal similarity of CTU partition across HEVC video frames.

Proposed Scheme {#Sec2}
===============

Database for Inter-mode {#Sec3}
-----------------------

A large-scale database for CU partition of the inter-mode HEVC was established, to train the proposed model, as shown in \[[@CR12]\]. However, to construct the database, we selected 114 video sequences with various resolutions (from 352 $\documentclass[12pt]{minimal}
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                \begin{document}$$\times $$\end{document}$ 1600) \[[@CR15], [@CR16]\]. These sequences are divided into three sub-sets: 86 sequences for training, 10 sequences for validation, and 18 sequences for test. All sequences in our database were encoded by HEVC reference software using the Low Delay P (LDP) (using encoder_lowdelay_P\_main.cfg) at four Quantization Parameters (QP) $\documentclass[12pt]{minimal}
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CNN-LSTM Network {#Sec4}
----------------

According to the temporal correlation of the CU partition of adjacent frames, the proposed scheme is introduced in this section. The proposed LSTM network learns the long and short-term dependencies of the CU partition across frames. In our previous proposed method \[[@CR12]\], all parameters of Deep CNN are trained over the residual CTU and the ground-truth splitting of the CTUs, then the extracted features $\documentclass[12pt]{minimal}
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                \begin{document}$$(FC_{1-l})_{l=1}^{3}$$\end{document}$ are extracted at the first fully connected layer of Deep CNN \[[@CR12]\]. The proposed algorithm that combines CNN and LSTM is shown in Fig. [2](#Fig2){ref-type="fig"}.Fig. 2.Framework of the proposed algorithm.

The structure of the LSTM is composed of three LSTM cells corresponding to three levels splitting of each CU. Specifically, $\documentclass[12pt]{minimal}
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The LSTM model learns the long short-term dependency of CTU partition across frames when the CTU partition is predicted. In fact, the LSTM cell consists of three gates: the input gate $\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \begin{aligned} \mathbf{FC} ^{'}_{l}(t) = \mathbf{o} _{l}(t)\odot \mathbf{c} _{l}(t)\\ \end{aligned} \end{aligned}$$\end{document}$$In the training phase, the LSTM model was trained from the training set of the inter database, which minimizes the loss function between the ground truth and the prediction of CTU partition. Here, the cross entropy is adopted as the loss function. Then, the Stochastic Gradient Descent algorithm with momentum (SGD) is used as a powerful optimization algorithm to update the network weights at each iteration and minimize the loss function.

Experimental Results {#Sec5}
====================

This section introduces the experimental results to evaluate the encoding performance of our proposed approach. Our experiments were integrated in HEVC reference test model HM, which were tested on JCT-VC video sequences from Class A to Class E at two QPs $\documentclass[12pt]{minimal}
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The Tensorflow-GPU deep learning framework was used in the training process. We first adopt a batch mode learning method with a batch size of 64 where the momentum of the stochastic gradient descent algorithm optimization is set to 0.9. Second, the learning rate was set to 0.01, changing every 2,000 iterations to train the LSTM model. Then, the LSTM length was set to *T* = 20. Finally, the trained model can be used to predict the inter-mode CU partition for HEVC.Table 1.Performance comparison between the proposed scheme and the state-of-the-art approachesClassSequenceApproaches$\documentclass[12pt]{minimal}
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For the test, to further enhance the RD performance and the complexity reduction at inter-mode, the bi-threshold decision scheme was adopted at three levels. Note that the upper and lower thresholds at level *l* represents by $\documentclass[12pt]{minimal}
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                \begin{document}$$P_{l}(CU) < \overline{\gamma }{_{l}}$$\end{document}$, the CU is not split. In this way, this considerably reduces the HEVC complexity by skipping the most redundant checking of RD cost.Fig. 3.CU partition result of BasketballPass with QP = 37. frame = 20. LDP configuration.

The RD performance analysis is performed on the basis of the average PSNR $\documentclass[12pt]{minimal}
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From this table, we can conclude that the proposed scheme is better in terms of computational complexity reduction than other state-of-the-arts schemes. Specifically, the time saving of our approach is 60.43% on average, which exceeds the 55.26% obtained by \[[@CR12]\], the 44.64% achieved by \[[@CR13]\], and 54.70% of \[[@CR14]\], respectively. On the other hand, the proposed approach can reduce the PSNR performance by −0.046 dB, which is better than −0.085 dB of \[[@CR12]\], −0.092 dB of \[[@CR13]\] and −0.048 of \[[@CR14]\]. Furthermore, the approaches \[[@CR12]\] achieve better value of BitRate 0.350% than ours. Meanwhile, the proposed approach outperforms the existing approaches \[[@CR13], [@CR14]\] in terms of BitRate by 0.797%.

As shown in this table, the proposed approach can reduce the complexity reduction by 70.85% for class E video sequences, since these sequences have low motion activities and homogeneous regions, where the blocks CU partition is larger. From the overall performance assessment, our proposed fast scheme provides competitive HEVC coding efficiency tradeoffs compared to state-of-the-art approaches.

Figure [3](#Fig3){ref-type="fig"} shows the comparison between the CU partition predicted by the proposed deep learning model and the ground truth partition when QP equals 37 under the LDP configuration.

Conclusion {#Sec6}
==========

This paper proposed a deep learning approach to predict the CU partition, which combines the CNN-LSTM network to reduce inter-mode HEVC complexity. To train the proposed model, the inter database was built. According to the temporal correlation of the CU partition of neighboring frames, we developed a new LSTM architecture to learn the long and short-term dependencies of the CU partition across frames, instead of brute-force RDO search. In summary, the proposed scheme saves a significant encoding complexity compared to other state-of-the-art works.
