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THE X-RAY TRANSFORM ON A GENERAL FAMILY OF
CURVES ON FINSLER SURFACES
YERNAT M. ASSYLBEKOV AND NURLAN S. DAIRBEKOV
Abstract. For a compact oriented Finsler surface with smooth bound-
ary, we consider the scalar and vector integral geometry problems over a
general family of curves running between boundary points and parametrized
by arclength. We impose a natural condition which results in the no
conjugate points condition in the case when the curves in question are
geodesic lines. Our main theorem generalizes Mukhometov’s theorem in
several directions.
We also consider these problems on a closed oriented Finsler surface.
In this case the integral geometry problems make sense provided that
sufficiently many curves in the family are periodic. To this end, we
assume that the induced flow on the unit circle bundle of the surface
is Anosov. Also, we study the cohomological equation of thermostats
without conjugate points.
1. Introduction
1.1. Surfaces with boundary. LetM be a compact oriented surface (two-
dimensional manifold) with boundary. Let Γ be a family of regular parametrized
curves in M between boundary points such that
(A1) For every interior point x ∈ M and every v ∈ TxM \ {0}, there
is exactly one curve in Γ passing through x in the direction of v
(considering the curves obtained by shift of the parameter to be the
same curve).
We denote by γx,v such a curve with its parameter shifted so that γx,v(0) = x,
γ˙x,v(0) = cv (c > 0). We suppose our family Γ to be smooth in the sense
that
(A2) The partial map
(x, v, t) 7→ γx,v(t)
is C∞-smooth.
We assume our family Γ to have no conjugate points in the sense that
(A3) The partial map expΓx : TxM \ {0} →M , defined as
expΓx(tγ˙x,v(0)) = γx,v(t), t > 0,
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is a local diffeomorphism for every x ∈M .
Let f be a smooth function and α be a smooth 1-form on M . Define the
X-ray transform of the function ψ(x, v) = f(x) + αx(v) by
IΓψ(γ) =
∫
γ
{f(γ(t)) + αγ(t)(γ˙(t))} dt, γ ∈ Γ,
meaning the integral over γ to stand for the integral over the domain of the
parameter. This transform embraces the scalar (α = 0) and vector (f = 0)
X-ray transforms as particular instances, and cannot be decoupled in general,
as can be seen, for example, from the case of Γ being the family of magnetic
geodesics (see [9]). It is clear that IΓ has a non-trivial kernel since
IΓdh(γ) =
∫
γ
dh = 0
for all γ ∈ Γ and for any h ∈ C∞(M) such that h|∂M = 0. A natural
question of integral geometry is whether these are the only elements of the
kernel.
Since the integral of a scalar function over a curve respects the parametriza-
tion of the curve, we assume M to be furnished with some Finsler metric F
and consider the condition:
(A4) All curves in Γ are parametrized by arclength with respect to F :
F (γ˙(t)) = 1
for all t and every γ ∈ Γ.
Our first result is the following:
Theorem 1.1. Let M be a compact oriented surface with boundary, let F
be a Finsler metric on M , and let Γ be a family of curves in M between
boundary points satisfying conditions (A1)-(A4). Suppose ψ(x, v) = f(x) +
αx(v), where f is a smooth function and α is a smooth 1-form on M . Then
IΓψ(γ) = 0 for all γ ∈ Γ if and only if f = 0 and α = dh for some
h ∈ C∞(M) such that h|∂M = 0.
In [18], R. G. Mukhometov proved a similar result for a general family
of curves on subdomains of the Euclidean plane. In higher dimension, the
scalar integral geometry problem for a real analytic family of curves was
solved by B. Frigyik, P. Stefanov and G. Uhlmann [10]. It is worth noting
that the literature on the question is abandoned in the case when Γ is the
family of geodesics of a Riemannian metric.
In a purely vectorial case (when f = 0), we may freely reparametrize
curves in Γ without influencing the X-ray transform. Therefore, we have the
following consequence of Theorem 1.1:
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Corollary 1.2. Let M be a compact oriented surface with boundary, let Γ
be a family of curves in M between boundary points satisfying (A1)–(A3),
and let α be a smooth 1-form on M . Then IΓα(γ) = 0 for all γ ∈ Γ if and
only if α = dh for some h ∈ C∞(M) such that h|∂M = 0.
In [13], S. Holman and P. Stefanov solved the vector integral geometry
problem for a real analytic family of curves in any dimension.
1.2. Closed surfaces. A similar problem for closed surfaces is interesting
as well. LetM be a closed (i.e., compact and boundaryless) oriented surface,
and let Γ be a family of regular parametrized curves each of which is defined
on the whole real axis.
Assume (A1) and (A2), and let f be a smooth function and α a smooth
1-form on M . Define the X-ray transform of the function ψ(x, v) = f(x) +
αx(v) by
IΓψ(γ) =
∫
γ
{f(γ(t)) + αγ(t)(γ˙(t))} dt for periodic γ ∈ Γ,
meaning the integral over γ to stand for the integral over the least period.
As before, IΓ has a non-trivial kernel since IΓdh(γ) = 0 for all periodic
γ ∈ Γ and for any h ∈ C∞(M). In this setting, the integral geometry
problem asks whether these are the only elements in the kernel. Of course,
sufficiently many curves in Γ must be periodic for this to be true. If F is a
Finsler metric on M and (A4) holds, Γ defines a flow φt on the unit circle
bundle by the rule
φt(x, v) 7→ (γx,v(t), γ˙x,v(t)).
Instead of (A3) we require
(A3’) The flow φt on SM is Anosov.
Recall that the Anosov property means that there is a continuous invariant
splitting T (SM) = RF⊕Eu⊕Es (F being the generator of the flow) in such
a way that there are constants C > 0 and 0 < ρ < 1 < η such that for all
t > 0 we have
‖dφ−t|Eu‖ ≤ C η
−t and ‖dφt|Es‖ ≤ C ρ
t,
where the norms are taken with respect to the Sasaki type Riemannian
metric on SM induced by the Finsler metric F .
Theorem 1.3. Let (M,F ) be a closed oriented Finsler surface, and let Γ
be a family of curves in M satisfying (A1)-(A2), (A3’), and (A4). Suppose
ψ(x, v) = f(x) + αx(v), where f is a smooth function and α is a smooth
1-form on M . Then IΓψ(γ) = 0 for all γ ∈ Γ if and only if f = 0 and
α = dh for some h ∈ C∞(M).
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In [11], V. Guillemin and D. Kazhdan proved Theorem 1.3 for F a neg-
atively curved Riemannian metric and Γ the family of unit-speed geodesics
of F . A similar result was obtained by G. P. Paternain for magnetic flows in
[20]. All these results were based on Fourier analysis. In [8], N. S. Dairbekov
and G. P. Paternain proved Theorem 1.3 for the case of the magnetic flow on
a Riemannian surface. The same result was proved in [6] by N. S. Dairbekov
and G. P. Paternain for thermostats on Riemannian surfaces and in [7] for
magnetic flows on Finsler manifolds of any dimension.
1.3. Thermostats. The above-mentioned general families of curves on sur-
faces are conveniently defined in terms of (generalized) thermostats.
Consider as before a compact oriented surface M and a Finsler metric F
on M . Let SM be the unit circle bundle of (M,F ) and pi : SM →M be the
canonical projection, pi(x, v) = x. For any λ ∈ C∞(TM \ {0}), consider the
equation
Dγ˙
dt
= λ(γ, γ˙)iγ˙, (1)
where i indicates the rotation by pi/2 according to the orientation of M .
Every solution of (1) has constant speed, and we restrict ourselves to unit-
speed solutions. In this case, it suffices to assume that λ ∈ C∞(SM). A
curve parametrized by arclenth and satisfying (1) will be referred to as λ-
geodesic. We call the triple (M,F, λ) a (generalized) thermostat. In case λ
is (the pullback of) a function on M , we have a magnetic system (see, for
example, [9]). If λ is a 1-form (regarded as a function on SM), we have a
Gaussian thermostat (see, for example, [6]).
In the case when M has boundary, we assume that the thermostat in
question is nontrapping in the sense that every λ-geodesic has finite exit
times both in the positive and negative directions. If M is a closed surface,
we assume that that every λ-geodesic is complete, i.e., defined on the whole
real axis. In these cases, we can declare Γ to be the family of λ-geodesics of
our thermostat. Then (A1), (A2), and (A4) are obviously satisfied. On the
other hand, it is easy to see that the converse is true as well.
Theorem 1.4. If Γ is a family of curves on a compact oriented Finsler
surface (M,F ), satisfying (A1), (A2) and (A4), then it is the family of
λ-geodesics for a suitable λ.
Proof. Define λ as
λ(x, v, t) =
〈Dγ˙x,v(t)
dt
, iγ˙x,v(t)
〉
γ˙x,v(t)
,
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the inner product on the right-hand side taken with respect to the funda-
mental tensor in Finsler geometry:
gij(x, v) =
1
2
[F 2]vivj (x, v).
Condition (A1) implies that the function λ does not depend on t. Then
Γ becomes the family of λ-geodesics of the thermostat (M,F, λ). 
1.4. Cohomological equation. The cohomological (or kinetic) equation
of a flow is simply F(u) = ψ, where F is the infinitesimal generator of the
flow and u, ψ are functions on SM . The importance of the cohomological
equation in dynamical systems is well known; it arises for example in the
study of invariant measures, conjugacy problems, reparametrizations, rigid-
ity questions and inverse problems.
It follows from [12] that under condition (A3’) the flow φt is transitive
and, by the smooth Livcˇic theorem [16], Theorem 1.3 admits an equivalent
restatement as an inverse problem for the cohomological equation. On taking
Theorem 1.4 into account, we formulate the corresponding result in terms
of thermostats.
Theorem 1.5. Let (M,F, λ) be an Anosov thermostat on a closed oriented
Finsler surface M , and let F be the infinitesimal generator of the thermostat
flow φt. Suppose ψ(x, v) = f(x) + αx(v), where f is a smooth function and
α is a smooth 1-form on M . Then the cohomological equation F(u) = ψ has
a solution u ∈ C∞(SM) if and only if f = 0 and the form α is exact.
In case ψ is a scalar function on M (i.e., α = 0), this theorem can be gen-
eralized to thermostats without conjugate points. We say that a thermostat
has no conjugate points if the family of λ-geodesics satisfies condition (A3),
i.e., if the exponential map
expλx(v) := γx,v(|v|), v 6= 0, (2)
is a local diffeomorphism for every x. Here γx,v(t) is a unit-speed λ-geodesic
with γx,v(0) = x and γ˙x,v(0) = v/|v|.
Theorem 1.6. Let (M,F, λ) be a thermostat without conjugate points on
a closed oriented Finsler surface M . Suppose ψ(x, v) = f(x), where f is a
smooth function on M . Then the cohomological equation F(u) = ψ has a
solution u ∈ C∞(SM) if and only if f = 0.
Note that if a flow is Anosov, then there are no conjugate points (see
Subsection 4.1). There are several interesting examples of geodesic flows
without conjugate points which are not Anosov and have regions of positive
curvature (see [2, 5]). Examples of magnetic flows without conjugate points
which are not Anosov are also given in [5].
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Theorem 1.1, too, is proved by a reduction to an inverse problem for the
cohomological equation on a thermostat. The reduction follows the argu-
ments in [4] and is based on the previous observations by V. A. Sharafutdinov
in [22].
In all the cases, the cohomological equation is analyzed by means of Pestov
type identities that we derive in each case.
1.5. Structure of the paper. The organization of the paper is as follows.
In Section 2 we combine certain preliminaries concerning thermostats on
Finsler surfaces, as well as derive differential and integral Pestov type iden-
tities. Section 3 is devoted to the proof of Theorem 1.1. Section 4 contains
the proof of Theorem 1.3. Here we also give sufficient conditions in terms of
the Finsler metric and thermostat data for a thermostat flow to be Anosov
(see Theorem 4.5). The closing Section 5 contains the proof of Theorem 1.6.
2. Pestov identity
2.1. Canonical coframing. By [3, Chapter 4] for a given Finsler surface
(M,F ) it is possible to define a canonical coframing (ω1, ω2, ω3) on SM that
satisfies the following structural equations:
dω1 = −ω2 ∧ ω3, (3)
dω2 = −ω3 ∧ (ω1 − Iω2), (4)
dω3 = −(Kω1 − Jω3) ∧ ω2. (5)
where I, K and J are smooth functions on SM . The function I is called the
main scalar of the structure. When the Finsler structure is Riemannian, K
is the Gaussian curvature.
Consider the vector fields (X,H, V ) dual to (ω1, ω2, ω3). As a consequence
of (3–5) they satisfy the commutation relations
[V,X] = H,
[H,V ] = X + IH + JV,
[X,H] = KV.
(6)
Let λ be a smooth function on SM and let F = X+λV be the generating
vector field of the thermostat (M,F, λ). From (6) we obtain:
[V,F] = H + V (λ)V,
[H,V ] = F+ IH + (J − λ)V,
[F,H] = {K −H(λ)− λJ + λ2}V − λF− λIH.
(7)
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2.2. Pestov identity.
Lemma 2.1 (Pestov identity). For every smooth function u : SM → R we
have
2Hu · V Fu = (Fu)2 + (Hu)2 − (K −H(λ)− λJ + λ2)(V u)2
+F(Hu · V u)−H(V u · Fu) + V (Hu · Fu)
+Fu · (IHu+ JV u) +Hu · V u · (λI + V (λ)).
Proof. Using the commutation formulas, we deduce:
2Hu · V Fu− V (Hu · Fu) = Hu · V Fu− V Hu · Fu
= Hu · (FV u+ [V,F]u) − Fu · (HV u+ [V,H]u)
= Hu · (FV u+Hu+ V (λ)V u)
− Fu · (HV u− Fu− IHu− (J − λ)V u)
= (Hu)2 + (Fu)2 +Hu · FV u−HV u · Fu+ IFu ·Hu
+ (J − λ)Fu · V u+ V (λ)Hu · V u
= (Hu)2 + (Fu)2 + F(Hu · V u)−H(V u · Fu)− [F,H]u · V u
+ IFu ·Hu+ (J − λ)Fu · V u+ V (λ)Hu · V u
= (Hu)2 + (Fu)2 + F(Hu · V u)−H(V u · Fu)
+ (−(K −H(λ)− λJ + λ2)V u+ λFu+ λIHu) · V u
+ IFu ·Hu+ (J − λ)Fu · V u+ V (λ)Hu · V u
= (Hu)2 + (Fu)2 + F(Hu · V u)−H(V u · Fu)
− (K −H(λ)− λJ + λ2)(V u)2 + IFu ·Hu+ JFu · V u
+ (λI + V (λ))Hu · V u
which is equivalent to the Pestov identity. 
For G a vector field and Θ a differential form, Cartan’s formula for the
Lie derivative reads:
LGΘ = d(iGΘ) + iGdΘ.
Now let Θ := ω1 ∧ ω2 ∧ ω3. This volume form gives rise to the Liouville
measure dµ of SM .
Lemma 2.2. We have:
LFΘ = (λI + V (λ))Θ, (8)
LHΘ = −JΘ, (9)
LVΘ = IΘ. (10)
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Proof. Using equations (3–5)
LXΘ = d(iXΘ) = d(ω2 ∧ ω3) = dω2 ∧ ω3 − ω2 ∧ dω3 = 0.
Since F = X + λV , we get
LFΘ = LXΘ+ LλVΘ = d(iλVΘ) = −d(λω2 ∧ ω1) = (λI + V (λ))Θ.
Similarly, LHΘ = −JΘ, LVΘ = IΘ. 
2.3. Pestov integral identity. Integrate the Pestov identity over SM against
the Liouville measure dµ by making use of the Stokes Theorem and (8–10)
to get
∫
SM
2Hu · V Fu dµ =
∫
SM
(Fu)2 dµ+
∫
SM
(Hu)2 dµ
−
∫
SM
{K −H(λ)− λJ + λ2}(V u)2 dµ
+
∫
∂(SM)
{(Hu · V u)iFΘ+ (Fu ·Hu)iVΘ− (Fu · V u)iHΘ}.
Since iVΘ = ω1 ∧ ω2 vanishes when restricted to ∂(SM), we have
∫
∂(SM)
(Fu ·Hu)iVΘ = 0.
So we get
∫
SM
2Hu · V Fu dµ =
∫
SM
(Fu)2 dµ+
∫
SM
(Hu)2 dµ
−
∫
SM
{K −H(λ)− λJ + λ2}(V u)2 dµ
+
∫
∂(SM)
{(Hu · V u)iFΘ− (Fu · V u)iHΘ}.
(11)
By commutation relations, we have
FV u = V Fu−Hu− V (λ)V u.
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Therefore,
(FV u)2 = (V Fu)2 + (Hu)2 + (V (λ)V u)2 − 2V Fu ·Hu+ 2Hu · V (λ)V u
− 2V Fu · V (λ)V u
= (V Fu)2 + (Hu)2 + (V (λ)V u)2 − 2V Fu ·Hu+ 2Hu · V (λ)V u
− 2V Fu · V (λ)V u+ 2V (λ)FV u · V u− 2V (λ)FV u · V u
= (V Fu)2 + (Hu)2 + (V (λ)V u)2 − 2V Fu ·Hu+ 2Hu · V (λ)V u
− 2V (λ)[V,F]V u− 2V (λ)FV u · V u
= (V Fu)2 + (Hu)2 − (V (λ)V u)2 − 2V Fu ·Hu− 2V (λ)FV u · V u.
Since
−2V (λ)FV u · V u = −F(V (λ)(V u)2) + (V u)2FV (λ)
we obtain:
(FV u)2 = (V Fu)2 + (Hu)2 − (V (λ)V u)2 − 2V Fu ·Hu
− F(V (λ)(V u)2) + (V u)2FV (λ).
(12)
Integrating it over SM we get∫
SM
2Hu · V Fu dµ =
∫
SM
(V Fu)2 dµ+
∫
SM
(Hu)2 dµ−
∫
SM
(FV u)2 dµ
+
∫
SM
{FV (λ) + λIV (λ)}(V u)2 dµ
−
∫
∂(SM)
V (λ)(V u)2iFΘ,
(13)
since by the Stokes Theorem and (8)
−
∫
SM
F(V (λ)(V u)2)Θ =
∫
SM
λIV (λ)(V u)2Θ+
∫
SM
(V (λ))2(V u)2Θ
−
∫
∂(SM)
V (λ)(V u)2iFΘ.
Combining (11) and (13), we come to the final integral identity:
Theorem 2.3 (Pestov integral identity).
∫
SM
(FV u)2 dµ −
∫
SM
K(V u)2 dµ+
∫
∂(SM)
ω(u)
=
∫
SM
(V Fu)2 dµ−
∫
SM
(Fu)2 dµ,
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where
ω(u) := {(Hu · V u) + V (λ)(V u)2}iFΘ− (Fu · V u)iHΘ, (14)
and K := K −H(λ)− λJ + λ2 + FV (λ) + λIV (λ).
3. Proof of Theorem 1.1
As mentioned, Theorem 1.1 is proved by reduction to the cohomological
equation, followed by the analysis of the latter by means of Pestov type
identities. The reduction is performed in Subsections 3.1 and 3.2 and is
based on observations in [22], also used in [4], which we formulate below in
Theorem 3.1 and Proposition 3.3. Subsection 3.3 is devoted to adaptation
of the Pestov integral identity (Theorem 2.3) to the case under study. In
Subsection 3.4 we derive one more integral identity which we use to prove
the main result. The proof of Theorem 1.1 is completed in Subsection 3.5.
3.1. Preparation. By Theorem 1.4 we can assume that∫
γ
ψ(γ, γ˙) dt = 0 (15)
for all λ-geodesics γ with endpoints on ∂M . The aim of this section is to
prove the next theorem.
Theorem 3.1. Let (M,F, λ) be a nontrapping thermostat without conjugate
points. Suppose ψ(x, v) is a smooth function on SM and (15) holds for every
λ-geodesic γ with endpoints on ∂M , then
ψ|S(∂M) = 0. (16)
Proof. First of all, we extend ψ to a positively homogeneous function of
degree zero on TM \ {0}.
Fix x ∈ ∂M and v ∈ Sx(∂M). Let n ∈ SxM be an inward unit vector
at x. For ε > 0 put vε = v + εn and consider the λ-geodesic γε = γx,vε .
Let τε is the first time at which γε meets the boundary, γε(τε) ∈ ∂M . So
γε : [0, τε] → M , γε(0) ∈ ∂M , yε := γε(τε) ∈ ∂M , and γε(t) ∈ M
int for
0 < t < τε. We separately consider two possible cases. First, there is a
sequence 0 < εk → 0 such that τεk → 0 as k → ∞. Second, there is τ0 > 0
such that τε ≥ τ0 > 0 for all 0 < ε ≤ ε0. In the first case, assume (16) fails;
for definiteness,
ψ(x, v) > 0.
For k large enough, the points (γεk(t), γ˙εk(t)) belong to any prescribed neigh-
bourhood of (x, v) for all t ∈ [0, τεk ]. Therefore, the latter inequality implies
that the integrand in ∫ τεk
0
ψ(γεk(t), γ˙εk(t)) dt
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is strictly positive on (0, τεk). Hence, this integral is strictly positive, which
contradicts the hypothesis of the theorem.
Now, we consider the second case. Fix ε ∈ (0, ε0) and let s 7→ xs ∈ ∂M
(0 ≤ s < δ) be a parametrization of ∂M near x such that x0 = x and
dxs
ds
∣∣
s=0
= v.
We first assume that γε meets ∂M at yε = γε(τε) transversally. Then for s
small enough there is a unique λ-geodesic γε,s from xs to yε inM . We choose
a parametrization of γε,s so as to have γε,s : [−τε,s, 0]→M , γε,s(−τε,s) = xs,
γε,s(0) = yε. Moreover, τε,s depends smoothly on s and γε,s(t) depends
smoothly on (s, t). Henceforth we accordingly shift a parameter on γε so
that γε = γε,0.
By hypothesis, ∫ 0
−τε,s
ψ(γε,s(t), γ˙ε,s(t)) dt = 0.
Taking the derivative with respect to s at s = 0, we get
ψ(x, vε/|vε|)
dτε,s
ds
∣∣∣
s=0
+
∫ 0
−τε
{
∂ψ
∂xk
(γε(t), γ˙ε(t))J
k
ε (t)
+
∂ψ
∂vk
(γε(t), γ˙ε(t))
DJkε (t)
dt
}
dt = 0, (17)
where Jε(t) =
∂γε,s(t)
∂s
∣∣
s=0
is the variation (Jacobi) field along γε.
Differentiating the identity γε,s(−τε,s) = xs with respect to s, at s = 0 we
get
Jε(−τε)− γ˙ε(−τε)
dτε,s
ds
∣∣∣
s=0
= v.
On putting
Aε = −
dτε,s
ds
∣∣∣
s=0
and using the equality γ˙ε(−τε) = (v + εn)/|v + εn| = v +O(ε), we get
Jε(−τε) = v −Aεγ˙ε(−τε) = (1−Aε)γ˙ε(−τε) +O(ε).
Hence, Jε has the following boundary conditions:
Jε(−τε) = (1−Aε)γ˙ε(−τε) +O(ε), Jε(0) = 0. (18)
As soon as a Jacobi field depends linearly on boundary conditions, from
(18) we deduce
Jε(t) = −
1−Aε
τε
tγ˙ε(t) + J˜ε(t), (19)
where J˜ε is a Jacobi field along γε with boundary conditions
J˜ε(−τε) = O(ε), J˜ε(0) = 0. (20)
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Using these conditions together with the Jacobi equation, which we do not
derive here since it can be done similarly as in [7], we conclude that
J˜ε = O(ε) (21)
in an appropriate C1-norm.
To evaluate Aε, put cε(s, t) = γε,s((τε,s/τε)t). Then τε,s is the length of
the curve cε(s, ·) : [−τε, 0]→M and the variation field of cε(s, t) is
V (t) =
∂cε(s, t)
∂s
∣∣∣
s=0
=
∂γε,s((τε,s/τε)t)
∂s
∣∣∣
s=0
= Jε(t)−
Aε
τε
tγ˙ε(t) = −
tγ˙ε(t)
τε
+O(ε).
The first variation formula for length, together with (19), now gives
dτε,s
ds
∣∣∣
s=0
= −
∫ 0
−τε
〈
V (t),
Dγ˙ε
dt
〉
γ˙ε(t)
dt− 〈V (−τε), γ˙ε(−τε)〉γ˙ε(−τε)
= −
∫ 0
−τε
〈
−
tγ˙ε(t)
τε
,
Dγ˙ε
dt
〉
γ˙ε(t)
dt− 〈γ˙ε(−τε), γ˙ε(−τε)〉γ˙ε(−τε) +O(ε)
= −1 +O(ε).
Hence Aε = 1 + O(ε). From (19) and (21) we then get: Jε = O(ε) in an
appropriate C1-norm. Therefore, using (17) we conclude that
ψ(x, v) = ψ(x, vε/|vε|) +O(ε) = O(ε). (22)
We recall that the above argument was carried out under the assumption
that γε intersects ∂M transversally at the point yε = γε(τε).
To get rid of this assumption, we invoke the following:
Proposition 3.2. [21, Theorem 3.7, Ch. IX] Given a plane set R, let P
be a subset of R at every point of which the set R has an extreme tangent
parallel to a fixed straight line D. Then the orthogonal projection of P on
the line at right angles to D is of linear measure zero.
Applying this proposition in polar coordinates related to the exponential
map (2) at x, we conclude that γε meets ∂M transversally at yε for almost
every ε. Hence, (22) holds for all ε, which implies the claim of the theorem.

3.2. Reduction to the kinetic equation. If ψ(x, v) = f(x)+αx(v) satis-
fies the conditions of Theorem 1.1, we know from Theorem 3.1 that ψ(x, v) =
0 for (x, v) ∈ S(∂M). As soon as ψ(x,−v) = 0 too, we have f(x) = 0 and
αx(v) = 0 for x ∈ ∂M and v ∈ Tx(∂M). The following obvious proposition
can also be regarded as an easy consequence of [22, Lemma 2.2].
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Proposition 3.3. Let g be a Riemannian metric on M and let n be the
inward unit normal to ∂M in M . If θ is a smooth function on ∂M , then
there is h ∈ C∞(M) such that h|∂M = 0 and
∂h
∂n
∣∣∣
∂M
= θ.
Considering any Riemannian metric g on M and taking θ = α(n), it
follows that the function ψ˜ = ψ−dh has the following property: the equality
ψ˜(x, v) = 0 (23)
holds for all x ∈ ∂M and v ∈ TxM .
Now we reduce the proof of Theorem 1.1 to an inverse problem for a
kinetic equation. In view of (16) and (23), we may henceforth assume that
the function ψ itself vanishes on the boundary:
ψ|∂(SM) = 0. (24)
Further, without loss of generality, we assume that M is a subset of a
closed smooth surface U . We extend F to a Finsler metric on U and extend
λ to a smooth function on SU , thus obtaining a thermostat (U,F, λ). We
extend ψ from SM to SU by zero, preserving the notation. The boundary
condition (24) guarantees that the so-obtained function ψ is continuous on
U and belongs to the Sobolev space H1(SU) of square-integrable functions
with square-integrable first-order derivatives.
Since (M,F, λ) is nontrapping, there is no complete λ-geodesic which
would be contained entirely in M . Therefore, for any (x, v) ∈ SM there
is a number τ(x, v) such that γx,v(τ(x, v)) /∈ M . We define a function
u : SU → R to be
u(x, v) =
∫ τ(x,v)
0
ψ(φt(x, v)) dt. (25)
Note that the value of u(x, v) is independent of the choice of τ(x, v). This
follows from (15) and the fact that ψ vanishes on SU \ SM int.
Call a point (x, v) ∈ SM regular if the λ-geodesic γx,v intersects ∂M
transversally from either side, and if the open segment of γx,v between the
basepoint x and the point of intersection lies entirely in M int. We denote by
RM ⊂ SM the set of all regular points. It is clear that RM is open in SM
and has full measure in SM .
Lemma 3.4. The function u : SU → R has the following properties:
(i) u|S(U\M) = 0,
(ii) u ∈ H1(SU) ∩ C(SU) ∩ C∞(RM),
(iii) u is C1 smooth along the orbits of the thermostat flow φ and satisfies
the following kinetic equation on SU :
Fu(x, v) = −ψ(x, v). (26)
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Proof. Statement (i) is a direct consequence of (15) and (25).
To prove (ii) take any point (x, v) ∈ SU . Since γx,v(τ(x, v)) /∈M , we can
choose a small one-dimensional subspace Φ in U transversally intersecting
γx,v at the point γx,v(τ(x, v)) and disjoint from M. Then there is a neigh-
bourhood of (x, v) in SU such that for every (x′, v′) in this neighbourhood
the λ-geodesic γx′,v′ will hit Φ at the time τ˜(x
′, v′) smoothly depending on
(x′, v′) and such that τ˜(x, v) = τ(x, v). For these (x′, v′) we can therefore
take τ˜(x′, v′) as τ(x′, v′) while defining u by (25). So locally the lower limit
of integration in (25) can be chosen to be a smooth function. Since ψ is
continuous and lies in the Sobolev space H1(SU), this observation allows us
to prove routinely that u is continuous and belongs to H1(SU).
If (x, v) ∈ RM , then there is a neighbourhood of (x, v) in SU such that for
all (x′, v′) in this neighbourhood the λ-geodesics γx′,v′ intersect ∂M transver-
sally from the same side as γx,v so that the interior of the segment between
x′ and the point of intersection lies in M int for each of these λ-geodesics.
Moreover, the parameter values τ(x′, v′) of the intersection points are smooth
functions of (x′, v′) in this neighbourhood. Since ψ is smooth in SM , we con-
clude that u is smooth in the chosen neighbourhood of (x, v) and therefore
smooth on RM .
Finally, we give the proof of (iii). For ϕ ∈ C∞(SM) and (x, v) ∈ SM we
have
Fϕ(x, v) =
d
dt
ϕ(φt(x, v))
∣∣∣∣
t=0
. (27)
By way of approximation, it is easy to see that (27) works equally well for
the functions ϕ ∈ H1(SU) ∩ C(SU). To apply it to our function u, take
(x, v) ∈ SM . Then γφs(x,v)(t) = γx,v(t + s) and we can take τ(φs(x, v)) =
τ(x, v)− s. By (25)
u(φs(x, v)) =
∫ τ(φs(x,v))
0
ψ(φt+s(x, v)) dt =
∫ τ(x,v)
s
ψ(φt(x, v)) dt.
Taking the derivative at s = 0 gives (26) and finishes the proof of the lemma.

3.3. Pestov integral identity. LetD be a compact oriented two-dimensional
submanifold of U with boundary ∂D and u : SD → R be a smooth function
such that u|∂(SD) = 0. By Theorem 2.3 we have∫
SD
(FV u)2 dµ−
∫
SD
K(V u)2 dµ =
∫
SD
(V Fu)2 dµ −
∫
SD
(Fu)2 dµ. (28)
Lemma 3.5. Let D ⊂ U be a surface with boundary ∂D. Let a function
u : SD → R be such that u ∈ H1(SD), Fu ∈ H1(SD), u is smooth in some
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neighbourhood of ∂(SD) in SD, and u|∂(SD) = 0. Then the integral identity
(28) is valid for u.
Proof. We want to construct a sequence of smooth functions uk coinciding
with u in a neighbourhood of ∂(SD) and such that uk → u in H
1(SD) and
Fuk → Fu in H
1(SD) as k →∞. Then applying (2.3) to each function uk
and passing to the limit as k →∞, we come to the desired conclusion.
A chart (O,ϕ) of the manifold SN is called straightening the vector field
F if ψ∗F coincides with a coordinate vector field on the range ψ(O) ⊂ R
2.
Cover SD by an atlas consisting of sufficiently small straightening charts
(Oi, ϕi), so that the charts having nonempty intersection with ∂(SD) lie
entirely in that neighbourhood of ∂(SD) where u is smooth. Choose a
partition of unity {µi} subordinate to this atlas. Then u =
∑
i µiu, where
each µiu has support in Oi.
Choose those indices i for which Oi is disjoint from ∂(SD). Fix a nonneg-
ative function κ ∈ C∞0 (R
2) such that
∫
R2
κdx = 1. Set κδ(x) = κ(x/δ)/δ
2
for δ > 0. The function u˜δi = ((µiu) ◦ ϕ
−1
i ) ∗ κδ is C
∞-smooth on R2 and
supp u˜δi ⊂ ϕi(Oi) for δ > 0 small enough. The difference u˜
δ
i − (µiu) ◦ ϕ
−1
i
tends to zero uniformly on R2 as δ → 0. Lift the function u˜δi to Oi by ϕi,
i.e. consider the function u˜δi ◦ ϕi and denote it again by u˜
δ
i . For the other
indices, take the functions µiu themselves for u˜
δ
i . Then the sum uδ =
∑
i u˜
δ
i
is the sought approximation to u. 
3.4. Riccati equation and second integral identity. For (x, v) ∈ SM ,
define
V(x, v) := ker d(x,v)pi, and E(x, v) := V(x, v) ⊕RF(x, v),
where d(x,v)pi is the differential of the natural projection pi : SM → M and
F is the infinitesimal generator of the thermostat flow.
Lemma 3.6. If γ : [0, T ]→M is a λ-geodesic, then
dγ˙(0)φt(E) ∩ V(γ(t), γ˙(t)) = {0}
for every t ∈ (0, T ].
Proof. Take (x, v) ∈ SM and t ∈ (0, T ]. From the definition of expλ it is
straightforward that
image(dtv exp
λ
x) = dγ˙(t)pi(dγ˙(0)φt(E)).
By the absence of conjugate points, dw exp
λ
x is a linear isomorphism for every
w ∈ TxM at which exp
λ
x is defined, and the lemma follows. 
For (x, v) ∈ SM there is t0 such that x0 = γx,v(t0) ∈ U \ M . If x0
is close enough to M , then γx0,v0 has no conjugate points either, where
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v0 = γ˙x,v(t0). Then Lemma 3.6 implies that there is a unique continuous
function r(t) = r(φt(x0, v0)) along the orbit of (x0, v0) such that
H(φt(x0, v0)) + r(t)V (φt(x0, v0)) ∈ dv0φt(E).
In this way we can define r on the whole SM . The so-obtained function r
is smooth on every orbit and r ∈ L∞(SM). Below we will need to use the
fact that the function r satisfies a Riccati type equation along the flow.
Lemma 3.7. (Riccati equation). The function r satisfies
F(r − V (λ)) + r(λI − V (λ) + r) +K− λIV (λ) = 0.
Proof. Fix (x, v) ∈ SM and set
ξ(t) := dφ−t(H(φt(x, v)) + r(φt(x, v))V (φt(x, v))).
By the definition of r, ξ(t) ∈ E(x, v) for all t. Differentiating with respect
to t and setting t = 0 we obtain:
ξ˙(0) = [F,H] + F(r)V + r[F, V ].
Using the commutation relations (7) we have
ξ˙(0) = −λF− λIξ(0) + {K −H(λ)− λJ + λ2 + F(r)− rV (λ)}V.
Replacing H by ξ(0)− rV yields:
ξ˙(0)+(r+λI)ξ(0)−λF = {K−H(λ)−λJ+λ2+F(r)+λIr−rV (λ)+r2}V.
Since ξ˙(0) + (r + λI)ξ(0) − λF ∈ E we must have
K −H(λ)− λJ + λ2 + F(r) + λIr − rV (λ) + r2 = 0
which is the desired equation. 
For the proof of Theorem 1.1 we also need the following result.
Theorem 3.8. Let ϕ → R be a function vanishing on ∂(SM) such that
ϕ ∈ C∞(RM). Then∫
SM
(Fϕ)2 dµ −
∫
SM
Kϕ2 dµ =
∫
SM
[F(ϕ)− rϕ+ ϕV (λ)]2 dµ ≥ 0.
Moreover, ∫
SM
[F(ϕ)− rϕ+ ϕV (λ)]2 dµ = 0
if and only if ϕ = 0 on RM .
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Proof. Let us expand [F(ϕ)− rϕ+ ϕV (λ)]2:
[F(ϕ)− rϕ+ ϕV (λ)]2 = [F(ϕ)]2 + ϕ2r2 + ϕ2[V (λ)]2
− 2F(ϕ)ϕr + 2F(ϕ)ϕV (λ)− 2ϕ2rV (λ).
Using Lemma 3.7, we obtain:
[F(ϕ)− rϕ+ ϕV (λ)]2 = [F(ϕ)]2 −Kϕ2
− F((r − V (λ))ϕ2) + ϕ2[V (λ)]2
− ϕ2r[λI + V (λ)] + λIV (λ)ϕ2.
If we integrate the last equality with respect to the measure µ, we obtain as
desired:∫
SM
(Fϕ)2 dµ−
∫
SM
Kϕ2 dµ =
∫
SM
[F(ϕ) − rϕ+ ϕV (λ)]2 dµ,
since by the Stokes Theorem and (8), we have
∫
SM
F((r−V (λ))ϕ2) dµ =
∫
SM
{ϕ2[V (λ)]2−ϕ2r[λI+V (λ)]+λIV (λ)ϕ2} dµ
+
∫
∂(SM)
(r − V (λ))ϕ2 iFΘ
while the last integral vanishes due to the boundary condition.
Suppose now ∫
SM
[F(ϕ) − rϕ+ ϕV (λ)]2 dµ = 0,
which implies
F(ϕ) − rϕ+ ϕV (λ) = 0
on RM . This means that, on almost every orbit, the function ϕ satisfies a
homogeneous first-order ordinary differential equation with zero boundary
data. This surely implies that ϕ ≡ 0 on such an orbit, which yelds ϕ ≡ 0 on
RM . 
3.5. End of the proof of Theorem 1.1. Let W ⊂ N be a collar neigh-
bourhood of ∂M in N . This means that there is a diffeomorphism Ψ :
∂M × (−1, 1) → W such that the restriction Ψ|∂M×{0} is the identity map.
We also assume that Ψ(∂M × (−1, 0)) ⊂M and Ψ(∂M × (0, 1)) ⊂ N \M .
Put Mε = M ∪ Ψ(∂M × [0, ε]), 0 ≤ ε < 1, obtaining a nested family of
subdomains in N , with M0 =M .
Let us now prove Theorem 1.1. By Lemma 3.4 the function u satisfies the
condition of Lemma 3.5 with D =Mε for every ε > 0. Then by Lemma 3.5
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we have∫
SMε
(FV u)2 dµ −
∫
SMε
K(V u)2 dµ =
∫
SMε
(V Fu)2 dµ−
∫
SMε
(Fu)2 dµ
for every ε > 0. It is easy to see that the right-hand side of the last equation
is nonpositive. Indeed, since V Fu = −V α(x, v) we have∫
SMε
fα dµ = 0 and
∫
SMε
α2 dµ =
∫
SMε
(V α)2 dµ.
This follows from [7, Lemma 4.4], which holds in any dimension. Thus∫
SMε
(FV u)2 dµ−
∫
SMε
K(V u)2 dµ = −
∫
SMε
f2 dµ ≤ 0.
Lemma 3.4 allows us to pass to the limit as ε → 0 in this identity. Using
Theorem 3.8 we obtain that V u ≡ 0 on RM . This says that u = −h
almost everywhere for some h ∈ C∞0 (M). Since u ∈ C(SM), then u = −h
everywhere. But in this case, since dpi(x,v)(F) = v we have Fu = −dhx(v).
This clearly implies the claim of Theorem 1.1.
4. Proof of Theorem 1.5
The considerations here generalize mostly those in [6], where the Riemann-
ian case was treated. We start Subsection 4.1 with derivation of the Riccati
equation. In Subsection 4.2 we obtain from it a certain integral identity.
The latter, combined with the Pestov integral identity, will prove Theorem
1.5 in Subsection 4.3. Subsection 4.4 plays an auxiliary role and is devoted
to providing a sufficient condition for a thermostat flow to be Anosov on
using the hyperbolicity test due to M. Wojtkowski [24].
4.1. Riccati equation for Anosov thermostats. Recall that the Anosov
property means that there is a continuous invariant splitting T (SM) = RF⊕
Eu ⊕ Es in such a way that there are constants C > 0 and 0 < ρ < 1 < η
such that for all t > 0 we have
‖dφ−t|Eu‖ ≤ C η
−t and ‖dφt|Es‖ ≤ C ρ
t,
where the norms are taken with respect to a Sasaki type Riemannian metric
on SM induced by the Finsler metric F . The subbundles are then invariant
and Ho¨lder continuous and have smooth integral manifolds, the stable and
unstable manifolds, which define a continuous foliation with smooth leaves.
Let us introduce the weak stable and unstable bundles:
E+ = RF⊕ Es,
E− = RF⊕ Eu.
Lemma 4.1. For any (x, v) ∈ SM , V (x, v) /∈ E±(x, v).
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Proof. Let Λ(SM) be the bundle above SM that at each point (x, v) ∈ SM
consists of all 2-dimensional subspaces W of T(x,v)SM with F(x, v) ∈W .
The map (x, v) 7→ RF(x, v) ⊕ RV (x, v) is a section of Λ(SM) and its
image is a codimension one submanifold that we denote by ΛV and call it
Maslov cycle. Similarly the map (x, v) 7→ RF(x, v) ⊕ RH(x, v) is a section
of Λ(SM) and its image is a codimension one submanifold that we denote
by ΛH .
The flow φ naturally lifts to a flow φ∗ acting on Λ(SM) via its differential.
Let F∗ be the infinitesimal generator of φ∗.
Claim 4.2. F∗ is transversal to the Maslov cycle ΛV .
Proof. Indeed, define a function m : Λ(SM) \ ΛH → R as follows. If W ∈
Λ(SM) \ ΛH , then H /∈ W . Thus there exists a unique m = m(W ) such
that mH + V ∈W . Clearly m is smooth and ΛV = m
−1(0) ⊂ Λ(SM) \ΛH .
Fix (x, v) ∈ SM and set
m(t) := m(φ∗t (RF (x, v) ⊕ RV (x, v))).
By the definition of m, there exist functions x(t) and y(t) such that
m(t)H(φt(x, v)) + V (φt(x, v)) = x(t)F(φt(x, v)) + y(t)dφt(V (x, v)).
Equivalently
m(t)dφ−t(H(φt(x, v))) + dφ−t(V (φt(x, v))) = x(t)F(x, v) + y(t)V (x, v).
Differentiating with respect to t and setting t = 0 (recall that m(0) = 0) we
obtain:
m˙(0)H + [F, V ] = x˙(0)F + y˙(0)V.
But [V,F] = H + V (λ)V . Thus m˙(0) = 1 which proves the claim. 
From the Claim 4.2 it follows that ΛV determines an oriented codimen-
sion one cycle in Λ(SM) and by duality it defines a cohomology class m ∈
H1(Λ(SM),Z). Set E = E±. Given a continuous closed curve α : S1 → SM ,
the index of α is ν(α) := 〈m, [E ◦ α]〉 (i.e. ν = E∗m ∈ H1(SM,Z)). The
index of α only depends on the homology class of α. Since E is φ-invariant,
the Claim 4.2 also ensures that if γ is any closed orbit of φ, then ν(γ) ≥ 0.
Recall that according to Ghys [12] we know that φ is topologically con-
jugate to the geodesic flow of a metric of constant negative curvature. In
particular, every homology class in H1(SM,Z) contains a closed orbit of φ.
Thus ν must vanish.
If there exists (x, v) ∈ SM for which V (x, v) ∈ E(x, v), then using
that every point of φ is non-wandering, we can produce exactly as in [19,
Lemma 2.49] a closed curve α : S1 → SM with ν(α) > 0. This contradiction
shows the lemma. 
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Lemma 4.1 implies that there exist unique continuous functions r±(x, v)
on SM such that
H(x, v) + r+(x, v)V (x, v) ∈ E+,
H(x, v) + r−(x, v)V (x, v) ∈ E−.
Note that the Anosov property implies that r± are smooth along φ and
r+ 6= r− everywhere. Next, we show that the functions r± satisfy a Riccati
type equation along the flow.
Lemma 4.3. The function r = r± satisfies
F(r − V (λ)) + r(λI − V (λ) + r) +K− λIV (λ) = 0. (29)
Proof. Let E = E±. Fix (x, v) ∈ SM and set
ξ(t) := dφ−t(H(φt(x, v)) + r(φt(x, v))V (φt(x, v))).
By the definition of r, ξ(t) ∈ E(x, v) for all t. Differentiating with respect
to t and setting t = 0 we obtain:
ξ˙(0) = [F,H] + F(r)V + r[F, V ].
Using the commutation relations (7) we have
ξ˙(0) = −λF− λIξ(0) + {K −H(λ)− λJ + λ2 + F(r)− rV (λ)}V.
Replacing H by ξ(0)− rV yields:
ξ˙(0)+(r+λI)ξ(0)−λF = {K−H(λ)−λJ+λ2+F(r)+λIr−rV (λ)+r2}V.
Since ξ˙(0) + (r + λI)ξ(0) − λF ∈ E we must have
K −H(λ)− λJ + λ2 + F(r) + λIr − rV (λ) + r2 = 0
which is the desired equation. 
4.2. Second integral identity for Anosov thermostats. Here we prove
the following integral identity which we use in the proof of Theorem 1.3.
Theorem 4.4. Let ϕ : SM → R be a smooth function and suppose the flow
φt is Anosov. Then for r = r
±
∫
SM
(Fϕ)2 dµ −
∫
SM
Kϕ2 dµ =
∫
SM
[F(ϕ)− rϕ+ ϕV (λ)]2 dµ ≥ 0.
Moreover, ∫
SM
[F(ϕ)− rϕ+ ϕV (λ)]2 dµ = 0
if and only if ϕ = 0.
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Proof. We omit the proof of the first part since it is exactly the same as the
first part of Theorem 3.8. Suppose now∫
SM
[F(ϕ) − rϕ+ ϕV (λ)]2 dµ = 0,
which implies
F(ϕ) − rϕ+ ϕV (λ) = 0
everywhere. Since this holds for r = r±, we deduce:
(r+ − r−)ψ = 0.
But for an Anosov flow r+ − r− 6= 0. This surely implies that ϕ ≡ 0 on
SM . 
4.3. End of the proof of Theorem 1.5. Assume we have a cohomological
equation
Fu(x, v) = f(x) + αx(v).
By the Pestov integral identity we have∫
SM
(FV u)2 dµ−
∫
SM
K(V u)2 dµ =
∫
SM
(V Fu)2 dµ−
∫
SM
(Fu)2 dµ.
It is easy to see that the right-hand side of the last equation is nonpositive.
Indeed, since V Fu = V α(x, v) we have∫
SM
fα dµ = 0 and
∫
SM
α2 dµ =
∫
SM
(V α)2 dµ.
This follows from [7, Lemma 4.4], which holds in any dimension. Thus∫
SM
(FV u)2 dµ −
∫
SM
K(V u)2 dµ = −
∫
SM
f2 dµ ≤ 0.
Using Theorem 4.4 we obtain that V u ≡ 0 on SM , which says that u = h
some h ∈ C∞(M). Since dpi(x,v)(F) = v we have Fu = dhx(v). This clearly
implies the claim of Theorem 1.5.
4.4. Sufficient condition for a thermostat flow to be Anosov.
Theorem 4.5. If (M,F, λ) is a thermostat on a closed oriented Finsler
surface and
K −H(λ)− λJ + λ2 +
(λI + V (λ))2
4
< 0,
then the flow φt is Anosov.
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Proof. We apply the hyperbolicity test of [24, Theorem 5.2].
Given ξ ∈ T(x,v)(SM) we may write:
ξ = aF(x, v) + yH(x, v) + zV (x, v).
Define a quadratic form Q on SM by
Q(ξ) = yz.
Consider the quotient bundle Tˆ (SM) defined by
Tˆ(x,v)(SM) := T(x,v)(SM)/RF(x, v).
Since dφtF(x, v) = F(φt(x, v)), the differential dφt descends to the quotient
to define a map At : Tˆ(x,v)(SM)→ Tˆφt(x,v)(SM) satisfying
As+t = As ◦ At.
By Theorem 5.2 of [24], it suffices to prove that the flow φt is strictly
monotone with respect to the quadratic form Q, i.e., the projection of the
Lie derivative LFQ onto the quotient bundle is positive definite. To this end,
we need the following lemma.
Lemma 4.6. For ξ ∈ T(x,v)SM consider the representation of dφt(ξ) in
terms of F,H, V :
dφt(ξ) = a(t)F(φt(x, v)) + y(t)H(φt(x, v)) + z(t)V (φt(x, v)).
Then the functions a, y, z satisfy the following equations
a˙ = λy,
y˙ = λIy + z,
z˙ = −{K −H(λ)− λJ + λ2}y + V (λ)z.
Proof. Equivalently we have
ξ = a(t)dφ−t(F(φt(x, v))) + y(t)dφ−t(H(φt(x, v))) + z(t)dφ−t(V (φt(x, v))).
If we differentiate the last equality with respect to t we obtain:
0 = a˙F+ y˙H + y[F,H] + z˙V + z[F, V ].
Using the commutation relations (7) and regrouping, we find out the equa-
tions of Lemma 4.6. 
Continuing the prof of the theorem, we have
LFQ|Tˆ (SM) =
d
dt
∣∣∣
t=0
Qˆ(At(ξ)) =
d
dt
∣∣∣
t=0
(y(t)z(t))
= −{K −H(λ)− λJ + λ2}y2 + (V (λ) + λI)yz + z2.
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By Sylvester’s criterion it is positively definite if and only if
K −H(λ)− λJ + λ2 +
(λI + V (λ))2
4
< 0,
which concludes the proof of the theorem. 
5. Proof of Theorem 1.6
In Subsection 5.1 we give an equivalent condition to the absence of con-
jugate points for a thermostat in terms of the Jacobi equation. This is
completely analogous to the case of the geodesic flow. Subsection 5.2 is
devoted to constructing an integrable solution of the corresponding Riccati
equation. This is achieved by reducing the problem to Hopf’s construction
in [14] and is similar to the considerations we used before in [1, Sections 4-5].
Finally, in Subsection 5.3 we conclude the proof of Theorem 1.6 by applying
the Pestov integral identity.
5.1. Thermostats without conjugate points. Put
q = −λI − V (λ), k = K− FV (λ)− F(λI).
Our aim in this subsection is the following
Theorem 5.1. A thermostat (M,F, λ) has no conjugate points if and only
if all solutions of the Jacobi equation
y¨ + qy˙ + ky = 0, (30)
along any λ-geodesic, vanish at most once.
We consider a variation of the λ-geodesic γ(t) = pi ◦ φt(x, v) for some
(x, v) ∈ SM . We take the variation c(s, t) = pi(φt(Z(s))) of γ that depends
on a curve Z ⊂ TM with Z˙(0) = ξ ∈ T(x,v)SM . The vector field Jξ(t) :=
∂c
∂s
∣∣∣
s=0
(t) (that depends on ξ) is called a Jacobi field along γ.
Lemma 5.2. Every Jacobi field Jξ, expressed as
Jξ(t) = x(t)γ˙(t) + y(t)iγ˙(t),
satisfies the Jacobi equations
x˙ = λy, (31)
y¨ + qy˙ + ky = 0. (32)
In particular, if a Jacobi field J is tangent to the λ-geodesic γ everywhere,
then J = cγ, where c = const.
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Proof. For ξ ∈ T (SM), write
dφt(ξ) = x(t)F+ y(t)H + z(t)V,
equivalently
ξ = x(t)dφ−t(F) + y(t)dφ−t(H) + z(t)dφ−t(V ).
If we differentiate the last equality with respect to t, we obtain:
0 = x˙F+ y˙H + y[F,H] + z˙V + z[F, V ].
Using the bracket relations and regrouping we arrive at (31) and (32). 
Let γ : [0, T ]→M be a λ-geodesic with endpoints x = γ(0) and y = γ(T ).
We say that x and y are conjugate along γ if the map dT γ˙(0) exp
λ
x has a non-
maximal rank. Note that this definition does not contradict the definition
of the absence of conjugate points mentioned in the Introduction.
There exists a simple but very useful and well-known relation between the
exponential map and the Jacobi fields:
Theorem 5.3. Let γ : [0, T ] → M be a λ-geodesic with endpoints x = γ(0)
and y = γ(T ). Then x and y are conjugate along γ if and only if there exists
a nonzero Jacobi field along γ satisfying J(0) = J(T ) = 0.
Proof. For the proof we need the following
Lemma 5.4. Let γ : [0, T ]→M be a λ-geodesic such that γ(t) = expλx(tv),
with x = γ(0) and v = γ˙(0). Let w ∈ TxM . Then J(t) = dtv exp
λ
x(tw) is a
Jacobi field along γ. Moreover, J(0) = 0 and DtJ(0) = w.
The proof of the lemma is standard and we give it for completeness after
the proof of theorem.
Suppose there exists a nonzero vector w ∈ TxM such that dv exp
λ
x(w) = 0.
By Lemma 5.4, the Jacobi field J(t) = dtv exp
λ
x(tT
−1w) is nontrivial, since
DtJ(0) = T
−1w 6= 0, and it satisfies J(0) = J(T ) = 0.
Conversely, if the points x and y are conjugate along γ then there exists a
nontrivial Jacobi field J along γ such that J(0) = J(T ) = 0. Let DtJ(0) =
w. Then w 6= 0 and by Lemma 5.4 dT γ˙(0) exp
λ
x(Tw) = J(T ) = 0 so that
y = expλx(T γ˙(0)). This means that w ∈ ker dT γ˙(0) exp
λ
x. 
Proof of Lemma 5.4. Consider the variation c(s, t) = expλx(t(v + sw)) of γ.
Since
∂c
∂s
(s, t) =
∂ expλx(t(v + sw))
∂s
= dt(v+sw) exp
λ
x(tw),
the vector field J(t) is a Jacobi field. Once d0 exp
λ
x is the identity map, we
have
J(0) = d0 exp
λ
x(0) = 0.
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It is well known that DsY (s, t) = DtJ(s, t), where Y (s, t) =
∂c
∂t
(s, t) and
J(s, t) = ∂c
∂s
(s, t). Then
DtJ(s, 0) = DsY (s, 0) = Ds(d0 exp
λ
x(v + sw)) =
∂(v + sw)
∂s
= w,
which finishes the proof. 
Let ξ ∈ T(x,v)TM , and let Z(t) = (α(t), z(t)) be any curve with Z(0) =
(x, v) and Z˙(0) = ξ. Define the connection map
K(x,v)(ξ) := ∇α˙z˙(0).
For (x, v) ∈ TM , define the horizontal subbundle by H(x, v) = kerK(x,v).
So we obtain the following isomorphism:
T(x,v)TM →H(x, v) ⊕ V(x, v), ξ 7→ (dpi(x,v)(ξ),K(x,v)(ξ)).
Proof of Theorem 5.1. Assume that a thermostat has no conjugate points.
Let γ(t), 0 ≤ t ≤ T , be a λ-geodesic. By Lemma 3.6, dγ˙(0)φt(E) can be
seen to be a graph over the horizontal subspace for t ∈ (0, T ]. We may thus
express
dγ˙(0)φt(E) = graphS := {(v, S(t)v), v ∈ H(γ˙(t)}
with some S(t) : H(γ˙(t))→ V(γ˙(t)) for t ∈ (0, T ]. We have (see, for instance,
[15, Lemma 3.1])
dφt(ξ) = (Jξ(t), J˙ξ(t)). (33)
Let u(t) := 〈S(t)iγ˙, iγ˙〉. In view of (33), J˙η = SJη for all η ∈ T(x,v)SM .
Using all of this, we obtain that y˙ = uy. Since u is well defined for all
t ∈ (0, T ], it is easy to see that y never vanishes for t ∈ (0, T ].
Conversely, suppose that, for any λ-geodesic γ(t), any solution of (30) on
γ with y(a) = y(b) = 0 for some a < b is necessarily y ≡ 0. Let J(t) be
a Jacobi field along γ with J(a) = J(b) = 0. Using Lemma 5.2 we then
conclude that J(t) is of the form J = cγ˙. As soon as J(a) = J(b) = 0, J
vanishes identically. Appealing to Theorem 5.3, we conclude the proof. 
5.2. Riccati equation. Let γ(t), −∞ < t < +∞, be a complete unit speed
λ-geodesic. The Jacobi equation on γ is:
y¨ + qy˙ + ky = 0. (34)
If y(t) is a nowhere vanishing solution of (34), then r(t) = y˙(t)
y(t) is a solution
of the Riccati equation
r˙ + r2 + qr + k = 0. (35)
Let
m(t) := exp
(
−
1
2
∫
q(t) dt
)
.
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If y(t) = m(t)z(t) then z(t) is a solution of the equation
z¨ + k˜z = 0, (36)
where
k˜(t) = k(t)−
q˙
2
+
q2
4
. (37)
Sincem(t) is nowhere zero, equation (34) has no conjugate points if and only
if so does equation (36).
The Riccati equation corresponding to (36) is
u˙+ u2 + k˜ = 0. (38)
Clearly, the solutions of (35) and (38) are related by
r(t) = u(t)− q(t)/2. (39)
Observe that, once SM is compact, there is a constant A ≥ 0 such that
|k˜(x, v)| =
∣∣∣∣k(x, v) − F (q(x, v))2 +
q2(x, v)
4
∣∣∣∣ ≤ A2
for all (x, v) ∈ SM . Since k˜(t) is the restriction of k˜(x, v) to (γ, γ˙), we have
|k˜(t)| ≤ A2.
In [14], Hopf constructed a solution u(t) of (38) such that |u(t)| ≤ A
for all t. Considering all γ gives a bounded function u(x, v) on SM whose
resctriction to any γ is a solution of (38), and Hopf proves in [14] that this
u(x, v) is a measurable function on SM . In view of (39), taking r(x, v) =
u(x, v)− q(x, v)/2 then yields a bounded measurable function r(x, v) whose
restriction to any γ is a solution of (35). From (35) we readily infer that
r(x, v) satisfies the following equation on SM :
F(r) + r2 + qr + k = 0. (40)
5.3. End of the proof of Theorem 1.6. Using the same arguments as in
the proof of Theorem 2.3, we can derive the following integral identity for
any ϕ ∈ C∞(SM):∫
SM
(Fϕ)2 dµ−
∫
SM
Kϕ2 dµ =
∫
SM
[F(ϕ)−rϕ+ϕ(λI+V (λ))]2 dµ ≥ 0. (41)
Applying Theorem 2.3 for a smooth function u : SM → R, we get∫
SM
(FV u)2 dµ−
∫
SM
K(V u)2 dµ =
∫
SM
(V Fu)2 dµ −
∫
SM
(Fu)2 dµ, (42)
If Fu = f , then it is obvious that the right-hand side of (42) is nonpositive.
Thus ∫
SM
(V Fu)2 dµ−
∫
SM
(Fu)2 dµ = −
∫
SM
f2 dµ ≤ 0.
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Combining this with (41) written for ϕ = V u yields f = 0. The proof of
Theorem 1.6 is complete.
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