Breathing adaptation during external-beam radiotherapy is a matter of great concern because uncompensated tumour motion requires extended treatment margins that endanger sensitive tissue. Compensation strategies include beam gating, collimator tracking and robotic beam re-alignment. All of these schemes have a system latency of up to several hundred milliseconds, which calls in turn for predictive control loops. Irregularities in breathing make prediction difficult. We have evaluated the performance of two classes of control loop algorithms-the linear adaptive filter and the adaptive nonlinear neural network-for highly irregular patient breathing behaviours. The neural network demonstrated robust adaptability to all of the observed breathing patterns while the linear filter failed in a significant percentage of cases. For those cases where the linear filter could function, it made less accurate predictions than the neural network. Because the neural network presents no additional computational burden in the control loop we conclude that it is the preferred choice among heuristic predictive algorithms.
Introduction
Modelling and prediction of respiration is a subject of great interest in medicine. It has special relevance to medical robotics, where treatment devices must adapt to anatomical movement as the patient breathes. Radiation therapy presents several such scenarios in which the radiation beam is either turned off and on in synchrony with respiration or is physically redirected to follow the moving tumour (Kubo and Hill 1996 , Schweikard et al 2000 , Keall et al 2000 , Neicu et al 2003 , Murphy 2004 . Because no system response to respiratory motion can occur instantaneously, there will be a lag time (latency) between observation of the tumour's position and completion of the adaptive response. This system latency can be up to several hundred milliseconds and requires that the treatment device anticipate the future position of the tumour using a predictive control loop.
The superficially regular character of normal respiration suggests that prediction should be straightforward but in fact breathing is complex and non-stationary (Patil et al 1989 , Donaldson 1992 , Liang et al 1995 , Benchetrit 2000 . Regular breathing can be interrupted by irregular transient periods (e.g., coughing, hyperventilation, etc). Some breathing behaviours are highly irregular by nature. The likelihood of highly irregular breathing increases with patients whose pulmonary function has been compromised by disease. The most effective prediction process must be able to deal with the full range of respiratory behaviour (Ozhasoglu and Murphy 2002) .
Three general approaches have been pursued to predict respiration. The most fundamental is to develop a bio-mechanical model of the breathing process (Low et al 2005) . Alternatively one can attempt to develop an a priori mathematical model of the respiratory cycle using simple harmonic functions (Seppenwoolde et al 2002 , Neicu et al 2003 ,Vedam et al 2004 . The third approach is to use non-model-based heuristic learning algorithms that are trained to mimic the respiratory patterns as they are observed.
Transients and highly irregular breathing patterns are by their nature difficult or impossible to model bio-mechanically or with a priori mathematical functions. Consequently we have pursued the use of heuristic algorithms in order to develop system control loops that have the most general applicability.
In Murphy et al (2002 described the use of several heuristic signal-processing filters to make temporal predictions of breathing motion and to correlate tumour motion with external respiratory surrogates. The study included stationary and adaptive linear filters, adaptive Kalman filters and adaptive nonlinear neural networks. The results indicated that, for simplicity and accuracy, the adaptive linear filters and nonlinear neural networks tended to perform better than a Kalman filter. A subsequent study (Isaakson et al 2005) evaluated the relative performance of stationary linear filters, adaptive linear filters, and adaptive neural networks in correlating and predicting tumour motion for three representative examples of patient data. The results showed (unsurprisingly) that adaptive linear and nonlinear filters performed better on non-stationary data than the stationary filter. The study also found that as the irregularity of the tumour motion and breathing cycle increased, the nonlinear filter performed better than the adaptive linear filter.
In other investigations of heuristic predictive algorithms, Vedam et al (2004) have tested a simple linear adaptive filter, Yan et al (2006) have used a single adaptive linear neuron. Sharp et al (2004) have studied both a nonlinear neural network and a Kalman filter. Kakar et al (2005) have implemented a hybrid algorithm combining a nonlinear adaptive neural network with fuzzy logic training. In these studies, though, the breathing patterns were either reasonably stable and periodic to begin with, or were regularized through coaching. To assess the practical utility of these algorithms they must also be tested on transient and/or extremely irregular breathing behaviour such as will be encountered in the clinic.
In the present study we continue the analysis of linear versus nonlinear neural network filters for the particular problem of predicting tumour motion ahead in time when the breathing behaviour is moderately to extremely irregular. In our analysis we consider the accuracy, generality, robustness, stability and recovery performance of both classes of filter. Accuracy refers to the correlation of the predicted signal with the actual signal as a function of latency. A robust filter can adapt to all types of breathing patterns without failure. Generality relates to the ability of a filter design to handle a wide range of signal inputs without requiring specialized tuning for different signal types or editing/preprocessing of the signal data to improve performance. Stability refers to the ability of the filter to survive highly irregular transient behaviour without losing track of the breathing signal. Recovery relates to the speed and accuracy with which the filter regains optimal accuracy following disruptive transients in the breathing signal.
Method and materials

The breathing data
The CyberKnife R at Georgetown University Medical Center is equipped with the Synchrony R respiratory tracking system for treatment of lung, pancreatic and other tumours while the patient breathes freely. This system consists of an optical tracking device that records the movement of light-emitting beacons on the patient's chest, coupled to an x-ray imaging system, to provide continuous tumour position data to the robotic LINAC manipulator, which adapts the treatment beam to the instantaneous position of the tumour (Schweikard et al 2004) . During a routine course of treatment the optical system records sensor position data at 30 Hz. During these treatments the patient is neither coached in breathing technique nor otherwise subjected to breathing regulation. Therefore the optical tracking data can be considered to be a fair record of each patient's normal free breathing. We have used the optical breathing data for nine patients to analyse the ability of neural network filters to predict respiratory signals up to 1 s in advance. The example cases were selected arbitrarily (i.e., without prejudice as to how well or poorly the prediction algorithms might work) to represent a variety of breathing behaviours. The breathing data records ranged in length from 45 to 105 min.
A metric to quantify the complexity and irregularity of the breathing data
Temporal prediction using any type of filter becomes more difficult as the signal becomes more complex and irregular. We have computed a simple metric to indicate signal complexity and irregularity. A stationary periodic signal will have a narrow Fourier spectrum around the fundamental frequency. If the signal is complex and/or non-stationary it will have a broader Fourier spectrum. We therefore calculated the Fourier spectrum of each patient's data in the time window used to analyse filter performance. From the Fourier transform we calculated the spectral power density and from that the dispersion in the spectral power around the dominant frequency. The dispersion increases with spectral complexity. This was expressed as a complexity index starting at 0.0 and ranging for our cases up to about 5.0. For reference we note that using this method a pure sine wave sampled over a limited time interval has a complexity index of 0.17, while the most regular sample of breathing that we analysed had a complexity index of 0.79 and the most irregular sample had an index of 5.11. (The sine wave index is not strictly 0.0 because the finite window aliases in the high frequency components that truncate the signal at the beginning and end of the window.)
The filters
The basic concept of heuristic signal processing algorithms that predict the future amplitude of a signal time series is to take a sequence of signal data samples, make a weighted combination of the samples, operate in some manner on the weighted combinations to obtain an estimate of the future signal, compare the estimated signal to the actual data to obtain a feedback error signal, and then use the error signal to adjust the algorithm weights to optimize the prediction.
A linear filter (LF) is the simplest form of such an algorithm, making its signal estimate P (t) from N input signal samples D(t − i) via equation (1):
where w i are the adjustable weights and the index i denotes discrete samples of the past signal history. This algorithm can be realized in an electronic circuit via a sequence of electronic delays. It is therefore frequently referred to as a tapped delay line filter. We used the least mean squares (LMS) error correction algorithm to optimize the weights of the linear filter:
where
is the error in the current estimated signal sample P (t). The parameter µ determines the speed of convergence. We have found from empirical trials that a good compromise between accuracy and speed of convergence is obtained when
where (R) is an estimate of the covariance matrix of the input signal samples. In a neural network (NN) each individual neuron is nothing more than the linear filter represented by equation (1). A feed-forward network consists of multiple neurons linked together by nonlinear functions (the so-called activation functions) that take the output of one neuron and provide it as input to another. This enables one to assemble layers of interconnected neurons that culminate in one or more output neurons that provide the estimated output signal. The simplest network has a single neuron in the input layer and a single neuron in the output layer. For our analysis we used a neural network with two input neurons and one output neuron, as in figure 1. The input neurons transferred their outputs via a 'sigmoid' activation function to the output neuron:
In addition to the N signal input samples the filter included a weighted offset input to each neuron, making altogether 2(N +1)+3 adjustable weights to train. The network was trained via the well-known back-propagation method (Haykin 2001) . This consists of applying the LMS updating scheme first to the input weights and then progressively applying it, via weighted error signals, backward through the subsequent neuron layers.
If the activation function is linear then a multilayer neural network reduces mathematically to a single neuron (the so-called perceptron), which is nothing more than a linear filter. Hence the linear filter is a special case of the more general nonlinear neural network. The nonlinear activation function allows the neurons in each layer to function independently of each other, which in turn allows the network to recognize highly complex input patterns.
If the weighting parameters of each neuron are set by training the filter on an initial sample of data and then kept constant while processing later signals, then the filter is said to be stationary. If the weights are periodically adjusted to maintain an optimal estimate of the later signals, then the filter is said to be adaptive. If a signal is stationary, then a stationary filter is sufficient to maintain optimal accuracy. If the signal is not stationary (i.e., its average behaviour changes with time) then a stationary filter will lose accuracy as time passes. An adaptive filter is needed to maintain accuracy when processing non-stationary signals.
Signal preprocessing and network setup
Each patient's breathing time series D(t) was centred on its running mean value to remove baseline offset and then normalized to unity variance before being supplied as filter input. The running mean value was calculated from a sliding window of 4 to 8 s length. In temporal adaptive filters it is necessary to choose a sampling history for the individual inputs. The spacing of the samples, times the number of samples, determines the signal history length. The sampling history influences temporal resolution, accuracy over long latencies, ability to learn complex signal features, and the rate of adaptability. We found that downsampling the input signal to 10 Hz and then using 25 sequential samples for input provided a good signal history length for both filters.
The training process
The predictive filters must be specifically trained for a given prediction latency τ . The filters were trained on a signal history of 40 s (i.e., 400 samples at 10 Hz) from the beginning of each patient's breathing data record. The training process consisted of making a sliding window spanning the signal history length (e.g., 25 samples) and delaying it by the latency τ . At each moment t − τ in the time series the samples in the window were provided as filter inputs and then the estimated output signal P (t) was compared to the true signal D(t). This process emulates the training method that is required in a real-time application of the filter. The weights were adjusted according to the particular training algorithm, the window was moved forward one sample, and the process was repeated. This provided 400 − 25 = 375 training histories. At the end of the training process the filters were provided the test data series. The filters then continued to update the weights with each new test data sample.
When training the linear filter the weights were initially set all to the same starting value. For a nonlinear neural network the initialization process is more involved. To get the input neurons to function independently it is necessary to randomize the starting weights. However, different starting weights produce filters of differing quality. To obtain an optimally trained filter we made a sequence of 50 training runs on the training data, using different randomized starting weights each time. After each training run we evaluated the filter's predictive performance on a subsequent validation data set of 40 s duration. We chose the best training run to begin the prediction tests. Each training run took less than 1 s, so that once the 80 s signal history for training and validation was available the entire training process was completed in less than 1 min.
The prediction and updating process
In real-time applications of a predictive filter the training process must use the delayed signal history while the actual prediction process must use the current signal history to predict the as-yet-unknown signal. That is, the weights obtained via training on past signal histories delayed by τ are applied to the signal history at time t to obtain a predicted signal P (t + τ ), as shown in figure 1. When the actual signal S(t + τ ) arrives it is compared to P (t + τ ) to evaluate accuracy and obtain an error signal. The weights are then updated from this error measurement to adapt to changing signal characteristics.
The accuracy measure
The performance of a properly configured signal filter should be independent of the absolute signal amplitude, thus allowing the input signals to be normalized to, e.g., unit variance. For nonlinear neural networks this normalization is important to maintain headroom in the activation function when the signals have widely-varying mean amplitude. Our comparative performance measure was the normalized root mean square difference (nRMSE) between the predicted and actual signal over all the samples in the test data set:
where D i is the ith observation, P i is the estimate of the ith observation, and µ D is the mean of all the observations. This metric is dimensionless and allows us to compare prediction accuracy for different signals of widely varying amplitude. For example, in our present study we have analysed the motion of chest markers, which ranges over 1-2 mm, while other studies have analysed lung tumour motion, which can have amplitudes up to 3 cm. We can relate the nRMSE to the un-normalized root mean square error (RMSE) by observing that if σ is the standard deviation of the observed signal around its mean, then RMSE = σ nRMSE, which gives us an error measure in spatially-dimensioned units.
For an approximately sinusoidal signal the nRMSE is related to the peak-to-peak standard deviation of the predicted signal from the actual signal according to
where δS is the peak-to-peak excursion of the signal (i.e., the full range of tumour displacement). An nRMSE of 28% therefore corresponds to a 10% peak-to-peak standard deviation. An nRMSE error of 100% indicates no correlation at all between the predicted and actual signal-one might as well take the average input signal as the predicted output. Equation (6) can be used to translate the filter's accuracy approximately into absolute distances of displacement. 
Results
We begin by illustrating in figures 2(a)-(f) examples of breathing time series from six different patients. These six cases provide distinctive illustrations of different types of breathing behaviour, ranging from fairly regular to highly irregular breathing. They include examples of transient interruptions and non-stationary periodic patterns. (The remaining three cases show variations on these types of breathing behaviour.) We include in each illustration an example of the neural network prediction for 100 ms latency, as well as the prediction error. In all analyses of prediction accuracy both the linear filter and the nonlinear neural network were provided the same input samples and trained at the same learning rate µ (cf equation (3)).
Case 1 (figure 2(a) ). Here we have a long, complicated transient interrupting regular breathing, with a complexity index of 2.58. Both filters adapted to the signal. The LF became less accurate than the NN for latencies >200 ms. As with case 7, the adaptation to and recovery from the transient were effectively instantaneous. Case 2 ( figure 2(b) ). This patient had regular but somewhat non-stationary breathing. The complexity index was 0.82. Both the linear filter (LF) and the nonlinear neural network (NN) performed well as predictors. Again the NN outperformed the LF for latencies >200 ms.
Case 3 ( figure 2(c) ). This highly irregular pattern, with a complexity index of 5.11, could not possibly be described by an a priori mathematical function or predicted by a bio-mechanical model. It is nearly chaotic. The LF was completely unable to adapt to this signal, even for zero latency. The NN adapted to the signal and provided a usable prediction (i.e., nRMSE < 70%) up to about 300 ms in advance.
Case 4 ( figure 2(d) ). This time series illustrates a highly non-stationary initial transient, rapidly increasing in amplitude before becoming quasi-regular. The complexity index was 1.46. The LF was completely unable to adapt to this signal history. The NN performed robustly.
Case 7 ( figure 2(e) ). This sequence illustrates a short irregular transient in the middle of an otherwise moderately regular pattern, resulting in a complexity index of 1.02. Both filters were able to adapt to this signal but the NN outperformed the LF for all latencies >100 ms. Adaptation to and recovery from the transient were almost instantaneous.
Case 9 ( figure 2(f) ). This is another complex and highly irregular time series. However, the complexity index is only 1.66, indicating that, although it is complex, the signal has a strong Table 1 summarizes the nRMSE for the neural network as a function of latency for all nine test cases. Table 2 
Accuracy as a function of latency
Generality of the filter configurations
In the process of testing various filter parameters and signal normalizations we found that the linear filter was sensitive to the averaging window used to subtract the baseline offset while the nonlinear network was not. The LF was also sensitive to the signal history length at the input-the optimal length for low-complexity signals was significantly different than the optimal length for highly irregular signals. Likewise the optimal length for short latency was quite different than for long latency prediction. The neural network was insensitive to all of these setup parameters. 
Discussion
The best predictive filter for breathing compensation will be accurate, robust, stable and general in its setup. It will furthermore work effectively with the full range of breathing behaviour encountered in the clinic, without requiring patient selection or coaching. The tests reported here have evaluated the performance of linear and nonlinear adaptive neural network filters against all these requirements. With regard to robustness, the nonlinear neural network successfully adapted to and predicted all signal histories while the linear filter failed four out of nine cases. In the five cases where the LF was able to function, the NN accuracy was comparable to or better than the LF accuracy for latencies greater than zero. The NN became progressively and significantly more accurate than the LF as the latency increased, demonstrating that it has more predictive power.
The fact that the LF was somewhat more accurate than the NN for zero latency, but became less accurate for nonzero latency, underscores an important point in evaluating predictive algorithms-i.e., an algorithm's ability to accurately reproduce a signal history does not imply that it can accurately predict the future signal.
The performance of the linear filter for different input signal characteristics and prediction latency depended on the input signal preprocessing and sampling parameters, while the nonlinear neural network performed uniformly and robustly on all input signals and latencies for a given set of filter parameters. Therefore we conclude that the optimal NN setup is significantly more general than the LF, thus avoiding the need to specially optimize the filter for different breathing patterns and prediction requirements.
When the NN encountered transients it rapidly (in less than 100 ms) adapted to the transient signal and recovered equally rapidly after the transient passed. This capability means that it would not be necessary to interrupt treatment when transients occur in order to avoid a loss of accuracy.
Our case histories include several time series that would be unpredictable using biomechanical or mathematical models of breathing. This leaves adaptive signal processing filters as the only alternative. Our results show unequivocally that the nonlinear neural network is superior to the linear adaptive filter in all categories of performance, and that its superiority increases as the system delays become longer and the breathing signals become more complex and non-stationary.
Although our study is not meant to develop conclusions on the absolute accuracy of a nonlinear neural network for breathing prediction, we can demonstrate the absolute accuracy of some of our prediction results for a motion range that is characteristic of lung tumours. We note that an earlier study (Sharp et al 2004) observed the average standard deviation in periodic lung tumour motion to be 2.7 mm for a cohort of 14 patients. For our two most predictable test cases (patients 2 and 8, table 1) this would correspond to an RMSE of 0.5-0.7 mm at a latency of 200 ms. For the two hardest cases (patients 3 and 9) the corresponding RMSE for predicting lung tumour motion at 200 ms latency would be 1.4-1.7 mm. One might be tempted to compare this to the prediction accuracies reported by Sharp et al and in other studies but this would be premature. We have shown that prediction accuracy is strongly influenced by the characteristics of the individual breathing patterns. Without a standard metric to characterize the complexity of the individual test breathing patterns used for different studies, a direct comparison of the resulting accuracies is unfeasible.
The problem of predicting breathing motion has already arisen in clinical practice. The beam gating system at Hokkaido University Hospital (Shirato et al 2000) automatically captures dual kilovoltage x-rays of fiducials imbedded in the lung tumour, processes them to extract the fiducial coordinates, and then activates the beam gate. This control sequence results in a cumulative delay that must be compensated by prediction. The developers of this system have made phantom studies to test prediction algorithms but the correction is not yet used in clinical practice (Sharp et al 2004) . The CyberKnife system operating in Synchrony mode requires the acquisition of optical marker data followed by communication of the tumour coordinates to the robotic manipulator, which must make a mechanical motion in response. This leads to a cumulative delay before the beam realigns to the target. No matter how short the delay, it will always be better to predict than to ignore it. Therefore there is strong incentive to develop accurate and robust prediction algorithms for these treatment schemes.
