Many of the studies on emerging epidemics (such as SARS and pandemic flu) use mass action models to estimate reproductive numbers and the needed control measures. In reality, transmission patterns are more complex due to the presence of various social networks. One level of complexity can be accommodated by considering a community of households. Our study of transmission dynamics in a community of households emphasizes five types of reproductive numbers for the epidemic spread: household-tohousehold reproductive number, leaky vaccine-associated reproductive numbers, perfect vaccine reproductive number, growth rate reproductive number, and the individual reproductive number. Each of those carries different information about the transmission dynamics and the required control measures, and often some of those can be estimated from the data while others cannot. Simulations have shown that under certain scenarios there is an ordering for those reproductive numbers. We have proven a number of ordering inequalities under general assumptions about the individual infectiousness profiles. Those inequalities allow, for instance, to estimate the needed vaccine coverage and other control measures without knowing the various transmission parameters in the models. Along the way, we have also shown that in choosing between increasing vaccine efficacy and increasing coverage levels by the same factor, preference should go to efficacy.
Introduction
Over the last few years, there has been much interest in analyzing data from SARS, past influenza pandemics, and other diseases to estimate the reproductive numbers of these infections. A practical goal in making such estimates is that reproductive numbers can be used to gauge the effort that would be required to control such infections, either by classical public health measures such as isolation and quarantine, by biological interventions such as antivirals or vaccines, or by social interventions to reduce contact. A fundamental insight from simple models of infectious disease transmission is that the critical proportion p c of transmission events that must be blocked by such measures to halt the growth of an epidemic is given by the equation
Here R 0 is the basic reproductive number, or the mean number of infections caused by a typical infectious case. The validity of Eq. (1.0.1) depends on the mass action assumptions for epidemic transmission; Eq. (1.0.1) is often applied to an early stage of an epidemic in a large community. We note that Eq. (1.0.1) is also valid under certain other assumptions besides mass action, such as no small loops and no depletion of susceptibles.
Another known consequence of the mass action assumptions, often used to compute R 0 , is that the reproductive number can be related to the epidemic curve, and to the growth rate of an emerging epidemic; this will be discussed further in Section 2. All this makes the mass action model a convenient (and widely used) set-up for estimating the various epidemiological quantities, and for the subsequent specification of the required control measures. In reality, these mass action assumptions are violated due to the existence of complex social networks. Hence, it is possible that estimates of the effort needed to halt the growth of an epidemic are significantly biased. It would be useful to know the directions and magnitude of these biases, and to provide quantitative bounds on the required measures even though the estimates of transmission are made under models that involve simplifications of reality.
In this paper, we focus on one important departure from massaction mixing, the existence of small, closely connected groups of people in which transmission is localized and possibly quite intense -that is, individuals within the group tend to mix preferentially with others in the group, and to subject other members of their group to a sustained risk of transmission. The classic example of such a group is a household, though the notions presented here may be generalized to other, similar settings; the basic idea is that there are two levels of mixing [4] , one local and one global. In this context, the universal role played by the reproductive number in the mass action model, both in characterizing the epidemic's dynamics and the required control measures, is no longer valid. In fact, given the two levels of mixing, there are several reproductive numbers describing the spread of an epidemic and the various control measures that can be implemented to stop it. This paper deals with those reproductive numbers and the relations between them. It is organized as follows.
In Section 2 we review the roles played by the reproductive number under the simplifying assumptions of mass action. In Section 3 we present a model for the stochastic transmission dynamics in a community of households, following the one of Ball et al. [4, 7] -see also [15, 10] for a treatment of related issues in a deterministic model. In Section 4 we define five reproductive numbers that arise in this context. Three of these reproductive numbers are quantities that may be measured in an emerging epidemic, while two others encapsulate the extent of control measures directed at individuals that would be required to stop the growth of such an epidemic. While all five numbers are equal in the setting of a mass-action epidemic, their magnitudes diverge in a population with a household structure. In Section 5 we note that all five are epidemic thresholds (the requirement for epidemic spread is that each of them exceeds one), but when they exceed one, their magnitudes diverge. Numerically, we show that there is in most cases a consistent ordering among them, so that the three measurable reproductive numbers provide bounds on the two relevant for control. Analytically, we demonstrate that most of these ordering relations are generally true (Theorem 1). Along the way, we also prove that in the household model, increasing the vaccine efficacy is better than scaling the vaccination coverage level by the same factor (Proposition A.2.3), with the two measures having the same effect in a mass action model. The rest of the paper deals with proving Theorem 1 (Section 6 and Appendix A), analyzing the limiting cases for the remainder of the ordering relations (Appendix B), and presenting the numerical model for computing those reproductive numbers under various assumptions on individual infectiousness profiles (Section 7). We conclude by discussing the relevance of these comparisons for public health, and in particular for estimating important quantities during emerging epidemics (Section 8).
Roles of the reproductive number in a mass-action epidemic
In a mass action model, the critical proportion of infectious contacts that must be blocked to halt the growth of an epidemic is given by Eq. (1.0.1). If a vaccine is to be used as the sole control measure, then effective immunization of a fraction p c of the population is required; likewise, preventing p c of the contacts by behavior change or reducing the infectiousness of cases (e.g. by treatment) by a proportion p c will be equivalent. In a mass action model, it does not matter whether the intervention is 'leaky' (scales down the susceptibility parameter for those who received it) or 'all-or-nothing' (completely prevents transmissions for a fraction of individuals who received it, and has no effect on susceptibility for the rest of individuals who got it [6, 13] ) because all contacts in mass action models are assumed to be instantaneous and with different people.
Under mass-action mixing, or more generally, under the assumption of no small loops and no depletion of susceptibles, there are several known techniques for estimating the reproductive number. The available information often includes the epidemic curve (number of new cases on each day) and a known distribution wð Þ for the infectious contact interval. The latter can be understood in several ways: under no depletion of susceptibles, it represents the distribution of times from appearance of one case in the epidemic curve to appearance of secondary cases caused by it [16] ; alternatively, wðtÞ equals the proportion of the average individual's infectivity which falls on day t since infection. Given that information, one may estimate the effective daily reproductive number RðtÞ, which equals the mean number of infections caused by an individual, who got infected at time (day) t -see [22] . Essentially, this technique produces a local estimate of how fast the epidemic is growing on each day by attributing cases in the present to their likely infectors in the past, and then estimating how many cases are attributed to each infector on a given day. When detailed epidemic curve data are not available, or when one is interested in the average value of RðtÞ over some interval ðt 1 ; t 2 Þ, a special case of this approach is to estimate the exponential growth rate r of the epidemic over that interval as
where NðtÞ is the number of persons infected on day t, and then to estimate the value of R during that interval using the expression These two approaches are closely related [21] , converging to the same answer if RðtÞ remains constant during the interval for which data are analyzed. The definition of R has been rigorously extended to the setting in which the population is stratified into a number of groups (e.g. age groups or sexes or sexual activity groups) with different mixing patterns: in this case, members of certain groups are more likely than others to become infected, and these individuals may in turn be more or less likely to infect others. The appropriate definition of a 'typical' infective in this setting is a weighted average over the groups, in which the weights are derived from the leading right eigenvector of the next generation matrix ðR ij Þ, where R ij is defined as the expected number of secondary cases in group i caused by an infective member of group j. Using this definition, the basic reproductive number for the disease in the whole population is given by the leading eigenvalue of the matrix ðR ij Þ. Defined in this way, R 0 ¼ 1 still represents the threshold between an infection that can increase and one that will decline; vaccination of a fraction p c from Eq. (1.0.1) of members of every group in the population will scale all entries of the next generation matrix by ð1 À p c Þ and produce R ¼ 1. A full account of these calculations is given in Diekmann and Heesterbeek [9] .
In summary, for a mass action model, the same reproductive number may be used for four different purposes: as the mean number of secondary cases caused by a typical infectious person, as a well-defined function of the exponential growth rate of the epidemic and the infectious contact interval distribution, as the proportion of contacts that must be blocked to halt the growth of the epidemic (all-or-nothing transmission reduction), and as the proportional reduction in the probability of each transmission that is required to halt the growth of an epidemic (leaky intervention).
In the next section, we define a model for transmission in a community of households, and then in Section 4 we discuss these four reproductive numbers and one additional one in the context of a community of households.
A model for homogeneous individuals in a community of households of varying sizes
The model used here builds on the seminal paper of Ball et al. [4] ; see also [7] .
We consider a population of households, in which the infection is spreading. The relative frequency of individuals in the population who live in a household of size h is p h , with Rp h ¼ 1. We focus on an early phase of the epidemic so that no more than one individual in a household is infected from outside, and there is no depletion of susceptible households. Individuals are homogeneous except for the size of the household they inhabit. Upon infection, individuals may become infectious immediately or after some period, and their degree of infectiousness may vary over the infectious period. While infectiousness profiles followed by different individuals can be different, they are assumed to have the same distribution. Formally, it means that a person infected t time units ago generates infectiousness of intensity IðtÞ, where IðtÞ is a trajectory of some fixed stochastic process M. One can think of IðtÞ as the amount of pathogen shedding by an infected individual t time units after his/her getting infected; or as the risk that he/she poses to the susceptibles -see Eq. (3.0.7) and (3.0.9). Thus IðtÞ is random, and its expected value is denoted by b G ðtÞ ¼ EðIðtÞÞ ð3:0:5Þ
The number
IðtÞ dt ð3:0:6Þ is the expected cumulative infectiousness of an infected individual.
Having introduced the individual infectiousness profile, we can now describe the infectiousness hazard that an infected individual poses, both outside of his/her household and within the household. Outside of the household, for a person infected t time units ago, his/her infectiousness hazard to the community is l G IðtÞ, where l G > 0 is a number. We note that at a given time, a person can be inside or outside the household with a certain probability, and the coefficient l G incorporates that probability. Thus, conditional on a particular individual infectiousness profile, the expected number of persons he/she will infect between t and t þ Dt time units since own infection is
Thus the total number of people that one infected person is expected to infect outside of his/her household is
Within a household of size h, given a person A infected t time units ago and having an individual infectiousness profile IðtÞ, and an uninfected person B, the probability that A will infect B during time Dt is l h Á Dt Á IðtÞ ð 3:0:9Þ
Here l h > 0 is a number, which depends on the household size.
Note that the out-of-household hazard, given by Eq. (3.0.7), and the within-household hazard, given by Eq. (3.0.9) are proportional. This represents the assumption that the overall shape of the infectiousness curve is determined by biological (e.g. pathogen shedding, fluid production) and behavioral (e.g. amount of time spent sleeping, social contact) characteristics of the infection, and that household contacts simply get a different, but proportional, exposure to the infectious individual than outside contacts. We also note that while in-and out-of household infectiousness hazards have a similar form, the infectiousness process taking place within an infected household is quite different from the mass action (branching) process for out-of-household infections, due to a fixed number of susceptibles in the household. Some insight into that process will be gained via a Sellke-type construction in Appendix A. In the meantime, let us introduce some notation to be used later.
Consider a household of size h infected t time units ago -this means that the first, or index case got infected t time units ago. Let I h ðtÞ be the sum of the individual intensities of infectiousness for all infected members of the household at that point. Let 
We conclude this section with the following well-known fact (see [1] , p. 15), whose proof we include for reader's convenience:
where f h is the expected number of people who will be eventually infected in a household of size h. Thus we also have
Proof. Let the individuals in the household be 1; . . . ; h. Define the random variable A i to be 1 if person i is infected, zero otherwise.
The total number of infected people is RA i , thus
Let Tl i be the cumulative (total) infectiousness of the ith person, which is a random variable. Then A i Á Tl i ¼ Tl i (if a person is never infected, he has zero infectiousness). Also
The fact that R h ¼ f h Á R G follows from Eqs. (3.0.8) and (3.0.12). h
Five reproductive numbers
In this section, we define five possible reproductive numbers that are relevant to transmission of infection in a community of households. All except the second (to our knowledge) have been described previously in various contexts. We also assume that we are dealing with an early stage of an epidemic in a large community -see [4] for the limiting behavior in that transmission model as the community size goes to infinity. In particular, there is no depletion of susceptible households, and no household is infected more than once from outside.
The household reproductive number R H
One definition of the reproductive number that has been widely used in the literature on transmission in communities of households is the 'household reproductive number' (we call it R H ; it is also occasionally called R Ã in the literature), which is the mean number of individuals in other households infected by any member of an index household following the infection of one member of the index household [6, 4, 12] . The idea is to treat households as individuals, and to define R H by analogy to the standard individual reproductive number in a well-mixed population. In this analogy, within-household dynamics -the infection of other members of the household by the index member -play the role analogous to that played by within-host pathogen dynamics in the case of individual reproductive numbers: they are not directly considered but they affect the infectiousness to the outside, in this case to other households.
We know from Eq. (3.0.14) that the expected number of households infected by an infected household of size h is R h ¼ f h Á R G . The proportion of people living in households of size h is p h , which is also the probability that each new out-of-household infection occurs in a household of size h. From the standard theory of branching processes we get that the mean number of households infected by an index household is
where as before, R G is the mean number of out-of-household infections by a single infected individual; f ¼ P h p h f h is the expected number of individuals (including the first) infected within a household given that at least one person becomes infected -the final size of the mini-epidemic within the household. This reproductive number is usefully thought of as corresponding to the extent of reduction in between-household transmission required to stop the epidemic from spreading [6, 12] .
The individual reproductive number R HI
This reproductive number ignores the distinction between within-and between-household infections and counts the expected number of secondary cases caused by an average infected individual from an average infected household, including those outside and inside the household. There is a caveat in this definition, stemming from double averaging -see [6] for an alternative way of counting. Our approach is as follows:
First, for each household size h, pick N infected households of size h, where N is large. Let A N be the total number of people eventually infected in those households, and let B N be the total number of people whom those A N persons have infected -thus B N is obtained by counting all people infected within the N households (index cases in each on the N selected households are excluded), and all the out-of-household infections that those A N people have caused.
We have 
where g
. There are merits and demerits to this definition of R HI , discussed further in Appendix A.4.2. We note that R HI is in general an epidemic threshold only if all households have the same size. Nonetheless this R HI will always fit into the scheme of ordering among the reproductive numbers.
4.3. The perfect vaccine-associated reproductive number R V R H defines the extent to which transmission must be reduced between households to halt growth of an epidemic; for instance if we effectively vaccinate all individuals in a proportion
of households of each size, the reproduction number will be brought down to 1. However, many interventions, such as vaccination, involve only some members of the targeted households, having an impact on both within-household and between-household transmission. In this section, we consider vaccination of individuals at random in the population with a 100% effective vaccinesee [3] for more details. Let p C be the proportion of the population which needs to be randomly vaccinated with a perfect (100% effective) vaccine to reduce the epidemic's reproductive number to 1. We define the perfect vaccine-associated reproductive number
The leaky vaccine-associated reproductive number R VL
In contrast to an 'all-or-nothing' vaccine, a 'leaky' vaccine with efficacy E is defined as one that reduces the instantaneous probability (rate) of infection given infectious contact (both for in-household and out-of-household contacts) by a proportion E (multiplies it by 1 À E, see [2] ). Moreover it has no effect on transmission by the vaccinated individuals who did get infected. If E ¼ 1, the vaccine is called perfect. A leaky vaccine would have effects on both within-and between-household transmission. For out-of-household transmission, the expected number of people infected by an index case (R G ) scales down by a factor of 1 À E. The effect on within-household transmission is more complex -see Appendix A.
We can define a minimum (critical) efficacy E C for a leaky vaccine, where E C is characterized by the fact that if all the population is vaccinated with a vaccine of efficacy E C , the resulting reproductive number of the epidemic will be 1. By analogy with the perfect vaccine-associated reproductive number, we then define a leaky vaccine-associated reproductive number as
Note that this need not refer only to vaccines. One could also consider antiinfective treatments, hygiene measures, or masks that reduce the rate of infection of susceptibles by a 1 À E, and consider the critical value E C for such an intervention to be the one which, if administered to the whole population, reduces the reproductive number to 1.
Remark 2.
One can define the notion of a reproductive number R E for any vaccine efficacy E C 6 E 6 1. Let p E be the proportion of the population which needs to be randomly vaccinated to reduce the epidemic's reproductive number to 1. We define the reproductive number for a vaccine of efficacy E as
Note that we recover the perfect vaccine-associated reproductive number R V by setting E ¼ 1, and the leaky vaccine-associated reproductive number R VL by setting E ¼ E C . In Appendix A.2 we will show that R E is a decreasing function of E as E increases from E C to 1.
The exponential-growth-associated reproductive number R r
Recall the definition of b G ðtÞ from Eq. (3.0.5). We define the individual infectious contact interval distribution
We note that w G ð Þ can often be estimated from the data, using the distribution of times from appearance of one case in the epidemic curve to appearances of secondary out-of-household cases caused by it [16, 17, 22, 18, 11] . As a consequence of the Euler-Lotka equation [21] , infection spreading in a mass-action population with a reproductive number R and an infectious contact interval distribution w G ð Þ will grow exponentially at a rate r given by the solution to where M w H is the moment-generating function for the density w H ð Þ. We note that this growth rate (which is the same as the growth rate for the number of newly infected individuals) can often be estimated well from the incidence curve. We can plug this growth rate r of the epidemic into the moment-generating function for the individual infectious contact interval distribution to define us to ask such questions as, if we know nothing about household structure but apply naive (well mixed) estimates to transmission in a population where households are actually important, how will this affect our estimates of R? If we calculate critical vaccine coverage based on these estimates, how wrong (and in which direction) will we be?
Characteristics of the reproductive numbers
It is useful to note that the reproductive numbers R H ; R HI , and R r are all quantities that may, in principle, be measured from data that would be available early in an epidemic. R HI requires knowing who infected whom, and a sampling scheme for calculating household sizes, but nothing further. R H requires knowing who infected whom, and who lives in which household. R r requires knowing the total number of new infections each day, plus a reliable estimate of the infectious contact interval distribution w G ð Þ [21, 22] . Of these three, only R H has a direct practical application: it represents the factor by which transmission between households must be reduced to halt epidemic spread [6, 12] . The other two reproductive numbers, R V and R VL , cannot be directly estimated from data, but are of direct practical interest, since they are measures of the extent of effective intervention in individuals required to stop the growth of the epidemic. Under mass action assumptions, once again, all of these are the same (except R H which is not defined in the absence of households); in reality, we would like to use measurable quantities -R H ; R HI , and R r -to provide bounds on the quantities of practical interest -R V and R VL . In the next section, we explore whether such bounds are possible.
The relative magnitude of the reproductive numbers
To begin comparing all the reproductive numbers defined so far, we note that they all serve as an epidemic threshold:
and for a single household size, R H ¼ 1 () R HI ¼ 1.
The situation is quite different for a growing epidemic. In this paper we will prove. Theorem 1. In a growing epidemic R H P R VL P R V P R HI and also R H P R r ð5:0:2Þ
We note that Theorem 1 does not characterize well the relation between R r and the rest of the reproductive numbers. In fact, as we will show in the next section, in most numerical simulations, we also have R VL P R r P R V suggesting a strict ordering between the reproductive numbers, with the dynamical ones (R H ; R r and R HI ) providing upper and lower bounds for the reproductive numbers which assess the required control measures. We have shown analytically, however, that there are some exceptions for the second inequality when the latent period for individual infectiousness is very large: see Appendix B.
The proof of Theorem 1 is given in the next section, with several more technical results deferred to Appendix A. Some of the consequences of Theorem 1 are discussed in Section 8.
Proofs of inequalities in Theorem 1

R H P R VL
We have R H ¼ R G Á f , see Eq. (4.1.1). Suppose a vaccine of critical efficacy E C is administered to the whole population. By definition of the critical efficacy, R H ðE C Þ ¼ 1. We also have
where R G ðE C Þ is the expected number of out-of-household infections by an index case (in the vaccinated population), and f ðE C Þ is the expected number of people who are eventually infected in the index household. We have
(outside hazard scales by a factor of ð1 À EÞ); and f ðE C Þ 6 f (having vaccinated individuals in a household decreases the expected number of infected). Thus
, which is equivalent to R VL 6 R H .
R H P R r
Note that R H and R r are closely related -see Eqs. (4.5.7) and (4.5.6). Define now the CDF for the infectious contact intervals, both individual and household: Intuition: The infectious contact intervals from household to household will be a 'rightward smear' of the infectious contact intervals from any given individual to others outside the household.
Proof. Let us introduce the following definitions, both for a household of size h and for an individual: The first factor on the right hand side above is the contribution from the index to the household's expected infectiousness at time a, and the integral gives the contribution of everybody else. Integrating Eq. (6.2.4) from zero to t we get B h ðtÞ ¼
This inequality was previously demonstrated by Ball et al.
[3] -see also [2] , where the model is extended to allow for two degrees of infection -mild and severe. In Appendix A we provide a proof of a slightly generalized version of this claim. It is generalized in two ways. First, it is valid for any population structure, not only for a population of households. Second, we generalize the results of Ball et al. [3] , which in effect compared only perfect vs. leaky vaccines, to consider a continuum of vaccines with leaky efficacy between perfect and a minimal (critical) leaky efficacy E C -see Proposition A.2.3.
Recall the notion of a vaccine of efficacy E from Section 4.4. Let us define the notation R½E; p to denote the value of a reproductive number realized when a fraction p of the population receives a vaccine with efficacy E. For any E C 6 E 6 1, there is proportion p E of people that need to be randomly vaccinated with a vaccine of efficacy E so that R½E; p E ¼ 1. Recall from Remark 2 in Section 4.4 that the reproductive number R E associated with a vaccine of efficacy E is
In appendix we prove that R E is a non-increasing function of E in the interval E C 6 E 6 1. Since R VL ¼ R E C and R V ¼ R 1 , this general proof includes as a special case the finding R VL P R V .
The basic finding R VL P R V may be interpreted practically as stating that it is always more effective to vaccinate a fraction p with a perfect vaccine than to vaccinate everyone with a vaccine of efficacy p. The more general form established in Proposition A.2.3 in appendix shows that it is always better to vaccinate a fraction p 1 with a vaccine of efficacy E 1 than to vaccinate a proportion p 2 with a vaccine of efficacy E 2 , if
Put another way, the efficacy and the vaccination coverage, which are interchangeable in their effect according to mass action models, are in general not interchangeable; it is better to increase vaccination efficacy than to increase vaccination fraction of the population in an 'equivalent' fashion.
The proof that it is always better to vaccinate a fraction p 1 with a vaccine of efficacy E 1 than to vaccinate a proportion p 2 with a vaccine of efficacy E 2 , if p 1 E 1 ¼ p 2 E 2 but p 1 < p 2 is fully general, not relying on household structure in particular. It stems from a simple observation that for any realization of individual infectiousness profiles IðtÞ, and for any individual i, the probability of i getting infected by a given time is lower under the ðE 1 ; p 1 Þ scenario than under the ðE 2 ; p 2 Þ scenario -see Proposition A.2.3 for full details. The argument is then formalized by coupling the two scenarios so that in the first case there are always less infected people than in the second case.
The non-increasing nature of R E as a function of E is an immediate consequence which is valid in general and not just in a community of households. Indeed pick two vaccines of efficacy
, which is equivalent to saying than R E 1 P R E 2 .
R V P R HI
This is the proof in Appendix A that is longest, most mathematically involved, and least illuminating intuitively. Here we will sketch an argument for a community of homogeneous households of the same size. The basic approach is to note that R HI ¼ R G þ g is composed of two components, the between-household component R G and the within-household component g ¼
Ã in brackets means considering the scenario when a proportion q Ã of the population is unvaccinated). By definition,
It is therefore sufficient to show that gðq Ã Þ P q Ã gð1Þ. To prove the above, pick any q Ã 6 x 6 1; and let f ðxÞ be the expected number of infected people in an infected household in a population, where each individual is vaccinated with a perfect vaccine with probability 1 À x. Let gðxÞ ¼ f ðxÞÀ1 f ðxÞ as before. We need gðq Ã Þ P q Ã gð1Þ. We will show more generally that for any number C > 1; gðCxÞ 6 CgðxÞ. Some intuition for why this inequality holds may be gained from considering limiting cases.
As the first limiting case, suppose that each household is very large with N persons and the probability of each infecting the other is ffi l=N for some l < 1. Thus the dynamics can be well approximated by a branching process, since the depletion of susceptibles within a household has negligible impact on the transmission process in that household. So each person will infect on the average l more people in the next generation, etc., so the expected total number of infected people is 1 1Àl . If a proportion 1 À x is vaccinated with a perfect vaccine then the expected number of infected people is f ðxÞ ¼ ; gðxÞ ¼ lx and gðCxÞ ¼ CgðxÞ.
The spirit of the general proof in appendix is to demonstrate that this branching process limit is the 'worst-case scenario'. To show this, we will consider an infected household where each person is vaccinated with a perfect vaccine with probability 1 À x, and define H k ðxÞ to be the expected number of people infected in the kth generation within the household, for each This in turn implies that gðCxÞ 6 CgðxÞ for C > 1.
Numerical simulations
In the preceding sections, we have shown mathematically that in a growing epidemic, R H P R VL P R V P R HI and R H P R r . The present section uses numerical simulations to address three further points:
(1) We show the magnitude of these reproductive numbers for a wide range of assumptions about the natural history of the disease and the household size distribution in order to assess how much they differ under particular assumptions. (2) We show that in most plausible parameter regions, we have a strict ordering R VL P R r P R V ;
despite the fact that we can show mathematically that conditions exist in which R r < R V (Appendix B), and that we have found no mathematical argument to demonstrate that R VL P R r . (3) We show that a simple approximation to R V works well for reasonable parameters for several diseases.
We took two approaches to numerical studies. In Section 7.1 we evaluate the reproductive numbers in a Markov SEIR model in which the parameters may be varied in a simple fashion to explore a wide range of parameter space. In Section 7.2 we use more realistic distributions of parameters, similar to those for measles and influenza [12] , to assess how these reproductive numbers may perform for real diseases.
Relative magnitudes of reproductive numbers in an SEIR model
To explore parameter space and compare the magnitudes of the five reproductive numbers, we numerically implemented a model for within-and between-household transmission of an infection with a simple susceptible-exposed-infectious-recovered (SEIR) natural history. Upon infection, an individual remains exposed but not infectious for a latent period whose length is exponentially distributed with mean 1=u, and then becomes infectious for a period that is also exponentially distributed with mean 1 (without loss of generality). Infectiousness IðtÞ (see Section 3) during the infectious period is constant (and can be assumed equal to 1), and is zero before and after. Thus CI G ¼ 1 (see Eq. (3.0.6)). External infections follow standard mass-action dynamics, but we limit our consideration to the early phase of the epidemic such that new (uninfected) households are plentiful, and all secondary infections outside the household occur in households that have never before been exposed (no depletion of susceptible households).
Households are assumed to be of a single fixed size h, and the infectiousness profile of a household is calculated using a master equation for within-household infections. In this setting, using 'standard' (deterministic) SEIR infection dynamics within a household is inappropriate because of the small numbers of individuals, hence we keep track explicitly of the probability pðr; e; iÞ that the number of S, E, I and R individuals in the household at a particular time is ðr; e; i; h À r À e À iÞ. Infectious individuals exert constant infectiousness l h on other, uninfected individuals within the household (see Eq. (3.0.9), with IðtÞ ¼ 1) and l G on all susceptible members of other households combined (see Eq. (3.0.7)). The overall epidemic grows (until depletion of susceptible households sets in) at a rate equal to the leading eigenvalue of the master equation matrix for within-household transmission supplemented with a term for extra-household infections.
The appropriate master equation for within-household dynamics is:
dpðr; e; iÞ dt ¼ Àl h irpðr; e; iÞ þ l h iðr þ 1Þpðr þ 1; e À 1; iÞ À ipðr; e; iÞ þ ði þ 1Þpðr; e; i þ 1Þ À eupðr; e; iÞ þ uðe þ 1Þpðr; e þ 1; i À 1Þ ð 7:1:1Þ
Here we define pðr; e; iÞ ¼ 0 if r þ e þ i > h or if any of r; e; i is negative. To simulate the dynamics within a community of households, we allow these dynamics to run in each household while also allowing transmission between households. If we now define zðr; e; iÞ as the expected number of households with r susceptibles, e latently infected, i infectious, and h À r À e À i recovered, we can write these dynamics identically to the within-household dynamics, adding a term for between-household infections dzðr; e; iÞ dt ¼ Àl h irzðr; e; iÞ þ l h iðr þ 1Þzðr þ 1; e À 1; iÞ À izðr; e; iÞ þ ði þ 1Þzðr; e; i þ 1Þ À euzðr; e; iÞ þ uðe þ 1Þzðr; e þ 1; i À 1Þ For a household of size h there are hðhþ1Þðhþ2Þ 6 possible configurations for the family, of which two (all susceptible and all recovered) are not tracked in our dynamics, the former being assumed constant and the latter being irrelevant. We can thus exactly track the early phase of the epidemic with À 2 linear differential equations defined by Eq. (7.1.2). The largest eigenvalue of this system constitutes the exponential growth rate of the epidemic and is used, along with the serial interval distribution in the calculations of the main text. This system was implemented in Mathematica 6.0, and the eigenvalues taken as the eigenvalues of the Jacobian matrix of the system of linear equations. Code is available on request. Fig. 1 shows plots of the five reproductive numbers for varying household sizes (different rows), varying values for the out-ofhousehold reproductive number R G , and varying rates of withinhousehold transmission l h under a range of assumptions using the an SEIR model of transmission in a community of households, with an assumed mean infectious period of 1 time unit. The curves give the values of each of the five reproductive numbers defined in the previous section. One curve for each type of reproductive number is shown, except for R r (the only reproductive number sensitive to u), where three curves are shown to represent values of 0.01, 1, and 100 time units (from top to bottom) for the latent period of the disease, equivalent to u ¼ 100; 1; 0:01, respectively. Thus the upper curve has almost no latent period while the lower curve has a latent period 100 times as long as the infectious period.
Several features are notable in Fig. 1 . First, the five reproductive numbers follow a strict ordering R H P R VL P R r P R V P R HI for nearly all parameter values chosen, with R r nearly overlapping R V for very long latent periods (u ¼ 0:01). In Fig. 2 , we show that, as predicted mathematically in Appendix B.3, R r > R V for very long latent periods for a larger household size h P 4, though the two are very nearly equal. We consider these results primarily of theoretical interest since a latent period so much longer than the infectious period is unrealistic for most known infections. Hence the strict ordering observed in most of Fig. 1 seems to be a safe assumption for most plausible natural histories, assuming homogeneously sized households.
Second, it is clear that R H and R VL have similar magnitudes when the within-household transmission parameter l h is large. This is not surprising, since a leaky vaccine is of little benefit within a household when within-household transmission is intense, so its effect is mainly on between-household transmission. On the other hand, when the within-household transmission parameter is moderate, R H is quite larger than R VL . Third, R r , which has been measured in various forms for infections such as SARS [17, 22] , influenza [11, 18] and Ebola [8] , gives in general a conservative indication of how much transmission must be blocked to halt the growth of the epidemic (as indicated by the R V ), in some cases (short latent period, intense withinhousehold transmission), a strongly conservative estimate.
Fourth, whenever there is significant within-household transmission, R V and R VL are quite different, in percentage terms, implying that the tradeoff between efficacy and coverage is rather strongly weighted in favor of efficacy in such situations.
Fifth, there is significant variation in R r depending on the household size distribution and the degree of within-household transmission. It has been suggested that if different models of a disease are calibrated to give the same initial growth rate of an epidemic, they should then produce similar estimates for the effect of interventions. Our model suggests this may not be correct, since different models of the same disease might make different assumptions about parameters such as household size distributions and the relative contribution of within-household transmission [14] , producing different values of R r even for similar values of the other reproductive numbers. As a consequence, it is possible that for a given natural history of disease and value of R r , models might make conflicting predictions about the effectiveness of control measures.
Application to realistic distributions of infectiousness
In a second set of numerical simulations, we studied the five reproductive numbers in the context of a disease natural history calibrated more closely to two specific diseases, measles (which has a very high reproductive number and a highly peaked infectiousness profile) and influenza (which has a modest reproductive number and a wider infectiousness profile). These simulations followed the protocol described by Fraser [12] . Individual cumulative intensities of infectiousness were Gamma-distributed, with the shape parameter set to .22 for measles and 1 for flu. Stochastic simulations were used (rather than the master equation approach described in the previous section) to estimate the mean infectiousness profile for each household size, and from these profiles and an assumed value of R G (out of household reproductive number, set to equal 1.5 for flu and 15 for measles), the values of the other reproductive numbers are calculated for a household size distribution based on the 2000 US census. The within-household transmission parameter l h (assumed to be independent of household size) varies along the x-axis of each panel of Fig. 3 , with all other parameters fixed.
Here, in addition to the five reproductive numbers, we also calculated an approximate reproductive number R VA , which approximates R V by assuming that the within-household, indirect effects of a perfect vaccine are negligible, hence that upon vaccination of a proportion p of persons at random, the expected final size in an infected household of size h becomes 1 þ ðf h À 1Þð1 À pÞ. Since in the same circumstances, R G ½p ¼ R G ð1 À pÞ, the household reproductive number then becomes approximately R H ½p % R H ð1 À pÞ 2 þ R G pð1 À pÞ. Setting this quantity equal to one and solving for p, one obtains
The following can be observed from Fig. 3 :
R r is a very close approximation to R V for all parameters considered, and when it is wrong, as in the simulations in the previous section, it is conservative (R r predicts that more people need to be vaccinated than the actual number). Moreover, R VA is also an excellent approximation, indicating within-household herd immunity effects are minor compared to the direct effects of vaccination in the household and the effects in the population as a whole. R VL is significantly larger than R V whenever within-household transmission is substantial. For flu, R HI significantly underestimates the other reproductive numbers, and in both cases R H significantly overestimates them.
Discussion and implications
In this paper, we have defined five reproductive numbers that may be of epidemiologic interest when an infection is spreading in a population of households. The reproductive numbers R H ; R HI and R r are related to the dynamics of the emerging epidemic and Orange: RVL. Green: Rr , from top to bottom assuming mean latent periods of 0:01; 1 and 100 times the infectious period (the lowest curve is in many cases coincident with the purple curve hence invisible). Purple: RV . Blue: RHI. in principle can be measured from the incidence and contact data. The reproductive numbers R V ; R VL and R H each indicate the level of effort required to halt the growth of the epidemic with a different class of control measures. R V corresponds to the fraction of persons who must be completely removed from potential transmission; the most obvious way to accomplish this is by the administration of a perfectly effective vaccine. R VL corresponds to the fractional reduction in the hazard of transmission that must be accomplished for all persons in the population, for example by administration of a 'leaky' vaccine, but also conceivably through improved hygiene, wearing of masks, or any other imperfect means of reducing individuals' infectiousness or susceptibility to infection. R H corresponds to the fractional reduction in between-household transmission required to halt epidemic growth, for example by reducing public gatherings or closing schools, which would reduce between-, but not within-household contacts. In all cases, for simplicity, we assume that the interventions are applied uniformly (or at random in the case of R V ) across the population. The upper and lower bound values, the household reproductive number R H and the individual reproductive number R HI , respectively, are conceptually the simplest and perhaps the most straightforward to measure, if contact tracing data are available. R H may be measured by counting the number of out-of-household transmissions from each member of each household, adding within a household and averaging across households. R HI may be measured by counting the total number of transmissions from each person and averaging.
As Fig. 1 shows, these two numbers may in general give extremely divergent values, especially when household sizes are large and within-household transmission is important. An intermediate value R r may be obtained by estimating the exponential growth rate of the epidemic, then calculating a reproductive number from the Euler-Lotka equation (4.5.7), using the individual infectious contact distribution.
The main purpose of this paper was to compare these three (dynamical) quantities that can be estimated from data against two other quantities that are important for epidemic control: namely, the proportion p C of the population that must be successfully immunized to stop epidemic growth with a perfect vaccine, or the minimum efficacy E C of a leaky vaccine that, if given to the entire population, would stop epidemic growth. To keep comparisons on a single scale, these values are converted into reproductive numbers in the same way they would be for simple epidemic models. Specifically the perfect vaccine-associated reproductive number R V is defined as R V ¼ 1=ð1 À p C Þ and the leaky vaccineassociated reproductive number R VL ¼ 1=ð1 À E C Þ.
Conveniently, the reproductive numbers that can be estimated from data provide bounds on these reproductive numbers associated with control. R VL lies between R H and (in all simulated cases) R r , while R V lies above R HI and (in most cases) below R r . The last qualification is required because the inequality R r P R V fails, albeit by a negligible amount, for very long latent periods -see Appendix B.3 and Fig. 2 . Study of the relations between the reproductive numbers has also revealed that increasing the vaccine efficacy is better than scaling the vaccination coverage level by the same factor. This implies that attempting to model tradeoff between vaccine efficacy and coverage levels without considering household structure may underestimate the value of higher-efficacy vaccines that could be given to fewer people (e.g. by changing the dose [19] ).
These findings suggest that while no simple measure of epidemic progress is exactly indicative of the effort needed to control epidemic spread in a community of households, it is nonetheless possible to obtain some bounds on, and reliable estimates of, the effort required. For instance, even if no good contact data exists for most cases, R r may be obtained by observing the exponential growth rate of the epidemic, then calculating it from the Euler-Lotka equation (4.5.7), using the individual infectious contact distribution. Several studies in the past [17, 22, 18, 11] , took that approach, using the growth rate of an epidemic along with an infectious contact interval distribution, in various ways, to estimate the reproductive number. In at least the SARS cases, the infectious contact interval distribution was derived from known contacts of brief duration, and thus may be approximately equal to the infectious contact distribution. R r appears for the real diseases we have simulated to be a close, and conservative, approximation, to R V , consistent with our findings in Fig. 1 , where this was true for cases where the latent period was comparable to (or shorter than) the infectious period.
Another consequence of our findings is that we can give a lower bound for the quantity of a vaccine needed to halt the epidemic. The argument runs as follows: first we can observe the epidemic's impact on infected households, estimating the numbers f h . Using the inequalities we have proven we get that for any vaccine of efficacy E,
where as before, f ¼ Rp i f i and g ¼ Rp i
. Several aspects of the story remain incomplete. First, we have no proof yet of the inequality R VL P R r , which holds in all numerical simulations. Second, the inequality R r P R V is violated very modestly for some very long latent periods, but we have not been orange: RVL, green: Rr , brown: RVA, purple: RV , blue: RHI. In both cases the individual cumulative infectiousness is random and Gamma-distributed, with the shape parameters being 1 for influenza and .22 for measles.
able to quantify this statement. Third, we have considered only random vaccination, rather than rational or targeted vaccination. Finally, we have considered only the early, exponential phase of the epidemic. The impact of household structure on the dynamics between this phase and the final outcome (considered by Ball and Neal [5] ) remains to be studied in more detail. In this section, we will present a framework to understand the spread of infection on some network, on which each person receives a leaky (or perfect) vaccine with a given probability p, and those vaccinations are independent of one another. The main idea behind this construction appeared essentially in Sellke [20] . We will use two variants of the Sellke construction, needed for our proofs: one with individual thresholds, which is more common (see [1] , p. 14), and one with pairwise thresholds, to trace who infected whom.
Acknowledgments
Let the nodes (persons) in the network be labeled as P 1 ; . . . ; P N . Once infected, individual P i generates infectiousness of intensity I i ðsÞ P 0, where s is the time since P i 's infection and I i ðsÞ is a trajectory of some stochastic process M i . The processes M i are perhaps not necessarily the same (say people in different age groups have different patterns of pathogen shedding).
For a calendar time t and a person P i infected at time t i , define The integral (which is zero if t i > t) is called the cumulative infectiousness of the person P i up to time t. Given two individuals P i and P j , there is a transmission coefficient l ij P 0 for infectious contacts between P i and P j . For a person P i initially infected at calendar time t i , the probability of P j receiving an infectious contact from P i during time ðt; t þ DtÞ (conditional on P i 's particular infectiousness profile) is
Note that 'receiving an infectious contact' is not the same thing as getting infected as P j could already be infected by time t. The number l ij is sometimes also called P j 's susceptibility to infectious contact from P i . For a person P j and a calendar time t, we define the cumulative dosage of infection received by P j up to time t as D j ðtÞ ¼ R i-j l ij A i ðtÞ ð A:1:3Þ
Recall the notion of a leaky vaccine from Section 4.4. Given a number 0 6 E 6 1, we say that a vaccine has efficacy E if for a person P j receiving this vaccine, the transmission coefficient for infectious contacts between any person P i and P j becomes ð1 À EÞl ij . If E ¼ 1, the vaccine is called perfect and P j cannot be infected.
We assume that each person receives such a vaccine with probability p and those events are independent. We now describe two variants of a construction for the spread of infection:
A.1.1. Individual thresholds
This construction is well known, see [1] , p. 12, [3] . For a person P j , let Q j be the cumulative dosage of infection that P j needs to receive before getting infected. (Q j is called P j 's threshold for infection.) Note that Q j is a random variable; PðQ j > Q Þ is the probability that P j was not infected, conditional on the fact that by that time P i received a dosage Q of infection. To understand the distribution of Q j , we first need to understand the conditional distribution of Q j on whether P j is unvaccinated (with probability q ¼ 1 À p), or vaccinated (with probability p).
If P j is unvaccinated, Eqs. (A.1.2) and (A.1.3) say that
PðD < Q j 6 D þ DDjQ j > DÞ ¼ DD Thus (with probability q), Q j is an exponential variable Expð1Þ. Similarly with probability p (P j vaccinated), Q j is an exponential variable Expð1 À EÞ (if E ¼ 1; Q j ¼ 1 with probability p). We will call such a random variable Expð1; 1 À E; qÞ. Also various Q j are independent of each other and of the infectiousness profiles I i . The construction of the spread of infection works as follows: suppose we have a network as above with individuals P i 1 ; . . . ; P i l initially infected. Consider the following collection of independent random variables: Given any realization for those variables, we reconstruct the dynamics of the spread of infection. We go along the time line until the first susceptible P s1 receives a dosage of infection (from the initially infected), that matches Q s1 . Once that happens, we add P s1 to the collection of the infected and his infectiousness trajectory I s1 starts to count towards other susceptibles' dosages. If another susceptible P s2 receives a dosage (from the initially infected and P s1 ) which matches Q s2 , we add P s2 to the set of the infected, etc. This process recovers the timing of each infection, but it does not recover the information on who infected whom.
A.1.2. Pairwise thresholds
For any individual P i , define a random variable X i to be uniform between ½0; 1, with various X i being independent of each other and of the individual infectiousness profiles. Let p be the probability of being vaccinated, with q ¼ 1 À p. Define v q ðX i Þ ¼ 1 if X i 6 q, zero otherwise. The random variable v q ðX i Þ is Bernoulli, taking value 1 with probability q and 0 with probability p. The reason for introducing X i into the construction instead of just v q ðX i Þ will become clear later (see the proof of Lemma A.3.1), when the probability q for being unvaccinated gets scaled, and comparisons between the stochastic processes will need to be drawn.
For persons P i and P j and calendar time t, we define the pairwise dosage of infection that P j received from P i up to time t as Let Q ij be the dosage of infection that P j needs to receive from P i before the first infectious contact from P i . Note that infectious contact does not mean that P j gets infected as he might have already been infected by someone else. Also for E ¼ 1, we will think of Q ij as the dosage that needs to be received conditional on the fact that P j is unvaccinated. We see, using the same reasoning as in Section A.1.1, that Q ij are independent exponential variables Expð1Þ. We now have a construction of the spread of infection analogous to the one in Section A.1.1. We start with the initially infected and, as time moves forward, we add individuals to the list of the infected if one of their pairwise thresholds to one of the previously infected is reached by that person's infectiousness trajectory. Note that in this construction we recover more information, namely the information on who infected whom. It is also useful to state measure-theoretically that the whole stochastic process is represented by the probability space S ¼ PM i Â PR ij Â P½0; 1 i ðA:1:5Þ M i is the space of trajectories of the stochastic process of P i 's individual infectiousness profile; R ij has a (probability) measure associated with the exponential variable Expð1Þ (pairwise threshold); and ½0; 1 i has the standard probability measure (which determines whether P i was vaccinated or not). The interval ½0; 1 i can also be replaced by a Bernoulli variable B i ðpÞ.
Any point in S represents a particular realization of the dynamics of infection on our network. Thus, for instance the total number of infected people under a particular dynamic is an integer-valued function of S, and the integral of that function over S gives the expected number of people, who are eventually infected etc.
A.2. Reproductive numbers associated with vaccines of varying efficacy
Suppose that in an emerging epidemic in a community of households, we randomly distribute a vaccine of efficacy E (0 6 E 6 1) -see Section 4.4 for more details. Recall (see Remark 2 in Section 4.4) that the reproductive number for a vaccine of efficacy E is
Note that the definition makes sense only for E P E C . The main result of this section is the following:
Lemma A.2.1. The function R E is a non-increasing function of E as E ranges between E C and 1. In particular, R VL P R V .
Remark. This lemma and its proof are a slight generalization of a proposition in Ball et al. [3] , where it is essentially proved that for any vaccine efficacy E; R E P R 1 ¼ R V .
Proof (Proof of the Lemma). The idea is as follows: suppose we have two vaccines of efficacy E 1 and E 2 with E 1 > E 2 , and we distribute them at random for proportions p 1 and p 2 of the population, with p 1 E 1 ¼ p 2 E 2 . Then the spread of infection is less severe in the first case than in the second case. This is true for any finite network, as we will show below. A simple argument will then establish Lemma A.2.1 for a community of households. First we prove the following elementary. h Proposition A.2.1. Consider two numbers 1 > q 1 > q 2 P 0, and two numbers 0 6 c 1 < c 2 < 1. If ð1 À q 1 Þð1 À c 1 Þ ¼ ð1 À q 2 Þð1 À c 2 Þ, then the random variable X ¼ Expð1; c 1 ; q 1 Þ is stochastically larger than the random variable Y ¼ Expð1; c 2 ; q 2 Þ.
Proof. Let p i ¼ 1 À q i , with p 1 < p 2 . The stochastic comparison means that for any number a, PðX P aÞ P PðY P aÞ From this we derive the following proposition, which generalizes the result in Ball et al. [3] : Proposition A.2.3. Consider a finite network with the initially infected P i1 ; . . . ; P ik . Consider the two scenarios: In the first case, each of the susceptibles receives a leaky vaccine of efficacy E 1 with probability p 1 ; in the second case, each receives a leaky vaccine of efficacy E 2 with probability p 2 . Suppose E 1 > E 2 and E 1 p 1 ¼ E 2 p 2 . Then one can couple the two processes for the spread of infection so that for any realization and for each point in time, the set of people, who are infected by then in the first scenario is contained in the corresponding set for the second scenario.
Proof. For each person P i , we assign a pair ðQ . We construct the spread of infection in time as described in Section A.1.1. We claim that for a particular realization of the individuals infectiousness profiles and thresholds and for each time t, the set of individuals infected by time t in the first scenario is contained in the corresponding set in the second scenario. If not, there is a first time t 0 and a person P 0 infected at that time in the first scenario, but not yet infected in the second scenario. That means that its threshold Q 
Here R G is the expected number for out-of-household infections by one infected person, and f i is the expected number of people, who are eventually infected in a (homogeneous) household of size i (given an initial infection). Suppose we now have two vaccination strategies: In the first case, we distribute a vaccine of efficacy E 1 at random to proportion p 1 of the population -thus we get a community Com 1 . In the second case we distribute a vaccine of efficacy E 2 at random to proportion p 2 of the population -thus we get a community Com 2 . As before, p 1 E 1 ¼ p 2 E 2 and E 1 > E 2 . For the first community, the reproductive number is
Here f i ½E 1 ; p 1 is the expected number of infected in a household of size i with one initially infected where each person is given a vaccine of efficacy E 1 with probability p 1 . There is also an analogous expression for R H ½E 2 ; p 2 . From Proposition A.2.3 we conclude that if E 1 > E 2 and
Now pick a portion p E 1 of the first vaccine to have the reproductive number R H ½E 1 ; p E 1 ¼ 1. Consider also a portion p 2 ¼ p E 1 E 1 =E 2 of the vaccine of efficacy E 2 . We have that R H ½E 2 ; p E 1 E 1 =E 2 P 1. Thus p E 2 P p E 1 E 1 =E 2 , which is equivalent to Lemma A.2.1.
A.3. Generations of infections and comparison results
In this section, we will establish several auxiliary results towards proving that R V P R HI . Throughout this section we will talk about the distribution of a perfect vaccine (E ¼ 1), given with probability p ¼ 1 À q to each individual on an arbitrary finite network as in Section A.1. We will call such a network Net q .
Let S be the space of all realizations of infectiousness profiles, pairwise thresholds and individual vaccination statuses as in Eq. (A.1.5). Pick a particular realization z in S. We will now define the notion of generations of infections for z. The 0th generation G 0 ðzÞ are the initially infected. The first generation G 1 ðzÞ are those, which were infected by people in G 0 . Inductively, G kþ1 ðzÞ consists of all persons, infected by people in G k ðzÞ. Thus the sets G 0 ðzÞ; G 1 ðzÞ; . . . are disjoint and their sizes jG i ðzÞj are random variables G q i . Our first result is a comparison lemma for the expectations of the number of infected persons in the kth generation when we scale the probability of not being immunized:
Lemma A.3.1. Consider a network Net q as above and let C > 1 be a real number such that Cq 6 1. Consider also the network Net Cq . Then
Proof. For each person P j , who is infected in generation k, there is a transmission path j j ¼ P j;0 ; . . . ; P j;k where P j;0 is initially infected, P j;k ¼ P j , and person P j;i infected P j;iþ1 . This calls for a definition. h Proof. For each individual P i , let U i be the event that P i is infected in the kth generation. Thus H k ðqÞ ¼ R i PðU i Þ. Since each person infected in generation k þ l has a unique infector in generation k, we get that R lP0 H kþl ðqÞ ¼ R i PðU i ÞEðinfected viaP i jU i Þ Here a person is 'infected via P i ' means that P i is in the infection path leading to that person. As we know, R i PðU i Þ ¼ H k ðqÞ. Also EðinfectedviaP i jU i Þ 6 f ðqÞ This is because under any spread of infection in time till P i gets infected in the kth generation, the remaining, uninfected persons have higher conditional probabilities to be vaccinated than p, and so the expected number of those to be infected via P i is less than the expected number of people to be infected by one vertex in a completely susceptible network. Suppose we have an epidemic in a community of households, with all households having a single size n. Let f be the expected number of infected people in an infected household. Thus
. We have Theorem A.4.1. R V P R HI .
Proof. Let p ¼ 1 À q be the critical proportion of people, which needs to be vaccinated to bring the reproductive numbers to 1. By definition, R V ¼ 1=q. For each t between q and 1, we consider a community of households with a proportion 1 À t vaccinated with a perfect vaccine. We have R HI ðtÞ ¼ R G ðtÞ þ for x P 0. We will show that g 0 ðxÞ 6 gðxÞ. It will follow from Gronwall's inequality that gðxÞ 6 e x gð0Þ, which is the statement of the lemma. Now g0ðxÞ ¼ . We will now show that for any number y, yf 0 ðyÞ 6 f ðyÞðf ðyÞ À 1Þ which is equivalent to g0ðxÞ 6 gðxÞ.
Remark. The above inequality becomes an equality for a branching process, in which case f ðyÞ ¼ 1 1Ày for y < 1 (here y is the expected number of people that one infected individual will infect) and f ðyÞ is infinite if y > 1.
Let H k ðtÞ be the expected number of infected people in the kth generation as before. We have f ðtÞ ¼ R 
At the same time, if we forget about the stratification by the household size, we note that the proportion p i of people in households of size i does not equal the proportion of infected people in households of size i among all infected people. To prove R V P R HI , it is convenient to define an alternative way of averaging the number of infections per infected individual as
The latter reproductive number serves as an epidemic threshold. 
