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Consider a nonautonomous system of differential equations 
dx/dt = a(t, x), (0.1) 
where x = (xi) is an n-vector, and u(t, x) = (d(t, x)) and its derivatives with 
respect to x up to order r 2 0 are continuous in a given domain in P+i. 
For simplicity, we assume that the domain is of the form I x 9, where I is 
an open interval and a is a domain in R II. Given any value of t E I, let A(t) be 
the differential operator (or time dependent infinitesimal transformation) 
such that, for any function f =f(x) of Cl in a, 
A(t)f = i ayt, x) q/axi. 
i=l 
If, instead, f = (f”(x)) is an n-vector, then it will be understood that 
4v = Gwfi)* 
Write, for 1 <l<r + 1, 
44 ,..., t, , x) = A(&) .‘. A(t,)x, 
which has continuous derivatives with respect to x up to order r - I + 1 
in IL x 9. Note that 
44 4 = a(t, x), 
We shall be interested in the initial value problem of (0.1) with the initial 
condition X(T) = .$ E D with 7 E I. Given any n-vector 4(t) continuous in I 
with 4(t) E %, define 
+ j: jF .a- j:” a& ,..., s1 , 5) ds, a.. ds, 
+ jt j" 1.. jB'~yt&,.+l >..., ~1, +(sr+l)) ds,,, --* 4 . (0.2) 
Denote by /I (1 the usual kuclidzan norm of R”. 
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THEOREM 1. If x = 9(t), t EI, is a solution of (0.1) with $(T) = 4, then 
+(t) = (~?W), tel. (0.3) 
If there exists a positive constant K with 
II %+l(t,+l >**.9 t, 3 %I - %+l(t,+l v..., t, 9 411 G K II xz - *l II (0.4) 
for any t, , . . . . t,+l E I and any x1 , x2 E D, then $(t) is the unique solution 
of the iterated integral equation 
d = w 
over the interval I. 
Theorem I will be proved in Section 1. Observe that when Y = 0, the 
integral equation simply becomes 
+(t) = 4 + j’ a(~, 4(s)) ds, 7 
on which the Picard’s method of approximation is based. The Picard’s 
method of approximation for the initial value problem of (0.1) can now be 
generalized by using the iterated integral equation (0.3) for any r 3 0. 
Let us consider the case where r = 03. Instead of (b(t), denote by +(t, e) 
the solution of (0.1) with +(T, 5) = 5. Then, for a given value of t, $(t, 5) 
is of Coo in 5. For any function f of Cm in f about 5 = 0, denote by / the 
formal power series expansion off in 5. In particular, if a”(& ,..., t, , 6) exists, 
its coefficients are functions of t, , . . ., t, . In Section 2, we shall prove the 
next result: 
THEOREM 2. Assume that D contains the origin of Rn. If u(t, x) has con- 
tinuous derivatives with respect to x up to arbitrarily high order in 3 and if 
a(t, 0) = 0 for all t E I, then, for any given value oft in I, 
$6 8 = 6 + s: a^,(~, , 0 ds, + ( s; a”,(~, s1 , 5) ds, ds, + .a. (0.5) 
where the integrals at the right-hand side have to be understood as obtained 
by term-by-term integration of the respective formal power series a”, , a^, ,... . 
A more precise meaning of (0.5) will be given in Section 2. Theorem 2 for 
an autonomous system has been given in [2]. If a(t, x) is holomorphic in x and 
satisfies some mild conditions, then, according to a result in [I], 
5 + ,I & 3 6) 4 + j-1 ,:’ a& , sl , E) ds, ds, + .a., (04 
taken as a series of holomorphic functions in 5 will converge to $(t, 4). 
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We wish to point out two special cases of the series (0.6), which are 
familiar to us: 
(a) If(O.1) is a holomorphic autonomous system, then A(t) = A is time 
independent, and series (0.6) becomes 
(X + tAx + t2A2x/2! + **-)z=c = (exp t/lx),=, , 
which is we11 known in Lie theory. (See, for example, [d],) 
(b) If (0.1) is a homogeneous linear system, then 
a(t, x) = A(t)x, 
where A(t) may be taken as an n x n matrix. Thus (0.6) is simply the series 
(E + jt A(%) ds, + jt j" -&,)A(4 ds, ds, + a-) I, 7 7 7 
E being the identity matrix. This is the usual series obtained through Picard’s 
approximation. 
As an example of application, we shall consider in Section 3 a perturbed 
harmonic system of the type 
dxldt = -hy + fdx, Y) + g,(x, Y, t) 
dyldt = Ax + fi(x, Y> + Ax, Y, t)> 
(0.7) 
where x and y are scalars, and 
fdx, Y> = w2 + Y”>“>, i= 1,2. 
We further assume that gj(x, y, t), i = 1,2, are of period 27r in t and can be 
written in the form 
where each gi mm+j(x,y, t), j = I,..., m + 1, is a homogeneous polynomial 
of degree m + j in x and y, whose coefficients are functions of t of “high 
frequency.” 
Let (x, y) = +(t, f, 7) denote the solution of (0.7) with the initial condition 
(x, y) = (6, r]) when t = 0. Roughly speaking, we shall be able to show that, 
in $(2~r, 6,~) as a function of f and 7, the contribution of the (m + 1) - st 
order perturbation terms g,(x, y, t) and g,(x, y, t) is only of order 2m + 1 and 
can be diminished by increasing the frequencies of gism+i and g2,m+l . 
Therefore, the perturbation terms fi and f2 will, in general, determine the 
stability property of the origin if we have a suitable control of g, and g, . 
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In Section 3, the system (0.7) will be given in an equivalent complex form, 
and it will be assumed without loss of generality that X = 1. 
1. ITERATED INTEGRAL EQUATIONS 
Proof of Theorem 1. We use induction on r. The case r = 0 is trivial. 
For r > 0, we have, by force of the induction hypothesis, 
@dP> - 4(t) 
= @A)(~) - @?4#w 
= - J: j:’ -0. j-y [u,(s, ,..., s1 ,4(4) - 4(s, 
+ jt jsl a** j” %+,(S,+, **., Sl 9 Nsr+d) ds,+, 
7 , 7 
Note that 
4, ,vSl ,4(Q) - a&, 9***, Sl > 0 
= 
s 
” (d/ds)a,(s, ,..., s1 ,4(s)) ds 
7 
., ~1, -314 *a* 4
. . ds, . 
= 5 ” [4sb,(s, ,..-> ~1, 41z=m ds 7 
% Z-C 
i ~7+dsr+1 ,..+> ~1 > 4(sr+d &+I - T 
We conclude that (0.3) holds. Let #(t), t E I, be another solution of (0.3). 
Assuming the validity of (0.4), we have 
II (k(t) - d@)ll < K i jt j” *-- j” II Ifi(&+1) - &r+d ds,+l *-* ds, / (1.1) 
7 7 7 
for all t E I. Let t, E 1, say t, > T, be such that, for T < t < t, , 
w = bW 
Then (1 .l) implies that, if 
Wt*) = suPIll 4(t) - #J(r)11 : t E rr, t*1), 
then, for t* > t, , t* EI, 
hqt*) < K 1 t* - t, J’+lM(t*)/(r + l)!. 
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This means that M(t) vanishes about t, . Since the set of the zeroes of M(t) is 
closed relative to 1, M(t) must vanish throughout I. Hence the theorem is 
proved. 
Set y&(t) = f and, for I > 0, 
4z+1(t) = @rMt). 
We can show in a standard manner through the contraction principle that the 
sequence Mt>~ converges uniformly in some neighborhood of T to the 
solution of the initial value problem of (O.l), provided (0.4) holds. This 
represents a generalization of the Picard’s method of approximation. 
It may be of interest to estimate the rapidity of the approximation. Suppose 
that the approximating sequence is defined for 1 t - T j < 8. Then we have 
II 5&+1(t) - 4(t)ll = IlGkMt) - Gbmll 
< 1s: ,f’-1: K II M,+d - 4(~+1)ll &+I ... 4 
so that 
SUP{11 +l+I(t> - Wll : I t - 7 I G a> 
< (Ka’+ll(r + l>!> SUP{II W) - vwll : I t - 7 I G a>. 
Consequently, for any 1 > 0, 
SUP{ll A(t) - W>ll : I t - 7 I G 8 
< (K67+1/(r + l)qz q(ll $I#> - #II : I t - 7 I < q. 
2. THE FORMAL EXPANSION 
In order to establish Theorem 2, we first introduce what may be called 
“truncated majorization.” 
Functions of 6 mentioned hereafter will be always of Cm in 5 about 6 = 0. 
Every functionf([) has a Taylor’s expansion 
where m = (m, ,..., m,), lrn = (g)ml ..* (6 n ) nzn, and the summation runs over 
all nonnegative integral indices m, , . . . , m,, . By 
we simply mean 
I 4f)l ,< %Ld 
for all m with ( m ( = m, + a-0 + m, < r. 
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If E is a region in the T-space and iff = f(q, t) depends also on q, then, by 
over E, 
we mean that, for any fixed 7 E E,f(7, [) is of Cm about 5 = 0 and is g7g(f). 
Iff<,g and if ui gV vi with vi(O) = 0, i = I,..., n, then 
Now we are ready to prove Theorem 2. The precise meaning of (0.5) is 
that the series of real numbers 
converges to am(+(t, 5)) for all m, 1 m ] >, 0, and for all t E I. 
Proof of Theorem 2. Without loss of generality, we may assume that 7 = 0 
and I C [--L, L] with L < co. Because of Theorem 1, it suffices to show that, 
for i = 1 , . . . . 12, and 1 m 1 3 0, 
as 1 tends to co. 
Let r be any fixed positive integer. Construct a polynomial b(f) such that 
over I. 
Since the origin is a critical point of (O.l), we may demand that b(0) = 0. If 
B = b(t) 1 a/w, 
then, for 12 1, 
%“& ,..., 51, t) 5 BY” = V(t) over Il. 
It is known that, for any t, 
exp tBg = p + &i(t) + tzbzi(l)/2! + .a- 
converges to a holomorphic function in t about .$ = 0 and that 
ol,(t’b,i([)/z!) -+ 0 
as 1 tends to 01). (See, for example, Proposition 2.1, [I].) 
Observe that each 1 ~~,Jxi(t, .$)I, as a function of t, is continuous and is 
therefore bounded above by a positive constant Km’. Construct a function r+(t) 
such that 
a&9) = ic,i. 
Then for 
w 0 $ v”(S) over I, 
we obtain 
$ ~V+,(v(t))/(~ + I)!. 
Clearly, for any m, 
Fz+w + vb9n(b:+l(~(E))) + 0 
as I tends to co. Hence (0.5) holds. 
3. APPLICA-rION 
Let u(t) be a continuous complex valued function oft of period 2~. We say 
that u is of frequency at least N if, for any integer r, 1 r I < N, 
i 
2lr 
u(t)eirt dt = 0. 
0 
As usual, we define the norm of u to be 
11 u 11 = (274-t IJf u(t)zi(t) dt/ ‘. 
LEMMA 3.1. If both u(t) and v(t) are of frequency at least N > 0, then 
as7 s1 
il I 4@4sd 6 4 G 4~ II u II II v II/N. 0 0 I 
Proof. Let the Fourier expansions of u and v be &,,l~N u,,,eimt and 
Cpl aN vmeimt, respectively. Note that, for ma # 0, m, # 0, 
%r 
$1 
91 e*(‘%%-%%) ds, ds, 
0 0 
vanishes if ml # ma and is equal to 2n-iym, if m1 = m, . 
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Hence 
Let z = x + iy and f = x - iy be a pair of conjugate complex variables. 
Consider the system 
dz/dt = iz + h(x, s) 
dz/dt = -42 + &(z, 2) 
and 
(3.1) 
dzjdt = iz + h&z, 2) + q(z, f, t) 
dz/dt = --iz + i&z, 2) + &z, f, t) 
(3.2) 
which satisfy the following conditions: 
(a) h(z, 5) is of C2m+1, m > 0, in a neighborhood D of the origin 
(x, 5) = (0,O) of the complex plane, which may be identified with R2. 
Moreover 
h(z, 2) = O([ z 12”). 
(b) q(z, f, t) and its derivatives with respect to x and f up to order 2m + 1 
are continuous in 53 x R. 
(c) q(x, f, t) is of period 277 in t such that it can be written in the form 
qm+&, f, t) + *-- + qmt+l(& f q + O(l .z I”‘“) 
uniformly in t, where 
4m+i(% f, t> = 1 4kl(Gkf’ 
k,l>O 
k+l=m+j 
with qkl(t) being of frequency at least N > 2m + 2. 
(d) &(z, 5) and q(z, %, t) are the respective conjugates of h(x, Z) and 
a(% 2, t). 
Set 
M = m4ll 4m+l o IL II pm 1 IL II q. m+l III. 
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It is easy to verify that 
i 
2n 
e-itq(eitz, e-%, t) dt = o( ( 2 12m+1), 
0 
and 
s 
‘* e-“t(~/L3z)q(eitz, e-%, t) dt = o( 1 z 12”) 
0 
I 
2w e-“t(8/%)q(eitx, e-%, t) dt = o(l z lzm). 
0 
Observe that e-itq,+, e%, e-%, t) and its derivatives with respect to z and f 
are of frequency at least N - 2m - 2. 
Denote by z = d:; ‘6). f = Z(t, 4) the solution of (3.2) with the initial 
condition with z = 5 ‘when t = 0. Since z = Z(t, 5) alone determines the 
solution, we shall simply say that z = Z(t, 5) is the solution. The corre- 
sponding solution of (3.1) will be denoted by z = Zo(t, 5). 
PROPOSITION 3.1. There exists a universal constant c depending only on 
the integer m such that 
1 2(2rr, 5) - Zo(27r, I,‘)/ < cM2 1 5 Izm+l/(N - 2m - 2) + o(l 5 l”+l). 
Proof. The transformation given by z = eitw brings (3.1) and (3.2), 
respectively, into the systems 
dwldt = a(t, w, 6) 
dC/dt = d(t, w, E) 
(3.3) 
and 
where 
dw/dt = a(t, w, C) + b(t, w, C) 
dZ/dt = ci(t, w, C) + &t, w, C), 
(3.4) 
a(t, w, E) = eMith(eitw, e-Sir), 
b(t, w, t!Z) = e-itq(eitw, e-%Z, t), 
and d(t, w, 6) and 6(t, w, E) are the respective conjugates. The differential 
operator corresponding to (3.3) is 
Write 
A(t) = a(t, w, E)k?/aw + E(t, w, E)~/EG. 
B(t) = b(t, w, rZ)L@w + &t, w, @a/&Z. 
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Then A(t) + B(t) is the differential operator corresponding to (3.4). Note 
that 
I 
2n B(s)w ds = o( ( w (2nt+1) 
0 
s I ; ; A(s,)B(s,)w ds, ds, = o(\ w 14”) 
I I ; :’ B(s,)A(s,)w ds, ds, = o(l w 14m), 
and 
(43) + %a4(s2) + J3(s2))(4s,) + B(Sl))W = o(l w I”) 
uniformly in s, , sa , ss . 
Since the leading terms of B(t)w and B(t)G, i.e., 
e-itq,+,(eitw, e-%, t) 
and its conjugate, and their derivatives with respect to w and E are of 
frequency at least N - 2m - 2, it follows from Lemma 3.1 that 
/ sf 1: B(s2)B(sl)w ds, ds, ( < cM2 1 w Izm+l/(N - 2m - 2) + o(I w j2m+l), 
where c can chosen so that it depends only on m. 
Denote by w = Wo(t, 5) and w = W(t, 5) the respective solutions of 
(3.3) and (3.4) with the initial condition w = 5 when t = 0. Obviously 
Wo(2x, 5) = Zo(27r, 5) and W(27r, 5) = 2(27r, {). 
At this point, we must justify the validity of Theorem 1 for (3.3) and (3.4). 
Write w = u + iv, u and er being real. The system (3.3) written in its real 
form is 
du/dt = Re a(t, w, C) 
dw/dt = Im a(t, w, W). 
(3.3a) 
In terms of u and V, we may write 
Al(t) = &z(t, w, q(a/ax - iajay) + &qt, w, q(a/ax + iajay) 
= Re a(t, W, iE)a/ax + Im a(t, W, w)a/ay, 
which is the differential operator corresponding to the system (3.3a). There- 
fore Theorem 1 applies to (3.3) and similarly to (3.4). 
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We have 
+ Wd(&) + %J)wL ~(a,. 5) 4 4 4 
zzz 5 + ,I” (A(s)w),=~ ds + J; ,:‘(~(s,)A(s,)~),=~ ds, ds, 
+ 1:” j-l’ (~(s,)~(s&u)w-~ ds, 4 + 4 I 5 I”““) 
= zo(277, 5) + s”T /‘l(B(s,)B(s,)w),=i ds, ds, + o(I &’ 12m+1). 
0 0 
Hence the proposition is proved. 
Using precisely the same computation as given in Section 6, [I], we may 
obtain a constant k, from h(z, 2) such that 
+&(277, 5) = 5 + 27&n5m+15m + o(l 5 12m+l) 
= (1 + 24n I5 12”)5 + o(l 5 12m+1)e 
The system (3.1) is stable or unstable according as Re k, < 0 or > 0. 
(See also [5].) We may therefore conclude that the system (3.2) has the 
same stability property provided 
cM2/(N-2m-2)<2?rIRek,j. 
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