In this paper, the challenging problem of joint channel estimation and data detection for multiple-input multiple-output orthogonal frequency division multiplexing systems operating in time-frequency dispersive channels under unknown background noise is investigated. Based on two different but equivalent signal models, two expectation-maximization algorithm-based iterative schemes for joint data detection and channel and noise variance estimation are proposed. The first scheme jointly detects data and estimates the channel and noise variance, but the computational complexity is high, owing to the simultaneous detection and estimation for all antennas. To reduce the computational complexity, a complexity-reduced scheme that is detecting data and estimating channel for only one antenna during each iteration and holding the unknown quantities of other antennas to their last values is proposed, whose performance only slightly degrades compared to the first scheme. Moreover, both schemes are derived as closed-form expressions, and therefore, our proposed schemes are free of exhaustive search. Simulation results demonstrate quick convergence of the proposed algorithm, and after convergence, the performance of the proposed algorithm is close to that of the optimal channel estimation and data detection case, which assumes full training and perfect channel state information.
Introduction
Multiple-input multiple-output (MIMO) communication [1] can significantly increase the throughput without increasing the transmit power and additional bandwidth. Orthogonal frequency division multiplexing (OFDM) [2] can provide high data rate transmission capability and is robust against multipath (time-dispersive) fading channels. MIMO combined with OFDM (MIMO-OFDM) [3] has been adopted in various international standards such as 3GPP-LTE, WiMAX, and IMT-Advanced. http://jwcn.eurasipjournals.com/content/2013/1/182 symbol period increases significantly (much greater than in frequency-nondispersive channels). Furthermore, in practical communication scenarios, the knowledge of the power of background noise is required to perform many signal processing algorithms, such as channel estimation [4] and decoding [5] in MIMO-OFDM systems.
In this paper, joint data detection and channel and noise variance estimation for MIMO-OFDM systems operating in TF dispersive channels under unknown background noise are investigated. We employ the expectation-maximization (EM) algorithm [6, 7] , which is an iterative numerical method employed to compute the maximum likelihood (ML) estimates, to develop an iterative algorithm to solve this challenging problem.
For MIMO systems, the literature along these lines can be categorized as follows:
EM for channel estimation and data detection assuming the noise variance is known: EM-based joint channel estimation and data detection algorithms in time-nondispersive and frequency-nondispersive channels (TnDFnD channels) are proposed in [8] [9] [10] , and in time-dispersive and frequency-nondispersive channels (TDFnD channels) are proposed in [11] [12] [13] , respectively. However, the maximization step (M-step) for data detection proposed in these papers is not obtained as a closed-form solution, and therefore, a brute-force searching over all of the possibilities is required.
EM for channel and noise variance estimation: In TnDFnD channels, EM-based joint channel and noise variance estimation algorithms are proposed in [14] [15] [16] . However, data detection is obtained by an extra ML estimator and a maximizing a posteriori probabilities (APP) detector in [14, 15] , respectively.
In [16] , a full training sequence is adopted to perform the proposed EM algorithm, and therefore, no data detection is addressed. In TDFnD channels, EM-based joint channel and noise variance estimation algorithms are proposed in [17] [18] [19] . However, data detection is not addressed in these papers.
EM for data detection and noise variance estimation: In TnDFnD channels, an EM-based joint data detection and noise variance estimation algorithm is proposed in [20] . However, the channel estimate is only obtained by pilot symbols and is not included in the EM updating process.
EM only for data detection assuming the noise variance is known: In TnDFnD channels, EM-based data detection algorithms are proposed in [21, 22] . However, channel estimation is not addressed in [21] , and the channel knowledge is assumed ideally known at the receiver in [22] . In TF channels, an EM-based data detection algorithm is proposed in [23] to solve a maximum a posteriori probability (MAP) detection problem. However, the data estimate is not given by a closed form, and therefore, the exhaustive search is required.
EM only for channel estimation assuming the noise variance is known: In TnDFnD channels, EM-based channel estimation algorithms are proposed in [24] [25] [26] [27] [28] . However, the data estimates are obtained by extra MAP estimators in [24] [25] [26] and APP estimators in [27, 28] , respectively. In TDFnD channels, EM-based channel estimation algorithms are proposed in [29] [30] [31] [32] . However, the data estimates are obtained by an extra BI-GDFE detector in [29] , a minimum mean-squared error (MMSE) detector in [30] , a trellises approach in [31] , respectively, and data detection is not addressed in [32] .
In this paper, based on two different but equivalent signal models, two EM algorithm-based iterative schemes which integrate data detection and channel and noise variance estimation are proposed in a consistent way so as to iteratively improve the system performance.
The first scheme jointly detects data and estimates the channel and noise variance, but the computational complexity is high, owing to the simultaneous detection and estimation for all antennas. To reduce the computational complexity of the first scheme, another scheme that performs data detection and channel estimation for only one antenna during each iteration and holding the unknown quantities of other antennas to their last values is proposed, whose performance only slightly degrades compared to the first scheme. Furthermore, the estimates of data, channel, and noise variance are all obtained as closed-form results, and therefore, the proposed schemes are free of exhaustive search. Simulation results demonstrate quick convergence of the proposed algorithm, and after convergence, the performance of the proposed iterative algorithm is close to that of the optimal channel estimation and data detection case, which assumes full training and perfect CSI.
The remainder of this paper is organized as follows. The system model for MIMO-OFDM systems operating in TF dispersive channels under unknown background noise is introduced in Section 2.
In Section 3, an EM-based scheme for joint data detection and channel and noise variance estimation is proposed. In Section 4, a reduced complexity EMbased scheme is proposed. Section 5 gives some simulation results that demonstrate the effectiveness of the proposed schemes. Finally, conclusions are drawn in Section 6. 
In general, the elements of x i can be categorized into:
where I i d is the index set of subcarriers allocated for data symbols (with N d elements), and I i p is the index set of subcarriers allocated for pilot symbols (with N p elements), respectively. Notice that 
] T denote the data and pilot vectors, respectively.
A cyclic prefix (CP) with length N cp larger than that of the longest channel response is inserted at the beginning of each OFDM symbol to prevent intersymbol interference.
TF dispersive channels under unknown background noise model
At the receive antenna j, assuming perfect timing and frequency synchronization are achieved, the nth sample of the received signal is given by:
where h ji (n, l) is the TF dispersive channel of the lth path with length L at time n, associated with the ith transmit antenna and the jth receive antenna, and w j (n) denotes the unknown background noise and is assumed to obey complex Gaussian distribution with zero mean and unknown variance σ 2 , which is assumed to be the same across all receive antennas. After discarding the CP and stacking all N samples, the received signal for a whole OFDM symbol at the receive antenna j can be expressed in a vector form as:
where
] T denote the received signal at the receive antenna j and the corresponding noise, respectively. H ji represents the corresponding TF dispersive channel matrix and is expressed as:
It is observed from (4) that the number of unknowns in H ji is NL, which is much larger than the number of received samples. Therefore, direct estimation of H ji is almost impossible (i.e., this will give rise to the identifiability problem).
To overcome this problem, in this paper, a parsimonious (low-dimensional) representation of h ji (n, l) using the basis expansion model (BEM) [33, 34] is adopted, i.e., using an expansion with respect to time n of each path l of h ji (n, l) into a basis {b n,q } Q q=0 as:
where β ji q,l is the qth BEM coefficient of the lth path associated with the channel between the ith transmit antenna and the jth receive antenna; b n,q is the basis that captures channel time variations, and Q + 1 is the number of the basis. BEM is motivated by the observation that the temporal (n) variation of h(n, l) is usually rather smooth due to the channel's limited Doppler spread and therefore {b n,q } Q q=0 can be chosen as a small set (i.e., Q N) of smooth functions.
Below, two equivalent expressions for the received signal will be derived, from which closed-form solution for data detection and channel estimation can be obtained, as will be shown in the following sections.
Notice that (3) can be rewritten as:
where (6) can be put into a more compact form as:
Substituting (8) into (7), we obtain:
By stacking the received signals from all N R receive antennas into a single vector using (9) and (3), two equivalent expressions of the received signal which explicitly show the dependence of the unknown BEM coefficient and unknown signal can be obtained, respectively, as:
represents a function of s and can be reconstructed by s through (6), (7), (8) and (9) . Similarly, [ β] represents a function of β and can be reconstructed by β through (3), (4) and (5).
Iterative data detection and channel and noise variance estimation
The ML solution of all unknown quantities in (10), i.e., s, β, and σ 2 of w, involves multidimensional searches that pose prohibitively high computational complexity. In this and the next sections, the EM algorithm is employed to iteratively compute the ML estimates, with the different accuracy versus complexity trade-offs, respectively. As will be seen, our proposed schemes provide not only computationally affordable but also closed-form solutions that are free of exhaustive search. Using the EM terminology, we take y as the incomplete data, β as the unobservable or missing data, and (σ 2 , s) as parameters of interest. The iterative algorithm includes two steps (the E-step and the M-step) at each iteration.
In the E-step, an expectation is taken with respect to β conditional on the observed data y and the previous estimates of (σ 2 , s), and an objective function depending only on (σ 2 , s) is obtained. In the M-step, through maximizing the function obtained in the E-step, the effect of channel can be compensated, and the current updated estimates of (σ 2 , s) can be obtained.
The two steps at the kth iteration are detailed as follows:
. Note that conditioned upon y, the only unknown or random component in the complete data (y, β) is β; the expectation is taken with respect to the conditional probability density function f (β|y,σ More specifically, for the E-step: using Bayes's rule, we have:
where the fact that β is independent of s and σ 2 has been used. From (11) , the function Q(σ 2 , s|σ 2 k−1 ,ŝ k−1 ) in the E-step can be expressed as:
where the second term can be ignored in the following derivations, since it is not a function of parameters of interest, i.e., not a function of (σ 2 , s) and therefore will not affect the following M-step. Using (10a), the likelihood function f (y|β, σ 2 , s) is obtained as:
Substituting (13) into (12), we have:
Notice that the following equation holds true for any matrix A and vector a with compatible dimension:
Define the conditional mean of β in (14) asβ k = E{β|y,σ 2 k−1 ,ŝ k−1 }, and using (15), we obtain:
} represents the corresponding conditional covariance matrix of β. It is shown in Appendix 1 that the conditional mean and covariance matrix are approximately given by:
M-step: in this step, we aim to maximize Q(σ 2 , s|σ 2 k−1 ,ŝ k−1 ) with respect to σ 2 and s. Differentiating (16) with respect to s and setting the result to zero, neglecting those irrelevant terms we have:
It is noted that since (19) depends on s in an implicit way, direct maximization of (19) 
where λ m,k is the mth eigenvalue ofΥ k , and μ m,k is the mth eigenvector, associated with λ m,k . Substituting the eigendecomposition onΥ k into (19) and using the two equivalent equations derived in (10a) and (10b), we have:
Notice that [·] and [·] defined in (10a) and (10b) are not only applicable to s and β but also applicable to any vectors with compatible dimension.
Since (20) is a quadratic form of s, by setting the first derivative of (20) with respect to s to zero, the kth signal estimate is then given by: 
After OFDM demodulation, the symbol from the ith transmit antenna can be obtained as:
Sincex i k is discrete, belonging to a symbol constellation point, it must be quantized to its nearest constellation point in each iteration. Consequently, constellation mapping is carried out to obtain the discrete symbol estimate as:
.., N T − 1 into (16) and setting the first derivative of Q(σ 2 , s|σ 2 k−1 ,ŝ k−1 ) with respect to σ 2 to zero, the kth estimate of the unknown noise variance can be obtained aŝ
In summary, starting from a suitable initial value, the proposed iterative EM-based scheme alternates among the explicitly closed-form results (17) , (18) , (21) , (22) , and (23) until convergence, i.e., until no significant changes are observed in the updates.
A reduced computational complexity scheme
The computational complexity of the EM-based iterative scheme proposed in Section 3 is summarized in Table 1 . Notice that the computational burden mainly comes from the joint detection and estimation simultaneous for all transmit antennas. If in each iteration, detection, and estimation can be completed one antenna by one antenna, the computational burden will be significantly reduced.
Table 1 Computational complexity of the proposed scheme in Section 3
Computation Complexity
Recalling (6) and (3), two alternating but equivalent expressions for y can be derived as:
where 
The subscript 'rc' is short for 'reduced complexity' to distinguish it from the β j defined in Section 3, which represents the BEM coefficients associated with the channel from N T transmit antennas to the receive antenna j.
From (24a) and (24b), it is observed that by applying the mathematical framework of EM, an alternative way to choose the complete data, defined as ψ in this scheme, is by decomposing the observed data y into its signal components. The complete data ψ is obtained as:
where Similar to the E-step in Section 3, for the kth iteration, we need to compute the conditional expectation of the log-likelihood function for the complete data ψ. More specifically, for the E-step: using (25a), the likelihood function can be expressed as:
where R and the ς i 's being arbitrary nonnegative and real-valued scalars satisfying
Notice that in this scheme, we take (β rc ,s) as parameters of interest. Using (26) and neglecting those irrelevant terms, E{logf (ψ|β rc , s)|y,β rc,k−1 ,ŝ k−1 } can be expressed as:
whereψ k , the conditional mean of ψ, can be derived as: i=0 ψ i = ψ. Substituting the corresponding components into the right-hand side of (28), after some manipulations we obtain: Substituting (29) into (28), finally we obtain:
wherê
It is noted from (30) that in the following M-step, the maximization of E{logf (ψ|β rc , s)|y,β rc,k−1 ,ŝ k−1 } with respect to β rc and s is equivalent to the minimization of each of the single terms in (30), i.e., minimization of Notice that the multidimensional minimization for each of the terms in (30) still remains a formidable task. To solve this problem, substituting (24a) and (24a) into (31), we obtain:
(33) Set ς i = 1, for the ith transmit antenna we have:
Recalling that
i=0 ς i = 1, and by using (31) , for the transmit antennas {g}
g=0,g =i we have:
Using (34) and (35), (30) can be decomposed into N T terms, each of which can be solved as follows:
M-step: for the ith transmit antenna, we have:
and for the transmit antennas {g}
g=0,g =i , we have:
Therefore, the proposed iterative scheme starts from k = 0, 1, 2, ... and during the kth iteration, i is set as i = < k > N T . It can be seen that we have split the estimation and detection problem for the MIMO case of Section 3 into estimation and detection problem for N T single-input and multiple-output (SIMO) cases, where, during each iteration, parameters and data from only one transmit antenna are estimated and detected. Note that χ i k given in (33) is a disturbance term that accounts for the background noise and residual interference after the kth iteration, where the interference is linearly related to the signals of all transmit antennas. Then, assuming the interference is i.i.d with zero mean, from the central limit theorem [35] , it can be seen that the entries of χ i k are nearly Gaussian distributed with zero mean and some variance σ . Comparing (34a) and (34b) with (10a) and (10b), it is easy to see that the same EM procedure proposed in Section 3 can be directly adopted to solve the optimization problem of (36) , with details shown in Appendix 2.
The computationally feasible EM scheme is summarized as follows: 
Then,β 
Updating σ 2 χ i :
The computational complexity of the proposed iterative EM-based scheme with reduced complexity is summarized in Table 2 .
Note that compared to Table 1 , the computational complexity of the proposed iterative EM-based scheme with reduced complexity is significantly lower than that of the EM-based scheme proposed in Section 3. However, this significant computational complexity reduction is not obtained without price. As will be shown in Section 5, there is a minor performance degradation compared to the EM-based scheme proposed in Section 3. This performance degradation is due mainly to two reasons. First, the disturbance term in (34a) and (34b) contains the background noise as well as the residual interference from other transmit antennas, whereas in (10a) and (10b), only the background noise is contained. Second, the separate estimation and detection for each antenna is seen as a suboptimal estimation and detection method compared to the joint estimation and detection for all antennas, which is optimal in the sense of estimation and detection theory [36] .
Initialization
The EM algorithm is guaranteed to obtain at least a local maximum after convergence [6, 7] .
To provide an initial value, a least square (LS) algorithm based on pilot symbols is utilized to provide a good initial estimate which will be demonstrated in the simulations. Recalling (1), (10a), and (10b), we have: Table 2 Computational complexity of the proposed scheme in Section 4
Computation Complexity
Matrix inversion in (56)
treating the term containing x d as interference, the LS estimate of β is obtained as:
Substituting (39) into (10b), the initial signal detection is obtained as:
Finally, for the initial variancesσ 2 0 and {σ
i=0 , they are all set to 0.
Simulation results and discussions
In this section, the performance of the proposed algorithm is demonstrated by Monte Carlo simulations. In the simulations, transmit and receive antennas are set as In typical communication scenarios, only a few significant paths dominate the effect of the wireless channel [4] . Therefore, L = 3 is a reasonable setting. Each tap coefficient follows a complex Gaussian distribution. The data are modulated by quadrature phase shift keying (QPSK) and 16 quadrature amplitude modulation (16 QAM), respectively, with unit power. The pilot cluster follows the structure in [37] , and more specifically, seven pilot clusters are used for each transmit antenna. The clusters are equal-spaced among subcarriers, and in each cluster, one nonzero pilot is guarded by one zero pilot on each side. The nonzero pilots are generated as zeromean complex Gaussian random variables with power three times that of data symbols. Furthermore, the generalized complex exponential BEM (GCE-BEM) [34] is adopted. Figures 1, 2 , and 3 present the convergence performance of the proposed EM-based scheme in Section 3 (marked as scheme 1) and the proposed EM-based scheme in Section 4 (marked as scheme 2) with signalto-noise ratio (SNR) equal to 10, 20, and 30 dB. It can be seen that both the mean-square error (MSE) and bit error rate (BER) improve significantly in the http://jwcn.eurasipjournals.com/content/2013/1/182 first few iterations and converge to stable values within eight iterations. Channel estimation with full training and data detection with perfect CSI are shown for comparison. Furthermore, according to [38] , the Cramer-Rao bound is also shown for comparison. It can be seen from Figure 1 that after convergence, the channel estimation performance of both schemes greatly improve that of the initial estimation (marked as iteration = 0), which indicates the ability of the proposed algorithm to cancel the interference from unknown data to channel estimation through iterations. The channel estimation performance of scheme 1 is very close to that of the Cramer-Rao bound and the full training case. The channel estimation performance of scheme 2 suffers a minor performance degradation compared to that of the scheme 1, which is the price we have to pay for the reduced computational complexity. Similar results can be observed for the performance of data detection in Figures 2 and 3 , which indicates that the updated channel estimate can in turn greatly improve the data detection through iterations. Similar convergence results are also observed for the 16 QAM case, and figures are not presented here due to space limitations.
Convergence of the proposed schemes

Performance of the proposed schemes
Figures 4, 5, and 6 show the MSE and BER performance achieved by the proposed iterative algorithm versus SNRs. It can be seen from Figure 4 that the performances of the proposed schemes 1 and 2 both perform much better than that of the initial value and close to that of the Cramer-Rao bound and the full training case after convergence.
Similarly, it can be seen from case which assumes perfect CSI after convergence. For the severe case where Nf d T s = 0.15, it can be seen from Figure 6 that the proposed iterative algorithm can still deal with such a highly TF dispersive channel and performs well. Moreover, from Figures 5 and 6 , it can be seen that for signals with both amplitude and phase variations such as 16 QAM, the proposed algorithm also performs well. Finally, we investigate how the proposed schemes are affected by different channel lengths. A severe case where the channel length is equivalent to the number of embedded pilots (marked as case 2) is shown in Figure 7 . As can be seen from the figure, compared to the originally-presented case where the channel length is 3 (marked as case 1), there is an obvious performance degradation of the proposed schemes for the severe case 2. The reason can be explained according to the estimation theory [36] that when the channel length increases, more parameters need to be estimated, which leads to a decreased performance. On the contrary, if the channel length decreases, less parameters need to be estimated and that leads to an increased performance.
Conclusions
In this paper, two EM-based iterative data detection and channel and noise variance estimation schemes for MIMO-OFDM systems operating over TF dispersive channels under unknown background noise have been proposed. The resulting schemes achieve convergence in a few iterations and can effectively estimate TF dispersive channels and obtain reliable data detection under unknown background noise environments. The first scheme iteratively detects data and estimates the channel and noise variance simultaneously for all antennas, and moreover, the updating expressions of these estimates are all derived as closed-form results. Simulation results showed that after convergence, the performance of the first scheme is very close to that of the optimal case which assumes full training and perfect CSI. To reduce the computational complexity of the first scheme, another EM-based scheme that detecting data and estimating channel for only one antenna during each iteration and holding the unknown quantities of other antennas to their last estimates has been proposed, which is also derived as closed-form results. Simulation results showed that its performance only slightly degrades compared to the first scheme, but the computational complexity is significantly reduced. of that needed in (17) and (18) .
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