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ABSTRACT
Despite the fact that the mean matter density of the universe has been measured
to an accuracy of a few percent within the standard ΛCDM paradigm, its median
density is not known even to order of magnitude. Typical points lie in low-density
regions and are not part of a collapsed structure of any scale. Locally, the dark matter
distribution is then simply a stretched version of that in the early universe. In this
single-stream regime, the distribution of unsmoothed density is sensitive to the initial
power spectrum on all scales, in particular on very small scales, and hence to the nature
of the dark matter. It cannot be estimated reliably using conventional cosmological
simulations because of the enormous dynamic range involved, but a suitable excursion
set procedure can be used instead. For the Planck cosmological parameters, a 100 GeV
WIMP, corresponding to a free-streaming mass ∼ 10−6M, results in a median density
of ∼ 4×10−3 in units of the mean density, whereas a 10 µeV axion with free-streaming
mass ∼ 10−12M gives ∼ 3 × 10−3, and Warm Dark Matter with a (thermal relic)
mass of 1 keV gives ∼ 8× 10−2. In CDM (but not in WDM) universes, single-stream
regions are predicted to be topologically isolated by the excursion set formalism. A
test by direct N-Body simulations seems to confirm this prediction, although it is still
subject to finite size and resolution effects. Unfortunately, it is unlikely that any of
these properties is observable and so suitable for constraining the properties of dark
matter.
Key words: methods: analytical - methods: numerical - large-scale structure of
Universe - dark matter
1 INTRODUCTION
Let us start this article with a simple thought experiment:
Imagine we were able to reliably measure the mass density
in small volume elements, let us say cubes with a side length
of a kilometre. And let us further assume we would be able
to do this measurement anywhere in the universe. Now if we
would do this measurement for a large number of randomly
placed cubes, what would the distribution of their densities
look like? Or rephrasing: What is the one-point density dis-
tribution of the Universe at very high resolution? What is
its median density? What is its shape? What determines
the behaviour of its high- and low-density tails? And if we
knew the distribution, could we learn something about dark
matter?
Although such a measurement is not possible today nor
will it be possible anywhere in the near future, trying to an-
swer this question from purely theoretical arguments turns
out to give considerable insight. It helps paint a simple pic-
ture of what is happening in the majority of the volume -
from the largest to the smallest scales. We here propose an
? E-mail: jstuecker@mpa-garching.mpg.de (MPA)
excursion set formalism which provides such a qualitative
picture and further enables us to estimate the unsmoothed
density distribution of the universe.
In the current best fitting model of cosmic structure
formation, the main gravitating component is dark matter.
In the early universe it is distributed almost homogeneously
with only small perturbations from the mean density. At this
time the distribution of density perturbations is expected to
be given by a simple Gaussian distribution.
However as the universe expands, the perturbations
grow - early on in a simple linear way, and thereafter in
a non-linear and partially chaotic manner. While the linear
regime can be well described by analytic methods, the in-
vestigation of the dark matter distribution in the non-linear
regime usually requires N-Body simulations which explicitly
follow the evolution of a large set of tracer particles in a
three dimensional cosmological volume.
The power spectrum of density perturbations is ex-
tremely flat for cold dark matter cosmologies in the sense
that density perturbations on all scales from hundreds of
megaparsecs down to a thermal smoothing scale of e.g.
parsecs (for WIMPs) are relevant to determine what hap-
pens to the unsmoothed density field in the non-linear
c© 2017 The Authors
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Figure 1. A razor thin slice through two WDM simulations with
different thermal cut-offs in the power spectra corresponding to
a 250eV thermal relic (left) and a 1keV thermal relic (right).
In the un-collapsed single-stream regions the density distribution
depends strongly on the dark matter model and its Lagrangian
smoothing scale.
regime. Therefore a cosmological simulation to follow the
unsmoothed density field of WIMP-like dark matter, would
need to resolve about 8 orders of magnitude in spatial scale,
requiring of order 1024 resolution elements which is still far
from what is possible.
This problem is usually tackled by smoothing the ini-
tial conditions of dark matter simulations on a relatively
large length scale - either explicitly by introducing a cut-
off scale into the power spectrum as in warm dark matter
simulations, or implicitly by the Nyquist frequency of the
mesh that samples the initial density field. The conclusions
that can be made from these simulations are then limited
to features that do not depend on initial perturbations that
are smaller than this Lagrangian smoothing scale. As most
observations involve a relatively large smoothing anyway,
the smoothing in Lagrangian space is usually of little im-
portance for the comparison with observations. However, in
our thought experiment we are asking explicitly for the un-
smoothed density field.
The unsmoothed density field depends strongly on the
small scale cut-off of the dark matter power spectrum (which
is equivalent to a Lagrangian smoothing scale). To illustrate
this we show in Figure 1 a thin slice through two warm dark
matter simulations with different free-streaming scales. The
smaller the smoothing scale, the more diffuse material frag-
ments into small scale structures, and the lower the typical
density of the universe becomes.
While the Lagrangian smoothing scale is incorporated
explicitly in these two simulations, it is also present im-
plicitly in all classical cold dark matter simulations. If the
resolution of a cold dark matter simulation is changed, the
maximum spatial frequency of the imposed initial perturba-
tions shifts, leading to additional small scale structure which
strongly modifies the density distribution. As an example of
this we show the volume-weighted density distribution of
the Millennium Simulation (Springel et al. 2005) in com-
parison to the much higher resolution Millennium Simula-
tion II (Boylan-Kolchin et al. 2009) in Figure 2. Here the
density field is approximated by attributing the volume of
each cell in a Voronoi tessellation of the particle distribu-
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Figure 2. Comparison between the volume-weighted density dis-
tribution of the particles in the Millennium I (MS I) and Millen-
nium II (MS II) simulations, using the volume of each particle’s
Voronoi cell to calculate its density. The density distribution in
classical cold dark matter simulations is still far from from con-
verged with resolution.
tion to the particle at its centre and using this to provide
a density estimate. Additionally we show the 50-, 90- and
99-percentiles of the distributions. It is evident that these
density distributions are far from converged. While the rela-
tively good convergence in the high density tails of these dis-
tributions was previously discussed by Pandey et al. (2013),
here we show that there is a factor of 2 between the me-
dian densities. A similar factor lies between the peaks in
the density distributions and the minimum particle densities
((ρmin/ρ0)MSI = 1.1 ·10−2 and (ρmin/ρ0)MSII = 5.6 ·10−3).
It is worth noting that while most of the mass is part
of collapsed structures, most of the volume is part of single-
stream regions. Therefore the density distribution of the uni-
verse is mostly given by the density distribution of single-
stream regions. Only the high density tail will be affected by
collapsed structures. Single-stream regions are expected to
be mathematically simpler, and we will focus in the remain-
der of this paper on predicting their density distribution.
We loosely refer to single-stream regions here as regions
which have not undergone any collapse, specifically, where
the Lagrangian patch has not passed through any caustic,
thereby speaking of the diffuse three dimensional material
between structures. This is similar to the idea of a void.
The term void is, however, often used to refer to the largest
under-densities in the universe after smoothing on Mpc scale
or larger (e.g. van de Weygaert & Platen (2011)). Such voids
actually contain many collapsed objects of smaller scale. In
contrast our subject of interest here is to describe the re-
gions of the universe which contain no collapsed object of
any scale, motivating our definition of single-stream regions.
Tracing of the detailed structure of the dark matter phase
sheet has recently become possible (Shandarin et al. 2012;
MNRAS 000, 1–?? (2017)
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Abel et al. 2012) allowing the stream multiplicity to be mea-
sured in simulations, and giving an interesting new perspec-
tive on structures in the universe (Ramachandra & Shan-
darin 2017).
We propose an excursion set formalism that allows pre-
diction of the density distribution of single-stream regions.
The formalism defines a collapse criterion which detects the
first caustic crossing of a particle which occurs as it first
becomes part of a two dimensional sheet-like structure (a
pancake). It then checks whether this criterion is fulfilled by
the smoothed linear density field at the point corresponding
to a particular particle for any Lagrangian smoothing scale.
If it is not fulfilled on any scale, the particle is assumed to
be part of a single-stream region. In that case we expect the
local density to be well described by a simple model such as
the Zeldovich approximation or the triaxial collapse model
which we introduce here. We use this excursion set formalism
to predict the density distribution of single-stream regions,
and the total amount of mass expected within single-stream
regions.
Another interesting question that can be answered
within this context is whether single-stream regions form dis-
tinct regions enclosed by collapsed structures (i.e. by multi-
stream structures), or whether they form one connected in-
finitely large percolating region. This subject has already
been investigated by Falck & Neyrinck (2015) who find that
the single-stream regions in their simulations percolate. In
contrast we show in section 5 that the excursion set formal-
ism predicts that single-stream regions do not percolate in
cold dark matter universes. The regime where single-stream
regions stop percolating lies beyond the resolution limit of
the simulations of Falck & Neyrinck (2015). We attempt
to test this regime with an N-Body simulation. When we
test for percolation in Eulerian space, we find that the sizes
of individual single-stream regions depend significantly on
resolution parameters. However, a percolation test in La-
grangian space, which we consider more robust against nu-
merical artefacts, shows no percolation. We thus infer that
single-stream regions do not percolate in the continuum limit
of cold dark matter.
2 AN EXCURSION SET FORMALISM FOR
SINGLE-STREAM REGIONS
In this section we introduce an excursion set formalism that
can be used to predict the density distribution of single-
stream regions. We briefly review classic excursion set for-
malisms, then introduce two alternative models for the col-
lapse barrier, and summarize the mathematical background
needed for the six dimensional random walk of the defor-
mation tensor. Finally, we note that the predictions of the
excursion set models depend only on the variance of the un-
smoothed linear dark matter density field.
2.1 Excursion Set Formalisms
Excursion Set formalisms have long been used as simpli-
fied models of structure formation in the non-linear regime.
Probably the most prominent one is the extended Press-
Schechter formalism, hereafter EPS, by Bond et al. (1991)
which has been used to predict conditional and uncondi-
tional halo mass functions and halo clustering bias. The un-
conditional mass function turns out to be very similar to
that originally obtained by Press & Schechter (1974).
The EPS formalism is based on a simple assumption de-
rived from the spherical collapse model: any uniform spher-
ical perturbation which has a linear-theory density contrast
larger than δc = 1.68 is assumed to have collapsed. Given a
realisation of a linear cosmological density field all particles
for which δ > δc for some smoothing scale are assumed to be
part of a halo in a fully non-linear calculation. The mass of
the halo is assumed to correspond to the largest smoothing
scale for which the collapse criterion is satisfied.
In the simplest version of the EPS formalism the largest
scale is identified by smoothing with a top-hat filter in
Fourier space. One starts with an infinitely large smoothing
length scale Rs ∝ k−1s and decreases it smoothly. The den-
sity contrast at a single point then effectively makes an un-
correlated random walk. If the density contrast first crosses
the barrier δc the particle is assumed to be part of a halo
with Lagrangian size corresponding to the smoothing scale
Rs at first crossing. In the EPS model the distribution of Rs
at first crossing thus determines the halo mass function.
Despite its simplicity the excursion set formalism has
been shown to give reasonably good predictions for the halo
mass function (e.g. Zentner 2007). It has been improved by
introducing more sophisticated barriers which consider de-
viations from spherical symmetry (Sheth et al. 2001). Ar-
guably a major reason why it works so well is the way large
scale modes interact with small scale modes in the non-linear
regime. Large modes strongly influence what is happening
on small scales, while small scales barely influence any large
scale structure. Therefore if something can be determined to
collapse when the density field is smoothed on a large scale,
it will almost certainly also collapse in the unsmoothed den-
sity field, since the smaller scale perturbations do not influ-
ence the large scale structure. Qualitatively this can be seen
in Figure 1 where the dominant large structures remain al-
most unchanged by decreasing the Lagrangian smoothing
scale.
While the EPS formalism seems to describe the forma-
tion of haloes reasonably well, it does not try to explain
the behaviour of the material outside of haloes. This mate-
rial can either be part of string-like filaments, planar sheet-
like ”pancakes”or diffuse three dimensional single-stream re-
gions. Single-stream regions are regions which have not yet
collapsed on any scale.
We propose an excursion set formalism here that tries
to predict properties of these single-stream regions. It con-
siders a particle to be part of a single-stream region if it does
not fulfil a collapse criterion on any length scale. In this case
the collapse criterion does not mark the point where a par-
ticle becomes part of a halo, but it marks the point where
it goes through its first caustic - which normally happens
in a pancake or filament. We consider two models for the
collapse criterion here (1) the Zeldovich approximation and
(2) a triaxial collapse model. Further we assume the stream
density of particles to be given by these simple models if
they are part of a single-stream region. This allows us to
evaluate different statistics of single-stream regions.
Note that while the EPS formalism only requires follow-
ing the random walk of the density, our formalism requires
MNRAS 000, 1–?? (2017)
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Figure 3. Left column: Evolution under the Zeldovich approxi-
mation for a two dimensional density field using a power spectrum
with normalization σ = 2.36 (as defined in (18)) at a growth fac-
tor of D = 1 (top) and D = 2 (bottom). Right: the same original
density field, but cutting out particles that were classified as be-
longing to a multistream region with our excursion set formalism.
The linearly evolved two point correlation function in this two di-
mensional test problem corresponds to that of a mX = 250eV
WDM cosmology.
following the three eigenvalues of the deformation tensor.
The idea of following the eigenvalues of the deformation ten-
sor in the excursion set formalism has already been explored
in previous work in the context of halo formation and its re-
lation to the cosmic web(Chiueh & Lee 2001; Sandvik et al.
2007). Here we will use it to learn more about single-stream
regions.
2.2 The Zeldovich Approximation
As a first idea to model single-stream regions we consider
the Zeldovich approximation. The Zeldovich approximation
relates the comoving Lagrangian coordinates ~q at an initial
time (a = 0) to the comoving Eulerian coordinates ~x at a
later time
~x(a) = ~q +D(a)~s(~q) (1)
where D(a) is the linear growth factor normalized to 1 at the
present day D(a = 1) = 1 and ~s(~q) is the displacement field
which is approximated within the Zeldovich approximation
by the gradient of a potential field
~s(~q) = − ~∇qφ(~q) (2)
where φ is the comoving displacement potential which is
assumed to be an homogeneous isotropic Gaussian random
field. These expressions are exact in linear theory. The co-
moving densities at any scale factor a can be evaluated as
ρ(a)
ρ0
=
∣∣∣∣det(d~xd~q
)∣∣∣∣−1 (3)
=
∣∣∣∣det(1−D(a)d~sd~q
)∣∣∣∣−1 (4)
= |(1−D(a)λ1)(1−D(a)λ2)(1−D(a)λ3)|−1 (5)
where λ1 ≥ λ2 ≥ λ3 are the eigenvalues of the deformation
tensor
dij =
dsi
dqj
. (6)
Within the Zeldovich approximation a particle passes its
first caustic when D(a)λ1 = 1. The particle then becomes
part of a structure which is collapsed in one dimension, but
remains extended in the two other dimensions - commonly
referred to as a pancake or sheet-like structure. We use this
as our first collapse criterion.
In Figure 3 we show the excursion set + Zeldovich ap-
proximation (from now on EX+ZA) approach in practice for
a two dimensional density field. Even though a large part of
the density field has undergone shell-crossing, and is lacking
any decelerating forces within the ZA, the ZA still appears
to give a reasonable qualitative picture of regions that have
been classified as single-stream regions within the EX+ZA
formalism.
2.3 Triaxial Collapse Model
While the Zeldovich approximation gives a good qualitative
description for the behaviour of single-stream regions, it fails
quantitatively in the non-linear regime as we shall see in
section 3. We have therefore developed a triaxial model for
the evolution of infinitesimal volume elements:
x˙i = a
−2pi (7)
p˙i = −4piG
3
ρbga
−1xi (δ + α(t)(3λi − δ0)) (8)
δ =
1
x1x2x3
− 1 (9)
for i = 1, 2, 3 where the xi represent the individual La-
grangian to Eulerian expansion factors of the three principal
axes of a volume element, and the pi are the related mo-
mentum variables. λi are the eigenvalues of the deformation
tensor, and δ0 = λ1 + λ2 + λ3 is the linear density contrast
at a scale factor a = 1. ρbg is the (time dependent) mean
matter density of the universe and δ is the relative over-
density of the considered volume element. We derive this
model in Appendix A. It describes the general evolution of
a single-stream volume element under the influence of exter-
nal tidal forces. The time dependent factor α(t) parametrizes
how the external tidal field grows with time. In linear theory
α(t) = D(t). While this is certainly correct in early stages
of evolution, it leads to strongly over-estimated tidal forces
in the non-linear regime (compare Appendix B3). To limit
the external tidal field in the non-linear regime we instead
use
α(t) =
D(t)
1 + |δ0|D(t) . (10)
Note that other choices for α(t) are possible, and they lead
to similar results. It is mostly important that linear theory
MNRAS 000, 1–?? (2017)
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Figure 4. The collapse barrier for the biggest eigenvalue λ1 of the
deformation tensor as a function of the two smaller eigenvalues. If
λ1 > λ1,c a particle is predicted to be part of a collapsed structure
by the triaxial collapse model. Left: with fading tidal field as
in (10). If the two larger axes get stretched by the tidal field
λ3 ≤ λ2  0 the threshold λ1,c becomes larger and the collapse
thereby more unlikely. Right: Triaxial collapse with the tidal field
from linear theory (α(t) = D(t)). The tidal field becomes too large
and can lead to premature collapse in cases with λ3 ≤ λ2  0.
Note that the spherical collapse barrier is correctly reproduced
for λ3 = λ2 = λ1,c ≈ 1.68/3.
is recovered for early stages and that the external tidal field
becomes sub-dominant in the strongly non-linear regime.
This triaxial model is conceptually very similar to the
ellipsoidal collapse model in Bond & Myers (1996). Both
models try to follow the evolution of a volume element that
is subject to a tidal field that is described by the eigenval-
ues of the deformation tensor. However, the BM96 model
assumes that the described perturbation has an ellipsoidal
shape. This assumption can be dropped when speaking of
an infinitesimal volume element which results in the simpler
differential equations in (7) - (9).
To be able to evaluate the density prediction of the
triaxial collapse model as a function of the eigenvalues of
the deformation tensor ρs(λ1, λ2, λ3, a = 1) we integrate
the equations of motion for a large set of parameters, store
them in an interpolation table and interpolate it to the re-
quested values later. Further we determine the collapse bar-
rier which we define as the point where the smallest axis
becomes x1 = 0.1 and parametrize it as a threshold for the
largest eigenvalue λ1 depending on the two smallest eigen-
values of the deformation tensor. In Figure 4 we show this
collapse barrier λ1,c(λ2, λ3) for the model with fading field
(as defined in equation (10)) and for the tidal field from
linear theory (α(t) = D(t)). The model that uses the pure
tidal field from linear theory can apparently lead to pre-
mature collapse for cases with strongly negative eigenvalues
λ3 < λ2  0. For the excursion set formalism we therefore
only consider the triaxial collapse model with fading tidal
field from equation (10).
2.4 The Six-Dimensional Random Walk of the
Deformation Tensor
Following Chiueh & Lee (2001) for a cosmological density
field with rms density fluctuation σ a random realization
of the deformation tensor can be generated by drawing six
independent random variables {y1, ...y6} from a normal dis-
tribution with dispersion σ and using the transformation
d11 = −1
3
(
y1 +
3√
15
y2 +
1√
5
y3
)
(11)
d22 = −1
3
(
y1 − 2√
5
y3
)
(12)
d33 = −1
3
(
y1 − 3√
15
y2 +
1√
5
y3
)
(13)
d12 = d21 =
1√
15
y4 (14)
d23 = d32 =
1√
15
y5 (15)
d13 = d31 =
1√
15
y6 (16)
A random walk within the deformation tensor can then be
constructed by choosing n intervals between σ0 = 0 and
σn = σmax and subsequently evaluating
d(k) = d(k−1) + ∆dk(∆σ
2
k) (17)
where one starts with d
(0)
ij = 0 and draws each step a random
∆dk as explained above with a dispersion ∆σ
2
k = σ
2
k−σ2k−1.
Note that the only cosmology dependent parameter which
enters this random walk is the standard deviation of the final
unsmoothed density field
σ2max =
1
2pi2
∫ ∞
0
P (k)k2dk . (18)
The value σmax is unknown and depends on the free stream-
ing cut-off of the considered dark matter model. Therefore,
a measurement of the (unsmoothed) dark matter density
within single-stream regions would directly constrain σmax,
allowing conclusions about the nature of the dark matter
particle. Unfortunately this is unlikely ever to be possible.
In each step of the random walk we diagonalize the de-
formation tensor to obtain its three eigenvalues and test
whether a collapse criterion is fulfilled λ1 ≥ λ1,c(λ2, λ3).
For each random walk trajectory we save whether it has
ever been outside of the barrier, and we also store the val-
ues of the eigenvalues λ1,λ2 and λ3 at the final step σn. At
the end of a random walk we assume for all single-stream
particles (which have never crossed the barrier) that their
density is given by
ρs = ρm(λ1, λ2, λ3) (19)
where ρm is
ρza(λ1, λ2, λ3) =
ρ0
(1− λ1)(1− λ2)(1− λ3) (20)
for the Zel’dovich approximation and
ρtc(λ1, λ2, λ3) =
ρ0
x1x2x3
(21)
for the triaxial collapse model where the xi have been eval-
uated via numerical integration.
2.5 The Thermal Cutoff
The predictions of the excursion set formalism are deter-
mined entirely by the rms density fluctuation σ of the un-
smoothed density field. The value of σ is not known and
depends both on the physics of inflation and the particle
MNRAS 000, 1–?? (2017)
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Figure 5. Top: the dimensionless linear power spectrum (top) for
different different dark matter models. Bottom: the σ values ob-
tained by integrating the power spectra up to a scale k according
to (23).
physics properties of the dark matter. We will give estimates
of σ for different dark matter models here.
Since the dark matter power spectrum has a slope close
to −3 on small scales, the integral in (18) is nearly loga-
rithmically divergent for a generic cold dark matter model
that ignores the effects of free streaming (e.g. the dashed
line in Figure 5). However, most dark matter models ex-
hibit a cut-off of the power spectrum on small scales, since
small scale pertubations are smoothed out either by the ef-
fect of thermal free streaming or by quantum effects. The
value of σ will depend strongly on the scale of the cut-
off. Here we consider cutoff models for warm dark matter
(WDM), WIMP-based cold dark matter and axion-based
cold dark matter. For the warm dark matter models we
use the cold dark matter power spectrum parametrization
of Eisenstein & Hu (1999) and apply the warm dark mat-
ter thermal cutoff from Bode et al. (2001). For the WIMP
models we use the Eisenstein & Hu (1999) spectrum for
k ≤ 102hMpc and use the small scale parametrization of
Green et al. (2005) for k > 102hMpc. We normalize the
Eisenstein & Hu (1999) spectrum to the cosmological value
of σ8 and choose the normalization of the Green et al. (2005)
to match Pe,h(k = 10
2hMpc) = Pg(k = 10
2hMpc). For the
axion model we use the same cut-off parametrization as in
the WDM models, with the effectively rescaled mass relation
from Marsh (2016) equation (118). We present the dimen-
sionless power spectra
∆(k) = P (k)
k3
2pi2
(22)
and the values of
σ(k) =
(∫ ln(k)
0
∆(k′)d ln k′
)1/2
(23)
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Figure 6. Predicted versus measured stream densities for parti-
cles that have not crossed a caustic at a = 1 for different models.
In blue: the Zeldovich approximation which shows a tight cor-
relation, but systemically underpredicts the stream densities. In
green: the triaxial collapse model with the tidal field from linear
theory. It has a much larger scatter and seems to over-predict the
densities. In red: the triaxial collapse model with fading tidal field
as in (10). This results in a tight correlation with the right slope,
but a small offset (over-prediction) in the densities.
for four different dark matter models in Figure 5. This leads
us to the total rms density fluctuations σ which are listed in
Table 1. Note that these models are just intended to give a
rough impression of the range of possible values for σ which
is quite large given the weak current constraints on the non-
gravitational properties of dark matter.
3 TEST ON SIMULATIONS
To evaluate quantitatively whether the excursion set formal-
ism produces reasonable results, we compare it with a 1keV
warm dark matter simulation with 5123 particles in a box
with a side-length of L = 20Mpc. The simulation is carried
out using a modified version of Gadget 3 (Springel 2005) us-
ing the HA16 scheme (Hahn & Angulo 2016) without refine-
ment. We track the distortion tensor d~x
d~q
with the Geodesic
Deviation Equation (Vogelsberger & White 2011) and deter-
mine the point in time when a particle goes through its first
caustic where det |d~x/d~q| = 0. Further we use the distortion
tensor to get accurate estimates of the stream densities of
individual particles ρs = 1/|det d~xd~q |.
When creating the initial conditions for the simulation
we also evaluate the excursion set predictions for the corre-
sponding density field by evaluating the deformation tensor
of every particle when using sharp k-space filters with dif-
ferent length scales.
To test whether the Zeldovich approximation and the
Triaxial Collapse model give reasonable predictions for the
densities of single-stream particles we show in Figure 6
the measured versus the predicted stream densities of a
bootstrapped sample of 1000 particles which have not gone
MNRAS 000, 1–?? (2017)
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Figure 7. A slice through Lagrangian space showing the stream
densities of particles that are considered part of a single-stream
region by different approaches. Left: Stream density measured in
the simulation for particles that have not yet crossed a caustic.
Center: Prediction from the EX+TC approach. Right: Prediction
from the EX+ZA approach. The EX+TC agrees fairly well with
the simulation. The EX+ZA approach underpredicts the amount
of single-stream material and underpredicts the stream densities.
through a caustic in the simulation, and are therefore likely
to belong to a single-stream region. Apparently the Zel-
dovich approximation underpredicts the stream densities of
single-stream particles systematically. The triaxial collapse
model with the tidal field from linear theory seems to over-
predict stream densities, and has a much larger scatter than
the pure Zeldovich approximation. This is likely due to the
tidal field from linear theory being unreasonably large in
the non-linear regime. However, the model with fading tidal
field performs significantly better - showing a tight corre-
lation with the right slope, but a slight over-prediction of
the densities. There is in principle room for improvement by
considering more sophisticated descriptions of the tidal field,
but we expect this to be good enough for a first estimate of
the density distribution.
As the second ingredient to the excursion set formalism,
the performance of the collapse criterion has to be tested
in practice. Therefore we show the in Figure 7 the classi-
fication of particles into single-stream (colored) and multi-
stream (grey) in a slice through Lagrangian space. Further
we color code the predicted stream densities of single-stream
particles. The EX+ZA approach apparently generally un-
derpredicts the stream densities of single-stream particles
and assigns too little material to single-stream regions. This
means that the collapse barrier of the Zeldovich approxi-
mation λ1,c = 1 is too tight in most cases. However, the
agreement between simulation and EX+TC is fairly good.
This shows that the collapse barrier for single-stream parti-
cles should indeed depend on the the two other eigenvalues
as in Figure 4 left. If e.g. two axes of a volume element are
expanding rapidly (λ2, λ3  0), the tidal field needs to act
much more strongly than in the Zeldovich case, to bring the
smallest axis to collapse.
As a final benchmark of the scheme, we compare in
Figure 8 the volume weighted density distribution that is
predicted by the excursion set formalisms with the distribu-
tion that is actually measured in the simulation. The sim-
ulation densities are here measured on a mesh in Eulerian
space. The high density tail in the simulation is due to multi-
stream regions, and it is not expected to be captured by the
models. Apparently the EX+ZA formalism strongly under-
predicts the densities whereas the EX+TC formalism tends
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Figure 8. The normalized (volume-weighted) density distribu-
tion predictions for single-stream regions by the EX+ZA and
EX+TC formalisms in comparison to the measured distribution
in a simulation. The high density tail (ρ & 10−0.5ρ0) in the den-
sity distribution of the simulation mostly originates from multi-
stream regions (pancakes, filaments, haloes). These are by con-
struction not represented in the excursion set formalisms.
to slightly over-predict densities. Our predictions are not of
high accuracy, but they are good enough to provide a reason-
able picture and a first estimate of the density distribution.
In principle the quality of the triaxial collapse predictions
could be improved by finding a more precise description of
the tidal field in the non-linear regime. For simplicity how-
ever, we stick to our EX+TC model here.
4 PREDICTIONS
In this section we will use the excursion set formalisms to
predict the mass- and volume-fractions of single-stream re-
gions and their density distribution. This distribution should
approximately correspond to the volume-weighted density
distribution of the universe, except for the high density tail
which is dominated by multi-stream regions.
We create a sample of 4 · 107 random walks which we
evaluate at
σk =
k
n
σmax (24)
for n = 3000 steps and σmax = 30. We determine at each
step the eigenvalues of the deformation tensor λ1−3 and test
whether one of the Zeldovich or the triaxial collapse criteria
is fulfilled. Further we compute several statistics among the
particles which are still classified as belonging to a single-
stream region. We present these statistics here. σ is the only
free parameter. Thus, a prediction for a dark matter model
today can be read off at its value of σModel and a prediction
for the model at an earlier time can be simply obtained by
reading off at
σ(a) =
D(a)
D(a = 1)
σModel (25)
For σ-dependent plots we add the corresponding scale factor
of the universe (assuming ΩΛ = 0.7 and Ωm = 0.3) for
the WIMP model with σ = 23.8 as an alternative x-scale.
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Figure 9. Evolution of the mass fraction of single-stream regions
with respect to the total mass (red and cyan). Also indicated
the amount of mass that is not part of the halo for the EPS
with spherical collapse barrier (blue), and with the moving bar-
rier described in (26) (green). At σ = 0 nothing is collapsed and
everything is a single-stream region. With increasing density per-
turbations more and more mass collapses and gets removed from
the singlestream regions.
We also list some of the predictions for three selected dark
matter models in Table 1.
4.1 Mass- and Volume- Fractions
In Figure 9 we present the mass fraction of single-stream
regions with respect to the total mass for the EX+ZA and
the EX+TC models. Further we show the amount of mate-
rial which is predicted not to be part of a halo for the EPS
model with barrier δsc = 1.686 and the EPS model with
the moving barrier described in Sheth et al. (2001) with the
parameterization that is used in Angulo & White (2010)
δec(σ) =
√
qδsc
(
1 + β
(
σ2
qδ2sc
)γ)
(26)
with q = 0.5, β = 0.55, γ = 0.5.
Apparently only a small fraction of the material which
is not in haloes (∼ 10% for a WIMP) is actually in single-
stream regions (0.3% for a WIMP). Most of it is part of
filaments and pancakes. Although only a small fraction of
the total mass is part of single-stream regions, most of the
volume is occupied by them.
We present the volume fractions that are obtained from
the excursion set formalisms in Figure 10. They are calcu-
lated as
Vss
Vtot
=
1
Ntot
∑
i∈singlestream
ρ0
ρi
(27)
where Ntot is the total number of particles and the sum only
goes over those particles which are considered to be part of
single-stream regions. We do not expect these values to be
precise, since the density estimates are still relatively crude
and the classification operates in Lagrangian Space and some
of the particles which are classified as single-stream will ac-
tually be in multi-stream regions in Eulerian space. It pro-
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Figure 10. Evolution of the volume fraction of single-stream
regions with respect to the total volume. For a pure Zeldovich
approximation the volume over counting increases dramatically
for σ  1 and even reaches a factor of 400 around σ = 30.
With the excursion set formalisms the volume fractions stay of
order unity. However, we do not expect the volume fractions to be
accurate enough for a quantitative prediction of the single-stream
volume. They can merely serve as a consistency check here.
vides however a benchmark for the scheme, since the total
volume of the single-stream regions should be of order unity.
This is indeed the case for the EX+ZA scheme which is at
about Vss = 1.19Vtot at σ = 23.8. This is remarkable since
the densities tend to be underestimated within this scheme
(compare Figure 8) and too many particles are classified as
collapsed (compare Figure 7). However these effects seem
to balance out so that an Eulerian volume of order unity is
achieved. To emphasize this we also show the total volume
of the sheet which is obtained in a pure Zeldovich approxi-
mation when running the sum of (27) over all particles and
when only selecting particles that at the last step of the ran-
domwalk have all eigenvalues with λ < 1. In both of these
cases the volume is overestimated by several orders of mag-
nitude. This is due to shells expanding after shell-crossing
without any de-accelerating forces as we have already seen
on the left side of Figure 3. The EX+TC scheme seems to
underpredict the volume a bit which leads to Vss ∼ 0.52Vtot
at σ = 23.8. This is probably due to the densities being
slightly overestimated as we have seen in Figure 8. However,
the deviation is still well below factor of two and therefore
unproblematic for our current approximate estimates.
4.2 Density Distribution
We present the volume weighted density distribution for
the single-stream regions of the four considered dark matter
models in Figure 11. For each model we present the EX+ZA
and the EX+TC prediction. From Figure 8 we would ex-
pect that the EX+ZA scheme significantly underpredicts the
densities and the EX+TC distribution slightly over predicts
them. The true density distribution probably lies slightly to
the left of the EX+TC distributions. Interestingly the shape
of the distributions changes little as the variance of the den-
sity field increases; rather their center just shifts to lower
densities. We list the median densities of the distributions
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Table 1. Predictions which are obtained from the excursion set + Zeldovich approximation (EX+ZA) approach and the excursion set
+ triaxial collapse (EX+TC) approach evaluated for different dark matter models.
Dark Matter Model WDM (1keV) WDM (10keV) WIMP (100GeV) Axion (10µeV)
Linear Theory rms density perturbation σModel 4.1 7.7 23.8 32.2
Single-Stream Mass Fraction (EX+ZA) 3.98 · 10−2 6.39 · 10−3 2.31 · 10−4 9.54 · 10−5
Single-Stream Mass Fraction (EX+TC) 1.11 · 10−1 3.27 · 10−2 3.09 · 10−3 1.58 · 10−3
Median Density (EX+ZA) 2.18 · 10−2 3.47 · 10−3 1.22 · 10−4 4.91 · 10−5
Median Density (EX+TC) 8.15 · 10−2 2.93 · 10−2 4.41 · 10−3 2.55 · 10−3
Single-Stream Volume (EX+ZA) 1.11 1.15 1.21 1.22
Single-Stream Volume (EX+TC) 1.01 0.84 0.52 0.45
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Figure 11. Volume weighted density histogram for the single-
stream regions for four different dark matter models: WDM
(1keV) in black, WDM (10keV) in blue, WIMP (100GeV) in green
and an axion (10µeV) model in yellow. All distributions are nor-
malized to 1. The dashed lines represent the EX+ZA prediction
and the solid lines the EX+TC model prediction. We expect the
true distributions to lie a bit to the left of the EX+TC predic-
tions.
in Table 1. The EX+TC scheme predicts for a WIMP of
mass 100 GeV a median density of ∼ 4 · 10−3ρ0. Following
our argumentation from above, if the dark matter is indeed
such a WIMP, this should roughly be the median density of
the universe.
Further we show the evolution of the quantiles of the
distribution for the EX+TC scheme in Figure 12. Note how
the the normal distribution around ρ = ρ0 is reproduced in
the linear regime for σ . 0.2. In this regime the median den-
sity is approximately the mean density ρ0, since over- and
underdense regions enter the distribution roughly with the
same weight. For the WIMP model the volume density dis-
tribution starts deviating significantly from the linear case
for a & 0.01. In the strongly non-linear regime σ  1 the
median density roughly scales like ρ ∝ σ−3/2. At that point
the volume density distribution is completely asymmetric,
and dominated by underdense regions.
5 PERCOLATION
Whereas above we focused on predicting the density distri-
bution, and the volume- and mass-fractions of single-stream
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ρ
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Figure 12. Quantiles of the volume weighted density distribu-
tion for the EX+TC model as a function of the linear theory rms
density perturbation σ. The upper x-scale shows the correspond-
ing scale factors for a ΛCDM cosmology with a 100 GeV WIMP
as dark matter. While for σ . 0.2 the distribution is symmetric
around the mean density ρ = ρ0, for σ  1 the density distribu-
tion is dominated by the under dense regions.
regions, we will try to find out more about their topology
in this section. A profound question is whether it actually
makes sense to speak of individual single-stream regions, or
whether almost all single-stream volume is connected in one
universe filling complex. That is, do single-stream regions
percolate?
5.1 Previous Work
This question has already been investigated by Falck &
Neyrinck (2015) who found that the single-stream regions
in their simulations do indeed percolate.
They use simulations of resolution up to L/N1/3 =
0.2h−1Mpc (boxsize over particles per dimension). As can be
read off from Figure 5 this corresponds to a resolved rms den-
sity perturbation of approximately σ(kNy ∼ 16hMpc−1) ∼
5. They use the ORIGAMI (Falck et al. 2012) method to iden-
tify single-stream regions in their simulations. Each particle
is tested for shell-crossing along three orthogonal Lagrangian
axes. A single-stream particle is then a particle with no shell-
crossing along any axis.
Falck & Neyrinck (2015) find that in all their tests the
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Figure 13. Lagrangian slice classifying particles into single-
stream (black) and multistream (white) for a comsological box
with σ = 6.4. Left: Classification according to the EX+TC ex-
cursion set prediction. Right: Classification inferred from a sim-
ulation. The particles are classified according to the nearest grid
point in Eulerian Space as explained in section 5.3.4. In both cases
the single-stream regions do not percolate.
single-stream regions appear to percolate. Further they find
that the mass fraction of single-stream regions decreases
when going to higher resolution, whereas the volume frac-
tion does not decrease significantly. From this, they infer
that single-stream regions may percolate even in the case of
infinite resolution.
We argue here, however that the fact that the mass
fraction of single-stream regions decreases significantly with
increasing resolution (or equivalently: with increasing σ),
makes it quite unlikely that single-stream regions percolate:
In single-stream regions the mapping from Lagrangian space
~q to Eulerian space ~x is one to one (per definition). Therefore
if single-stream regions form an infinitely large percolating
structure in Eulerian space, they also form an infinitely large
percolating structure in Lagrangian space. Now, at infinite
resolution only a tiny fraction of the mass is part of single-
stream regions (e.g. 0.3% for a WIMP). That means single-
stream regions would have to be percolating in Lagrangian
space at a (Lagrangian) volume fraction of ∼ 0.3% (for a
WIMP).
While we agree that single-stream regions are likely to
percolate as long as they contain significant fractions of the
total mass, we expect them to stop percolating when they
reach a low enough mass fraction. As already shown in Fig-
ure 9 the mass fraction is only dependent on σ, and therefore
we ask the question: Do single-stream regions always perco-
late, and if not, at which value of σ do they stop percolating?
5.2 Percolation with the Excursion Set formalism
We try to search the percolation threshold of single-stream
regions with the EX+TC scheme here. As already shown in
Figure 7, the EX+TC scheme performs fairly well in pre-
dicting which particles are going to become part of a single-
stream region. Therefore we can use it to test for the perco-
lation of single-stream regions in Lagrangian space to get an
estimate of the percolation threshold. It is computationally
far cheaper to evaluate than to run a whole simulation.
We set up a Lagrangian mesh of 10243 particles within
a periodic box of a width of L = 40Mpc/h. We use the same
power spectrum as shown in Figure 5 with a sharp k-space
cutoff at kc =
2pi
0.1Mpc
= 63Mpc−1 leading to σ0 = 6.4. For
each particle the EX+TC scheme is used to determine the
growth factor at collapse Dcol. In Figure 13 (left) we show a
thin slice through Lagrangian space for particles which have
Dcol > D(a = 1) = 1, i.e. particles which are single-stream
at a = 1.
We test for different growth factors Dthresh whether the
boolean grid defined by Dcol > Dthresh percolates. To test
for percolation, we determine all connected single-stream re-
gions in Lagrangian space, linking the cells over the faces to
their 6 nearest Langrangian neighbours. A region percolates
if there is a path between any cell and any of its periodic
replications that does not exit the connected component.
We find the single-stream regions to percolate only for
Dthresh < 0.77 - corresponding to D · σ0 = 4.9 and a single-
stream mass fraction of 8.0%. Although there might be a de-
pendence of the percolation threshold on the precise shape
of the power spectrum and also a residual realisation depen-
dence (due to the small box size), we expect these influences
to be small in comparison to the importance of the mass
fraction which exclusively depends on the value of D · σ0.
So, assuming that these factors are small, we predict
with the EX+TC scheme that single-stream regions do not
percolate if
σDM(a) & 5 . (28)
It is an unfortunate coincidence that this value is so close
to the resolution limit of Falck & Neyrinck (2015). Possibly
their single-stream regions are not far away from ceasing to
percolate - at one or two resolution levels higher they might
have found them to no longer percolate.
However, it is not clear whether the EX+TC prediction
is accurate enough for this to be a reliable conclusion. Fortu-
nately σ & 5 is still in a regime which is accessible through
classical dark matter simulations so that it can be tested
numerically.
5.3 Percolation in a Simulation
We attempt to test the prediction that single-stream regions
do not percolate for σ & 5 with a simulation. Therefore
we use the same particle grid that has been used for the
EX+TC calculation (σ = 6.4) to create initial conditions
with the Zeldovich approximation at a scale factor of a =
0.01. We run a classical N-Body simulation using the Planck
ΛCDM cosmology Ωm = 0.30, ΩΛ = 0.69 and h = 0.68
(Planck Collaboration et al. 2016) up to a scale factor of
a = 1. Then we use only the positions of the particles at the
final time to calculate which regions of the space are single-
stream regions and which are multi-stream regions. We give
a detailed description of the algorithm we use in Appendix
B. A short summary follows:
5.3.1 Single-Stream Classification
By phase space interpolation techniques (Abel et al. 2012;
Shandarin et al. 2012; Hahn & Angulo 2016) we create from
the 10243 original particles a much larger number (327683)
of re-sampled particles which we bin onto a 5123, a 10243
and a 20483 cubic mesh to infer a high quality density field.
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Figure 14. A thin slice (width 40 kpc) through a cosmological ΛCDM simulation. Top right: density field (logarithmic). Other panels:
Classification into multi-stream regions (in black) and single-stream regions (color) for different different grid resolutions: top left 5123
bins, bottom left 10243 and bottom right 20483. Each distinct single-stream region is assigned a random color. Many of the connected
regions do not appear to be connected within this slice, but are connected through the third dimension. In the cases with 5123 and
10243 bins the single-stream regions do note percolate. In the 20483 case there is one region (dark blue) which percolates in the y-
dimension, but not in the x- and z-dimensions. Note that since this is a thin slice through Eulerian space, most structures that appear
string-like are slices through pancakes. We provide movies that scroll through the z-coordinate of these slices under wwwmpa.mpa-
garching.mpg.de/paper/singlestream2017/percolation.html.
Additionally, we determine for the re-sampled particles the
determinant of the real space distortion tensor
Dxq = det
(
∂~x
∂~q
)
(29)
where ~x are Eulerian and ~q are Lagrangian coordinates. We
determine all bins which contain any re-sampled particles
that have a negative determinant and classify them as multi-
stream regions. Note that this works, since all multi-stream
regions contain streams which have gone through at least
one caustic, and further, every time a particle goes through a
caustic, the determinant of the distortion tensor flips its sign
- starting with a positive sign initially (Vogelsberger et al.
2008; Vogelsberger & White 2011; Shandarin & Medvedev
2014). We give a more detailed description of this algorithm
in Appendix B. Note that this way of determining single-
stream regions is very robust and simple to implement. It
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Figure 15. Top: Histogram of the Number of independent single-
stream regions of a given size. The x-scale is given as fraction of
the total volume Vtot = (40Mpc/h)3. Bottom: Volume weighted
histogram. Apparently in the case with 20483 bins there is a
single-stream region which takes about 40% of the total vol-
ume and which percolates in one dimension. The areas under
the curves correspond to the total single-stream volume and are
listed in Table 2.
can in principle be used on every cosmological dark matter
simulation which uses grid like initial conditions.
We show a slice through the determined density
and single-stream fields in Figure 14. We color dis-
tinct single-stream regions in random colors. Every bin
is linked with its 6 nearest neighbours (no diagonals).
Additionally we provide a set of movies and addi-
tional material at the following address: wwwmpa.mpa-
garching.mpg.de/paper/singlestream2017. This includes, for
example, movies which scroll through the z-coordinate over
time. Visualizing the whole three dimensional volume this
way helps to understand how regions are connected.
5.3.2 Percolation in Eulerian Space
In the case with 5123 bins we clearly find many individual
single-stream regions that do not percolate. However, if we
increase the number of bins and therefore decrease the bin
size, many of the originally independent regions connect to-
gether to larger regions. This leads to much larger typical
single-stream regions in the case with 10243 bins and even
percolation in one dimension (as we will discuss below) in
the case with 20483 bins. That means that single-stream
regions with diameters of a few Mpc get linked together
through gaps smaller than a binwidth of 39kpc.
This can also be seen in the volume histograms of single-
stream regions which we show in Figure 15. In all three cases,
as well as in the excursion set prediction, the number count
of single-stream regions follows a power law with a slope
n(V ) ∝ V −0.5 up to a largest region. However, while there
seems to be no preferred largest region in the 5123 and the
10243 bins cases, the largest region in the 20483 bins case
makes up 39.5% of the total volume whereas the second
largest makes up only 7.5%. We list these values among other
relevant mass- and volume-fractions in Table 2.
It is hard to conclude from this alone whether single-
stream regions percolate or not. The largest component
clearly stands out in the 20483 bin case. However, if it was
percolating, it would be surprising that it still only makes
up a bit more than half of the total single-stream volume of
67.4%.
Through a more sophisticated percolation test we find
that the largest region in the 20483 bin case is percolat-
ing in the y-dimension, but not in the x- and z-dimension.
That means the region together with its periodic replications
would form an infinitely large string-like structure along the
y-dimension, but would not be connected to its periodic im-
ages in the x− and z− directions. Percolation in a single
dimension is practically impossible in an infinite universe,
and the fact that we find it in this periodic box, shows that
we are limited by finite size effects.
5.3.3 Resolution Effects
It is somewhat surprising that the connectivity of the single-
stream regions depends so strongly on the resolution of the
mesh. The reason for this could be either (1) that there are
tiny holes in the multi-stream regions that only get resolved
at higher mesh resolutions or (2) that the likelihood of link-
ing regions together through numerical artefacts increases
strongly with the mesh resolution.
We find some evidence that (2) might be the case here.
While we use exclusively a resampling with 327683 particles
in the plots in this section, we tested also how the resam-
pling resolution affects the results. Generally we find that
the single-stream field is very well converged with the used
resampling resolution. For example when switching from
163843 to 327683 resampled particles, the volume fraction of
single-stream regions in the 10243 bins case only decreases
by 0.3% from 59.9% to 59.6%. While this proves that there is
only a small uncertainty in the classification of the cells, such
a small difference can lead to major differences in the linked
regions. For example the same resolution switch changed the
volume of the largest connected region from 22.7% to 12.4%
- apparently by disconnecting the largest connected compo-
nent into two independent subcomponents. Similar discon-
nections might be expected for the 20483 bins case when
further increasing the resampling resolution.
We speculate that the dependence of the connectivity on
such tiny details is probably due to the large surface area of
the single-stream - multi-stream intersection and the small
thickness of the multi-stream regions. The large surface area
leads to a large number of boundary pixels that need to be
classified correctly, while the small thickness of multi-stream
regions leads to a larger chance of single-stream regions con-
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Table 2. Volume and mass-fractions of single-stream regions. Note that for the excursion set case (EX+TC) the numbers given here are
for the Eulerian volumes corresponding to connected zero caustic crossing regions in Lagrangian space. These are expected to be larger
than Eulerian single-stream regions and to sum to somewhat more than the total (Eulerian) volume.
bins binwidth total ss. vol. total ss. mass largest component vol. second largest component vol. percolation
5123 78 kpc/h 46.5% 1.5 % 2.1 % 2.3 % none
10243 39 kpc/h 59.6% 2.2 % 12.4 % 11.3 % none
20483 20 kpc/h 67.4% 2.7 % 39.5 % 7.5 % 1D
Lag. Space 66.2% 2.8 % 10.7 % 7.5 % none
EX+TC 102% 5.1 % 8.5 % 8.4 % none
necting through misclassified pixels. When increasing the
number of bins at constant resampling resolution, the num-
ber of surface area pixels increases dramatically, and the
chance of misclassifying individual pixels increases slightly
- thereby increasing the chance of non-physical connections
significantly.
5.3.4 Percolation in Lagrangian Space
These resolution issues can in principle be solved by using
even higher resampling resolutions so that the chances of
misclassifications diminish. However, a cheaper alternative
is to map the single-stream field into Lagrangian space, and
link resolution elements there. In the continuum limit, link-
ing the single-stream regions in Lagrangian space or in Eu-
lerian space should be equivalent, since the mapping from
Lagrangian to Eulerian space is one-to-one and continuous
in single-stream regions. However, at finite resolution the
chances of linking together unconnected regions due to mis-
classified cells is much smaller in Lagrangian space. This
is because the disconnecting multi-stream regions are much
larger in Lagrangian space, and the number of pixels that
define the intersections is much smaller. This becomes obvi-
ous when comparing Figure 13 with Figure 14.
We classify each particle as single-stream or multi-
stream according to the class of the nearest grid point from
the 20483 bin Eulerian single-stream field. We show a slice
through the classification in Lagrangian space in the right
panel of Figure 13. Then we determine the connected compo-
nents1 and determine their volumes by weighting with 1/ρs
where ρs is the Eulerian density at the particle positions. We
provide the volume histogram of the single-stream regions
as the red line in Figure 15.
We find that the single-stream regions do not perco-
late in Lagrangian space. The volume distribution of single-
stream regions appears to be relatively similar to the one in
the 10243 bin case. This could possibly mean that resolution
effects are best under control in that case.
However, while we think that the test for percolation in
Lagrangian space should be more stable against resolution
effects than the Eulerian one, we are still affected by finite
size effects here. The largest single-stream region still makes
up 10.7% of the total volume, and the volume histograms
look quite noisy due to the low number statistics. In principle
a simulation with larger boxsize could help out. However, at
the same time it appears to be important that the resolution
1 We provide movies showing these in 3D at wwwmpa.mpa-
garching.mpg.de/paper/singlestream2017/percolation.html.
is sufficiently high to capture the power spectrum far enough
(σ  5) and to resolve small features (20-40kpc) in the
single-stream field. This would make a better test simulation
computationally difficult.
5.4 Do Single-Stream Regions percolate?
Unlike Falck & Neyrinck (2015) we do not find any case
where single-stream regions clearly percolate. This may re-
flect differences in methodology, or may be because we test
for percolation at a much higher variance of the density field
σ ∼ 6.4 where the mass fraction of single-stream regions is
significantly smaller. While we find a case which gets close
to full three dimensional percolation (20483 bins in Eule-
rian space), we suspect that resolution effects are enhancing
connectivity here. A more robust test in Lagrangian space
shows no sign of percolation. However, the single-stream re-
gions that we find still occupy a major fraction of the box
volume, and thus are still arguably quite close to percola-
tion. A larger simulation could be made to test for finite size
effects, but would be computationally expensive. Neverthe-
less, we suspect that single-stream regions do not percolate
in the continuum limit of cold dark matter. The more small
scale power is resolved, the less mass remains in the single-
stream regions, the smaller the volume of Lagrangian space
they occupy, and the less likely percolation becomes.
6 CONCLUSIONS
Simulating the unsmoothed dark matter distribution in the
deeply non-linear regime is not yet possible for WIMP-like
dark matter models, which have a high variance and require
resolving many orders of magnitude in spatial scale. We pro-
pose here an excursion set formalism to get an estimate for
the volume weighted density distribution. This allows us to
estimate the median density of the universe 4 · 10−3ρ0 and
the fraction of mass in single-stream regions 3 · 10−3 if dark
matter is a 100 GeV WIMP. The only parameter in the ex-
cursion set model is the rms relative density perturbation
σ which is directly related to the properties of the specific
dark matter model considered. Thus, in principle, a mea-
surement of e.g. the median density of the universe would
provide information about the nature of the dark matter
particle. Unfortunately this is unlikely ever to be possible,
since all measurements of dark matter are indirect and in-
volve smoothing on a relatively large scale.
The proposed excursion set formalism gives a reason-
able qualitative picture and an first estimate for the quanti-
tative properties of single-stream regions. However, there is
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still a lot of room for improvement. A significant limitation
comes from our heuristic assumptions about the tidal field
in the non-linear regime. A more sophisticated examination
of the statistics of the tidal field within simulations could
lead to a superior model. Further it would be straightfor-
ward to go to a full tensor-valued evolution model (given
by the Geodesic Deviation Equation). This would require
dealing with changes in the orientation of the tidal field.
Further the excursion set formalism predicts that single-
stream regions do not percolate if the resolved linear rms
density perturbation satisfies σ & 5. We suspect that pre-
vious studies (Falck & Neyrinck 2015) did not reach high
enough resolution to reach the state where single-stream re-
gions no longer percolate. We attempted to test this predic-
tion with a smaller, but higher resolution simulation with
σ ∼ 6.5. This simulation shows many small distinct single-
stream regions, but their distribution depends strongly on
the choice of resolution parameters, even if the classification
of individual cells into single and multi-stream regions seems
to be converged reasonably well. We suspect that percolation
detection in Eulerian space is susceptible to numerical arte-
facts, since the surface area of the single-stream regions is
enormous whereas the thickness of the disconnecting multi-
stream regions is relatively small. A percolation test in La-
grangian space, which should be numerically more robust,
shows no signs of percolation.
It would be interesting to run a larger simulation with
the same mass resolution to get a better statistical grasp
of the volume distribution of single-stream regions, and to
test this on a scale, where finite size effects do not matter
anymore. Our expectation is that single-stream regions will
not percolate in the continuum limit of cold dark matter.
At σ ∼ 6.4 we already observe a state where single-stream
regions are typically disconnected. Cold dark matter has a
much larger variance of the density field (e.g. σ = 23.8 for a
100GeV WIMP) and therefore a significantly smaller mass
fraction in single-stream regions. As a result, these occupy a
substantially smaller volume in Lagrangian space and hence
seem much less likely to percolate than in the (already non-
percolating) simulation we have been able to carry out.
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APPENDIX A: DERIVATION OF THE
TRIAXIAL COLLAPSE MODEL
A1 The Geodesic Deviation Equation
In the comoving frame the equations of motion for the co-
ordinates of a test particle can be written as
x˙i = pia
−2 (A1)
v˙i = −∂iφ(~x)a−1 (A2)
where vi/a are the peculiar velocities, xia are physical co-
ordinates and φ is the comoving potential which follows the
Poisson equation
∇2φ = 4piGρbgδ (A3)
δ =
ρ− ρbg
ρbg
(A4)
where ρbg is the (time dependent) background density and
derivatives are taken with respect to the comoving coordi-
nates.
For an infinitesimal small volume element around a par-
ticle the distortion with respect to the homogeneous initial
state (Lagrangian Space) is described by the distortion ten-
sor
Dxq :=
d~x
d~q
(A5)
Dvq :=
d~v
d~q
(A6)
where ~q are Lagrangian coordinates so that ~x(a → 0) =
~q. The evolution equations of the distortion tensor can be
derived as follows:
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d
dt
(
∂xi
∂qj
)
=
∂x˙i
∂qj
(A7)
=
∂vi
∂qj
a−2 (A8)
d
dt
(
∂vi
∂qj
)
=
∂v˙i
∂qj
(A9)
= − ∂φ
∂xi∂qj
a−1 (A10)
= −
∑
k
∂φ
∂xi∂xk
∂xk
∂qj
a−1 (A11)
=:
∑
k
TikDxq,kja
−1 (A12)
where we defined the tidal tensor Tij = ∂i∂jφ. In matrix
form this this can be written as
D˙xq = a
−2Dvq (A13)
D˙vq = a
−1TDxq (A14)
also known as the Geodesic Deviation Equation (Vogels-
berger & White 2011). The initial conditions for the dis-
tortion tensor are Dxq(a → 0) = 1 and Dvq(a → 0) = 0
in the cosmological case. The maths is worked out in more
detail in Vogelsberger et al. (2008).
The stream density of the Lagrangian volume element
around a particle can be evaluated as
ρs =
ρbg
| detDxq| (A15)
The Geodesic Deviation Equation allows to follow the exact
evolution of an infinitesimal volume element around a par-
ticle if the tidal tensor is known. In a simulation the tidal
tensor can be evaluated numerically and the GDE can be
integrated alongside the other equations of motion (Vogels-
berger et al. 2008; Vogelsberger & White 2011). For a simple
analytic model however, the tidal tensor is not known, but
we can make certain assumptions about it to get a plausible
evolution model.
A2 Single-Stream Regions
In single-stream regions the density ρ is exactly given by the
stream density ρs of the particles that occupy that point in
space. The trace of the tidal tensor therefore has to match∑
i
Tii =
∑
i
∂2φ
∂xi∂xi
(A16)
= −∆φ (A17)
= −4piGρbgδ (A18)
= −4piG
3
ρbg
(
1
| detDxq| − 1
)
(A19)
We therefore separate the trace from the trace-free part Text
of the tidal tensor
T = 4piGρbg
(
1
| detDxq| − 1
)
1 + Text (A20)
Note that for a given point in space Text is completely non-
local and depends on the density distribution of the sur-
roundings.
A3 Non rotating Tidal Field
The tidal tensor is symmetric by definition and therefore
generally has six components. Since it is symmetric, there
is always a system where it is diagonal. In the non linear
cosmological density field this system can change its orien-
tation over time leading to all components of the distortion
tensor becoming active. However, in linear theory it stays
diagonal in the same system at all times. In this case of a
tidal field that does not change its orientation we can sim-
plify the Geodesic Deviation Equation, since in the system
where the tidal tensor is diagonal also Dxq and Dvq are diag-
onal from the beginning, and the non diagonal components
never become active. We can then simplify the GDE to six
differential equations
x˙i = a
−2pi (A21)
p˙i = a
−1xi
(
−4piG
3
ρbgδ + Text,i
)
(A22)
for i = 1, 2, 3 where we label by xi the diagonal components
of Dxq and by pi the diagonal components of Dvq, and use
the abbreviation
δ =
1
| detDxq| − 1 =
1
x1x2x3
− 1 (A23)
We call models of this form triaxial collapse models. They
can differ in their assumptions about the external tidal field
Text. Note that in the absence of an external tidal field
Text,i = 0 this naturally recovers the spherical collapse
model.
A4 Linear Theory
In linear theory the tidal tensor takes the form
Tij = −4piGρbgdijD(t) (A24)
where dij is the deformation tensor and D is the linear
growth factor. dij is a symmetric tensor and we can trans-
form into the system where it is diagonal with the eigenval-
ues dii = λi. The external tidal tensor is then given by
Text,ii = −4piGρbgD(t)(λi − δ0/3) (A25)
Text,ij = 0 for i 6= j (A26)
where δ0 = λ1 + λ2 + λ3. We then arrive at
x˙i = a
−2pi (A27)
p˙i = −4piG
3
ρbga
−1xi (δ +D(t)(3λ− δ0)) (A28)
where only the external tidal field has been assumed to be
given by linear theory but not the local density. Note that
it is easy to recover the Zeldovich approximation from this
equations by approximating δ ≈ D(t)δ0, xi ∼ 1, leading to
x˙i = a
−2pi (A29)
p˙i = −4piGρbga−1D(t)λi (A30)
which is solved by x(t) = 1 +D(t)λ.
A5 Fading Tidal Field
While the triaxial collapse model using the external tidal
field from linear theory gives a reasonable description for
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Figure A1. The degree of correspondence of the measured tidal
field to the tidal field predicted from linear theory.
the evolution of volume elements in the linear regime and
slightly non linear regime, it certainly cannot be extrap-
olated to strongly non-linear stages D(t)δ0  1. Generally
the tidal field from linear theory becomes too large and com-
pletely dominates the evolution of volume elements. As can
be seen in Figure A1 where we show as a similarity measure
between the simulated tidal tensor and the one from linear
theory the volume weighted median of the distribution of
β =
∑
i,j Text,sim,ijText,lin,ij∑
i,j T
2
ext,lin,ij
(A31)
In realistic cases however, the non linear tidal field in
single-stream regions is becoming smaller and also indepen-
dent from its initial alignment - therefore becoming sub-
dominant in comparison to the local self gravity. Therefore
for the excursion set formalism we consider a triaxial col-
lapse model where we multiply the linear external tidal field
by a damping factor to explicitly fade out the tidal forces in
the non-linear regime. This leads to an acceleration equation
of the form
p˙i = −4piG
3
ρbga
−1xi (δ + α(t)(3λ− δ0)) (A32)
where α has to be D(t) in the linear regime and should be
limited in the non linear regime. A simple parametrization
which seemed to work well for us is
α(t) =
D(t)
1 + |δ0|D(t) . (A33)
For simplicity we stick to this model for now, but other
choices are possible. In principle a more sophisticated model
could be found by measuring the statistics of the external
tidal field in the non linear regime and quantifying them
adequately.
APPENDIX B: TRIGONOMETRIC
RE-SAMPLING AND SINGLE-STREAM
REGIONS
Here we describe an efficient algorithm which can be used
to re-sample the dark matter sheet at high resolution using
trigonometric interpolation and further explain how it can
be modified to distinguish between multi- and single-stream
regions in Eulerian space.
B1 The Dark Matter Sheet
Since dark matter is a cold collisonless fluid, it occu-
pies an approximately three-dimensional submanifold of six-
dimensional phase-space at all times (White & Vogelsberger
2009; Abel et al. 2012; Shandarin et al. 2012). This sheet
can be reconstructed by tesselation- (Abel et al. 2012; Shan-
darin et al. 2012) or interpolation-techniques (Hahn & An-
gulo 2016) to get high quality density estimates. We use an
interpolation scheme here.
B2 Trigonometric Re-sampling
The particle positions ~xi of a cosmological simulation can
interpreted as sampled values ~x(~qi) of the three dimensional
vector valued function ~x(~q) where ~qi are Lagrangian coor-
dinates (i.e. positions in the initial conditions). Since dark
matter is a collision-less fluid this function ~x(~q) is continuous
and well behaved.
Therefore interpolation techniques can be used to recon-
struct ~x(~q) from the sampling points (particles). For example
one can simply order all particles on a grid in Lagrangian
space and then interpolate each component xi of the position
~x individually as a function of the Lagrangian coordinate
~q. One can create new re-sampled particles by evaluating
this interpolated function at new Lagrangian coordinates ~qrs.
In regions where the interpolation scheme works well, these
particles are at the same locations ~x(~qrs) as they would have
been if one had created an additional particle in the initial
conditions at ~qrs and followed it through the whole simu-
lation. This interpolation scheme does work well wherever
the function ~x(~q) is varying slowly with ~q. This is clearly
the case in single-stream regions and their boundaries and
therefore good enough for our purposes here. Note however,
that the interpolation might become poor in the inner parts
of haloes, where the function ~x(~q) is varying too quickly to
be captured by a limited number of sampling points.
Many different choices are possible and have been used
for the interpolation schemes including tesselations (Abel
et al. 2012; Shandarin et al. 2012), trilinear and triquadratic
interpolation (Hahn & Angulo 2016). Since we also need
a reliable Jacobian here (as we explain in section B3), we
require that all first order derivatives are continuous and
therefore we already need at least a third order scheme.
Tricubic interpolation would therefore be a viable choice,
but unfortunately it is a bit complicated to implement. As
an alternative we choose trigonometric interpolation here.
Its benefits are that it is simple to implement, it handles the
periodic boundary conditions very naturally, all derivatives
are well defined, and it is very efficient, since there exist
highly optimized algorithms for Fourier transforms.
Therefore we compute the displacement field
~s(~q) = ~x(~q)− ~q (B1)
which is a periodic function in most cosmological simula-
tions due to the periodic boundary conditions. Note that in
practice one has to undo the periodic wrapping of the posi-
tion function e.g. by wrapping ~s so that all components are
in the range −L/2 si  L/2.
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Any periodic function on a grid can be simply re-
sampled to a higher resolution grid by trigonometric inter-
polation. Therefore one simply transforms the grid ~s into
Fourier space ~sk, zero pads it to a higher resolution grid
~sk,hr, so that all the low frequency components are kept the
same and originally unresolved higher frequency components
are set to zero, and then transforms the higher resolution
Fourier grid back to real-space to obtain the re-sampled dis-
placement field ~shr.
While this is already an efficient and simple algorithm,
it is still a bit impractical in terms of memory consump-
tion, since all re-sampled particles have to be in memory at
the same time. Therefore as a more memory efficient ver-
sion of the same scheme, instead of zero padding the Fourier
transformed low resolution grid ~sk, we shift it by a small
displacement ∆~q in Fourier space
~sk,shift = exp(i~k ·∆~q)~sk (B2)
transform it back to real space ~sshift and then to recover
the position field we have to add the shifted Lagrangian
coordinate
~xshift = ~sshift + (~q −∆~q) (B3)
Now one redoes this shifting for several shifts and each time
simply bins the positions ~xshift and discards them after-
wards. For example to resample from a 2-dimensional grid
with N2 grid cells to a higher resolution grid of (2N)2 grid
cells, one applies the 4 shifts
∆~q1,2,3,4 =
(±∆g/4
±∆g/4
)
(B4)
where ∆g = L/N is the gridspacing, L is the boxsize and N
the number of grid points per dimension.
To benchmark the scheme we test it in a two dimen-
sional setup. From a cosmological simulation we select a 2d
slice in Lagrangian space (that means all particles that are
in one plane in the initial conditions) and project it into
Eulerian space with the trigonometric resampling. Further
we do the same with a bicubic interpolation as a refer-
ence case. Note that - unlike tricubic interpolation - bicu-
bic interpolation is availble as a simple python function
in scipy.interpolate.RectBivariateSpline. We show a
zoom into a part of the result in Figure B1.
B3 Determining Single-Stream Regions
The distortion tensor is defined as
D : =
∂~x
∂~q
(B5)
= 1 +
∂~s
∂~q
(B6)
Whenever a particle goes through a caustic the determinant
of the distortion tensor flips its sign. All multistream regions
contain streams that have gone through one or more caus-
tics, and therefore all multistream regions have a fraction
of particles with negative determinant. In contrast, single-
stream regions contain exclusively particles with positive de-
terminant. Therefore we determine the distortion tensor for
all resampled particles and classify as multistream regions all
bins that contain any resampled particles with negative de-
terminant. The distortion tensor of the resampled particles
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Figure B1. Benchmark of the trigonometric interpolation by
projecting a Lagrangian 2D slice from a simulation into Eulerian
space. Top Left: density field inferred from binning the particles.
Top Right: resampling using third order interpolation. Bottom
Left: resampling using trigonometric interpolation. Bottom Right:
single-stream regions (white) as inferred by using the trigonomet-
ric interpolation. The cubic and trigonometric interpolation agree
very well, and the identified single-stream regions match with the
ones that one would determine by eye from the density field.
can be simply calculated by differentiating the displacement
field in Fourier space:
Dlm : = 1 +
∂sl
∂qm
(B7)
= 1 + FT(ikm · sk,l) (B8)
where FT denotes the (here discrete) Fourier transform.
We show how this method performs on the 2d slice from
last section in the bottom right panel of Figure B1. The de-
termined single-stream regions closely resemble those that
one would determine by identifying them by eye from the
density field. Note that it is important to resample at high
enough resolution to get a continuous field without any gaps.
We typically find that resampling at eight times more par-
ticles than bins per dimension gives well converged results
everywhere.
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