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Abstract
We invent the new notion of coordinatewise multiple summing operators in Banach spaces, and use it
to study various vector valued extensions of the well-know Bohnenblust–Hille inequality (which originally
extended Littlewood’s 4/3-inequality). Our results have application on the summability of monomial coef-
ficients of m-homogeneous polynomials P : ∞ → p , as well as for the convergence theory of products of
vector valued Dirichlet series.
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1. Introduction
Bohnenblust and Hille (1931) in their ingenious paper [4, Theorem I] proved that for every N
and every m-linear mapping U : N∞ × · · · × N∞ → C
(
N∑
i1,...,im=1
∣∣U(ei1, . . . , eim)∣∣ 2mm+1
)m+1
2m
 2m−12 ‖U‖, (1.1)
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m+1 is even optimal. The case m = 2 is Littlewood’s famous
4/3-inequality from [24], and the above multilinear generalization was originally designed to
solve Bohr’s absolute convergence problem within the theory of Dirichlet series (in the 30’s a
very well-known problem). Both inequalities, the Bohnenblust–Hille inequality and Littlewood’s
4/3-inequality, had and have deep applications in various fields of analysis, as for example in
operator theory in Banach spaces, Fourier and harmonic analysis, complex analysis in finitely
and infinitely many variables, and analytic number theory (see e.g. the monographs [3,20,28,29],
or the more recent articles [2,6,7,9,12,13,15,16,19,21,31]).
In [12] the Bohnenblust–Hille inequality is studied and generalized within the setting of mul-
tiple summing m-linear mappings in Banach spaces, and the aim of the present article is to
continue and to improve this work.
An m-linear mapping U : X1 × · · · × Xm → Y is said to be multiple (r,1)-summing,
1  r < ∞ if for each choice of m unconditionally summable sequences (xk(i))i∈N in Xk ,
1 k m we have that
∑
i1,...,im∈N
∥∥U(x1(i1), . . . , xm(im))∥∥rY < ∞.
Clearly, for m = 1 this simply means that the linear operator U is (r,1)-summing in the usual
sense, and a standard reformulation of (1.1) tells that each m-linear form U : X1 ×· · ·×Xm → C
is multiple (2m/m + 1,1)-summing. Moreover, we know by a result of Bombal, Pérez-García
and Villanueva from [5] (see also [32]) that each m-linear U on X1 × · · · ×Xm with values in a
cotype q space Y is multiple (q,1)-summing.
Our main result is Theorem 5.1 – it unifies and extends the two results just mentioned; in order
to give a first idea we here only mention its Corollary 5.2: Let 1 r  q < ∞. Then any m-linear
mapping U on X1 × · · · × Xm with values in a cotype q space Y is multiple ( qrmq+(m−1)r ,1)-
summing provided U is separately (r,1)-summing, i.e., for each 1 k m the restriction of U
to Xk is (r,1)-summing (fixing all coordinates outside k).
Obviously, this result includes the result of Bohnenblust and Hille, but also its vector variant of
Bombal, Pérez-García and Villanueva since each continuous functional on Xk is (1,1)-summing,
and by a well known and simple fact due to Maurey (see e.g. [17, 11.17]) any bounded operator
with values in a cotype q space is (q,1)-summing.
But our result has many more applications. To illustrate this, recall from [12] that for 1 p 
q ∞ and
r(m,p,q) =
{ 2m
m+2( 1
p
−max{ 1
q
, 12 })
if p  2,
p if p  2
the composition I ◦U of the canonical embedding I : p ↪→ q with any m-linear bounded map-
ping U : X1 × · · · × Xm → p is multiple (r(m,p,q),1)-summing (and this r is even optimal).
On the other hand we know from [1,10] that the embedding p ↪→ q is (r(1,p, q),1)-summing.
Hence, this composition I ◦ U is obviously separately (r(1,p, q),1)-summing, and we easily
conclude from Corollary 5.2 (mentioned above) that I ◦U is multiple (r(m,p,q),1)-summing.
In Theorem 5.1 the assumption on the multiple summability of U in each coordinate, is re-
placed by a weaker assumption, namely the assumption that U is multiple (rk,1)-summing in
certain subsets Ck of its coordinates which together form a partition of the set {1, . . . ,m} of all
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tors in p-spaces to a multilinear setting.
One more example: Given bounded operators S : ∞ → 1 and R : 1 → p , a famous
theorem of Kwapien´ from [22] shows that ∑k ‖RS(ek)‖rp < ∞ where r is given by 1/r =
1 − |1/p − 1/2|. We will show in Theorem 7.1 that the monomial series coefficients cα(QP)
of the composition QP : ∞ → p of an n-homogeneous polynomial P : ∞ → 1 with an m-
homogeneous polynomial Q : 1 → p are in r(n,p) where
r(n,p) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2n
n+2− 2
p
, 1 p  2,
2n
2n
p
+1 , 2 p 
2n
n−1 ,
2, 2n
n−1  p ∞;
clearly, for m = n = 1 this again is Kwapien´’s theorem.
As an application in Corollary 8.2 we estimate the width of Bohr’s strip of uniform but not
absolute convergence for products of homogeneous Dirichlet series in 1, the products taken with
respect to a fixed bilinear mapping T : 1 × 1 → p (improving recent results from [13]).
2. Preliminaries
We use standard notations and notions from Banach space theory, as presented e.g. in
[11,17,18,23]. All Banach spaces X1,X2, . . . ,X are assumed to be complex. By an operator
T : X → Y we always mean a bounded and linear operator. As usual p (or Np ), 1  p ∞
stands for the Banach space of all scalar sequences (N -tuples) such that the p-norm ‖z‖p :=
(
∑
k |zk|p)1/p < ∞ (with the obvious modification whenever p = ∞). The conjugate exponent
p∗ for 1  p  ∞ is as usual defined by 1 = 1/p + 1/p∗. Recall the definition of the weak
1-norm of n vectors x(1), . . . , x(n) in a Banach space X:
w1
((
x(i)
)n
i=1
) := w1(x(1), . . . , x(n))= sup
‖x′‖X′1
∑
i
∣∣x′(x(i))∣∣;
note that ‖T ‖ = w1(x(i)), where T : n∞ → X is defined by T (ek) := x(k). This notion allows
the following standard reformulation of (1.1): Given an m-linear bounded form U : X1 × · · · ×
Xm → C in Banach spaces, for every choice of finitely many vectors (xk(i))1iNk in Xk ,
1 k m we have
(
N1,...,Nm∑
i1,...,im=1
∣∣U(x1(i1), . . . , xm(im))∣∣ 2mm+1
)m+1
2m
 2m−12 ‖U‖w1(x1) · · · · ·w1(xm).
Equivalently, a standard closed graph argument implies that with each choice of m un-
conditionally summable sequences (xk(i))i∈N in Xk we have that the infinite scalar matrix
(U(x1(i1), . . . , xm(im)))(i1,...,im)∈Nm is absolutely 2mm+1 -summable.
The main result of this article is Theorem 5.1, and it is formulated in terms of multilinear oper-
ators which are (r,1)-summing with respect to certain coordinates. We start explaining carefully
what we mean by this. Given Banach spaces X1, . . . ,Xm and Y we denote by
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the Banach space of all (bounded) m-linear mappings U : X1 × · · · × Xm → Y . A mapping
U ∈ B(X1, . . . ,Xm;Y) is called multiple (r,1)-summing, 1  r < ∞ if there exists a constant
C  0 such that for every choice of finitely many vectors (xk(i))1iNk in Xk , 1  k  m we
have
(
N1,...,Nm∑
i1,...,im=1
∥∥U(x1(i1), . . . , xm(im))∥∥rY
)1/r
 Cw1(x1) · · · · ·w1(xm).
By Πmultr,1 (X1, . . . ,Xm;Y) we denote the class of all multiple (r,1)-summing operators from
X1 × · · · × Xm into Y . If we define πmultr,1 (U) := infC, the infimum taken over all possible
constants C, then (Πmultr,1 ,π
mult
r,1 ) becomes a Banach ideal of multilinear operators.
The definition of multiple summing operators was first given in [5, Definition 2.1] and
[25, Definition 2.2] (see also [26] and [27]), and it obviously is a natural extension of the by
now classical definition of (r,1)-summing linear operators in Banach spaces (see e.g. [17]). A
standard closed graph argument shows that U ∈ Πmultr,1 (X1, . . . ,Xm;Y) if and only if for every
choice of m unconditionally summable sequences (xk(i))i∈N in Xk , 1 k m we have that
(
U
(
x1(i1), . . . , xm(im)
))
(i1,...,im)∈Nm ∈ r
(
Nm
)
.
Obviously, (1.1) and its above reformulation show that each m-linear form U : X1 ×· · ·×Xm →
C is multiple (2m/m+ 1,1)-summing.
We intend to extend this result to various other situations. For m Banach spaces X1, . . . ,Xm (a
vector X = (X1, . . . ,Xm) of Banach spaces), and a non-void and proper subset C ⊂ {1, . . . ,m}
we abbreviate the cartesian product
∏
k∈C Xk by XC ; endowed with the sup norm XC is a Ba-
nach space. Moreover, for any x ∈ XC define x˜ ∈ X{1,...,m} through x˜(k) = x(k) for k ∈ C and
x˜(k) = 0 for k ∈ C (where C denotes the complement of C in {1, . . . ,m}). Obviously, for
U ∈ B(X1, . . . ,Xm;Y) the mapping
UC : XC → B(XC;Y ),
x 
→ [y 
→ U(x˜ + y˜)]
is well defined and multilinear. One should realize that UCx for each x ∈ XC is nothing else
than the restriction of U to the coordinates in C fixing the coordinates in C through x. The
following definition seems to be natural and is essential for our purposes.
Definition 2.1. Let 1 r < ∞ and a non-void and proper subset C ⊂ {1, . . . ,m} of coordinates
be given. We say that U ∈ B(X1, . . . ,Xm;Y) is multiple (r,1)-summing in the coordinates of C
whenever UC has its range in Πmultr,1 (X
C;Y). Moreover, we call U separately (r,1)-summing if
U is multiple (r,1)-summing in all one point subsets of {1, . . . ,m}.
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C if and only if
UC : XC → Πmult(r,1)
(
XC;Y )
is a well-defined multilinear linear operator (which then – again by a standard closed graph
argument – is also bounded).
By (rn)n∈N we denote the sequence of Rademacher functions on [0,1]. Recall that for
0 <p < ∞ and x1, . . . , xn in a Banach space X, the nth Rademacher mean is defined to be
ρp
(
(xi)
n
i=1
)=
( 1∫
0
∥∥∥∥∥
n∑
i=1
ri(t)xi
∥∥∥∥∥
p
dt
) 1
p
,
and by Kahane’s inequality for 0 < p,q < ∞ there is a (best) constant Kp,q > 0 such that for
each choice of vectors x1, . . . , xn in an arbitrary Banach space X we have
ρq
(
(xi)
n
i=1
)
Kp,qρp
(
(xi)
n
i=1
)
.
Given 2  q < ∞, a Banach space X is said to have cotype q if there exists a constant C  0
such that for each choice of elements x1, . . . , xn ∈ X we have
(
n∑
i=1
‖xi‖q
) 1
q
 Cρ2
(
(xi)
n
i=1
)
,
and the optimal such constant C we as usual denote by Cq(X). The next lemma is shown in
[30, Lemma 3], and will be used several times.
Lemma 2.2. Let Y have cotype q , 1 r  q , and let (yi1...im)
N1,...,Nm
i1,...,im=1 be a matrix in Y . Then
(
N1,...,Nm∑
i1,...,im=1
‖yi1...im‖q
) 1
q
Amq,r (Y )ρr
(
(yi1...im)
N1,...,Nm
i1,...,im=1
)
,
where Amq,r (Y ) := Cq(Y )mKmr,2 and
ρr
(
(yi1...im)
N1,...,Nm
i1,...,im=1
) :=
( 1∫
0
. . .
1∫
0
∥∥∥∥∥
N1,...,Nm∑
i1,...,im=1
ri1(t1) . . . rim(tm)yi1...im
∥∥∥∥∥
r
dt1 . . . dtm
) 1
r
.
An immediate consequence of this lemma is that each m-linear U on the product of m Ba-
nach spaces Xk with values in a cotype q space Y is multiple (q,1)-summing – the result of
Bombal, Pérez-García and Villanueva from [5] mentioned in the introduction. For the sake of
completeness and since our constant differs from the one given in [30] we give the short proof.
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the definition of cotype and Kahane’s inequality. Let us now assume that the inequality holds for
m− 1. Then the conclusion for m follows from the following chain of inequalities: By induction
we get
(
N1,...,Nm∑
i1,...,im=1
‖yi1...im‖q
) 1
q
=
[
N1∑
i1=1
[(
N2,...,Nm∑
i2,...,im=1
‖yi1...im‖q
) 1
q
]q] 1
q
Am−1q,r (Y )
[
N1∑
i1=1
( ∫
[0,1]m−1
∥∥∥∥∥
N2,...,Nm∑
i2,...,im=1
yi1...imri2(t2) · · · rim(tm)
∥∥∥∥∥
r
dt2 . . . dtm
) q
r
] 1
q
,
and by the continuous Minkowski inequality we have
[
N1∑
i1=1
( ∫
[0,1]m−1
∥∥∥∥∥
N2,...,Nm∑
i2,...,im=1
yi1...imri2(t2) · · · rim(tm)
∥∥∥∥∥
r
dt2 . . . dtm
) q
r
] 1
q

[ ∫
[0,1]m−1
(
N1∑
i1=1
∥∥∥∥∥
N2,...,Nm∑
i2,...,im=1
yi1...imri2(t2) · · · rim(tm)
∥∥∥∥∥
q) r
q
dt2 . . . dtm
] 1
r
.
But since Y has cotype q
(
N1∑
i1=1
∥∥∥∥∥
N2,...,Nm∑
i2,...,im=1
yi1...imri2(t2) · · · rim(tm)
∥∥∥∥∥
q) 1
q
 Cq(Y )
( 1∫
0
∥∥∥∥∥
N1∑
i1=1
ri1(t1)
N2,...,Nm∑
i2,...,im=1
yi1...imri2(t2) · · · rim(tm)
∥∥∥∥∥
2
dt1
) 1
2
,
so that Kahane’s inequality and Fubini’s theorem finally gives the conclusion. 
3. A variant of an inequality of Blei
We begin with an inequality which was suggested by Blei’s results from [3, Theorems 5
and 36] in the context of Littlewood’s 4/3-inequality.
Define first for q  2 the functions
ω : [1, q)2 → R0, ω(x, y) := q
2(x + y)− 2qxy
q2 − xy , (3.1)
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f : [1, q)2 → R0, f (x, y) := q
2x − qxy
q2(x + y)− 2qxy . (3.2)
Lemma 3.1. Let A,B be two finite non-void index sets, and (aij )(i,j)∈A×B a scalar matrix with
positive entries, and denote its columns by αj = (aij )i∈A and its rows by βi = (aij )j∈B . Then for
q, r1, r2 > 0 with q > max(r1, r2) we have
( ∑
(i,j)∈A×B
a
ω(r1,r2)
ij
) 1
ω(r1,r2) 
(∑
i∈A
‖βi‖r1q
) f (r1,r2)
r1
(∑
j∈B
‖αj‖r2q
) f (r2,r1)
r2
.
Proof. Define α,β,p, s by α = qr1(q−r2)
q2−r1r2 , β =
qr2(q−r1)
q2−r1r2 , p =
q2−r1r2
r1(q−r2) , s =
q2−r1r2
q(q−r2) and observe
that α + β = ω(r1, r2). By Hölder’s inequality, for each i ∈ A we have
∑
j∈B
aαij a
β
ij 
(∑
j∈B
a
αp
ij
) 1
p
(∑
j∈B
a
βp∗
ij
) 1
p∗
which, if we denote
xi =
∑
j∈B
a
αp
ij , yi =
∑
j∈B
a
βp∗
ij
can be written in the form
∑
j∈B
aαij a
β
ij  x
1
p
i y
1
p∗
i (3.3)
Then, from (3.3) and Hölder’s inequality, we obtain
∑
(i,j)∈A×B
a
α+β
ij =
∑
i∈A
(∑
j∈B
aαij a
β
ij
)

∑
i∈A
x
1
p
i y
1
p∗
i 
(∑
i∈A
x
s
p
i
) 1
s
(∑
i∈A
y
s∗
p∗
i
) 1
s∗
,
thus
∑
(i,j)∈A×B
a
α+β
ij 
[∑
i∈A
(∑
j∈B
a
αp
ij
) s
p
] 1
s
[∑
i∈A
(∑
j∈B
a
βp∗
ij
) s∗
p∗
] 1
s∗
. (3.4)
For the second term, because s∗∗ > 1, we can use the triangle inequality and obtainp
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i∈A
(∑
j∈B
a
βp∗
ij
) s∗
p∗
] p∗
s∗ =
∥∥∥∥
(∑
j∈B
a
βp∗
ij
)
i∈A
∥∥∥∥ s∗
p∗
=
∥∥∥∥∑
j∈B
(
a
βp∗
ij
)
i∈A
∥∥∥∥ s∗
p∗

∑
j∈B
∥∥(aβp∗ij )i∈A∥∥ s∗
p∗
=
∑
j∈B
(∑
i∈A
a
βp∗· s∗
p∗
ij
) p∗
s∗ =
∑
j∈B
(∑
i∈A
a
βs∗
ij
) p∗
s∗
.
By use of (3.4) we get
∑
(i,j)∈A×B
a
α+β
ij 
[∑
i∈A
(∑
j∈B
a
αp
ij
) s
p
] 1
s
[ ∑
j∈B
(∑
i∈A
a
βs∗
ij
) p∗
s∗
] 1
p∗
. (3.5)
The values of α,β,p, s satisfy, as is easy to see, the relations αp = q , s
p
= r1
q
, βs∗ = q , p∗
s∗ = r2q ,
and thus from (3.5) we obtain
∑
(i,j)∈A×B
a
α+β
ij 
[∑
i∈A
(∑
j∈B
a
q
ij
) r1
q
] 1
s
[ ∑
j∈B
(∑
i∈A
a
q
ij
) r2
q
] 1
p∗
,
which after some simple calculations, (3.1) and (3.2) is exactly the statement. 
4. Two sets of coordinates
Given an m-linear mapping U : X1 × · · · × Xm → Y which is multiple (r1,1)-summing in
the coordinates of C and multiple (r2,1)-summing in the coordinates of the complement of C, is
there any upper bound of all max{r1, r2} r < ∞ such that U is multiple (r,1)-summing itself?
Recall the definitions of the functions f and ω from (3.1) and (3.2).
Theorem 4.1. Let U : X1 × · · · × Xm → Y be multiple (r1,1)-summing in the coordinates of
C1 and multiple (r2,1)-summing in the coordinates of C2 where C1 and C2 form a partition
of non-void subsets of {1, . . . ,m}. If Y has cotype q and 1  r1, r2 < q , then U is multiple
(ω(r1, r2),1)-summing, and
πmultω(r1,r2),1(U) σ
∥∥UC2 : XC1 → Πmultr2,1 (XC2;Y )∥∥f (r2,r1)
· ∥∥UC1 : XC2 → Πmultr1,1 (XC1;Y )∥∥f (r1,r2),
where σ = (A|C2|q,r1(Y ))f (r1,r2)(A|C1|q,r2(Y ))f (r2,r1) (see 2.2 for the constants Anq,r (Y )).
Proof. Take for each 1 k m vectors xk(1), . . . , xk(Nk) ∈ Xk such that
w1
(
xk(1), . . . , xk(Nk)
)
 1.
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for the set {1, . . . ,N}. For i = (i(k))k∈C1 ∈ {1,N}|C1| and j = (j (k))k∈C2 ∈ {1,N}|C2| define
(x(i), x(j)) = ((x(i), x(j))(k))k∈{1,N} ∈∏mk=1 Xk through
(
x(i), x(j)
)
(k) :=
{
xk(i(k)) if k ∈ C1,
xk(j (k)) if k ∈ C2.
Since max(r1, r2) < q we obtain from Lemma 3.1 that
(
N∑
i1,...,im=1
∥∥U(x1(i1), . . . , xm(im))∥∥ω(r1,r2)Y
) 1
ω(r1,r2)
=
( ∑
i∈{1,N}|C1|, j∈{1,N}|C2|
∥∥U(x(i), x(j))∥∥ω(r1,r2)
Y
) 1
ω(r1,r2)

( ∑
i∈{1,N}|C1|
∥∥(U(x(i), x(j)))
j∈{1,N}|C2|
∥∥r1
q
) f (r1,r2)
r1
·
( ∑
j∈{1,N}|C2|
∥∥(U(x(i), x(j)))
i∈{1,N}|C1|
∥∥r2
q
) f (r2,r1)
r2
.
It remains to estimate the preceding two factors. For each 1 k m define the random variable
Rk : [0,1] → Xk, Rk(s) =
N∑
=1
r(s)xk()
and the random vector
RC2 : [0,1]|C2| →
∏
k∈C2
Xk, RC2(t) =
(
Rk(tk)
)
k∈C2 .
From Lemma 2.2 we deduce that for each fixed i ∈ {1,N}|C1|
∥∥(U(x(i), x(j)))
j∈{1,N}|C2|
∥∥
q
A|C2|q,r1(Y )
( ∫
[0,1]|C2 |
∥∥∥∥ ∑
j∈{1,N}|C2|
∏
k∈C2
rj (k)(tk)U
(
x(i), x(j)
)∥∥∥∥
r1
Y
dt
)1/r1
.
As above define in X the vectors (x(i),RC2(t)) by
(
x(i),RC2(t)
)
(k) :=
{
xk(i(k)) if k ∈ C1,
Rk(tk) if k ∈ C2.
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∥∥(U(x(i), x(j)))
j∈{1,N}|C2|
∥∥r1
q

(
A|C2|q,r1(Y )
)r1 ∫
[0,1]|C2 |
∥∥U(x(i),RC2(t))∥∥r1Y dt,
and summing over all i ∈ {1,N}|C1|
∑
i∈{1,N}|C1|
∥∥(U(x(i), x(j)))
j∈{1,N}|C2|
∥∥r1
q

(
A|C2|q,r1(Y )
)r1 ∫
[0,1]|C2 |
∑
i∈{1,N}|C1|
∥∥U(x(i),RC2(t))∥∥r1Y dt.
Now, since U by assumption is multiple (r1,1)-summing in the coordinates of C1, C1 = C2,
we know that
UC1 : XC2 → Πmultr1,1
(
XC1;Y )
is defined and bounded, hence
∑
i∈{1,N}|C1|
∥∥(U(x(i), x(j)))
j∈{1,N}|C2|
∥∥r1
q

(
A|C2|q,r1(Y )
)r1 ∫
[0,1]|C2 |
πmultr1,1
(
U
(·,RC2(t)))r1 dt

(
A|C2|q,r1(Y )
)r1∥∥UC1 : XC2 → Πmultr1,1 (XC1;Y )∥∥r1
∫
[0,1]|C2 |
∥∥RC2(t)∥∥r1XC2 dt.
But since ‖RC2(t)‖XC2 
∏
k∈C2 w1(xk) 1 we finally get
∑
i∈{1,N}|C1|
∥∥(U(x(i), x(j)))
j∈{1,N}|C2|
∥∥r1
q

(
A|C2|q,r1(Y )
)r1∥∥UC1 : XC2 → Πmultr1,1 (XC1;Y )∥∥r1 .
Clearly, in exactly the same way, using that U is multiple (r2,1)-summing in the coordinates of
C2 we see that
∑
j∈{1,N}|C2|
∥∥U(x(i), x(j))
i∈{1,N}|C1|
∥∥r2
q

(
A|C1|q,r2(Y )
)r2∥∥UC2 : XC1 → Πmultr2,1 (XC2;Y )∥∥r2 .
All in all, we have shown as desired that
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N∑
i1,...,im=1
∥∥U(x1(i1), . . . , xm(im))∥∥ω(r1,r2)Y
) 1
ω(r1,r2)

(
A|C2|q,r1(Y )
∥∥UC1 : XC2 → Πmultr1,1 (XC1;Y )∥∥)f (r1,r2)
· (A|C1|q,r2(Y )∥∥UC2 : XC1 → Πmultr2,1 (XC2;Y )∥∥)f (r2,r1),
the conclusion. 
5. n Sets of coordinates: induction
We now use induction in order to extend Theorem 4.1 to arbitrarily many sets of coordi-
nates C in {1, . . . ,m}. Recall again the definitions of f and ω from (3.1) and (3.2); for n 2 and
2 q < ∞ we also need to define (inductively) the function ωn : [1, q)n → R through
ω2(r1, r2) := ω(r1, r2),
and for n 3
ωn(r1, . . . , rn) := ω2
(
rn,ωn−1(r1, . . . , rn−1)
)
.
Note that for 1 r < ∞ we have
ωn(r, . . . , r) = qnr
q + (n− 1)r .
Moreover, we define for each n 2 functions
fn :=
(
f 1n , . . . , f
n
n
) : [1, q)n → Rn0;
first
f2(r1, r2) :=
(
f (r1, r2), f (r2, r1)
)
,
and second inductively the function fn (a function in the n variables r1, . . . , rn) through the
function fn−1 (a function in n− 1 variables r1, . . . , rn−1) by
f kn := f kn−1 · f (ωn−1, rn), 1 k  n− 1
and
f nn := f (rn,ωn−1)
(here we abbreviate ωn−1(r1, . . . , rn−1) by ωn−1). It can be checked easily (induction) that
f 1n + · · · + f nn = 1.
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f 1n = · · · = f nn =
1
n
.
Extending Theorem 4.1 we are now in the position to formulate and to prove the main result
of this article.
Theorem 5.1. Let {1, . . . ,m} be the disjoint union of n non-void subsets Ck of coordinates, Y be
a Banach space with cotype q , and 1  r1, . . . , rn < q . Assume that U ∈ B(X1, . . . ,Xm;Y) is
multiple (rk,1)-summing in each set of coordinates Ck , 1 k  n. Then U is multiple (ωn,1)-
summing, and
πmultωn,1(U) σn
n∏
k=1
∥∥UCk : XCk → Πmultrk,1 (XCk ;Y )∥∥f kn ,
where σn only depends on n, |C1|, . . . , |Cn|, r1, . . . , rn, q and Cq(Y ); more precisely, we have
σ2 = σ with σ as in 4.1, and for n 3
σn =
(
A
|⋃n−1k=1 Ck |
q,rn (Y )
)f (rn,ωn−1)(A|Cn|q,ωn−1(Y ))f (ωn−1,rn)σ f (ωn−1,rn)n−1 .
Proof. The proof follows by induction in n; the case n = 2 was established in Theorem 4.1. Let
us assume that the preceding inequality holds for each U ∈ B(X1, . . . ,Xm;Y) and each choice
of n − 1 sets Ck of coordinates. Given U ∈ B(X1, . . . ,Xm;Y), and a disjoint decomposition
{1, . . . ,m} = ⋃˙nk=1Ck such that U is multiple (rk,1)-summing in each of the coordinates of Ck ,
we first intend to show that
U
⋃n−1
k=1 Ck : XCn → Πmultωn−1,1
(
X
⋃n−1
k=1 Ck ;Y )
is defined, and moreover
∥∥U⋃n−1k=1 Ck∥∥ σn−1 n−1∏
j=1
∥∥UCj ∥∥f jn−1 . (5.1)
Take xn ∈ XCn . Then, from the assumption that U is multiple (rk,1)-summing in each set of
coordinates Ck , it is straightforward to verify, that the mapping
S := U
⋃n−1
k=1 Ck (xn) : X
⋃n−1
k=1 Ck → Y
for each 1 j  n− 1 is multiple (rj ,1)-summing in the coordinates of Cj , and
∥∥SCj : X⋃n−1k=1 Ck\Cj → Πmultrj ,1 (XCj ;Y )∥∥ ‖xn‖∥∥UCj : X⋃nk=1 Ck\Cj → Πmultrj ,1 (XCj ;Y )∥∥.
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πmultωn−1,1(S) σn−1
n−1∏
j=1
∥∥SCj ∥∥f jn−1 .
Together with the preceding inequality we obtain as desired (5.2):
πmultωn−1,1
(
U
⋃n−1
k=1 Ck (xn)
)
 σn−1
n−1∏
j=1
∥∥SCj ∥∥f jn−1
 σn−1
n−1∏
j=1
∥∥UCj ∥∥f jn−1‖xn‖.
Hence, U is multiple (ωn−1,1)-summing in the coordinates of
⋃n−1
k=1 Ck , and by assumption it is
multiple (rn,1)-summing in the coordinates of Cn, i.e. the mappings
U
⋃n−1
k=1 Ck : XCn → Πmultωn−1,1
(
X
⋃n−1
k=1 Ck ;Y ),
UCn : X
⋃n−1
k=1 Ck → Πmultrn,1
(
XCn;Y )
are defined and bounded. Therefore from the case n = 2 of the preceding section, Theorem 4.1,
we deduce that U is multiple (ωn,1)-summing, and moreover we know from the inequality
proved in Theorem 4.1 that
πmultωn,1(U)
(
A
|⋃n−1k=1 Ck |
q,rn (Y )
)f (rn,ωn−1)(A|Cn|q,ωn−1(Y ))f (ωn−1,rn)
· ∥∥U⋃n−1k=1 Ck∥∥f (ωn−1,rn)∥∥UCn∥∥f (rn,ωn−1).
Then by the induction hypothesis we get
πmultωn,1(U)
(
A
|⋃n−1k=1 Ck |
q,rn (Y )
)f (rn,ωn−1)(A|Cn|q,ωn−1(Y ))f (ωn−1,rn)σ f (ωn−1,rn)n−1
·
(
n−1∏
j=1
∥∥UCj ∥∥f jn−1
)f (ωn−1,rn)∥∥UCn∥∥f (rn,ωn−1)

(
A
|⋃n−1k=1 Ck |
q,rn (Y )
)f (rn,ωn−1)(A|Cn|q,ωn−1(Y ))f (ωn−1,rn)σ f (ωn−1,rn)n−1
n∏
j=1
∥∥UCj ∥∥f jn . 
The following immediate consequence is an important special case.
Corollary 5.2. Let Y be a Banach space with cotype q , and 1  r < q . Then there is a
constant σm  1 such that each separately (r,1)-summing U ∈ B(X1, . . . ,Xm;Y) is multiple
(
qrm
,1)-summing, andq+(m−1)r
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m∏
k=1
∥∥U {k} : X{k} → Πr,1(X{k};Y )∥∥1/m,
where σm as stated in 5.1 depends on m, r , q and Cq(Y ).
6. Kwapien´ theorem: a multilinear version
Grothendieck’s theorem states that every bounded linear operator from 1 into 2 is summing,
and a forerunner of this result is Littlewood’s 4/3 theorem saying that the canonical inclusion
1 ↪→ 4/3 is ( 43 ,1)-summing. The literature shows many extensions of these results in p-spaces,
and the most important ones are due to Kwapien´ and Bennett–Carl. Kwapien´’s theorem shows
that every bounded linear operator v : l1 → lp is (r,1)-summing, 1r = 1 − | 1p − 12 |. The Bennett–
Carl theorem states that each inclusion p ↪→ q , 1 p  q ∞ for 1r = 12 + 1p − max( 1q , 12 ) is
(r,1)-summing. In both results r is known to be optimal.
Note that a bounded linear operator T : X → Y is (r,1)-summing if and only if T S is (r,1)-
summing for each operator S : ∞ → X. In this sense the following main result from [12,
Theorem 1] is a multilinear extension of the Bennett–Carl theorem: The optimal r for which
the composition I ◦ A of any n-linear A ∈ B(∞, . . . , ∞;p) with the embedding I : p ↪→ q
is multiple (r,1)-summing is given by
r =
{ 2n
n+2( 1
p
−max{ 1
q
, 12 })
, p  2,
p, p  2.
(6.1)
The main aim of this section is to prove an analogous multilinear extension of Kwapien´’s theo-
rem. The following notation will be used: For a multilinear mapping T ∈ B(Y1, . . . , Ym;Y) and
m multilinear mappings Ak ∈ B(X1k , . . . ,Xnk ;Yk) we write
T (A1, . . . ,Am) :
m∏
k=1
n∏
j=1
X
j
k → Y
for their composition defined by
T (A1, . . . ,Am)(x1, . . . , xm) := T
(
A1(x1), . . . ,Am(xm)
)
,
where xk = (x1k , . . . , xnk ) ∈
∏n
j=1 X
j
k , 1 k m.
Theorem 6.1. For 1 p ∞ let T ∈ B(1, . . . , 1;p) be m-linear. Moreover, assume that the
m mappings Ak ∈ B(∞, . . . , ∞;1) are all n-linear. Then the composition T (A1, . . . ,Am) is
multiple (r,1)-summing for
r =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
2n
n+2− 2
p
, 1 p  2,
2n
2n
p
+1 , 2 p 
2n
n−1 ,
2, 2n  p ∞.
(6.2)n−1
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πmultr,1
(
T (A1, . . . ,Am)
)
 σ‖T ‖
m∏
k=1
‖Ak‖,
where σ > 1 is a constant only depending on p, m and n.
This result will follow from a more abstract composition theorem which we prove first.
Theorem 6.2. Let T ∈B(Y1, . . . , Ym;Y) be multiple (r,1)-summing, and Ak∈B(Xk1, . . . ,Xkn;Yk),
1 k m. Assume that Y has cotype q and 1 r  q . Then the composition T (A1, . . . ,Am) is
multiple ( qrn
q+(n−1)r ,1)-summing, and
πmultqrn
q+(n−1)r ,1
(
T (A1, . . . ,Am)
)
 σnπmultr,1 (T )
m∏
k=1
‖Ak‖,
where σn is the constant from Theorem 5.1 (depending now on n,m, r, q and Cq(Y )).
Proof. Without loss of generality we assume that r < q (for the case r = q see the introduction
or the remark after Lemma 2.2). For linear operators T and cotype 2 spaces Y this result was
proved in [12, Lemma 3]. For the proof of the general case use the assumption that T is (r,1)-
summing to show that the composition T (A1, . . . ,Am) is multiple (r,1)-summing in each of the
n disjoint blocks of coordinates given by
{
1, n+ 1, . . . , (m− 1)n+ 1},{
2, n+ 2, . . . , (m− 1)n+ 2},
. . . . . .
{n− 1,2n− 1, . . . ,mn− 1},
{n,2n, . . . . . . . . . . . . . . . ,mn}.
Then the claim is an immediate consequence of Theorem 5.1. 
Now we are in the position to give the
Proof of Theorem 6.1. Note first that by [5, Theorem 3.2] each m-linear operator with values in
a cotype q space is multiple (q,1)-summing. Hence all the Ak’s, 1 k m are multiple (2,1)-
summing, which gives that T (A1, . . . ,Am) is at least multiple (2,1)-summing. Hence it suffices
to show that T (A1, . . . ,Am) is multiple (r,1)-summing with
r =
⎧⎪⎨
⎪⎩
2n
n+2− 2
p
, 1 p  2,
2n
2n+1 , 2 p < ∞;
(6.3)
p
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n−1  p  ∞ we have that 2  2n2n
p
+1 . From [8, Corollary 4.3] and Kwapien´’s
theorem we know that the claim of Theorem 6.1 holds for n = 1 and arbitrary m, in other words
T itself is multiple (r,1)-summing, 1
r
= 1−| 1
p
− 12 |. But now we easily deduce from Theorem 6.2
that T (A1, . . . ,Am) is multiple (r,1)-summing with r defined as in (6.3). 
Let us finish with some comments on the optimality of r = r(p,n) in (6.2): For n = 1
it follows from [8, Corollary 4.3] and the optimality of Kwapien´’s theorem that for arbitrary
1 p < ∞ the exponent r = r(p,n) in (6.2) is optimal in the sense that there is no ρ < r such
that T (A1, . . . ,Am) is multiple (ρ,1)-summing for every choice of mappings T and Ak (which
since n = 1 then just means that T is multiple (ρ,1)-summing). For arbitrary n and 1 p  2
this optimality still holds, and follows easily from the optimality of r = r(p,n) in (6.1). For
2 p ∞ the optimality of the formula given in (6.2) remains open.
7. Kwapien´ theorem: a polynomial version
A function P : X → Y between two Banach spaces is said to be a (continuous) m-
homogeneous polynomial if there is a (continuous) m-linear mapping ϕ : ∏mk=1 X → Y such
that P(x) = ϕ(x, . . . , x) for all x ∈ X (if there is no risk of confusion all polynomials which
appear are assumed to be continuous). Recall that there is a unique symmetric ϕ with this prop-
erty. The vector space P(mX,Y ) of all m-homogeneous continuous polynomials P : X → Y
together with the norm ‖P ‖ := sup‖x‖X1 ‖P(x)‖Y forms a Banach space. It is well known (see
e.g. [18, Proposition 1.8]) that the norm of an m-homogeneous polynomial and the norm of the
associated symmetric m-linear mapping ϕ satisfy
‖P ‖ ‖ϕ‖ m
m
m! ‖P ‖. (7.1)
Every homogeneous polynomial P : ∞ → X has a monomial series expansion
∑
α∈N(N)0
cα(P )z
α,
where as usual zα = zα11 zα22 . . . ; if α is a multi-index of length N , then the coefficient cα(P ) = cα
is simply defined through the monomial expansion of the restriction of the polynomial to
span{e1, . . . , eN } (which clearly can be identified with N∞).
If S : ∞ → 1 and R : 1 → p are operators, then the monomial series expansion of the
1-homogeneous = linear polynomial RS : ∞ → p is obviously given by ∑k RS(ek)zk . By
Kwapien´’s theorem we have that
∑
k ‖RS(ek)‖rp < ∞ where (the optimal) r is given by 1/r =
1 − |1/p − 1/2|. The main result here is the following far reaching extension – the special case
m = n = 1 is again Kwapien´’s result.
Theorem 7.1. Let 1  p < ∞. Then there is some constant c > 0 such that for each composi-
tion QP : ∞ → p of an n-homogeneous polynomial P : ∞ → 1 with an m-homogeneous
polynomial Q : 1 → p we have
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α
∥∥cα(QP)∥∥rp
)1/r
 c‖Q‖‖P ‖m,
where r is defined in (6.2).
This theorem easily follows from Theorem 6.1 combined with the next lemma which shows
how to deduce from results on coordinatewise multiple summing mappings on ∞’s correspond-
ing results on the summability of monomial coefficients of vector valued polynomials on ∞.
For T ∈ B(Y1, . . . , Ym;Y) and m many n-homogeneous polynomials Pk : ∞ → Xk define the
mn-homogeneous polynomial
T (P1, . . . ,Pm) : ∞ → Y
by
T (P1, . . . ,Pm)(z) := T
(
P1(z), . . . ,Pm(z)
)
.
Lemma 7.2. Let T ∈ B(X1, . . . ,Xm;Y) and n ∈ N be given. Assume that there is a constant
C > 0 and an exponent 1 ω < ∞ with
( ∑
i1,...,imn
∥∥T (A1, . . . ,Am)(ei1 , . . . , eimn)∥∥ω
) 1
ω
 C
m∏
k=1
‖Ak‖
for all n-linear mappings Ak : ∞ × · · · × ∞ → Xk , 1  k  m. Then there exists a constant
D > 0 such that
( ∑
|α|=mn
∥∥cα(T (P1, . . . ,Pm))∥∥ω
) 1
ω
D
m∏
k=1
‖Pk‖ (7.2)
for all n-homogeneous polynomials Pk : ∞ → Xk , 1 k m.
Proof. First of all we consider the following three index sets
M(m,N) = {1, . . . ,N}m,
J (m,N) = {i = (i1, . . . , im) ∈ M(m,N): i1  · · · im},
Λ(m,N) = {α ∈ NN0 : |α| = m}.
In M(m,N) we define the following equivalence relation: i ∼ j if there is a permutation
π ∈ Sm such that ik = jπ(k) for all k = 1, . . . ,m. Clearly, the equivalence class of a given in-
dex [i] has at most |Sm| = m! elements; also M(m,N) = ⋃˙i∈J (m,N)[i]. Moreover, there is
a one-to-one correspondence between J (m,N) and Λ(m,N) defined in the following terms:
If j ∈ J (m,N) there is an associated multi-index αj ∈ Λ(m,N) given by αr = |{k: jk = r}|
(i.e. α1 is the number of 1’s in j , α2 is the number of 2’s, . . .). If α ∈ Λ(m,N) then we define
jα = (1, α1. . . ,1,2, α2. . . ,2, . . . ,N, αN. . . ,N) ∈ J (m,N). Note that card[jα] = m!/α!.
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cα(T (P1, . . . ,Pm)) of the polynomial T (P1, . . . ,Pm) : ∞ → Y are given through the mono-
mial coefficients of the restriction of T (P1, . . . ,Pm) to any N∞. Moreover, it suffices to estimate
the ω-norm on the left side of (7.2) only for finitely many multi-indices α of order mn. Com-
bining these two facts we see that it is enough to prove (7.2) for each choice of polynomials
Pk : N∞ → Xk , 1 k m. Fix m many such polynomials Pk and denote their associated sym-
metric n-linear mappings by Ak : N∞ × · · · × N∞ → Xk , 1 k m. Define
Φ :
mn∏
i=1
N∞ → Z, Φ = T (A1, . . . ,Am)
and its symmetrization
Φs(x1, . . . , xmn) := 1
(mn)!
∑
σ∈Smn
Φ(xσ(1), . . . , xσ(mn)),
where Smn stands for all permutations of {1, . . . ,mn}, and note that Φs is the unique symmetric
mn-linear mapping associated with ϕ := T (P1, . . . ,Pm). Let us show that the monomial coeffi-
cients cα(ϕ) of ϕ and the coefficients Φs(ei1, . . . , eimn) defining Φs are related in the following
way
cα(ϕ) = card[jα]Φs(e(jα)1, . . . , e(jα)mn); (7.3)
indeed, since ϕ(z) = Φs(z, . . . , z) we have
∑
α∈Λ(mn,N)
cα(ϕ)z
α =
∑
i∈M(mn,N)
Φs(ei1, . . . , eimn)zi1 · · · zimn
=
∑
j∈J (mn,N)
∑
i∈[j ]
Φs(ei1, . . . , eimn)zi
=
∑
j∈J (mn,N)
card[j ]Φs(ej1, . . . , ejmn)zj
=
∑
α∈Λ(mn,N)
card[jα]Φs(e(jα)1 , . . . , e(jα)mn)zα.
By (7.3) and the fact that card[jα]ω = ( (mn)!α! )ω  card[jα](mn)!ω−1 we get
( ∑
α∈Λ(mn,N)
‖cα(ϕ)‖ω
) 1
ω =
( ∑
α∈Λ(mn,N)
card[jα]ω
∥∥Φs(e(jα)1, . . . , e(jα)mn)∥∥ω
) 1
ω
 (mn!) ω−1ω
( ∑
α∈Λ(mn,N)
card[jα]
∥∥Φs(e(jα)1 , . . . , e(jα)mn)∥∥ω
) 1
ω
,
and hence by the definition of the symmetric mapping Φs and Minkowski’s inequality
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α∈Λ(mn,N)
‖cα(ϕ)‖ω
) 1
ω
 (mn)! ω−1ω
( ∑
i∈M(mn,N)
∥∥Φs(ei1, . . . , eimn)∥∥ω
) 1
ω
= (mn)! ω−1ω
( ∑
i∈M(mn,N)
∥∥∥∥ 1(mn)!
∑
σ∈Smn
Φ(eσ(i1), . . . , eσ(imn))
∥∥∥∥
ω) 1
ω
 (mn)! ω−1ω 1
(mn)!
∑
σ∈Smn
( ∑
i∈M(mn,N)
∥∥Φ(eσ(i1), . . . , eσ(imn))∥∥ω
) 1
ω
= (mn)! ω−1ω
( ∑
i∈M(mn,N)
∥∥Φ(ei1, . . . , eimn)∥∥ω
) 1
ω
.
Finally, we see by assumption and (7.1) that
( ∑
α∈Λ(mn,N)
‖cα(ϕ)‖ω
) 1
ω
 C(mn)! ω−1ω
m∏
k=1
‖Ak‖
 C(mn)! ω−1ω
(
nn
n!
)m m∏
k=1
‖Pk‖. 
8. Products of vector valued Dirichlet series
Let X be some Banach space and m ∈ N. We call a series
A(s) =
∑
n
an
1
ns
, s ∈ C
a Dirichlet series in X if all its coefficients an belong to X; we call it an m-homogeneous Dirichlet
polynomial in X whenever an = 0 for all indices n which have not precisely m prime divi-
sors (counted according to their multiplicity). As in the case of Dirichlet series with complex
coefficients each vector valued Dirichlet series has associated with it an abscissa of uniform
convergence and an abscissa of absolute convergence. More precisely, let
σa = σa
(
A(s)
) := inf r and σu = σu(A(s)) := inf r
be the infimum taken over all r ∈ R such that on the half plane [s > r] the series converges
absolutely and uniformly, respectively (see e.g. [31]).
There is a close relation between Dirichlet series and power series in infinitely many variables.
In particular, by the isometric version of Bohr’s trick (and the Hahn–Banach theorem, see e.g.
[14] or [31]) we have for each choice of a1, . . . , aN ∈ X that
sup
t∈R
∥∥∥∥∥
N∑
ann
it
∥∥∥∥∥= supz∈B N
∥∥∥∥ ∑
α
apαz
α
∥∥∥∥. (8.1)
n=1 ∞ α: 1p N
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bilinear (bounded) operator T : X × Y → Z we call
∑
cn
1
ns
where cn :=
∑
ij=n
T (ai, bj )
the T -product of A and B . In the scalar case, where T is simply the multiplication, this is nothing
else than the Cauchy product of both series. The classical literature on (scalar) Dirichlet series
shows quite a number of results on the convergence of products of Dirichlet series (see e.g. [21]).
For example, there is the following famous result of Landau [21, Theorem 3.1]: If A(s) and
B(s) converge in s = s1 and s = s2 respectively, where s1, s2 ∈ R and |s1 − s2| < 1, then C(s)
converges in s = 12 (s1 + s2 + 1).
We now give an estimate for the abscissa of absolute convergence of C(s) in terms of the
abscissas of uniform convergence of A(s) and B(s).
Theorem 8.1. Let T : X × Y → Z be multiple (r,1)-summing and assume that Z has cotype
q  r . Let C(s) = ∑ cn 1ns be the T -product of two k-homogeneous Dirichlet series A(s) =∑
an
1
ns
and B(s) =∑bn 1ns . Then for ωk := qrkq+(k−1)r we have
σa(C)
1
ω∗k
+ max{σu(A),σu(B)}.
In the scalar case this estimate is known: then q = 2 and r = 1, and by a result from [4] the
strip of uniform but not absolute convergence for every m-homogeneous (scalar) Dirichlet series
is known to be  m−12m .
Proof. In a first step we show that there exists a constant K > 0 such that for all N
(
N∑
n=1
‖cn‖ωk
) 1
ωk
K sup
t∈R
∥∥∥∥∥
N∑
n=1
ann
it
∥∥∥∥∥ supt∈R
∥∥∥∥∥
N∑
n=1
bnn
it
∥∥∥∥∥. (8.2)
Given N , define the k-homogeneous polynomials
P : N∞ → X, P (z) =
∑
α∈Λ(k,N)
uαz
α, where uα =
{
apα if pα N,
0 else,
Q : N∞ → Y, Q(z) =
∑
β∈Λ(k,N)
vβz
β, where vβ =
{
bpβ if pβ N,
0 else,
and moreover the 2k-homogeneous polynomial ϕ by
ϕ(z) = T (P(z),Q(z)), z ∈ CN.
We prove that the coefficients cn of the T -product C and the monomial coefficients cγ of ϕ
satisfy the following inequality:
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N∑
n=1
‖cn‖ωk
) 1
ωk

( ∑
γ∈Λ(2k,N)
∥∥cγ (ϕ)∥∥ωk
) 1
ωk ; (8.3)
indeed, for each 1  n  N we either have cn = 0 or there is some γ ∈ Λ(2k,N) for which
n = pγ and
cn =
∑
ij=n
T (ai, bj )
=
∑
α,β∈Λ(k,N)
pαpβ=pγ
T (apα , bpβ )
=
∑
α,β∈Λ(k,N)
α+β=γ
T (uα, vβ) = cγ (ϕ).
From Theorem 6.2, Lemma 7.2 and (8.3) we conclude that there is some constant K > 0 such
that for every N ∈ N
(
N∑
n=1
‖cn‖ωk
) 1
ωk

( ∑
γ∈Λ(2k,N)
∥∥cγ (ϕ)∥∥ωk
) 1
ωk K‖P ‖‖Q‖
= K sup
z∈B
N∞
∥∥∥∥ ∑
α∈Λ(k,N)
uαz
α
∥∥∥∥
X
sup
z∈B
N∞
∥∥∥∥ ∑
β∈Λ(k,N)
uβz
β
∥∥∥∥
Y
.
Since uα = vβ = 0 for pα,pβ > N we obtain from (8.1) the desired inequality (8.2). We are now
ready to prove the estimate from our theorem: Assume first that σu(A) < 0 and σu(B) < 0, and
take ε > 0. Then by Hölder’s inequality and (8.2) we have
N∑
n=1
‖cn‖ 1
n
1
ω∗
k
+ε 
(
N∑
n=1
‖cn‖ωk
) 1
ωk
(
N∑
n=1
(
1
n
1
ω∗
k
+ε
)ω∗k) 1ω∗k
K sup
t∈R
∥∥∥∥∥
N∑
n=1
ann
it
∥∥∥∥∥ supt∈R
∥∥∥∥∥
N∑
n=1
bnn
it
∥∥∥∥∥
(
N∑
n=1
1
n1+ω∗k ε
) 1
ω∗
k
,
and the latter term is uniformly bounded in N since the Dirichlet series A and B converge uni-
formly on the abscissa [s = 0]. Finally, take arbitrary Dirichlet series A and B . Without loss of
generality we may assume that σu(A),σu(B) < ∞, and since σa −σu  1 either σu(A) or σu(B)
is not −∞. It is easily shown that for any Dirichlet series D(s) =∑dn 1ns and s0 ∈ R
σa
(
D(· + s0)
)= σa(D)− s0,
σu
(
D(· + s0)
)= σu(D)− s0,
which gives that for t = max{σu(A),σu(B)}
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(
A(· + t + ε))= σu(A)− t − ε < 0,
σu
(
B(· + t + ε)) = σu(B)− t − ε < 0.
From what we have already shown in the first step, we conclude that σa(C(· + t + ε)) 1ω∗k and
hence σa(C) 1ω∗k + t + ε, the desired estimate. 
As a direct consequence of Theorem 6.1 (n = 1) and Theorem 8.1 we get the following corol-
lary.
Corollary 8.2. Let k ∈ N and T : 1 ×1 → p , 1 p < ∞. Then the T -product C(s) =∑ cn 1ns
of the k-homogeneous Dirichlet series A(s) =∑an 1ns and B(s) =∑bn 1ns satisfies
σa(C)− max
(
σu(A),σu(B)
)
 σ
with
σ =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
k−2(1− 1
p
)
2k , 1 p  2,
2k(1− 1
p
)−1
2k , 2 p 
2k
k−1 ,
1
2 ,
2k
k−1  p ∞.
Choosing the Dirichlet series B suitable we can reduce the preceding corollary to a linear
version given in [13, Corollary 6.3]; we even obtain an improvement since [13, 6.3] just deals
with the case p  2.
Corollary 8.3. Let k ∈ N and T : 1 → p with 1 p < ∞. For every k-homogeneous Dirichlet
series A(s) =∑an 1ns
σa(T A)− σu(A) σ,
where TA(s) =∑T an 1ns and σ is defined as in Corollary 8.2.
Proof. Let B be the Dirichlet series in 1, whose coefficients are all zero with the only exception
that b2k := e1. Clearly B is k-homogenous and σu(B) = −∞. For
S : 1 × 1 → q,
(x, y) 
→ T (x) · y(1)
the coefficients of the S-product of A and B are
cn =
∑
ij=n
S(ai, bj ) =
∑
ij=n
T (ai)bj (1) =
{
0 if 2k  n,
T (ai) if i2k = n.
Since
242 A. Defant et al. / Journal of Functional Analysis 259 (2010) 220–242σa
(∑
cn
1
ns
)
= σa
(∑
T an
1
(2kn)s
)
= σa
(∑
T an
1
ns
)
,
the desired estimate is an immediate consequence of Corollary 8.2. 
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