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Abstract— We propose a parallel reconstruction algorithm to
solve large scale TV constrained linear inverse problems. We pro-
vide a convergence proof and show numerically that our method
is significantly faster than the main competitor, block ADMM.
1 Introduction
Our algorithm is inspired by applications in computed tomog-
raphy (CT), where the efficient inversion of large sparse linear
systems is required [1]: y ≈ Axtrue, where xtrue ∈ Rc is
the vectorised version of a 3D image that is to be reconstructed
and A ∈ Rr×c is an X-ray projection model. y ∈ Rr are the
vectorised noisy projections. We are interested in minimizing
f(x) + g(x), where f(x) is quadratic and g(x) is convex but
non-smooth [2]. For example:
x? = argmin
x
(y −Ax)T (y −Ax)︸ ︷︷ ︸
f(x)
+2λTV(x)︸ ︷︷ ︸
g(x)
, (1)
where λ is a relaxation parameter and TV(x) is the total varia-
tion (TV) of the image x. For 2D images, it is defined as:
TV(x) =
∑
s,t
√
(xs,t − xs−1,t)2 + (xs,t − ss,t−1)2, (2)
where xs,t is the intensity of image pixel in row s and column
t.
We recently introduced a parallel reconstruction algorithm
called coordinate-reduced stochastic gradient descent (CSGD)
to minimize quadratic objective function f(x) [3]. We here
introduce a slight modification by simplifying the step length
calculation and show that the modified version converges to the
least squares solution of f(x). We will call this modified al-
gorithm block stochastic gradient descend (BSGD). We com-
bine BSGD with an iterative shrinkage/thresholding (ISTA-
type) step [4] to solve Eq.1. The new algorithm, called BSGD-
TV, is compared with block ADMM-TV [5], an algorithm shar-
ing the same parallel architecture and the same communication
cost. Simulation results show that BSGD-TV is significantly
faster as it requires significantly fewer matrix vector products
compared to block ADMM-TV.
2 BSGD-TV Algorithm
2.1 Algorithm description
BSGD works on blocks of x and y. We assume that A is di-
vided into M row blocks and N column blocks. Let {xJj}Nj=1
and {yIi}Mi=1 be sub-vectors of x and y and let AJjIi be the as-
sociated block of matrix A so that yIi ≈
∑N
j=1A
Jj
Ii
xJj . Our
algorithm splits the optimization into blocks, so that each par-
allel process only computes using a single block xJj and yIi
for some Jj ∈ {Jj}Nj=1 and Ii ∈ {Ii}Mi=1. Each process also
requires an estimate of the current residual rIi and computes
a vector zjIi , both of which are of the same size as yIi . The
main steps (ignoring initialisation) are described in Algo.1. To
Algorithm 1 BSGD-TV algorithm
1: for epoch = 1, 2, · · · do
2: forM×N pairs {i, j} drawn randomly without replace-
ment in parallel do
3: gˆiJj = 2(A
Jj
Ii
)T rIi
4: zjIi = A
Jj
Ii
xJj
5: end for
6: r = y −∑j zj
7: g =
∑
i gˆ
i
8: x = x+ µg (constant µ > 0)
9: x = argmint ‖t− x‖2 + 2µλTV(t)
10: end for
effectively solve line 9, we here adopt method proposed in [6].
2.2 BSGD Convergence
BSGD without the proximal operator (λ=0 in Eq.1), and with
parallelization over all subsets can be shown to converge to the
least squares solution. To see this, we write the update of x as
xk+1 = xk + µgk
= xk + 2µAT (y −
N∑
j=1
(zj)k−1)
= xk + 2µAT (y −Axk−1)
(3)
In this form, BSGD is similar to gradient descent but uses
an old gradient. Assume that there is a fixed point x? de-
fined by x? = x? + 2µAT (y − Ax?). Note that the fixed
point condition implies that, if A is full column rank, then
x? = (ATA)−1ATy. Thus the fixed point is the least squares
solution. Theorem 2.1 states the conditions on parameter µ for
convergence when all subsets {Ii}Mi=1 and {Jj}Nj=1 are selected
within one epoch.
Theorem 2.1. If µ ∈ (0, 12umax ), where umax is the maxi-
mum eigenvalue of ATA and assume A is full column rank,
then BSGD without the TV operator (λ=0 in Eq.1), and with
parallelization over all subsets converges to the least squares
solution x?.
ar
X
iv
:1
81
2.
01
30
7v
1 
 [c
s.I
T]
  4
 D
ec
 20
18
Proof of Theorem 2.1. The iteration in Eq.3 can be written as[
xk
xk+1
]
=
[
0 I
−2µATA I
] [
xk−1
xk
]
+
[
0
2µATy
]
=M
[
xk−1
xk
]
+
[
0
2µATy
]
.
(4)
Standard convergence results for iterative method of this type
with fixed M require the spectral radius of M to be less than 1
[7]. Let v be any (possibly complex valued) eigenvalue of M,
i.e. v satisfies det(M− vI) = 0. It is straightforward to obtain:
det
([ −vI I
−2µATA I − vI
])
= det(ATA− v − v
2
2µ
I) = 0
(5)
By Eq.5, we see that eigenvalues u of ATA correspond to
u =
v − v2
2µ
, (6)
Eigenvalues of M are then given by
v1 =
1 +
√
1− 8µu
2
, v2 =
1−√1− 8µu
2
. (7)
As the spectral radius ofM corresponds to the largest magni-
tude of the eigenvalues of M, we require |v1| < 1 and |v2| < 1
to ensure the convergence of the algorithm. ATA is a positive
definite matrix and thus has only positive, real valued eigen-
values u. Thus v1 and v2 are real valued if 0 < µ ≤ 18u and
complex valued if µ is 18u < µ. In the complex case, it is easy
to see that |v1| < 1 and |v2| < 1 if µ < 12u , implying that the
acceptable range of µ is (0, 12umax ).
Theorem 2.2 gives a general convergence condition when ap-
plying BSGD-TV to solve Eq.1.
Theorem 2.2. If the constant step length µ satisfies
f(xk+1) < f(xk)+(xk+1−xk)T∇f(xk−1)+ 1
2µ
‖xk+1−xk‖2,
(8)
where f(x) is defined in Eq.1, then BSGD-TV converges to the
optimal solution of Eq.1.
Proof of Theorem 2.2. With parallelization over all subsets,
BSGD-TV computes
xˆk+1 = xk − µ∇f(xk−1)
xk+1 = argmin
x
{2µg(x) + ‖x− xˆk+1‖}. (9)
We define a function Q as
Q(x,xk,xk−1) =f(xk) + (x− xk)T∇f(xk−1)
+
1
2µ
‖x− xk‖2 + g(x), (10)
where ‖ · ‖2 is the squared `2 norm. The fact that
argminx{Q(x,xk,xk−1)} ≡ xk+1 means that:
Q(xk+1,xk,xk−1) < Q(xk,xk,xk−1) ≡ f(xk) + g(xk)
(11)
Finally, the definition of Q and the requirement on the
step length µ in Eq.8, mean that f(xk+1) + g(xk+1) <
Q(xk+1,xk,xk−1) < f(xk) + g(xk) holds, so that BSGD-
TV converges to the fixed point of Eq.1.
3 Simulations
We show experimentally that the method also converges when
only a fraction α and γ of subsets of {xJj}Nj=1 and {yIi}Mi=1
are randomly selected to calculate the g at each iteration. The
simulation geometry is shown in Fig.1. We add Gaussian noise
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Figure 1: Using a fan-beam x-rays geometry to scan a 2D Shepp-Logan phan-
tom. Projections are taken at 10◦ intervals. The image x is partitioned into 4
subsets {Jj}4j=1 and the total projections are also partitioned into 4 subsets.
to the projections so that the SNR of y is 17.7 dB. We define the
relative error as ‖xdif‖‖xtrue‖ , where ‖xdif‖ is the `2 norm of the
difference between reconstructed image vector and the original
vector xtrue. Convergence is shown in Fig.2a. We plot relative
error against epochs, where an epoch is a normalised iteration
count that corrects for the fact that the stochastic version of our
algorithm only updates a subset of elements at each iteration.
BSGD-TV and ADMM-TV are faster than ISTA in terms
of epochs. However, ADMM-TV is significantly slower than
BSGD-TV, because ADMM-TV requires matrix inversions at
each iteration, while BSGD does not. Even when implement-
ing ADMM-TV using as few conjugate gradient iterations per
step as possible, as shown in Fig.2b, BSGD-TV is more com-
putationally efficient in terms of the number of required ma-
trix vector multiplications [3]. Compared to ISTA and GD, our
block method allows these computations to be fully parallelised
which would enable to reconstruct large scale CT reconstruc-
tions while the computation node have limited storage capacity.
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Figure 2: The step length µ for ISTA, gradient descent (GD, which solves f(x)
in Eq.1 ) and BSGD is 6e − 4 and λ in Eq.1 is 0.1. For BSGD and ADMM,
A is divided into 4× 4 sub-matrices while ISTA processes A as a whole. (a):
Relative error vs. epoch. The high relative error of GD suggests the necessity
of incorporating the TV norm. (b): BSGD-TV uses significantly fewer matrix-
vector multiplications compared to ADMM-TV.
4 Conclusion
BSGD-TV is a parallel algorithm for large scale TV con-
strained CT reconstruction. It is similar to the popular ISTA al-
gorithm but is specially designed for optimisation in distributed
networks. The advantage is that individual compute nodes only
operate on subsets of y and x, which means they can operate
with less internal memory. The method converges significantly
faster than block-ADMM methods.
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