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Recurrent neural networks (RNNs) have led to breakthroughs in natural language processing and speech
recognition, wherein hundreds of millions of people use such tools on a daily basis through smartphones,
email servers and other avenues. In this work, we show such RNNs, specifically Long Short-Term Memory
(LSTM) neural networks can also be applied to capturing the temporal evolution of typical trajectories arising
in chemical and biological physics. Specifically, we use a character-level language model based on LSTM. This
learns a probabilistic model from 1-dimensional stochastic trajectories generated from molecular dynamics
simulations of a higher dimensional system. We show that the model can not only capture the Boltzmann
statistics of the system but it also reproduce kinetics at a large spectrum of timescales. We demonstrate how
the embedding layer, introduced originally for representing the contextual meaning of words or characters,
exhibits here a nontrivial connectivity between different metastable states in the underlying physical system.
We demonstrate the reliability of our model and interpretations through different benchmark systems and
a single molecule force spectroscopy trajectory for multi-state riboswitch. We anticipate that our work
represents a stepping stone in the understanding and use of RNNs for modeling and predicting dynamics of
complex stochastic molecular systems.
I. INTRODUCTION
Recurrent neural networks (RNN)1 are a machine
learning technique developed for modeling temporal se-
quences, with demonstrated successes including but not
limited to modeling human languages.2–10 A specific and
extremely popular instance of RNNs are long short-
term memory (LSTM)11 neural networks, which possess
more flexibility and can be used for challenging tasks
such as language modeling, machine translation, and
weather forecasting.5,9,12 LSTMs were developed to alle-
viate the limitation of previously existing RNN architec-
tures wherein they could not learn information originat-
ing from far past in time. This is known as the vanishing
gradient problem, a term that captures how the gradient
or force experienced by the RNN parameters vanishes
as a function of how long ago did the change happen
in the underlying data.13,14 LSTMs deal with this prob-
lem by controlling flows of gradients through a so-called
gating mechanism where the gates can open or close de-
termined by their values learned for each input. The
gradients can now be preserved for longer sequences by
deliberately gating out some of the effects. This way it
has been shown that LSTMs can accumulate information
for a long period of time by allowing the network to dy-
namically learn to forget aspects of information. Very
recently LSTMs have also been shown to have the po-
tential to mimic trajectories produced by experiments or
a)Electronic mail: ptiwary@umd.edu
simulations15, making accurate predictions about a short
time into the future, given access to a large amount of
data in the past. Similarly, another RNN variant named
reservoir computing16 has been recently applied to learn
and predict chaotic systems.17 Such a capability is al-
ready useful for instance in weather forecasting, where
one needs extremely accurate predictions valid for a short
period of time.
In this work, we consider an alternate and arguably
novel use of RNNs, specifically LSTMs, in making pre-
dictions that in contrast to previous work15,17, are valid
for very long periods of time but only in a statistical
sense. Unlike domains such as weather forecasting or
speech recognition where LSTMs have allowed very ac-
curate predictions albeit valid only for short duration of
time, here we are interested in problems from chemi-
cal and biological physics, where the emphasis is more
on making statistically valid predictions valid for ex-
tremely long duration of time. This is typified for ex-
ample through the use of the ubiquitous notion of rate
constant for activated barrier crossing, where short-time
movements are typically treated as noise, and are not of
interest for being captured through a dynamical model.
Here we suggest an alternative way to use LSTM-based
language model to learn a probabilistic model from the
time sequence along some low-dimensional order param-
eters produced by computer simulations or experiments
of a high-dimensional system. We also show by our com-
puter simulations of different model systems that the lan-
guage model can produce the correct Boltzmann statis-
tics (as can other AI methods such as Ref.18) but also
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2the kinetics over a large spectrum of modes characterizing
the dynamics in the underlying data. We highlight here a
unique aspect of this calculation that the order parameter
our framework needs could be arbitrarily close to or far
from the true underlying slow mode, often called reaction
coordinate. This in turn dictates how long of a memory
kernel must be captured which is in general a very hard
problem to solve.19,20 Our framework is agnostic to prox-
imity from the true reaction coordinate and reconstructs
statistically accurate dynamics in a wide range of order
parameters. Our work thus represents a new usage of a
popular artificial intelligence (AI) framework to perform
dynamical reconstruction in a domain of potentially high
fundamental and practical relevance, including materials
and drug design.
The manuscript is structured as follows: In Sec. II we
explain the method and the neural network architecture
we used in this work. In Sec. III A, we show how the
minimization of loss function leads to learning the path
entropy of a physical system. In Sec. III B, we show
the connection between the embedding layer and tran-
sition probability. Followed by this connection, we also
show how we can define a transition probability through
embedding vectors. Our computational results are then
given in Sec. IV. The computational details including
softwares we used are given in Sec. IV A. In Secs. IV B,
IV C and IV D, we shown our tests on Boltzmann statis-
tics and kinetics for Langevin dynamics of model poten-
tials, MD simulation of alanine dipeptide, and trajectory
from single molecule force spectroscopy experiment on
a multi-state riboswitch21 respectively. In Sec. IV E,
we compare numerically the transition probability intro-
duced in Sec. III B with the actual counts in the trajec-
tory. In Sec. IV F as well as Supplementary Information
(SI) we compare our protocol with alternate approaches
including Hidden Markov Models. Finally, a summary is
given in Sec. V.
II. METHOD
Our central rationale in this work is that molecular
dynamics (MD) trajectories, adequately discretized in
space and time, can be mapped into a sequence of char-
acters in some languages. By using a character-level lan-
guage model that is effective in predicting future char-
acters given the characters so far in a sequence, we can
then learn the evolution of the MD trajectory that was
mapped into the characters. The model we use is stochas-
tic since it learns each character through the probability
they appear in a corpus used for training. This language
model consists of three sequential parts shown schemat-
ically in Fig. 1. First, there is an embedding layer
mapping one-hot vectors to dense vectors, followed by
an LSTM layer which connects input states and hidden
states at different time steps through a trainable recur-
sive function, and finally a dense layer to transform the
output of LSTM to the categorical probability vector.
FIG. 1: The schematic plot of the simple character-
level language model used in this work. The model
consists of three main parts: The embedding layer, the
LSTM layer, and a dense output layer. The embedding
layer is a linear layer which multiplies the one-hot in-
put s(t) by a matrix and produces an embedding vector
x(t). The x(t) is then used as the input of LSTM net-
work, in which the forget gate f (t), the input gate i(t),
the output gate o(t), and the candidate value c˜(t) are
all controlled by (x(t),h(t−1)). The forget gate and in-
put gate are then used to produce the update equation
of cell state ct). The output gate decides how much
information propagates to the next time step. The out-
put layer predicts the probabilities yˆ(t) by parametriz-
ing the transformation from h(t) to yˆ with learned
weights Dd and learned biases bd. Finally, we can com-
pute the cross entropy between the predicted probabil-
ity distribution yˆ(t) and the true probability distribu-
tion y(t) = s(t+1).
Specifically, here we consider as input a one-
dimensional time series produced by a physical system,
for instance through Langevin dynamics being undergone
by a complex molecular system. The time series consist
of data points {ξ(t)}, where t labels the time step and
ξ ∈ R is some one-dimensional collective variable or order
parameter for the high-dimensional molecular system. In
line with standard practice for probabilistic models, we
convert the data points to one-hot encoded representa-
tions that implement spatial discretization. Thus each
data point {ξ(t)} is represented by a N -dimensional bi-
nary vector s(t), where N is the number of discrete grid-
points. An entry of one stands for the representative
value and all the other entries are set to zeros. The rep-
resentative values are in general finite if the order pa-
rameter is bounded, and are equally spaced in R with
in total N representative values. Note that the time se-
ries {ξ(t)} does not have to be one-dimensional. For a
higher-dimensional series, we can always choose a set of
representative values corresponding to locations in the
higher-dimensional space visited trajectory. This would
3typically lead to a larger N in the one-hot encoded rep-
resentations, but the training set size itself will naturally
stay the same. We find that the computational effort
only depends on the size of training set and very weakly
on N , and thus the time spent for learning a higher di-
mensional time series does not increase much relative to
a one-dimensional series.
In the sense of modeling languages, the one-hot repre-
sentation on its own cannot capture the relation between
different characters. Take for instance that there is no
word in the English language where the character c is
followed by x, unless of course one allows for the possi-
bility of a space or some other letter in between. To deal
with this, computational linguists make use of an em-
bedding layer. The embedding layer works as a look-up
table which converts each one-hot vector s(t) to a dense
vector x(t) ∈ RM by the multiplication of a matrix Λ
which is called the embedding matrix, where M is called
the embedding dimension
x(t) = Λs(t) (1)
The sequence of dense representation x(t) accounts for
the relation between different characters as seen in the
training time series. x(t) is then used as the input of the
LSTM layer. Each x(t) generates an output h(t) ∈ RL
from LSTM layer, where L is a tunable hyperparameter.
Larger L generally gives better learning capability but
needs more computational resources. The LSTM itself
consists of the following elements: the input gate i(t),
the forget gate f (t), the output gate o(t) the cell state
c(t), the candidate value c˜(t), and h(t) which is the hid-
den state vector and the final output from the LSTM.
Each gate processes information in different aspects.11
Briefly, the input gate decides which information to be
written, the forget gate decides which information to be
erased, and the output gate decides which information
to be read from the cell state to the hidden state. The
update equation of these elements can be written as fol-
lows:
f (t) = σ(Wfx
(t) + Ufh
(t−1) + bf ) (2)
i(t) = σ(Wix
(t) + Uih
(t−1) + bi) (3)
o(t) = σ(Wox
(t) + Uoh
(t−1) + bo) (4)
c˜(t) = tanh(Wcx
(t) + Uch
(t−1) + bc) (5)
c(t) = f (t) ◦ c(t−1) + i(t) ◦ c˜(t) (6)
h(t) = o(t) ◦ tanh(c(t)) (7)
where W and b are the corresponding weight matrices
and bias vectors. The tanh(v) operates piecewise on each
element of the vector v. The operation ◦ is the Hadamard
product.22
The final layer in Fig. 1 is a simple dense layer with
fully connected neurons which converts the output h(t) of
the LSTM to a vector y(t) in which each entry denotes the
categorical probability of the representative value for the
next time step t+1. The loss function J for minimization
during training at every timestep t is then defined as the
cross entropy between the output of the model yˆ(t) and
the actual probability for the next timestep yˆ(t) which is
just the one-hot vector st+1
yˆ(t) = softmax(Ddh
(t) + bd) (8)
J = −
T−1∑
t=0
y(t) · ln yˆ(t) = −
T−1∑
t=0
s(t+1) · ln yˆ(t) (9)
where T is the total length of trajectory, and the final
loss function is the sum over the whole time series. The
softmax(x)i = exp(xi)/
∑
j exp(xj) is a softmax function
mapping x to a probability vector yˆ.
III. THEORY
A. Training LSTM is equivalent to learning path entropy
The central finding of this work, which we demonstrate
through numerical results for different systems in Sec.
IV, is that a LSTM framework used to model languages
can also be used to capture kinetic and thermodynamic
aspects of dynamical trajectories prevalent in chemical
and biological physics. In this section we demonstrate
theoretically as to why LSTMs possess such a capabil-
ity. Before we get into the mathematical reasoning de-
tailed here as well as in SI, we first state our key concep-
tual idea. Minimizing the loss function J in LSTM (Eq.
9), which trains the model at time t to generate output
yˆ(t) resembling the target output st+1, is equivalent to
minimizing the difference between the actual and LSTM-
learned path probabilities. This difference between path
probabilities can be calculated as a cross-entropy J ′ de-
fined as:
J ′ = −
∑
x(T )...x(0)
P (x(T )...x(0)) lnQ(x(T )...x(0)) (10)
where P (x(t+1), ...,x(0)) and Q(x(t+1), ...,x(0)) are the
corresponding true and neural network learned path
probabilities of the system. Eq. 10 can be rewritten23
as the sum of path entropy H(P ) for the true distribu-
tion P and Kullback-Liebler distance DKL between P
and Q: J ′ = H(P ) + DKL(P ||Q). Since DKL is strictly
non-negative23 attaining the value of 0 iff Q = P , the
global minimum of J ′ happens when Q = P and J ′ equals
the path entropy H(P ) of the system.24 Thus we claim
that minimizing the loss function in LSTM is equivalent
to learning the path entropy of the underlying physical
model, which is what makes it capable of capturing ki-
netic information of the dynamical trajectory.
To prove this claim we start with rewriting J in Eq.
9. For a long enough observation period T or for a very
large number of trajectories, J can be expressed as the
4cross entropy between conditional probabilities:
J = −
T−1∑
t=0
∑
x(t+1)
P (x(t+1)|x(t)...x(0))
× lnQ(x(t+1)|x(t)...x(0)) (11)
where P (x(t+1)|x(t)...x(0)) is the true conditional prob-
ability for the physical system, and Q(x(t+1)|x(t)...x(0))
is the conditional probability learned by the neural net-
work. The minimization of Eq. 11 leads to minimization
of the cross entropy J ′ as shown in the SI. Here we con-
versely show how Eq. 10 reduces to Eq. 9 by assuming
a stationary first-order Markov process as in Ref. 24:
P (x(T )...x(0)) = P (x(T )|x(T−1))...P (x(1)|x(0))P (x(0))
Q(x(T )...x(0)) = Q(x(T )|x(T−1))...Q(x(1)|x(0))Q(x(0))
(12)
where P (x
(t+1)
j |x(t)i ) ≡ Pij is the transition probability
from state xi to state xj and P (x
(0)
k ) ≡ Pk is the occu-
pation probability for the single state xk. Plugging Eq.
12 into Eq. 10, and following the derivation in Ref. 24
with the constraints∑
j
Pij = 1
∑
i
PiPij = Pj (13)
we arrive at an expression for the cross-entropy J ,
which is very similar to the path entropy type expres-
sions derived for instance in the framework of Maximum
Caliber24:
J ′ = −
∑
i
Pi lnQi − T
∑
lm
PlPlm ln(Qlm) (14)
→ −T
∑
lm
P (xl)P (xm|xl) lnQ(xm|xl) (15)
In Eq. 14 as the trajectory length T increases, the
second term dominates in the estimate of J lead-
ing to Eq. 15. This second term is the ensem-
ble average of a time-dependent quantity J˜(x
(t)
l ) ≡
−∑m P (x(t+1)m |x(t)l ) lnQ(x(t+1)m |x(t)l ). For a large
enough T , the ensemble average can be replaced by the
time average. By assuming ergodicity25:
J ′ = −
T∑
t=1
∑
m
P (x(t+1)m |x(t)l ) lnQ(x(t+1)m |x(t)l ) (16)
from which we directly obtain Eq. 9. Therefore, under
first-order Markovianity and ergodicity, minimizing the
loss function J of Eq. 9 is equivalent to minimizing J ′
and thereby learning the path entropy. In the SI we pro-
vide a proof for this statement that lifts the Markovianity
assumption as well - the central idea there is similar to
what we showed here.
B. Embedding layer in LSTM captures kinetic distances
In word embedding theory, the embedding layer pro-
vides a measure of similarity between words. How-
ever, from the path probability representation, it is un-
clear how the embedding layer works since the deriva-
tion can be done without embedding vectors x. To have
an understanding to Qlm in the first-order Markov pro-
cess, we first write the conditional probability Qlm =
Q(x
(t+1)
m |x(t)l ) explicitly with softmax defined in Eq. 8
and embedding vectors x defined in Eq. 1:
Qlm =
exp(s
(t+1)
m · (Ddh(t) + bd))∑
k exp(sk · (Ddh(t) + bd))
=
exp(s
(t+1)
m · (Ddfθ(x(t)) + bd))∑
k exp(sk · (Ddfθ(x(t)) + bd))
(17)
where f is the recursive function h(t) = fθ(x
(t),h(t−1)) ≈
fθ(x
(t)) which is defined with the update equation in Eq.
2-7. In Eq. 17, θ denotes various parameters including all
weight matrices and biases, and the summation index k
runs over all possible states. Now we can use multivari-
able Taylor’s theorem to approximate fθ as the linear
term around a point a as long as a is not at any local
minimum of fθ:
fθ(x
(t)) ≈ fθ(a) + Aθ(x(t) − a) (18)
where Aθ is the L by M matrix defined to be (Aθ)ij =
∂(fθ)i
∂xj
|x=a. Then Eq. 17 becomes
Qlm =
exp(C
(t+1)
m ) exp(s
(t+1)
m ·DdAθx(t)l )∑
k exp(Ck) exp(sk ·DdAθx(t)l )
(19)
where C
(t+1)
i = s
(t+1)
i · [Dd(fθ(al)+Aθal)+bd]. We can
see in Eq. 19 how the embedding vectors come into the
transition probability. Specifically, there is a symmetric
form between output one-hot vectors s
(t+1)
m and the in-
put one-hot vectors s(t), in which x(t) = Λs(t) and Λ is
the input embedding matrix, DdAθ can be seen as the
output embedding matrix, and C
(t+1)
i is the correction of
time lag effect. While we don’t have an explicit way to
calculate the output embedding matrix so defined, Eq.
19 motivates us to define the following ansatz for the
transition probability:
Qlm = Q(xm|xl) = exp(xm · xl)∑
k exp(xk · xl)
(20)
where xm and xl are both calculated by the input em-
bedding matrix Λ. The expression in Eq. 20 is thus
a tractable approximation to the more exact transition
probability in Eq. 19. Furthermore, we will show in Sec.
IV E through numerical examples of test systems that
our ansatz for Qlm does correspond to the kinetic con-
nectivity between states. That is, the LSTM embedding
layer with the transition probability through Eq. 20 can
5capture the average commute time between two states in
the original physical system, irrespective of the quality
of low-dimensional projection fed to the LSTM.26–28
IV. COMPUTATIONAL RESULTS
A. Test systems
To demonstrate our ideas, here we consider a range
of different dynamical trajectories. These include three
model potentials, the popular model molecule alanine
dipeptide, and trajectory from single molecule force
spectroscopy experiments on a multi-state riboswitch.21
When applying our neural network to the model systems,
the embedding dimension M is set to 8 and LSTM unit L
set to 64. When learning trajectories for alanine dipep-
tide and riboswitch, we took M = 128 and L = 1024.
All time series were batched into sequences with a se-
quence length of 100 and the batch size of 64. For each
model potential, the neural network was trained using
the method of stochastic gradient descent for 20 epochs
until the training loss becomes smaller than the valida-
tion loss, which means an appropriate training has been
reached. For alanine dipeptide, 40 training epochs were
used. Our neural network was built using TensorFlow
version 1.10.
All model potentials have two degrees of freedom x
and y. Our first two models (shown in Fig. 2(a) and
Fig. 2(b)) have three metastable states with governing
potential U(x, y) given by
U(x, y) = W (x6 + y6)−G(x, x1)G(y, y1)
−G(x, x2)G(y, y2)−G(x, x3)G(y, y3) (21)
where W = 0.0001 and G(x, x0) = e
− (x−x0)2
2σ2 denotes a
Gaussian function centered at x0 with width σ = 0.8.
We also build a 4-state model system with governing in-
teraction potential:
U(x, y) = W (x4 + y4) +G(x, 0.0)G(y, 0.0)
−G(x, 2.0)G(y,−1.0)−G(x, 0.5)G(y, 2.0)
−G(x,−0.5)G(y,−2.0)−G(x,−2.0)G(y, 1.0)
(22)
The different local minima corresponding to the model
potentials in Eq. 21 and Eq. 22 are illustrated in Fig. 2.
We call these as linear 3-state, triangular 3-state, and
4-state models respectively. The free energy surfaces
generated from the simulation of Langevin dynamics29
with these model potentials are shown in Figs. 2(a)-
(c). The integration timestep for the Langevin dynam-
ics simulation was 0.01 units, and the simulation was
performed at β = 9.5 for linear 3-state and 4-state po-
tentials and β = 9.0 for triangular 3-state potential,
where β = 1/kBT . The MD trajectory for alanine
dipeptide was obtained using the software GROMACS
5.0.430,31, patched with PLUMED 2.432. The tempera-
ture was kept constant at 450K using the velocity rescal-
ing thermostat33.
B. Boltzmann statistics and kinetics for model potentials
The first test we perform for our model is its ability to
capture the Boltzmann weighted statistics for the differ-
ent states in each model potential. This is the probabil-
ity distribution P or equivalently the related free energy
F = − 1β logP , and can be calculated by direct count-
ing from the trajectory. As can be seen in Fig. 2, the
LSTM does an excellent job of recovering the Boltzmann
probability within error bars.
FIG. 2: The analytical free energy generated from (a)
linear 3-state, (b) triangular 3-state, (c) symmetric 4-
state model potentials and (d), (e), (f) are the corre-
sponding 1-dimensional projections along x-direction.
In the bottom, we compare the Boltzmann probabili-
ties of (g) linear 3-state, (h) triangular 3-state, and (i)
symmetric 4-state models at each labeled states gener-
ated from actual MD simulation and from our neural
network model.
Next we describe our LSTM deals with a well-known
problem in analyzing high-dimensional data sets through
low-dimensional projections. One can project the high-
dimensional data along many different possible low-
dimensional order parameters, for instance x, y or a
combination thereof in Fig. 2. However most such pro-
jections will end up not being kinetically truthful and
give a wrong impression of how distant the metastable
states actually are from each other in the underlying
high-dimensional space. It is in general hard to come
up with a projection that preserves the kinetic proper-
ties of the high-dimensional space. Consequently, it is
hard to design analysis or sampling methods that even
when giving a time-series along a sub-optimal projection,
still capture the true kinetic distance in the underlying
high-dimensional space.
6Here we show how our LSTM model is agnostic to the
quality of the low-dimensional projection in capturing ac-
curate kinetics. Given that for each of the 3 potentials
the LSTM was provided only the x−trajectory, we can
expect that the chosen model potentials constitute dif-
ferent levels of difficulties in generating correct kinetics.
Specifically, a one-dimensional projection along x is ki-
netically truthful for the linear 3-state potential in Fig.
2(a) but not for the triangular 3-state and the 4-state po-
tentials in Figs. 2(b) and (c) respectively. For instance,
Fig. 2(e) gives the impression that state C is kinetically
very distant from state A, while in reality for this poten-
tial all 3 pairs of states are equally close to each other.
Similar concerns apply to the 4-state potential.
In Figs. 3 and 4 (a)-(c) and (d)-(f) we compare the ac-
tual versus LSTM-predicted kinetics for moving between
different metastable states for different model potentials,
for all pairs of transitions in both directions (i.e. for in-
stance A to B and B to A). Specifically, Fig. 3 (a)-(c)
and Fig. 3 (d)-(f) shows results for moving between the
3 pairs of states in the linear and triangular 3-state po-
tentials respectively. Fig. 4 shows results for the 6 pairs
of states in the 4-state potential. Furthermore, for ev-
ery pair of state, we analyze the transition time between
those states as a function of different minimum commit-
ment or commit time, i.e. the minimum time that must
be spent by the trajectory in a given state to be clas-
sified as having committed to it. A limiting value, and
more specifically the rate at which the population decays
to attain to such a limiting value, corresponds to the
inverse of the rate constant for moving between those
states.34,35 Thus here we show how our LSTM captures
not just the rate constant, but time-dependent fluctua-
tions in the population in a given metastable state as
equilibrium is attained. The results are averaged over
20 independent segments taken from the trajectories of
different trials of training for the 3-state potentials and
10 independent segments for the 4-state potential.
As can be seen in Figs. 3 and 4, the LSTM model does
an excellent job of reproducing well within errorbars the
transition times between different metastable states for
different model potentials irrespective of the quality of
the low-dimensional projection. Firstly, our model does
tell the differences between linear and triangular 3-state
models (Fig. 3) even though the projected free energies
along the x variable input into LSTM are same (Fig. 2).
The number of transitions between states A and C is
less than the others; while for triangular configuration,
the numbers of transitions between all pairs of states are
similar. The rates at which the transition count decays as
a function of commitment time is also preserved between
the input data and the LSTM prediction.
The next part of our second test is the 4-state model
potential. In Fig. 4 we show comparisons for all 6 pairs
of transitions in both forward and reverse directions. A
few features are immediately striking here. Firstly, even
though states B and C are perceived to be kinetically
proximal from the free energy (Fig. 2), the LSTM cap-
tures that they are distal from each other and correctly
assigns similar kinetic distance to the pairs B,C as it
does to A,D. Secondly, there is asymmetry between the
forward and backward directions (for e.g. A to D and
D to A, indicating that the input trajectory itself has
not yet sufficiently sampled the slow transitions in this
potential. As can be seen from Fig. 2 (c) the input tra-
jectory has barely 1 or 2 direct transitions for the very
high barrier A to D or B to C. This is a likely explanation
for why our LSTM model does a bit worse than in the
other two model potentials in capturing the slowest tran-
sition rates, as well as the higher error bars we see here.
In other words, so far we can conclude that while our
LSTM model can capture equilibrium probabilities and
transition rates for different model potentials irrespective
of the input projection direction or order parameter, it is
still not a panacea for insufficient sampling itself, as one
would expect.
FIG. 3: Number of transitions between different pairs
of metastable states as a function of commitment time
defined in Sec. IV B. The calculations for linear and
triangular configurations are shown in (a)-(c) and (d)-
(f) respectively.
C. Boltzmann statistics and kinetics for alanine dipeptide
Finally, we apply our LSTM model to the study of
conformational transitions in alanine dipeptide, a model
biomolecular system comprising 22 atoms, experiencing
thermal fluctuations when coupled to a heat bath. The
structure of alanine dipeptide is shown in Fig. 5(a).
7FIG. 4: Number of transitions between different pairs
of metastable states as a function of commitment time
defined in Sec. IV B for 4-state model system.
While the full system comprises around 63 degrees of
freedom, typically the torsional angles φ and ψ are used
to identify the conformations of this peptide. Over the
years a large number of methods have been tested on
this system in order to perform enhanced sampling of
these torsions, as well as to construct optimal reaction
coordinates.36–39 Here we show that our LSTM model
can very accurately capture the correct Boltzmann statis-
tics as well as transition rates for moving between the two
dominant metastable states known as C7eq and C7ax. Im-
portantly, the reconstruction of the equilibrium probabil-
ity and transition kinetics, as shown in Fig. 5 and Table
I is extremely accurate irrespective of the choice of one-
dimensional projection time series fed into the LSTM.
Specifically, we do this along sinφ and sinψ, both of
which are known to quite distant from an optimized ki-
netically truthful reaction coordinate20,40, where again
we have excellent agreement between input and LSTM-
predicted results.
D. Learning from single molecule force spectroscopy
trajectory
In this section, we use our LSTM model to learn
from single molecule force spectroscopy experiments of
a multi-state riboswitch performed with a constant force
of 10.9 pN . The data points are measured at 10 kHz (i.e.,
every 100 µs). Other details of the experiments can be
FIG. 5: (a) The molecular structure of alanine dipep-
tide used in the actual MD simulatoin. The torsional
angles φ and ψ as the collective variables (CVs) are
shown. (b) and (c) The 1-dimensional free energy
curves along sinφ and sinψ are calculated using actual
MD data and the data generated from LSTM.
Alanine dipeptide
CVs Label C7eq to C7ax (ps) C7ax to C7eq (ps)
sinφ
actual 5689.22 ± 962.366 107.93 ± 11.267
LSTM 5752.16 ± 710.399 103.81 ± 14.268
sinψ
actual 5001.42 ± 643.943 105.70± 13.521
LSTM 4325.01 ± 526.293 81.68 ± 10.288
TABLE I: Inverse of transition rates for conforma-
tional transitions in alanine dipetide calculated from
actual MD trajectories of LSTM model. Here we show
the calculation along two different CVs: sinφ and sinψ.
found in Ref.21. The trajectory for a wide range of ex-
tensions starting 685 nm up to 735 nm was first spatially
discretized into 34 labels, and then converted to a time
series of one hot vectors, before being fed into the LSTM
model. The results are shown in Fig. 6. In Fig. 6 (a),
we have shown an agreement between a profile of prob-
ability density averaged over 5 independent training sets
with the probability density calculated from the exper-
imental data. Starting from the highest extension, the
states are fully unfolded (U), longer intermediate (P3)
and shorter intermediate (P2P3).21. From Fig. 6 (b)-
(c), we see that the LSTM model captures the kinetics
for moving between all 3 pairs of states for a very wide
range of commitment times.
8FIG. 6: Using LSTM model to learn thermodynam-
ics and kinetics from a folding and unfolding trajec-
tory taken from a single molecule force spectroscopy
measurement:21 (a) Comparison between the probabil-
ity density learned by the LSTM model and calculated
from the experimental data; (b)-(d) Commit time plots
calculated by counting the transitions in the trajectory
generated by LSTM and the experimental trajectory.
The commit time as defined in Sec. IV B is the min-
imum time that must be spent by the trajectory in a
given state to be classified as having committed to it.
E. Embedding layer based kinetic distance
In Sec. III B, we first derived a non-tractable relation
for conditional transition probability in the embedding
layer (Eq. 19), and then through Eq. 20 we introduced
a tractable ansatz in the spirit of Eq. 19. In this section
we revisit and numerically validate Eq. 20. Specifically,
given any two embedding vectors xl and xm calculated
from any two states l and m, we estimate the conditional
probability Qlm using Eq. 20. We use Qi to denotes the
Boltzmann probability predicted by the LSTM model.
We then write down the interconversion probability klm
between states l and m as:
klm = QlQlm +QmQml ≡ 1/tlm (23)
From inverting this rate we then calculate an LSTM-
kinetic time as tlm ≡ 1/klm = 1/(QlQlm + QmQml). In
Fig. 7, we compare tlm with the actual transition time
τlm obtained from the input data, defined as
τlm = T/〈Nlm〉 (24)
Here Nlm is the mean number of transitions between
state l and m. As this number varies with the precise
value of commitment time, we average Nlm over all com-
mit times to get 〈Nlm〉. These two timescales tlm and
τlm thus represent the average commute time or kinetic
distance26,27 between two states l and m. To facilitate
the comparison between these two very differently de-
rived timescales or kinetic distances, we rescale and shift
them to lie between 0 and 1. The results in Fig. 7 show
that the embedding vectors display the connectivity cor-
responding to the original high-dimensional configura-
tion space rather than those corresponding to the one-
dimensional projection. The model captures the correct
connectivity by learning kinetics, which is clear evidence
that it is able to bypass the projection error along any
degree of freedom. The result also explains how is it that
no matter what degree of freedom we use, our LSTM
model still gives correct transition times. As long as the
degree of freedom we choose to train the model can be
used to discern all metastable states, we can even use
Eq. 20 to see the underlying connectivity. Therefore, the
embedding vectors in LSTM can define a useful distance
metric which can be used to understand and model dy-
namics, and are possibly part of the reason why LSTMs
can model kinetics accurately inspite of quality of pro-
jection and associated non-Markvoian effects.
FIG. 7: Our analysis of the embedding layer con-
structed for (a) the linear and triangular 3-state and
(b) the 4-state model systems. In (a), we use solid cir-
cle and empty square markers respectively to represent
linear and triangular 3-state model potentials. In each
plot, the data points are shifted slightly to the right for
clarity. The distances marked “actual” and “LSTM”
represent rescaled mean transition times as per Eqs. 24
and 23 respectively. Error bars were calculated over 50
different trajectories.
F. Comparing LSTM with Markov state model and
Hidden Markov Model
In this section, we briefly compare our LSTM model
with standard approaches for building kinetic mod-
els from trajectories, namely the Markov state model
(MSM)41 and Hidden Markov model (HMM).42–44 Com-
pared to LSTM, the MSM and HMM have smaller num-
ber of parameters, making them faster and more stable
for simpler systems. However, both MSM and HMM re-
quire choosing an appropriate number of states and lag
time41,44,45. Large number of pre-selected states or small
lag time can lead to non-Markovian behavior and result
in an incorrect prediction. Even more critically, choosing
9a large lag time also sacrifices the temporal precision.
On the other hand, there is no need to determine the
lag time and number of states using the LSTM network
because LSTM does not rely on the Markov property.
Choosing hyperparameters such asM and Lmay be com-
parable to choosing number of hidden states for HMM,
while very similar values of M and L worked for sys-
tems as different as MD trajectory of alanine dipeptide
and single molecule force spectroscopy trajectory of a ri-
boswitch. At the same time, LSTM always generates the
data points with the same temporal precision as it has in
the training data irrespective of the intrinsic timescales it
learns from the system. In Fig. 8, we provide the results
of using HMM and MSM for the riboswitch trajectory, to
be contrasted with similar plots using LSTM in Fig. 6.
Indeed both MSM and HMM achieve decent agreement
with the true kinetics only if the commit time is increased
approximately beyond 10 ms, while LSTM as shown in
Fig. 6 achieved perfect agreement for all commit times.
From this figure, it can be seen that the LSTM model
achieves an expected agreement with as fine of a tempo-
ral precision as desired, even though we use 20 labels for
alanine dipeptide and 34 labels for experimental data to
represent the states. The computational efforts needed
for the various approaches (LSTM, MSM and HMM) are
also provided in the SI, where it can be seen that LSTM
takes similar amount of effort as HMM. The package we
used to build the MSM and HMM is PyEMMA with ver-
sion 2.5.6.46 The models were built with lag time=0.5ms
for MSM and lag time=3ms for HMM, where the HMM
were built with number of hidden states=3. A more care-
ful comparison of the results along with analyses with
other parameter choices such as different number of hid-
den states for HMM are provided in the SI, where we find
all of these trends to persist.
V. CONCLUSIONS
In summary we believe this work demonstrates poten-
tial for using AI approaches developed for natural lan-
guage processing such as speech recognition and machine
translation, in unrelated domains such as chemical and
biological physics. This work represents a first step in
this direction, wherein we used AI, specifically LSTM
flavor of recurrent neural networks, to perform kinetic
reconstruction tasks that other methods47,48 could have
also performed. We would like to argue that demonstrat-
ing the ability of AI approaches to perform tasks that one
could have done otherwise is a crucial first step. In fu-
ture works we will exploring different directions in which
the AI protocol developed here could be used to perform
tasks which were increasingly non-trivial in non-AI se-
tups. More specifically, in this work we have shown that
a simple character-level language model based on LSTM
neural network can learn a probabilistic model of a time
series generated from a physical system such as an evo-
lution of Langevin dynamics or MD simulation of com-
FIG. 8: Number of transitions between different pairs
of metastable states as a function of commitment
time defined in Sec. IV B for the single molecule spec-
troscopy trajectory as learned by MSM (left column)
and HMM (right column). Associated error bars are
also provided.
plex molecular models. We show that the probabilistic
model can not only learn the Boltzmann statistics but
also capture a large spectrum of kinetics. The embed-
ding layer which is designed for encoding the contextual
meaning of words and characters displays a nontrivial
connectivity and has been shown to correlate with the
kinetic map defined for reversible Markov chains.26,27,49
For different model systems considered here, we could
obtain correct timescales and rate constants irrespective
of the quality of order parameter fed into the LSTM.
As a result, we believe this kind of model outperforms
traditional approaches for learning thermodynamics and
kinetics, which can often be very sensitive to the choice of
projection. Finally, the embedding layer can be used to
define a new type of distance metric for high-dimensional
data when one has access to only some low-dimensional
projection. We hope that this work represents a first step
in the use of RNNs for modeling, understanding and pre-
dicting the dynamics of complex stochastic systems found
in biology, chemistry and physics.
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VI. DATA AVAILABILITY
The single-molecule force spectroscopy experiment
data for riboswitch was obtained from the authors of
Ref.21 and they can be contacted for the same. All the
other data associated with this work is available from the
corresponding author on request.
VII. CODE AVAILABILITY
MSM and HMM analyses were conducted
with PyEMMA version 2.5.6.46 and available at
http://www.pyemma.org. A Python based code
of the LSTM language model introduced in Sec.
IV is implemented using keras50 with tensorflow-
gpu51 as a backend, and available for public use at
https://github.com/tiwarylab/LSTM-predict-MD.
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