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Abstract
Multi-label learning deals with the classification prob-
lems where each instance can be assigned with multiple
labels simultaneously. Conventional multi-label learn-
ing approaches mainly focus on exploiting label corre-
lations. It is usually assumed, explicitly or implicitly,
that the label sets for training instances are fully la-
beled without any missing labels. However, in many
real-world multi-label datasets, the label assignments
for training instances can be incomplete. Some ground-
truth labels can be missed by the labeler from the label
set. This problem is especially typical when the num-
ber instances is very large, and the labeling cost is very
high, which makes it almost impossible to get a fully la-
beled training set. In this paper, we study the problem
of large-scale multi-label learning with incomplete la-
bel assignments. We propose an approach, called Mpu,
based upon positive and unlabeled stochastic gradient
descent and stacked models. Unlike prior works, our
method can effectively and efficiently consider missing
labels and label correlations simultaneously, and is very
scalable, that has linear time complexities over the size
of the data. Extensive experiments on two real-world
multi-label datasets show that our Mpu model consis-
tently outperform other commonly-used baselines.
1 Introduction
Multi-label learning has drawn much attention in recent
years, where each data example can be assigned with
multiple labels simultaneously. Multi-label learning has
a wide range of real-world applications. For example,
in text categorization, one text document can belong to
multiple categories, such as sports and entertainment ;
Researchers in text mining are interested in learning a
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Figure 1: An example of multi-label learning with
incomplete label assignments. The labels annotated by
labelers are highlighted by bold font, while the other
ground-truth labels are missed by the labelers, but can
be inferred by exploiting label correlations.
model that can automatically predict a set of categories
for each text document. Similarly, in image annotation
tasks, one image can contain multiple objects or tags,
and researchers in computer vision are interested in au-
tomatically predicting tags/objects for unlabeled image
collections.
Conventional approaches for multi-label learning
[22, 10, 14, 26, 20] mainly focus on utilizing the cor-
relations among different class labels to facilitate the
learning process. It is usually assumed, explicitly or
implicitly, that all the label sets for training instances
are fully labeled, i.e., all the labels within a label set
of an instance should be completely annotated by a la-
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beler without any missing labels. However, in many
real-world multi-label learning tasks, it is very hard or
expensive to get a fully labeled dataset, especially when
the number of classes and/or instances are very large.
It is usually much easier to get a set of partially labeled
data, where some ground-truth labels for training in-
stances can be missed by the labeler. For example, in
Figure 1, we should an image that contain many tags in
its ground-truth label set. It usually happens that the
labeler may only want to annotate a small number of the
labels for the image, instead of going through all possi-
ble labels in the vocabulary. In this example, many true
labels of the image are missed by the labeler. If we di-
rectly use existing multi-label learning methods on such
datasets, the missing labels in the training data will be
treated as negative examples, and the performances of
multi-label classification will degenerate greatly due to
the simple treatment.
In this paper, we study the problem of large-scale
multi-label learning with incomplete label assignments,
as shown in Figure 2. Despite its value and significance,
large-scale multi-label learning with incomplete label
assignments is a much more challenging task due to
the specific characteristics of the task. The reasons are
listed as follows.
• Incomplete Label Assignments. Most existing
multi-label learning methods, such as Ml-knn [25]
and Rank-svm [5], assume that the training data
are fully labeled. However, in most real-world ap-
plications, the label assignments for training in-
stances can be incomplete. Thus we cannot sim-
ply treat the missing labels as negative examples.
A label that is not annotated by the labeler can
still belong the ground-truth label set. We need to
consider the incomplete label assignments explic-
itly while building our models on training data.
• Label Correlations. Positive and Unlabeled learn-
ing methods [6, 16] can usually handle the cases
when the label assignments are partially missing
under single label settings. However, in multi-label
learning problems, each instance can be assigned
with multiple labels. Different class labels are cor-
related with each other, instead of being indepen-
dent. We need to exploit the label correlations to
facility the learning process of multi-label classifi-
cation.
• Scalability. Previous approaches on multi-label
learning with incomplete label assignments [21,
2, 18] are mainly designed for small/moderate-
sized datasets. However, many real-world problems
involve a large number of instances. In large-scale
Figure 2: The framework for multi-label learning with
incomplete label assignments.
datasets, it is even more typical to encounter the
incomplete labeling issues due to the huge cost of
labeling. In these cases, it is even more important
that the learning method can handle large-scale
datasets, with time complexities that are linear to
both the number of instances and the number of
classes.
In order to solve the above issues, we propose a
novel solution, called Mpu, to learn from partially la-
beled training instances and can exploit label correla-
tions to facilitate the learning process. Different from
previous work, the proposed Mpu can scale to large-
scale problems with time complexity that is linear in
both the number instances and number of classes. Em-
pirical studies on real-world datasets show that the pro-
posed method can significantly boost the performance
of multi-label classification by considering missing labels
and incorporating label correlations.
The rest of the paper is organized as follows. We
start by introducing the preliminary concepts, giving
the problem analysis and present the Mpu approach in
Section 2. Then Section 3 reports the experiment re-
sults. We briefly review on related works of multi-label
learning and learning from missing labels in Section 4.
In Section 5, we conclude the paper.
2 Problem Formulation
Given n data points of the form (xi,yi), where xi ∈
X ⊆ RD is a D dimensional vector denoting the features
of the i-th instance. yi = (y
1
i , · · · , yqi )> ∈ {−1, 1}q
corresponds to its set of ground-truth labels within a
fixed dictionary of q possible labels. yki = 1 if the
k-th label is in the label set of instance i, otherwise
yki = −1. In many real-world multi-label learning
tasks, the training data are usually not fully labeled,
where each instance can be labeled with a subset of
the ground-truth labels. We call such settings as multi-
label learning with incomplete label assignments or
weak labeling problems, following the definition in [21].
Specially, in the training set, the ground-truth label set
Table 1: Important Notations.
Symbol Definition
x1, · · · ,xn the feature vectors for training instances
y1, · · · ,yn the set of variables for label sets of the training instances
s1, · · · , sn the set of annotated labels for the training instances
yi =
(
y1i , · · · , yqi
)>
the vector of variables for the label set of instance xi, and y
k
i ∈ {−1, 1}
si =
(
s1i , · · · , sqi
)>
the vector of annotated labels for instance xi, and s
k
i ∈ {−1, 1}, ski ≤ yi
D = {(xi, si)}ni=1 the training set for multi-label learning with incomplete label assignments
yi for each instance is not available. Instead, we only
know a set of labels that are annotated by the labeler,
denoted as si = (s
1
i , · · · , sqi )> ∈ {−1, 1}q, where ski ≤ yki
(∀1 ≤ i ≤ n, ∀1 ≤ k ≤ q). Thus, si only provides partial
labels for instance xi. When s
k
i = 1, y
k
i = 1 is certain.
Pr
(
ski = 1|xi, yki = −1
)
= 0, ∀i, k
But when ski = −1, either yki = −1 or yki = 1 can
be true. In multi-label learning with incomplete label
assignments, the training set is a set of partially labeled
instances D = {(xi, si,yi)}ni=1, where yi’s are unknown.
The learning task is to learn a prediction model f(·, ·)
from D, such that for any unseen test data xi, the
prediction f(xi, ·) should be close to the ground-truth,
i.e., for any z ∈ {−1, 1}q, f(xi, z) = Pr(yi = z|xi) as
close as possible.
The key issues of multi-label learning with incom-
plete label assignments are as follows:
• How can we estimate the true label sets for the
training data and use them to facilitate the training
process of multi-label learning?
• How can we exploit the correlations among multi-
ple labels to improve the multi-label classification
performances?
In the following sections, we will first introduce a
model to estimate missing labels in the training set
based upon PU (i.e., Positive and Unlabeled) stochastic
gradient descent. Next we will describe our framework
for incororating the correlations among labels based
upon stack models.
2.1 Handling Missing Labels via PU Stochastic
Gradient Descent In this subsection, we first address
the problem of missing label assignments while assum-
ing all labels are independent from each other. Then in
the next subsection, we will show further how to extend
the model to consider label correlations.
One simple solution for multi-label learning is to
one-vs-all decomposition by treating a multi-label clas-
sification problem as multiple binary classification prob-
lems (one for each label):
Pr(yi|xi) =
q∏
k=1
Pr
(
yki = 1|xi
)
Inspired by the positive and unlabeled learning
in single-label classification [6], we propose a method,
called PU Stochastic Gradient Descent, which can han-
dle large-scale datasets with missing label assignments.
Let {wk}qk=1 be a set of parameters of our classifier,
where wk ∈ RD. According to the principle of maxi-
mum likelihood, we need to find the optimized w∗k to
maximize the likelihood of yki ’s.
wk
∗ = arg max
wk
log
(
n∏
i=1
Pr
(
yki = 1|xi,wk
))
In this method, we extend logistic regression to classi-
fication problems with incomplete label assignments as
follows. Assume that yki satisfies a Bernouli distribu-
tion, and
Pr
(
yki = 1|xi,wk
)
=
1
1 + exp(−wk>xi)
Following the assumption in [6], we assume that an-
notated labels are randomly sampled from the ground-
truth label set with a constant rate c, where the sam-
pling process is totally independent everything else,
such as the feature of the instance. Assume that the
probability that a label is not missing by the labeler is
an unknown constant c.
c = Pr
(
ski = 1|yki = 1
)
= Pr
(
ski = 1|yki = 1,xi,wk
)
Here c can be directly estimated from the training
set using cross validation process in [6]. With Bayes’
theorem, we have
Pr
(
yki = 1|xi,wk
)
=
Pr
(
ski = 1|xi,wk
)
Pr
(
ski = 1|yki = 1,xi,wk
)
Input:
Given a multi-label training set with missing labels D = {(xi, si)}ni=1. The number of stacking levels L.
The base learner A, i.e., the PU stochastic gradient descent algorithm in Section 2.1
Learning:
- When ` = 0, ∀ k = 1, · · · , q, train a model f (0)k :
1. Construct a training set D(0)k =
{
(xi, s
k
i )
}n
i=1
2. Train a model f
(0)
k = A
(
D(0)k
)
, let x
(0)
i = xi.
- Learn the stacked models, for ` = 1, · · · , L :
1. Construct estimated predictions yˆ
(`−1)
i for D(`−1)k using cross-validation in Figure 4
2. ∀ k = 1, · · · , q, train a model f (`)k :
Construct a extended training set D(`)k =
{
(x
(`)
i , s
k
i )
}
where x
(`)
i =
(
x
(`−1)
i , yˆ
(`−1)
i
)
Let f
(`)
k = A
(
D(`)k
)
be the model trained on D(`)k .
Inference: given a test instance x
1. yˆ(0) =
(
f
(0)
1 (x), · · · , f (0)q (x)
)
, let x(0) = x
2. for ` = 1, · · · , L :
Construct the extended testing instance x(`) =
(
x(`−1), yˆ(`−1)
)
yˆ(`) =
(
f
(`)
1 (x
(`)), · · · , f (`)q (x(`))
)
Output:
yˆ(L) : the label set prediction for the test instance.
Figure 3: The Mpu Algorithm based upon Stacked Graphical Learning and Inference
Then, we have
Pr
(
ski = 1 | xi,wk
)
= c · Pr(yki = 1|xki ,wk)
=
c
1 + exp(−wk>xi)
=
c
1 + exp
(−ski wk>xi) + (1− s
k
i )(1− c)
2
Pr
(
ski = −1 | xi,wk
)
= 1− c · Pr(yki = 1|xki ,wk)
=
c
1 + exp
(−ski wk>xi) + (1− s
k
i )(1− c)
2
Thus, we can get
wk
∗ = arg max
wk
n∑
i=1
log Pr
(
ski |xi,wk
)
= arg max
wk
n∑
i=1
log
(
c
1 + exp(−wk>xi)
)
= arg max
wk
n∑
i=1
log
(
c
1 + exp
(−skiwk>xi) + (1− s
k
i )(1− c)
2
)
In order to scale to large-scale problems, we use
stochastic gradient descent to solve the above logistic
regression problem efficiently. Different from conven-
tional stochastic gradient descent approaches, which as-
sume all the labels are availabel, we consider the incom-
plete label assignments and define the loss function as
follows:
l(wk,D) = −
n∑
i=1
log
 c
1 + exp
(
−skiwk>xi
) + (1− ski )(1− c)
2

2.2 Handling Label Correlations via Stacked
Graphical Models In the previous subsection, we dis-
cussed how can we deal with incomplete label assign-
ments in multi-label learning. Now we show how can
we use the previous model to further consider label cor-
relations.
Inspired by the collective classification methods in
[15, 7] based on stacking, we proposed a multi-label
learning method called Mpu. Mpu can consider the
label correlations effectively using stacked graphical
model, which does not rely on joint inference for all
labels. Stacking [23] is one type of ensemble methods
which build a chain of models. Each model in the stack-
ing uses the outputs of previous models as the inputs.
Given a training set D = {(xi, si)}ni=1 and a PU
learning algorithm A. Construct a corss-validation
prediction yˆi for each instance xi as follows:
1. Convert D into {D1, · · · ,Dq}, Dk = {(xi, ski )}ni=1
2. ∀ k, partition Dk into m disjoint subsets with
equal-size, denoted as D1k, · · · ,Dmk
3. ∀j = 1, · · · ,m, k = 1, · · · , q,
train one model f jk = A
(
Dk −Djk
)
;
∀ xi ∈ Djk, yˆki = f jk(xi);
4. ∀i = 1, · · · , n, we have yˆi =
(
yˆ1i , · · · , yˆqi
)>
Return {yˆi}ni=1
Figure 4: Cross-validation to obtain predictions for
training instances
A stacked multi-label model allows inferences about one
label to influence inferences about other labels but uses
a different mechanism than other approaches to multi-
label ensemble [4]. Rather than using joint inference to
propagate inferences among labels, the stacked model
uses one base model to predict the class labels for each
label and uses those inferred labels as input to another
stacked model.
Learning: The learning algorithm to learn the stacked
model is shown in Figure 3. First, we use the PU
stochestic gradient descent method to learn a base
model to predict the labels of the instances using the
instance features. This base model is then used to
infer labels for each of the instances. In order to avoid
overfitting, or any bias from applying the base model
on the same data from which it was trained, we use a
cross-validation procedure (shown in Figure 4) to infer
the estimated outputs of the base model as the inputs
for the next stacked model.
Next, we then construct an extended feature set to
learn a stacked model using both features and estimated
outputs of previous models as the inputs. In this way,
we can build many levels of base models in a stacked
model, where each subsequent base model uses the
estimated predictions of class labels from the previous
levels. In most cases, one single level of stacking is
sufficient for multi-label learning, that can consider
complex label correlations.
Inference: During inference process, we take turns
to apply the base models from different levels one by
one. The outputs of the model in previous level is
directly used as the inputs of the next level in the
stacking. Then the base models in the last level
produces the final predictions. Different from other
multi-label ensemble methods that learn on true labels,
which are not known at the inference time, we learn the
Table 2: Properties of the multi-label datasets.
Datasets
property RCV1 small RCV1 large
# instance 6,000 804,414
# label 101 101
# feature 47,236 47,236
stacked model on the inferred labels, where all input
features are known at inference time. Such design can
permit exact inference, while other ensemble methods
require approximate inference techniques [4], such as
classifier chains.
3 Experiments
3.1 Data Collection In order to evaluate the perfor-
mances of the proposed approach for multi-label classi-
fication with missing labels, we tested our algorithm on
two datasets as summarized in Table 2.
1) RCV1 Small (Topics Subset): The first dataset
we used in this paper is a medium scale dataset, i.e.,
RCV1v2 Topics subset1, in order to test the perfor-
mances of different multi-label learning methods on
medium scale problems. The dataset consists of
6,000 news articles which are categorized into 101
classes. For each news article, the bag-of-words fea-
tures are extracted resulting in 47,236 features.
2) RCV1 Large (Topics): The second dataset we
used is a large-scale dataset, i.e., RCV1v2 Topic
full set, in order to test the scalability of different
multi-label learning methods on large-scale prob-
lems. The dataset consists of 804,414 news articles
which are categorized into 101 classes. The same
number of bag-of-words features are extracted as
the previous small dataset.
3.2 Evaluation Metric In order to evaluate the
performance of multi-label learning by the models, we
follow previous works [9, 13, 17] by using Micro-F1 as
the performance measure. Suppose that a multi-label
dataset is D = {(xi,yi)}ni=1, which consists of n multi-
label instances. yi ∈ {0, 1}q (i = 1, · · · , n). Let h(·) be
a multi-label classifier, and its predicted label set for xi
is h(xi).
Micro-F1 is the harmonic mean of Micro-Precision
and Micro-Recall. The Micro-Precision is the Micro-
1http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/
datasets/multilabel.html
Table 3: Summary of compared methods.
Type of Properties
Method Classification Considered Publication
M3L Large-Scale Multi-Label Learning ¬ Label Correlations [12]
­ Large-Scale Data
Elkan08 Positive & Unlabeled Learning ® Missing Label Assignments [6]
Well Multi-Label Learning with Missing Labels ¬ Label Correlations [21]
® Missing Label Assignments
¬ Label Correlations
Mpu Large-Scale Multi-Label Learning with Missing Labels ­ Large-Scale Data This paper
® Missing Label Assignments
average of precision over all labels . Similarly, Micro-
Recall is the Micro-average of recall overal all possible
labels.
Micro-F1(h,D) = 2×
∑n
i=1 ‖h(xi) ∩ yi‖1∑n
i=1 ‖h(xi)‖1 +
∑n
i=1 ‖yi‖1
The larger the value of Micro-F1, the better the perfor-
mance of multi-label classification model.
All experiments are conducted on machines with
Intel XeonTMQuad-Core CPUs of 2.26 GHz and 36 GB
RAM.
3.3 Comparative Methods In order to study the
effectiveness of the proposed approach, we compare our
method with different baseline methods, including a
large scale multi-label learning method, a multi-label
learning method with missing labels and a positive and
an unlabeled learning method. The compared methods
are summarized as follows:
• Large-scale Multi-label Learning (M3L) [12]: The
first baseline method is a multi-label classification
method for large scale problems. We compared
the M3L methods with two different kernels, i.e.,
Linear kernel (denoted as M3L Linear) and RBF
kernel (denoted as M3L RBF), separately.
• Positive and Unlabeled Learning (Elkan08) [6]: The
second baseline method is a PU learning method
which handle the cases where some positive in-
stances can be missed by the labeler. This method
is originally designed for binary classification prob-
lems. We use the binary decomposition method to
solve multi-label classification problems by training
one model over each class [1].
• Multi-label Learning with Missing Labels (Well)
[21]: we also compare with another baseline which
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Figure 5: Classification performances on RCV1 small
dataset (RCV1 topics subset).
are designed for multi-label learning with incom-
plete label assignments. The method can train a
model on weakly labeled multi-label instances, and
predict complete label sets on testing data. It can
handle moderate-size datasets, but cannot scale to
large-scale datasets. We use default parameter set-
tings for this method.
• Large-scale Multi-label Learning with Missing La-
bels (Mpu): the proposed method in this paper for
large-scale multi-label learning with incomplete la-
bel assignments. Mpu can explicitly consider label
correlations to facilitate multi-label learning pro-
cess when a part of the ground-truth labels are
missing in the label set. For simipicity, we set the
number of stacking levels to the minium value 2.
3.4 Performances on Small Dataset We first
study the effectiveness of the proposed Mpu method
on multi-label classification with incomplete label as-
signment. In our experiment, 10-fold cross validation is
performed on the small data set to evaluate the multi-
label classification performances. In each round of the
cross validation, the instances are partitioned into two
groups: 9 folds are used as training data, the remaining
fold is used as testing data. In order to simulate the
incomplete label assignments, we randomly sample and
remove a subset of the labels from each of label sets in
training data according to a ratio, called missing rate.
For example, if the missing rate is 20%, we randomly
sample 20% of the labels from the ground-truth labels of
training instances and remove them from the train set.
The higher the missing rate, the more ground-truth la-
bels are missed by the labeler in the training set. We
report the average results of 10-fold cross validation on
the dataset.
We study the performance of the proposed Mpu
method on multi-label classification with different num-
ber of missing rates: 0%, 10%, 20%, etc. When the
missing rate is 0%, it represents the setting of conven-
tional multi-label learning where the training instances
are fully labeled. In real-world multi-label learning, we
can usually only have a small number of labels anno-
tated in the label set.
The results of all compared methods are shown
in Figure 5. Firstly, we can observe that when the
training set is fully labeled (i.e., missing rate is 0%),
all multi-label learning methods outperform the single-
label learning method, Elkan08. In general, these re-
sults support the importance of exploiting correlations
among different class labels in multi-label learning prob-
lems. Because the method Elkan08 is based upon one-
vs-all decomposition, where different labels are assumed
to be independent, thus it cannot work well in multi-
label learning tasks when different labels are correlated.
We also observe that when the missing rate in-
creases, the performances of M3L decrease very quickly.
While all the other methods that can consider missing
labels are relatively stable in their performances. This
is because M3L is designed for supervised multi-label
learning problems, which assumes all the training in-
stances are fully labeled. When a label l is missed in
the label set of a training instance, M3L will consider
the instance as a negative example for the label l. This
result can support the importance of considering miss-
ing labels in the training data, by assuming that some
labels in the ground-truth label set can be missed by
the labeler. Thus, for each single class label, the ‘neg-
ative’ examples are no longer pure negative examples,
but are mixture of both positive examples and negative
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Figure 6: Classification performances on RCV1 large
dataset (topics full set).
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Figure 7: Running time performances.
examples.
We further observe that our proposed method Mpu
outperforms all the other methods on all missing rates.
Mpu can estimate the missing rate of the training
data automatically, and can utilize label correlations
to improve the classification performances. This result
can support the importance of considering both label
correlations and missing labels at the same time.
3.5 Performances on Large Dataset In our sec-
ond experiment, we evaluate the efficiency of different
multi-label learning methods on a large-scale dataset,
which consists of around 800K instances. In this sec-
tion, we compare both the Micro-F1 performances and
running time in the training step. We reported the per-
formances of Micro-F1 in Figure 6. We only showed the
methods that can finish running within a week.
The methods show similar properties to those in the
small datset. The M3L method initially has good per-
formances when the training set is fully labeled. How-
ever when the missing rate increases, the performances
of M3L drop very fast. The performances of Mpu
method is quite stable. When the missing rate increases,
the performances are still pretty good. Mpu can out-
perform M3L when the missing rate is greater than 30%.
We also show the training time of all methods in
both dataset in Figure 7. We can observe that both
Mpu and M3L can scale well to large-scale datasets.
While the remaining methods such as Well cannot
scale to datasets in this size. It is because the time
complexity of Well is O(n2) in the number of training
instances (n). Both Mpu and M3L are linear O(n) in
the number of instances.
4 Related Work
To the best of our knowledge, this paper is the first
work addressing the problem of large-scale multi-label
classification with incomplete label assignments. Our
work is related to both multi-label learning techniques
and positive and unlabeled learning. We briefly discuss
both of them.
Multi-label learning corresponds to the classifica-
tion problem where each instance can be assigned to
multiple labels simultaneously [22, 10, 14, 8, 11]. The
key challenge of multi-label learning is the large space
of all label sets, i.e. the power set of all labels. In
order to tackle this challenging task, many multi-label
learning approaches focus on utilizing the labels corre-
lations to facilitate the learning process. Conventional
multi-label learning approaches can be roughly catego-
rized as follows: (a) one-vs-all approaches: This type
of approaches treat different labels as independent by
converting the multi-label problem into multiple binary
classification problems (one for each label) [1]. Zhang
and Zhou[25] proposed Ml-knn, a binary method by
extending the kNN algorithm to a multi-label problems
using maximum a posteriori (MAP) principle to deter-
mine the label set predictions. (b) pairwise correlations:
This type of approaches mainly use the pairwise rela-
tionships among different labels to facilitate the learning
process [9]. Elisseeff and Weston [5] proposed Rank-
svm, a kernel method by minimizing ranking loss to
rank label pairs. (c) High-order correlations [24, 24]:
This type of approaches can utilize higher order rela-
tionships among different labels. Examples include ran-
dom subset ensemble approaches [19, 20], Bayesian net-
work approach [24] and full-order approaches [3, 4].
The work in [12] studied the large-scale multi-
label leanring problems, and proposed an efficient ap-
proach M3L. In addition, multi-label learning with in-
complete label assignment has also been studied on
small/moderate-size datasets [21, 2, 18]. The work in
[21] proposed an approach Well to infer missing labels
in multi-label learning under transductive settings.
Our work is also related to another line of research,
called positive and unlabeled learning, or PU learning
[16, 6]. PU learning corresponds to the binary classi-
fication problems where some positive samples can be
mislabeled. Thus in the training set, only positive and
unlabeled examples are available, no reliable negative
examples are given in the training set. Many previous
works on PU learning focus on estimating reliable neg-
ative examples from the unlabeled dataset, and utilize
the estimated labels to improve the classification per-
formances, The work in [16] proposed a method based
upon biased SVM. Initially all the unlabeled instances
are treated as negative examples. But the cost of classi-
fying an unlabeled example with positive label is lower
than that of predicting positive examples with negative
labels. Elkan and Noto [6] provided a statistic model
for positive and unlabeled learning. It is assumed that
the ground-truth labels are randomly sampled into the
training set according to a constant factor. The random
sampling process is assumed to be independent from
everything else, such as features of the instances. The
constant factor can be estimated using cross-validation
process on the training data. Then most conventional
classification models can be modified according to the
factor to consider the missing labels.
5 Conclusion
In this paper, we have described and studied the prob-
lem of large-scale multi-label learning with incomplete
label assignments. We have studied two real-world
datasets, one small and one large to evaluate the perfor-
mance of our proposed method. Different from previous
works in multi-label learning, we consider missing labels
in the training set and label correlations simultaneously.
By explicitly consider the missing labels using positive
and unlabeled learning model, and label correlations us-
ing stacking models, our method can effectively boost
the performance of multi-label classification with par-
tially labeled training data.
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