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In this paper we consider the concept of orthogonality with respect to infinitely 
many inner products. We describe geometric properties related to this concept of 
orthogonality in certain Ktithe sequence spaces (power series spaces), spaces of 
holomorphic functions in one and several variables and spaces of infinitely differen- 
tiable functions. The methods arc required from a mixture of functional analysis 
(theory of bases), theory of functions of one complex variable. Fourier analysis ,and 
interpolation theory. 
1 
We start with some general considerations. 
DEFINITION. Let X be a locally convex topological vector space, the 
topology of which can be generated by a sequence of (semi-)norms 
(II . /lm1&~ each of which originates from an inner product ( . , . ),, n2 E N. 
A vector x E X is said to be completely orthogonal to y E X with respect to 
the inner products {( . , e ),},,xJ, if (x, y), = 0 for each m E ll\i (see 
Precupanu 110, 1 I I). 
With the help of the concept of complete orthogonality it is possible to 
describe continuous linear functionals which are in a certain sense “cyclic” 
in the dual space X’; one has to find a nonzero vector x, E X, which does 
not possess another nonzero vector being completely orthogonal to x0. Now 
define a sequence of continuous linear functionals (L~J~=, by 
L,“o(x> = (x3 xo)m for any m E N and x E X. 
In Proposition 1.1 we will show that this sequence of continuous linear 
functionals, defined with the help of one certain vector x0, forms a total set 
in X’; i.e., the set of all finite linear combinations of the functionals Lpo is 
dense in X’. In Sections 2-4 we describe such “cyclic” vectors in Kiithe 
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sequence spaces (power series spaces) and in the space of tempered 
distributions. The problem of characterizing such “cyclic vectors” is always 
related to the questions of finding a nontrivial solution of the respective 
infinite, homogeneous systems of linear equations. 
Remark. Later we shall show that in spaces of holomorphic functions of 
several variables there are two different sequences of inner products 
generating the same topology; for the first sequence of inner products we can 
find a nonzero completely orthogonal vector for each vector, but for the 
second sequence of inner products there are some vectors without nonzero 
completely orthogonal vectors. 
The following two propositions describe some geometric properties related 
to the concept of complete orthogonality. 
PROPOSITION 1.1. Let X be a reflexive Frechet space, the topology of 
which is determined by a sequence 3 = { ( . , . )m}mcR\l of inner products. Let 
G, be the set of all nonzero vectors x E X, for which there exists no nonzero 
completely orthogonal vector y E X, i.e., (y, x), = 0, for each m E N, implies 
y = 0. Suppose that G, # 0. Then the sequence of continuous linear 
functionals (Lr)msN, defined by 
-q(f)= (f, g)nl for fEX, mEN, 
is total in X’ for each g E G,; i.e., the set of all finite linear combinations of 
the functionals L,” is dense in X’ for the strong topology on X’. 
Proof Let 
lflm=<.Lf>~’ for f E X. 
Then we have 
IqYf )I = Idf, g),l G If Im Iglm, 
which implies that the functionals Lg” are continuous. Take g E G, and 
consider an element y” E X” such that y”(Lr) = 0 for each m E N. Since X 
is reflexive, there exists y E X with y”(Ly) = L,“(y) = (y, g), = 0 for each 
m E N. As g E G,, this implies y = 0 and y” = 0. Now by the Hahn-Banach 
theorem, Proposition 1.1 is proved. 
Remark. By the same method we obtain also: if (Lr),,,,, is total in X’, 
thengE G,. 
In the following sections we will establish many of examples of spaces 
fulfilling the assumptions of Proposition 1.1. 
The next proposition describes the situation opposite to complete 
orthogonality. 
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PROPOSITION 1.2. Let E be a locally convex topological vector space, the 
topology of which is determined by a sequence {( - , . )m}mPN of inner 
products. Suppose that for each vector in E there exists a nonzero completely 
orthogonal vector in E. Then for each x E E there exists a nonzero vector 
y E E such that 
l&G Ix + al, m = 1, 2,..., (1.1) 
for all scalars t, where 1x1, = (x, x),““. 
Proof By assumption there exists a nonzero vector y E E such that 
(x, y), = 0 for each m E IN. Since 
(x + ty, x + ty), = (x, xl,,, + 2 Re[t(x, Y),J + ltl'(y, Y>, 
= (x2 x)m + I l12(Y> Y>, 
for each m E N, we obtain at once the desired results. 
Remark. Kadec and Pelczynski [5] obtained some other results in this 
direction. They consider inequalities similar to formula (1. l), but for a finite 
number of indices m E N. 
For examples of spaces satisfying the assumptions of Proposition 1.2 see 
Sections 4 and 5. 
2 
In this section we consider the Kdthe sequence spaces A(a,,,) = {< = 
(tj,~20;~~zo l<,12am,,, < 03, Vm = 0, 1, L-1, where a,,,,,, > 0 and 
a m+ l,n for each m, n = 0, 1, 2 ,... . Let { ( . , . )m)z=o be the sequence of 
inner products on /i(a,,,) defined by 
(6 rl),= Z tn%a,,,, for ~,i,rEA(a,,,),m=O, 1,2 ,.... 
n=O 
For a sequence < = (&)~=, with <,, = 0 for a certain integer no, it is easy to 
find a completely orthogonal sequence q = (~,,)~Eo; one defines q = (~,),“. 
by vn = L,,,. 
In the following propositions we consider certain Kothe sequence spaces 
of power series type and derive conditions under which for sequences 
r = (&,)~~o with r, # 0 for each n = 0, 1, 2 ,... there exist nonzero completely 
orthogonal sequences and conditions under which there do not exist nonzero 
completely orthogonal sequences. 
PROPOSITION 2.1. Let (&,)F=, be a strictly increasing sequence of real 
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numbers such that 1 < A,, for n = 0, 1,2,.... Define am,n = 2: for 
m, n = 0, 1, 2 ,... . Then for each sequence < = (c&):=~ E A (a,,,) with r, f 0 
for each n = 0, 1, 2 ,..., and such that there exists an E > 0 with 
15, I = O(exp(-E(n + U)), (2.1) 
there does not exist a nonzero completely orthogonal sequence in A(a,,,). 
Proof. Let q = (v~):=~ E A(a,,,) and assume that 
(2.2) 
Now define a function F by 
F(z) = c &, ij, exp(i&,z). 
II : 0 
By condition (2.1) we have that 
lim s~p[/~,~~/“~exp(~~,/n)l < 1, 
,I .cr (2.3) 
since (v,,)FZo is especially a bounded sequence. But (2.3) implies that F is 
holomorphic in the strip 
S, = (z : z =x t iy, lyl < e}. 
We compute the derivatives of F in the point z = 0 and obtain 
i-)(O) = ? t,lTi,(i&J”. 
“YO 
Hence, by (2.2) 
Fcm)(0) = 0 for m = 0, 1, 2 ,... . 
By the fact that F is holomorphic in the strip S,, we obtain that F = 0. 
Therefore 
x (I, fj, exp(ik,x) = 0 for each x E iR. 
n=O 
And by the uniqueness of Dirichlet series, we obtain q,, = 0 for IZ = 0, 1, 2,..., 
which proves the proposition. 
Remarks. (a) In Section 3 we will show that for A, = (n + 1) the result 
of Proposition 2.1 is the best possible in a certain sense. (b) Proposition 2.1 
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proves that for a given strictly increasing sequence (A,,):=, and for a given 
sequence (&JFEO with l, # 0 for n = 0, 1, 2,... satisfying (2.1) the infinite 
homogeneous system of linear equations 
m = 0, 1, 2,. .., 
n-0 
has no bounded nontrivial solution r] = (~n)~zO. In the following 
propositions we will consider the case where the infinite matrix (a,,,,):,,=,, 
has the form um,n = ri, where (r,,,)~=, is a strictly increasing sequence of 
positive real numbers. 
PROPOSITION 2.2. (a) Let (rm)~,o be a strictly increasing sequence of 
positive real numbers such that 
lim r,,,=R < co. 
IT- 
Define am,n = ri for m, n = 0, 1,2 ,... . If < = (<,),“= 0 E A (u~,~), 
5” f 0 for n = 0, 1, 2,... 
and 
lim sup I&i”’ -C R-l”, 
n-cc 
(2.4) 
then the sequence < = (l,,),“=, does not have a nonzero completely orthogonal 
sequence in A(a,,,). 
(b) Is t = (~,J~~, E A(a,,,>, 5, f &for n = 0, 1, L..., and 
lim I<, I”n = R - “2 (2.5) n-m 
and additionally 
f (R - r,) < co, 
m=o 
(2.6) 
then there exists a sequence rl= (q,)~ZO E A(a,,,) with ?I,, # 0 for infinitely 
many n, such that 
for m=0,1,2 ,.... 
Proof. (a) We consider a sequence v = (~,)~zo E A(u~,~), such that 
m 
1 &r,rL=O for m=0,1,2 ,.... (2.7) 
II=0 
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Define a function F by 
F(z) = 2 &fj,z”. 
PI=0 
Then by (2.4) we have 
< (ST sop l&~““)(li~ ~JI,“P Iv,,(“~) < R-l” . R-l” = R-‘, 
since v = (q,),“. E A(a,,,) implies lim SUP~+~ /q, I1’n < R-l”. This means 
that F is holomorphic in an open disc DRo = {z : IzI < R,}, where R, > R. 
Assumption (2.7) implies that F(r,) = 0 for m = 0, 1,2,... and since 
lim,_, rm=R CR,, it follows that F = 0, and therefore q,, = 0 for 
n = 0, 1) 2 )...) which proves (a). 
(b) Condition (2.6) implies that there exists a function Q(z) = C,“. v),z’ 
holomorphic in D, = {z : I z I < R } such that @ + 0 and @(I,) = 0 for 
m = 0, 1, 2,... (see 17, Chap. II)]. Define q,, =q,Jr, for n = 0, 1,2 ,.... Then 
by (2.5) it follows that 
lim sup I r7,I”’ = R’12 lim sup Iq.~~l’/~ <R’/’ . R-’ = R-‘i2, 
n+m n-m 
which implies that (~,),“. E /i(a,,,). Hence 
T <,q,rz= c qPnrt=@(rm)=O, for m = 0, 1, 2 ,..., 
iI=0 n=O 
which proves (b). 
PROPOSITION 2.3. (a) Let (r,)zEO b e a strictly increasing sequence of 
positive real numbers such that 
lim rm = ~3 
m+m 
and 0 < lim sup logZT<(. m-co log rm (2.8) 
Define am.n = rk for m, n = 0, 1, 2 ,... . 0-r = (mK0 E ~hn,n)~ 
r, f 0 for n = 0, 1, 2,... 
and 
n log n 
1ic!2p -log I& < r5 (2.9) 
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then the sequence < = (&)~TO does not have a nonzero completely orthogonal 
sequence in A(a,,,). 
(b) If < = <L>~=, E A(am,,J, <,, # Ofor n = 0, 1, L..., and 
lim n I” ) (, 1”” = 00 (2.10) 
n-m 
and additionally 
(2.11) 
then there exists a sequence r = (v,),“=~ E A(a,,,) with q,, # 0 for infinitely 
many n, such that 
C&r),= f t,rlnC=O for m = 0, 1,2 ,... . 
Proof. (a) We consider again 
that 
00 
a sequence q = (a,,),“=, E A(a,,,,), such 
for m = 0, 1, 2 ,... . (2.12) 
Define a function F by 
F(z) = x [,q,zn. 
!I=0 
Since ( &qn] < ]<,I for almost all n, we have by (2.9) 
n log n 
“~+s,“p -log 1 f&q, / 
n log n 
< 1iyA-v -log ,<,, < 5, 
This means that F is an entire function of order p less than r. By assumption 
(2.12) and by (2.8) the sequence of zeros (&J~,o of F has an exponent of 
convergence 
log m 
Hence we have 
p < r<to. 
But by a Theorem of Hadamard (see [7, Chap. II, p. 2881) it follows that 
to < p. Therefore F = 0 and II,, = 0 for n = 0, 1, 2 ,... . 
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(b) By Borel’s theorem (see [7, Chap. II, p. 2921) there exists an entire 
function @ of order r and finite type (by (2.11)) such that @(rm) = 0 for 
m = 0, 1, 2,. . . . If we write Q(z) = C,“=O q),zn, we have 
lim+Lup n yr I(4,I “n < co. 
Define ?j, = cp,/<, for n = 0, 1. 2,... . Assumption (2.10) gives 
hence (v,),“,-~ E /i(a,,,) and v, # 0 for infinitely many n. Therefore 
‘2 
1 c&fj,r;= 5 qlnY;=@(r,)=O for m = 0, 1, 2 ,..., 
I, -0 n=O 
which proves (b). 
For the case that the number r in Proposition 2.4 is 0 or co, we can show 
the following proposition, which can be also applied for the case that 
O<t<co. 
PROPOSITION 2.4. Let r = (r-,)2=,, be a strictly increasing sequence ,of 
positive real numbers such that lim,_, r,,, = 00. Let n,(R) be the counting 
function of the sequence (r,)~=,, i.e., the number of elements of the sequence 
(r,)::, in the interval (0, R]. DeJine am,n = ri for m, n = 0, 1, 2,... and let 
5 = (r,,),“=, E A(a,,,) with r, # 0 for n = 0, 1, 2 ,... . Let 
A&(R)= sup l&i R”. 
osn<x: 
n,(R > log R 
logfi,(R’) -+ a3’ 
when R + co, (3.13) 
then the sequence < = (c&,)~=~ does not have a nonzero completely orthogonal 
sequence in A(a,,,). 
Proof: Let 7 = (qn)pEo E A(a,,,) and suppose that 
x &a,rz=O for m = 0, 1, 2 ,... . 
n-0 
It follows that 
@,.,(R) < Kfi,(W for all R > 0, 
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where 5 . q = (&q,,)FEO and K is a constant depending only on II. Define a 
function F by 
F(z)= c &fj,z” 
fl=O 
and let < = (<“)FZo be the sequence of zeros of F. Then by our assumption we 
have that 
n,(R) a n,(R) for each R > 0. 
Now we obtain 
-R* n,(t) 
n,(R)logR<q(R)logR< f”Tdr$( 
‘R ‘0 
t dt. 
Suppose that F has a zero of order A at the origin. Then, by Jensen’s formula 
(see 17, Chap. II, p. 230]), we have 
log 1 F(R* e’“)l dq - log 
FcA\‘(0) 
I .I 
T 
= O(log M,(R *)), 
where M,(R ‘) = max,,, g Zn 1 F(R *e’“)l. Hence we obtain 
n,(R) log R = O(log M,(R ‘)). 
It is easily seen that 
fit.,(R) = OWAR)), 
which implies that 
n,(R) log R = 0(&?&R ‘)). 
Now, by assumption (2.13), we obtain F = 0 and qn = 0 for n = 0, 1, 2 ,..., 
which proves Proposition 2.4. 
EXAMPLE. We take (rm)zZo for a real number r > 1. Then we have r = 0 
and n,.(R) > C, log R, where C, is a constant. Let <, # 0 for n = O., 1, 2 ,... 
and ]r,] = O(e-““) for a real number F > 0. It is easily seen that 
log h&(R) < C, log R log log R, 
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where C, > 0 is a constant. Hence we obtain 
n,(R Ilog R C,(log RI2 
log &(R ‘) > C,l~gR~loglogR~~~ 
(R + 00). 
This means that condition (2.13) is satisfied and that we can apply 
Proposition 2.4. 
In the last proposition of this section we consider Kothe sequence spaces 
/i(am,“), where (a,,,):,,=, is a certain upper triangular matrix. Clearly, here, 
the inequalities am,n < a,,,+ ,,n are not satisfied for each m, n = 0, 1, 2 ,... . Let 
(dk)& denote a nondecreasing sequence of positive numbers. The 
Gel’fond-Leont’ev derivative 9 of a functionf(z) = C,“=, akzk is defined by 
Qf(z)= T dkakzk-’ 
k=l 
(see 131). As in [1] or [2] we suppose that the sequence (dk)p!, satisfies the 
following conditions: (d,, i/dk)Tz i is nonincreasing and has limit 1. Then it 
follows that 
lim dk’k = 1. 
k+m 
Thus if f has radius of convergence c(j) then G3f has also radius of 
convergence c(f). The operators Q” are the successive iterates of @ and we 
have 
$pf(z)= 5 %a$ k-m , 
k=m ek 
where e, = d, = 1 and e, = (d,d, ..e d,J-‘, for n 2 1. We write 
E(Z) = T ekzk 
kc0 
and note that this function bears the same relationship to the operator @ that 
the exponential functions bears to the ordinary differentiation. This means 
E(0) = 1 and BE(z) = E(z). 
Define the E-type of the function f to be the number 
t,(f) = liy+tip 1 ak/ekjlik. 
For every operator g there exists a constant W(g), the so-called Whittaker 
constant, with the following properties: 
PROJECTIVE LIMITS OF HILBERT SPACES 443 
(i) 0 < d,/2 < IV(g) < d,, 
(ii) if rE(f) < IV(g) and each of J; ~~ @‘A... has a zero in 
{z : Iz] < l), thenfr0, 
(iii) there exists an F such that zE(F) = W(g) and each of F, BF, 
@‘F,... has a zero in {z : ]z 1 < I} (see Buckholtz and Frank [ 1 I). 
Now we define for a sequence (L,)??, of complex numbers the polynomials 
Q,<z; A,,,..., A,-, ) by Qo(z) = 1 and 
m-1 
Q,(z; A,,..., 
7 
&,-l)‘emzm - \ e,-k~km~kQk(z;~O,...,~k-l). 
kz0 
These polynomials are called the Gonc’arov polynomials belonging to the 
operator 3. One verifies easily that 
g’Q,(Aj; A0 y***> A,- 1) = 6mj (see 111). 
Therefore the polynomials Q,(z; &,..., A,-,) are biorthogonal to the linear 
functionals 
(2.14) 
We consider the problem under which conditions the polynomials 
Q,&;&,...,&-,> constitute a basis in the space z of all holomorphic 
functions on the open disc {z : Iz 1 < r), i.e., 
f(z) = 2 ~“f(A,> Q&i Lo,..., A,-,> 
m=o 
for each f E z, where the representation off is unique. In [2], Frank and 
Shaw investigated the above problem and the following proposition is an 
easy consequence of their Theorem A: 
PROPOSITION 2.5. Let (&,)~=, be a sequence of complex numbers such 
that 
/AmI +, m = 0, 1, 2 ,..., 
m+l 
for a real number s > 0. Then the Gonc’arov polynomials Q,(z; Lo,..., A,_,) 
constitute a basis in each space 6 for 
r > s/W(g). 
We are now able to state our next proposition. 
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PROPOSITION 2.6. Let am,n = 0 for n < m and am,n = (e,-,/e,) A”,-” for 
n > m, where (&,Jz=, is a sequence a positive numbers such that 
n,d-3 
d 
m = 0, 1, 2,. .., 
mtl 
for a real number s > 0. If r = (<,)rEO E A(amQn), <, # 0 for n = 0, 1,2 ,... 
and 
W(Q) 
iim sup / <,I I” < ___ A l/Z 0 ’ n-m s 
(2.15) 
then the sequence < = (&,)F=“,, does not have a nonzero completely orthogonal 
sequence in A(a,,,). 
Proof. By Proposition 2.5, the GonEarov polynomials Q,(z; A,, ,..., ,I,,- ,) 
constitute a basis in each space CFr for r > s/W(@). Let 
rl = (q,):?,, E A(a,,,) be such that 
21 (J$!.s~~-“‘=() 
n-m en 
for m = 0, 1, 2 ,..., and define a function g by 
a: 
Since q E A(am,J, we have, for m = 0, 
This means that 
lim sup ( g, (‘ln < 1, ‘12. 
n-cc 
Therefore 
which implies that g E XV, for an r > s/W(9). By formula (2.14) we now 
obtain 
PROJECTIVE LIMITS OF HILBERT SPACES 445 
for m = 0, 1, 2 )... . In view of the fact that the Goncarov polynomials form a 
basis in %c, we conclude that g = 0 and vn = 0 for n = 0, 1, 2 ,...., which 
proves the proposition. 
EXAMPLE. If we take d, = 1 for n = 1,2,... and a bounded sequence of 
positive numbers (&,J~=,, then the assumptions of Proposition 2.6 are 
fulfilled. We have um.n = A:-“’ for n > m and the Whittaker constanl. IV(g) 
belonging to this Gel’fond-Leont’ev derivatives lies between 0.549 and 0.56 1 
(see 121). 
3 
In this section we consider the Kothe sequence space 
A(n’“)= < ((,),“=, : c /(,12n2m ! < co, Vm = 1,2 ,... ) tl=l I 
and show that the appearing results are sharp in a certain sense. Here we use 
some methods of Fourier analysis. (For a similar result see 141.) 
PROPOSITION 3.1. Let C= (r,),“:, E A(n’“) and suppose <, f 0 for 
n = 1, 2,... and 
I t, I = O(eetn), (3.1) 
where E > 0. Then the sequence c = (<,,)F=, does not have a nonzero 
completely orthogonal sequence in A(n’“). 
Proof. Let q = (q,),“=, E A(n’“) and assume that 
\‘ &fj,n’“=O for m = 1, 2,... . 
n=1 
(3.2) 
Define a function F by 
where <-, = &,, q-,,=q,, and &fl,=-2C~=,~&,I?,. Then F is even, 
F(0) = 0 and, by (3. l), we have I&q, 1 = 0(e-‘“). This means that F is 
holomorphic in the strip 
S,={z:z=x+iy,jyl<e). 
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If we compute the derivatives of F in the point z = 0, we obtain 
Fcm)(0) = c r, ?jn(in)m, m = 0, 1, 2 )... . 
n=-00 
Hence, by (3.2) 
F(2m)(0) = 0 for m = 1,2,... . 
By the fact that F is even and holomorphic in the strip S,, we obtain that 
FE 0. Therefore 
rT e inx _ n n -0 for each x E R. 
And by the uniqueness of Fourier series, we obtain v,, = 0 for n = 1, 2,..., 
which proves the proposition. 
The following result is our basic tool in showing that Proposition 3.1 is 
sharp in a certain sense. 
LEMMA 3.2. Let a > 1 andpj=(l +j)-Qforj=O, 1,2 ,.... Define 
Then 
I w(n)1 = O(exp(-Cn”“)), (3.3) 
where C > 0 is a constant. 
Proof. Since a > 1, the series CJ?zO,uj is convergent; hence the product 
is absolutely convergent. Next we use the product expansion of the sine 
function and obtain 
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This product converges again absolutely. Now define k, = [nV”] and observe 
that 
fi’fi (l-g)=fljQn(l-g) 
j=k, /=I 
= fi ev [ ,$ log ( 1 - $$-) ] . 
II 
Since 
p;n2 
T< 1, for j > k,, n = 0, 1, 2 ,..., and I = 1, 2 ,..., 
we obtain 
Further, we have 
” ? (1 + j)-2m>-&Kk,2ut1 
Izx2j2, 
> -f-K, 
’ 12p2 
~1-2a,,a=~-f-nl/cl 
12n2 ’ 
where K > 0 is a constant. This yields 
= exp(-Cn”*), where C = K F Ie2 > 0. 
r2 ,5 
Since lsin XI < 1x1, we obtain 
< 1 . exp(-Cn”“) 
and Lemma 3.2 is proven. 
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PROPOSITION 3.3. Let p > 1 be such that 
cc 
“ (1 +j)-” < 71. 
Jzj 
(3.4) 
Suppose that r = (r,),“=, E A(n’“), <,, f Ofor n = 1,2,..., and 
It, I Z Cl exp(-C2 n”4>3 (3.5) 
where C,, C, > 0 are constants. Then there exists a sequence 
rl= (v,)F=, E A(n’“), with q,, # 0 for infinitely many n, such that 
oc 
\‘ &q,n** = 0 for m= 1,2,.... 
n-1 
Proof: It is easy to see that there exist sequences < = (r,),“= r E A(n’“), 
such that (3.5) is satisfied; take, for instance, 5, = exp(-n’lD). Choose a > 1 
with a < /3 and 
G (1 + j))U <z 
,s 
(3.4) 
This is possible by (3.4). Now define pi = (1 + j))“, j = 0, 1, 2 ,... . Write 
w(n) = jyi -$+!f- for n E L 
J 
and define a function f by 
f(t)= 2 w(n) ein’ for t E [-7r, 7~1. 
n--cc 
Then by Lemma 2.7 in 16, p. 1151, f is carried by [-cj”o,Uj, Cj”opj] and it 
is infinitely differentiable. Further, f,qk 0, as ~(0) = 1. Since w(n) = w(-n), f 
is an even function. Define 
g(t) = f (t + 7r) = c w(n) einn einf for -7C<t<O 
n=-cc 
=f(t-n)= c w(n) e-inn einl for 0 <t Q 71, 
n=-oc 
as e inn _ -epinn for each n, g is also an even and infinitely differentiable 
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function on [-n, rr]. We write p(n) = v(n)eiz”, n E L. By definition of g we 
have 
Hence it follows by (3.6) that 
Therefore 
f qqn) nzm = 0, for m = 1, 2,... . 
!7=I 
Now define 
(3.7) 
Then, by Lemma 3.2 and by (3.5), we obtain 
Iqnl < [C, exp(-Cn”“)][C;’ exp(C,n”‘)], 
where C, > 0 is a constant. By construction, a </I, and this implies that 
q = (vn)Fz 1 E A(n’“), as is easily seen. Now we have by (3.7) 
cc cc 
y r, fj”rP = x p(n)n*m = 0, for m = 1, 2,..., 
II=1 n=l 
which proves the proposition. 
Remark. If a sequence < = (t;,):! I satisfies (3.5), then it does not satisfy 
(3.1). 
4 
In this section we consider the space Y(lR) of all infinitely differentiable 
functions (D: R + G such that ]/ v, lIP < co for p = 1, 2,..., where 
1) ‘pJlp = sup{ / tkq+q’(O : 0 < k, q < P; t E R 1. 
The topology on P’(lR) is defined by the sequence of norms (]I . ]],),,R.. An 
inner product on Y(lR) is given by 
(Y. w>o :=I v(t) v(t) dt, for (p, v E Y(R). 
11 
4OY%O.? I I 
450 FRITZ HASLINGER 
We define a linear operator A: Y’(lR) -+ Y(W) by 
@9)(t) = l - (27cW) - 9’(G) 
2&I 
for 9 E Y(W). 
Set 
h,(t) = qGnt2. 
Then h, E .Y’(IR). The Hermite functions (Iz,,)~~~ are defmed by 
h,,(t) = + (~“h,N)~ n E N (see Mityagin (81). 
The Hermie functions (h,)pEO consitute a basis in S“(lR) (see Rolewicz 
1131). 
Further we have (h,, hk)o = a,,, and for 9 E P(IR) 
where vn = (9, hJo. 
Now we define a sequence of inner products X = {( , )m}meNO, which yields 
the original topological of Y(l??). We set 
for m = 0, 1,2,... (see Rolewicz [ 131). Now we are able to prove that certain 
functions belonging to Y(lR) are “cyclic” in the space of the tempered 
distributions. 
PROPOSITION 4.1. The tempered distributions (Lr)z= 0, defined by 
L:(9) = (9, w>, = j- (A “9)(t) (4 “u/)(0 dtt 
n, 
far 9, v E L4c(R), m = 0, 1,2 ,..., form a total subset of S“‘(R), if 
and 
(WY h,), + 0 for n = 0, 1, 2,... 
lim sup ](9, hJOj”” < 1. n-m 
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Proof. By definition of the Hermite functions we have 
(4.1) 
Let 
and w = ? (~3 &John 
n=0 
be the basis expansions of p, w E Y(lR). By formula (4.1) it follows that 
(~5 w>, = : b h,)oL 5 (w, h,)oh, 
n=O ?I=0 m 
= f (cp, h,),A”%,,, 1 
( 
K (WY h,JoAmh, 
n=O ?I=0 0 
dG-sh 
If% 
n+m, 2 (WY hn>o 
dGvh 
n=0 fi 
From this we obtain by the orthonormality of the Hermite functions 
((4, w>, = 2 (co, h,)o cia (n + l)(n + 2) --. (n + ml. (4.2) 
Now suppose that (q, w), = 0 for m = 0, 1,2,..., and consider the function 
F(z)= : (~,h,)o(V/,h,)o(l-z)~(n+‘~. 
!I=0 
Since the sequence ((q, h,),}~=, is rapidly decreasing, i.e., 
lim,,,(rp, h,JOnm = 0 for each m E IN, and 
lim sup I(w, h,JoI1’” < 1, n-m 
it follows that 
lim sup i(q, h,Jo (v, hJo I”” = r < 1. n-m 
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This means that the function F is holomorphic for 1 z - 1 ( > r. For 1 z 1 < 1 we 
have 
(1-z)- (n+l)- T - - n+mm .zm 
!?I=0 i 1 
= T (n + l)(n + 2) ... (n + m) $. 
I?=0 
Now we obtain, for the mth derivative of F in the point z = 0, 
Fcm)(0) = f. (cp, hJo (w, &Jo (n + l>(n + 2) ... (n + m-1; 
formula (4.2) and the assumption that ((D, w), = 0 for m = 0, 1, 2,... imply 
F'"'(O)= 0 for m = 0, 1, 2 ,... . 
Therefore we have F = 0. Further we have assumed that 
(WV 4Jcl f 0 for n = 0, 1, 2 ,..., 
and together with the uniqueness of the Laurent series 
F(z)= F (ul,k,>,, (v,h,), (1 -z)P+*) 
this gives 
= n$o (ca, &)o (v, kJo w”+‘(z - l)P+‘) 
((49 hl)o = 0 for n = 0, 1, 2 ,... . 
The uniqueness of the basis expansion by the Hermite functions in Y(R) 
implies o s 0. Now by Proposition 1.1 the proof is finished. 
Remarks. 1. The adjoint A* of the operator A: y(R) -+ y(R) with 
respect to the inner product ( , ),, is given by @*q)(t) = 
(l/2 &)(2ntp(t) + q’(t)) for v, E Y(R). We have 
and 
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for p, v E Y(R), m = 0, 1, 2 ,... . The functionals LT in Proposition 4.1 can 
now be written in the form 
L,m(P) = GA w), = (PY A*mAmW)o. 
2. Let a > 1 and consider the sequence 
a, = exp[-(log n)a], n = 1, 2,... . 
Then hJnsN decreases rapidly, but 
lim sup a,Yn = 1. 
n-o2 
This means that the assumptions in Proposition 4.1 are not satisfied for each 
function Ic/ E Y(R). 
5 
The purpose of this section is to establish some examples of spaces with 
the property that for each vector there exists a nonzero completely 
orthogonal vector. We will also give some examples of spaces with two 
different sequences of inner products, generating the same topology, which 
have the property that for the first sequence of inner products we can find a 
nonzero completely orthogonal vector for each vector, and for the second 
sequence of inner products there are some vectors without nonzero 
completely orthogonal vectors. 
A first example of a space with the above property is the space R(G) of 
all holomorphic functions on G, where G = C\{O}. The topology in Z(G) is 
the topology of uniform convergence on compact subsets of G. The functions 
VIIEB constitute a basis in R(G). Consider the sequence K, of compact 
subsets of G. where 
Then 
K, = {z : l/m < IzI <m} for mEIN. 
sup{1z”l : z E K,} = m’“‘, 
for m E N and n E Z. 
Since the Laurent series of a function X(G) converges absolutely and 
uniformly on each compact subset K,, the space R(G) is isomorphic to the 
Kothe sequence space Z’(m’“‘), where 
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the isomorphism 
is given by 
for f E ,X(G) with Laurent series expansion 
And since 
mlnl 
gz (m + I)‘“’ < O” 
foreach mEN, 
l’(m”‘) is isomorphic to /i(m”“‘), where 
A(m”“‘) = 
I 
r = (<“)nen : J’ lQdn’12 < co, Vm E N 
nzR 1 
(see Rolewicz [ 131). 
Hence by 
for m E N, f, g E Z(G) with Laurent series expansion 
f(z) = x L&Z” and g(z) = 1 qnzn, 
rzE1 nsL 
a sequence {( y LLN of inner products in Z(G) is defined, determining the 
original topology on Z(G). 
If f is an arbitrary nonconstant element of Z(G), i.e., f(z) = CneP C&Z” 
and c,,, # 0 for a certain integer n, E Z\{O}, then the nonzero function 
satisfies the relation 
g(z) = fmnoZn” - fnoz-“o 
(.A s>, = 0 for each mE N. 
And ifS= const, then 
CL gL?l = 0 for each m E N 
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holds for each g E Z(G) with 
g(z) = 1 rnzn 
neT 
and v. = 0. 
This means that for each function f E Z(G) there exists a nonzero function 
g E Z(G) being completely orthogonal to f, i.e., (f, g), = 0 for each 
m = 1, 2,... . 
But by Proposition VIII.3.5 in [ 131, the space Z(G) is isomorphic to the 
space S, of entire functions. In LFa a topology-generating sequence of inner 
products is defined by 
where y,(t) = rm f?2nif, t E [0, l] and r,-+ co. With the help of 
Proposition 2.4 it is easy to show that there are some functions f $0 in Rm 
for which there exist no other functions g g 0 in 3, being completely 
orthogonal to f with respect to the sequence of inner products ([ . , . I,}. 
Another example is the space Er(IR) of all infinitely differentiable 
periodic functions f: IR + C with period 2n. The topology in %YT(lR) is deter- 
mined by the sequence of seminorms 
for m = 0, 1, 2 ,... . 
Now consider the sequence of inner products 
for fi g E @F(lR) and m = 0, 1,2 ,... . Then the sequence of seminorms 
IfIm=ufE*~ m = 0, 1, 2,..., 
yield a topology equivalent to the original one (see Rolewicz [ 121). Set 
e,(t) = - e’ 
&i Int 
for nEZ. 
It is well known that each f E Q:(D) has a Fourier expansion 
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that converges to f uniformly in all derivatives, where 
This means that the functions (eJnEl constitute a basis in g?(R) and we 
can write 
for f, g E S??(R) and m = 0, 1, 2 ,... . Let f be an arbitrary nonconstant 
function in g?(R), i.e., (f, e,& f 0 for a certain integer n, E Z\(O). As in 
the former example the function 
g(t) = (f, e-nO)OenoW - CL e,J, e-&> 
satisfies again 
(f, g), = 03 for m=O, 1,2 ,.... 
And for a cnstant function f there is also no difficulty. Therefore for each 
function f E S???(R) there exists a nonzero completely orthogonal function 
g E g:(R). Nevertheless it is interesting to mention that we have the 
opposite situation in certain infinite dimensional subspaces of %7?(R). For 
example, let [S?T(lR)]+ be the subspace of ‘Z?(R) spanned by the function 
satisfies the condition (J; e,), # 0 for each n = 0, 
for an E > 0, then by methods analogous to those of Proposition 3.1 it can be 
shown that for f there exists no nonzero completely orthogonal function 
g E [Z~(lR)]+ with respect to the inner products { ( , )m},“=O. 
By Proposition 1.1, we can state the following. 
PROPOSITION 5.1. Let f E [Q;(R)] + satisfy the conditions 
CL en), f 0 for n = 0, 1, 2,... 
and 
I(.6 en), I = O(e-‘“) 
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for an E > 0. Then the continuous linear functionals (L,“)z=, defined by 
L,m( g) = j-n g(t)f’2m’(t) dt 
-n 
for g E FT(~)l+ T form a total subset of the dual space [5FF(R)]‘+. 
This follows at once from the fact that, integrating by parts, we obtain 
(g,f),=j-n g(m’(t)f(m’(t)dt=(-l)“‘~n g(t)f’2m’(t)dt. 
-x -an 
Now let R(C”) be the space entire functions of k complex variables (k > 2) 
equipped with the topology of uniform convergence on compact subsets of 
Ck. It is easily seen that the sequence of inner products X = { ( , )m),“zO 
defined by 
where f,gEAY(Ck), T,,,={3=(z1,...,zk):Izjl=em, l<j<k}, yields a 
topology on Z(Ck) equivalent to the original one. In fact one has 
(.A g>, = T a, b, ezmi”‘, 
,,=O 
where v is a multi-index v = (vi ,..., vk), 1 VI = v, + . . . + vk and Cr=“=, stands 
for C;=, C:=, ..a CQ,, and the functions f and g have the Taylor series 
f(3)= S av3” and g(3)= f bus”, 
u=o v=o 
where ~“=zI;~z~z.-. z;lk. 
Now let f be an arbitrary entire function with Taylor series 
f(3)= F a,3’ 
v=o 
and let v = (vr ,..., vk) and v’ = (v; ,..., vi) be two different multi-indices with 
the property Iv/ = Iv’ I. Then the entire function 
458 FRITZ HASLINGER 
satisfies the relation 
(f, &%I = 0 for m = 0, 1, 2 ,... . 
But by a result of Rolewicz [ 121, A?(C”) is isomorphic to the Kijthe 
sequence spaces 
= if= (&J,“=,: “, I 1 I<, exp(m +%)I’ < co, V m = 0, 1,2 ,... n=O I . 
Let 
T : Z(Ck) + A(exp(2m fi)) 
be a topological isomorphism. 
Now we can introduce another sequence ‘2, = { (, ),,,}zCO of inner products 
in 3 (C”), which yields the original topology 
(f, g>, := [T(f), T(g)l,, m = 0, 1, 2,..., 
for f, g E X(C”), where 
[R/-h Tk)l, = c &fin ew(2m iG1 n=O 
for 
T(f) = c <,,e, and T(g)= 2 %& 
i7=0 n=O 
where e, = (S,)j”=,. 
Now we take a function f E X(Ck) such that 
r, f0 for n = 0, 1, 2,... 
and 
I t, I = Wed-E exp(2 fil>>, 
for an E > 0, where 
T(f)= 9 tie,. 
?7=0 
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Suppose that there exists an entire function g + 0, such that 
(L g>, = 03 for m = 0, 1, 2 ,... . 
This means that 
g <, f, exp(2m $4) = 0, 
n=O 
for m = 0, 1, 2 ,..., 
where 
T(g)= f vs,. 
n=O 
Now consider the function 
F(z) = f (, rf, exp[iz exp(2 fi)]. 
n=O 
Then by methods analogous to those in Proposition 3.1, it can be shown that 
FE 0 and vn =0 for each n = 0, 1, 2 ,..., which means that the function 
f ER(C?) does not possess a nonzero completely orthogonal (with respect 
to the sequence { ( . , . ),}) function g E R(C). 
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