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ABSTRACT
This dissertation covers the four major parts of my PhD research: i) Modeling instanta-
neous correlation ii) Quantifying time-lag correlation iii) Modeling time-lag correlation iv)
Modeling and application of heteroskedasticity.
For modeling instantaneous correlation, we study the limitations of random matrix
theory (RMT) and investigate the impact of autocorrelations on the results of RMT. We
propose autoregressive random matrix theory (ARRMT) which takes into account the
impact of autocorrelations on the study of crosscorrelations in multiple time series. We
illustrate the method using air pressure data for 95 US cities.
For quantifying time-lag correlation, we propose time-lag random matrix theory (TL-
RMT) and nd long-range magnitude crosscorrelations in nancial, physiological and ge-
nomic data.
For modeling time-lag correlation, we propose a global factor model (GFM) and build
the relationship between the autocorrelation of the global factor and the time-lag cross-
correlation among individual time series. We apply the method to equity indices data
for 48 countries and nd that a single global factor can explain most of the time lag
crosscorrelations among these indices.
For modeling and application of heteroskedasticity, we propose a high frequency trading
model using two fractionally intergrated autoregressive conditional heteroskedasticity (FI-
ARCH) processes, and explained the fat-tailed distribution of returns and the long memory
vii
in volatilities of nancial data.
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Chapter 1
Introduction
My research focuses on application of statistical physics methods in nancial time series
modeling. This dissertation will expand in the following way: In the rst half, it revisits
random matrix theory, a method proposed by Eugene Wigner to model collective behavior
in nuclear physics, which was later applied to nancial and other time series data to nd
the signicance of correlations in a system. We discussed the limitations of the method
and proposed several models based on RMT. In the second half, it covers the application
of the heteroskedasticity to trading models.
In part I, in order to study the statistical structure of crosscorrelations in empirical data,
we generalize random matrix theory (RMT) and propose a new method of cross-correlation
analysis, which we call autoregressive random matrix theory (ARRMT). ARRMT takes
into account the inuence of auto-correlations in the study of cross-correlations in multiple
time series. We rst analytically and numerically determine how auto-correlations aect
the eigenvalue distribution of the correlation matrix. Then we introduce ARRMT with
a detailed procedure of how to implement the method. Finally we illustrate the method
using two examples taken from ination rates for air pressure data for 95 USA cities.
In part II, we study long-range magnitude cross-correlations in collective modes of real-
world data from nance, physiology, and genomics using time-lag random matrix theory.
We nd long-range magnitude cross-correlations (i) in time series of price uctuations,
(ii) in physiological time series, both healthy and pathological, indicating scale-invariant
interactions between dierent physiological time series, and (iii) in ChIP-seq data of the
mouse genome, where we uncover a complex interplay of dierent DNA-binding proteins,
2resulting in power-law cross-correlations in xij , the probability that protein j binds to
gene i, ranging up to 10 million base pairs. In nance, we nd that the changes in singular
vectors and singular values are largest in times of crisis. We nd that the largest 500
singular values of the NYSE Composite members follow a Zipf distribution with exponent
 2. In physiology, we nd statistically signicant dierences between alcoholic and control
subjects.
In part III, we propose a modied time lag random matrix theory in order to study time
lag cross-correlations in multiple time series. We apply the method to 48 world indices,
one for each of 48 dierent countries. We nd long-range power-law cross-correlations
in the absolute values of returns that quantify risk, and nd that they decay much more
slowly than cross-correlations between the returns. The magnitude of the cross-correlations
constitute \bad news" for international investment managers who may believe that risk is
reduced by diversifying across countries. We nd that when a market shock is transmitted
around the world, the risk decays very slowly. We explain these time lag cross-correlations
by introducing a global factor model (GFM) in which all index returns uctuate in response
to a single global factor. For each pair of individual time series of returns, the cross-
correlations between returns (or magnitudes) can be modeled with the auto-correlations
of the global factor returns (or magnitudes). We estimate the global factor using principal
component analysis, which minimizes the variance of the residuals after removing the
global trend. Using random matrix theory, a signicant fraction of the world index cross-
correlations can be explained by the global factor, which supports the utility of the GFM.
We demonstrate applications of the GFM in forecasting risks at the world level, and in
nding uncorrelated individual indices. We nd 10 indices are practically uncorrelated
with the global factor and with the remainder of the world indices, which is relevant
information for world managers in reducing their portfolio risk. Finally, we argue that
this general method can be applied to a wide range of phenomena in which time series are
measured, ranging from seismology and physiology to atmospheric geophysics.
In part IV, nancial markets exhibit a complex hierarchy among dierent processes,
3e.g., a trading time marks the initiation of a trade, and a trade triggers the price to change.
High-frequency trading data arrive at random times. By combining stochastic and agent-
based approaches, we develop a model for trading time, trading volume, and price changes.
We generate intertrade time (time between successive trades) ti, and the number of
shares traded q(ti) as two independent but power-law autocorrelated processes, where
ti is subordinated to q(ti), and ti is more strongly correlated than q(ti). These two
power-law autocorrelated processes are responsible for the emergence of strong power-law
correlations in (a) the total number of shares traded N(T ) and (b) the share volume
QT calculated as the sum of the number of shares qi traded in a xed time interval T .
We nd that even though q(ti) is weakly power-law correlated, due to strong power-law
correlations in ti, the (integrated) share volume Q(T ) 
PT
i=1 q(ti) exhibits strong
long-range power-law correlations. We propose that intertrade times and bid-ask price
changes share the same volatility mechanism, yielding the power-law auto-correlations in
absolute values of price change and power-law tails in the distribution of price changes. The
model generates the log-linear functional relationship between the average bid-ask spread
hSiT and the number of trade occurrences NT , and between hSiT and QT . We nd
that both results agree with empirical ndings.
Chapter 2
Generalization of Random Matrix Theory
2.1 Introduction
Cross-correlations have been observed in the outputs of a wide range of phenomena includ-
ing nanodevices [1, 2, 3], in various elds of wave physics such as ultrasonics [4], underwater
acoustics [5], geophysics [6, 7], seismology [8], and nance [9, 10, 11, 12]. Numerous methods
have been introduced to analyze cross-correlations between time series [9, 10, 13, 14, 15, 16]
among which random matrix theory (RMT) is one of the most popular methods in ana-
lyzing cross-correlations in multiple time series [9, 10, 17, 18, 19, 20, 21, 22, 23, 24]. The
usual approach in RMT is to study the eigenvalue distribution of a Wishart matrix, which
is the correlation matrix for nite-length independent and identically distributed (i.i.d.)
series, and compare it to the eigenvalue distribution of the cross-correlation matrix of an
empirical time series. Deviations between these two distributions might then suggest the
presence of cross-correlations in the data. In this paper we discuss the limitation of using
RMT when empirical data are strongly autocorrelated, and propose a generalization of
RMT, autoregressive random matrix theory (ARRMT) to address this problem.
2.2 Impact of Autocorrelations on Random Matrix Theory
When cross-correlations are calculated for empirical data, the degree of cross-correlations
between the two time series is usually measured by the cross-correlations coecient, dened
as X;Y =
cov(X;Y )
XY
= E[(X X)(Y Y )]XY , where X Y are the standard deviations of X and
Y , respectively, and X and Y are the expected values of X and Y , respectively. The
5sample cross-correlation coecient can be calculated by
r =
1
T   1
TX
i=1

Xi   X
sX

Yi   Y
sY

: (2.1)
For the Wishart matrix for N uncorrelated i.i.d. time series, each with length T  N ,
the eigenvalues follow a Marchenko-Pastur distribution: P () = Q2
p
(+ )(  )
 [25],
where Q  NT and
 = 1 +
1
Q
 2
r
1
Q
(2.2)
are the maximum and minimum eigenvalues of W. According to RMT, the dierence be-
tween the eigenvalue distributions of an empirical cross-correlations matrix and a Wishart
matrtix indicates the presence of cross-correlations and collective modes in the empirical
time series. If cross-correlations are present in the empirical time series, we expect some
eigenvalues being larger than +, where the largest eigenvalue L indicates the global be-
havior of the multiple time series. The eigenvalues smaller than + and their corresponding
eigenvectors are considered as noise.
However, RMT has serious limitation when applied in practise, since it doesn't take into
account that the empirical eigenvalue distributions of the cross-correlation matrix can be
inuenced by auto-correlations in empirical data. The i.i.d. time series used to calculate a
Wishart matrix generally dier from the empirical time series since commonly in contrast to
i.i.d. time series, in the empirical time series there are (i) cross-correlations between pairs
of time series, and (ii) there are auto-correlations in individual time series. Therefore, the
dierence between the eigenvalue distributions of the empirical correlation matrix and the
Wishart matrix can be caused by either cross-correlations or auto-correlations in empirical
data.
Autocorrelations change the eigenvalue distribution of uncorrelated time series by chang-
ing the distribution of the sample correlated coecients between each pair of data. If (X;Y )
6has a bivariate i.i.d normal distribution, then the Fisher transformation of r, 12 ln

1+r
1 r

is approximately normally distributed with mean 12 ln

1+
1 

, and standard error 1p
N 3
[26]. For a limit when jrj  1 and T  1, the distribution of the sample correlation
coecients for N i.i.d. series is well approximated by a normal distribution with mean
zero and standard error
q
1
T . However, the distribution of r will change when both X and
Y are autocorrelated time series.
To simplify derivation of the distribution of r between autocorrelated time series, we
use a standardized time series zt = (Xt hXti)=sX . The sample cross-correlation coecient
between Xt and X
0
t can be expressed as r = hztz0ti = 1T
PT
t=0 ztz
0
t. We assume that Xt and
X 0t are not cross-correlated, but both Xt and X 0t are auto-correlated. Thus r is a random
variable with expectation zero and variance
V ar(r) =
1
T 2
X
t
X
t0
E(ztzt0)E(z
0
tz
0
t0) (2.3)
=
1
T 2
X
t
X
t0
djt t
0j; (2.4)
where we use E(ztzt0) = A(jt t0)) and E(z0tz0t0) = A0(jt t0j), and A(jt t0j) and (A0(jt t0j))
are the auto-correlations of Xt and X
0
t, respectively, where jt  t0j denotes the time lags.
It is straightforward to show that when jrj  1 and T  1,
V ar(r)  1
T
[1 + 2
1X
t=1
A(t)A0(t)] (2.5)
[27]. Compared to an i.i.d. time series, the variance of sample correlation coecients
is increased by 2T
P1
t=1A(t)A
0(t). We can say that Eq. (2.5) corresponds to i.i.d.
time series with a dierent number of observations [28], where the eective number of
observations T  can be obtained from 1T  =
1
T [1+2
P1
t=1A(t)A
0(t)]. Therefore by T 
we denote the equivalent length of an autocorrelated time series.
In order to show how the presence of auto-correlations aects the eigenvalue distribu-
tion, we assume that empirical time series are generated by the rst-order autoregressive
7AR(1) process,
Xt = Xt 1 + t; (2.6)
where  (jj < 1) is a parameter and  is an i.i.d. process. The auto-correlation function of
an AR(1) process decays with t as an exponential function, A(t) = jtj [29]. Applying
Eq. (2.5), the variance of sample correlation coecients for two AR(1) process, each dened
by coecients  and 0, respectively, is
Var(r) =
1
T
1 + 0
1  0 : (2.7)
Suppose we have N time series Xt, each with the same AR(1) coecient , where time
series Xt are not cross-correlated. Using Eq. (2.7), where  = 
0, with the corresponding
expression that holds for i.i.d. time series of length T  which variance is 1T  , we obtain
T  = T 1 
2
1+2
. Since the eigenvalue distribution of the cross-correlation matrix generated
by the i.i.d. time series depends only on Q = T=N , we can dened a equivalent Q as
Q = T =N =
T
N
1  2
1 + 2
: (2.8)
Similarly, the eigenvalue distribution becomes
P () =
Q
2
p
(+   )(   )

; (2.9)
where the largest and smallest eigenvalues equal to
0 = 1 +
1
Q
 2
r
1
Q
: (2.10)
The results above are approximate and hold better for weak autocorrelations. When
autocorrelations are large, the distribution of sample correlation coecients can no longer
be approximated by a normal distribution, and therefore the equations will no longer
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Figure 2.1: Eigenvalue distribution for N = 2000 autocorrelate time series each with length
T = 4000. Time series are simulated using AR(1) processes, with  from 0 to 0.6. As can
be seen from the gure, the largest eigenvalue increased from 2:9298 to 4:7257 when 
increased from 0 to 0.6.
hold, but the largest eigenvalue still increase with autocorrelation because of the increased
variance of the crosscorrelations. We simulate N = 2000 time series each with length
T = 4000. using AR(1) processes, with  from 0 to 0.6, the largest eigenvalue increased
from 2:9298 to 4:7257. See Fig. (2.1).
2.3 Method
In order to remove the inuence of auto-correlations and study only how cross-correlations
aect the data, we introduce the auto-regressive Wishart matrix, that is the correlation
matrix of articial time series fY 0t g, with no cross-correlations but with the same auto-
correlations as existing in the empirical time series fYtg. By replacing the Wishart matrix
in RMT, W, with the autoregressive Wishart matrix, W', we remove the inuence of the
auto-correlations on the eigenvalue distributions. In this way, the dierence between the
eigenvalue distributions of the empirical correlation matrix C and W' is purely due to the
9cross-correlations between time series fYtg. We call this method autoregressive random
matrix theory (ARRMT).
The steps of ARRMT is dened as:
(i) Autocorrelation test: We test whether auto-correlations are signicant among N
cross-correlated original time series Yi:t. One of the most popular autocorrelation
test is Ljung-Box test [30].
(ii) Fit autocorrelation model: We t each time series Yi;t with an appropriate auto-
correlation model, the one that is the best t for Yi;t. Based on the tting we assign
to each series i a set of model parameters (e.g., i; i; :::). The simplest model is
AR(1), while higher orders of autoregressivemoving-average (ARMA) models
Xt = "t +
pX
i=1
'iXt i +
qX
i=1
i"t i (2.11)
can also be used if AR(1) cannot t the autocorrelations very well.
(iii) Simulate: Using the tted model from (i), we simulate N time series Y 0i;t, each char-
acterized by the same coecients (i; i; :::) as we found in the original time series
Yi;t. Then, Y
0
i;t has the same auto-correlation properties as the original time series
Yi;t.
(iv) Calculate eigenvalues: We calculate the cross-correlation matrix W' of the generated
time series Y 0i;t. Then we calculate the largest eigenvalue 
0
+ of W'.
(vi) Compare: Finally, we compare the largest eigenvalue 0+ with the eigenvalues of the
correlation matrix C of the empirical time series. Eigenvalues larger than 0+ are
related to signicant factors.
When N and T are small, then the variance of the the simulated 0+ will be large.
Therefore the last step in the procedure above become:
10
(v) Repeat: We repeat steps (ii) and (iii) for n times, and calculate the 95th percentile
of 0+. We call it 0+0:95.
(vi) Compare: Finally, we compare 0+0:95 with the largest eigenvalue L of the correlation
matrix C of the empirical time series. Eigenvalues larger than 0+ are related to
signicant factors.
2.4 Empirical Results
To illustrate the ARRMT method, we apply both RMT and ARRMT to multiple time
series characterized by both cross-correlations and auto-correlations, data comprising 649
daily changes in atmospheric pressure Pi;t for 95 dierent cities in the US, dened as
Ri;t = Pi;t   Pi;t 1: (2.12)
In order to demonstrate the advantage of using ARRMT over RMT, rst we apply RMT to
air pressure changes, and calculate the 95th percentile of the largest eigenvalues +0:95 =
1:9174 of the Wishart matrix using Eq. (2.2). Then we calculate the correlation matrix of
empirical time series and the empirical eigenvalues, among which the largest eigenvalue is
L = 8:9740 ( +), indicating the existence of cross-correlations. We nd that, among
the 20 eigenvalues, there are 13 eigenvalues larger than +, indicating 13 signicant factors
inuencing air pressure of the 95 cities.
Next we apply ARRMT by assuming that AR(1) of Eq. (2.6) is appropriate candidate
to model auto-correlations in the data. Thus, by Eq. (2.6) we t each of the 95 air pressure
change time series Rt of Eq. (2.12). For each series Ri;t we obtain the AR(1) coecient
(i) . Fig.2.2 shows the distribution of AR(1) coecients, which indicates that the auto-
correlations are signicant in most of the time series. Then we generate 95 time series Y 0i;t
using AR(1) model, each with the tted value of i .
Next we calculate the correlation matrix W' of the 95 generated time series Y 0i;t and
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Figure 2.2: Distribution of AR(1) coecients of the 95 air pressure changes time series.
The distribution indicates that most of the air pressure change time series have strong
positive autocorrelations.
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the eigenvalue distribution. Fig.2.3 shows the largest eigenvalue for the Wishart matrix
W and autoregressive Wishart matrix W'. We nd, as expected due to the presence of
auto-correlations in the data, that the 95th percentile of largest eigenvalues of matrix W',
0+0:95 = 2:5922, is larger than +0:95 = 1:9174 calculated for the Wishart matrix W. Then
we compare 0+0:95 of Eq. (2.10) with the largest eigenvalues obtained for the empirical
correlation matrix of the ination rates and nd that ARRMT reveals that there are only
8 signicant eigenvalue larger than 0+. Thus, taking into account the presence of auto-
correlations in the data, ARRMT nds out that there are only 8 factors that accounts for
the air pressure changes in the 95 cities.
In practice, when empirical data exhibit auto-correlations with longer memory, AR(1)
should be replaced by the more general AR(n) process Xt = "t +
Pp
i=1 'iXt i, and we t
each time series with a higher-order AR(n) model. In this example, we nd that AR(10) ts
the data better than AR(1). Applying AR(10) model, we nd that the largest eigenvalue is
0+ = 2:823. Although it is larger than 2:592 obtained by AR(1), the number of signicant
factors is still 8.
2.5 Summary
We nd that auto-correlations can signicantly inuence the eigenvalue distribution of the
correlation matrix, and that RMT is therefore unreliable in analyzing cross-correlations in
multiple time series characterized also by strong auto-correlations. To take into account the
presence of auto-correlations in cross-correlated time series, we introduce auto-regressive
random matrix theory (ARRMT). In ARRMT we use a modied Wishart matrix which
takes into account auto-correlations commonly present in empirical data. The dierence
between the eigenvalue distributions of empirical correlation matrix and modied Wishart
matrix purely reects the existence of cross-correlations. We illustrate ARRMT using
ination atmospheric pressure data for 95 USA cities.
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Figure 2.3: Bar: eigenvalue distribution of the correlation matrix for the air pressure
changes of 95 US cities. Red solid line: the eigenvalue distribution of 95 simulate random
time series repeated 1000 times. Blue dashed line: eigenvalue distribution of 95 simulated
uncorrelated time series which has the same autocorrelations as the empirical time series
repeated 1000 times. Using ARRMT, we nd 8 empirical eigenvalue is larger than 0+,
indicating that there are only 8 factors that accounts for the air pressures in 95 US cities,
as compared to 13 from RMT.
Chapter 3
Quantifying Long-range Crosscorrelation
3.1 Introduction
Many complex systems are part of even larger systems where the constituent complex
systems mutually interact [31, 32, 33, 34], giving rise to the appearance of \collective
modes" [35, 36, 10, 9]. Stochastic interactions among related systems are reected in the
presence of cross-correlations, and here we address the question of whether these cross-
correlations in the collective modes exhibit power-law scale-invariant properties.
Zero-lag cross-correlations in the collective modes of empirical time series were analyzed
by using random matrix theory (RMT) [10, 9, 19, 37]. Recently, RMT became very suc-
cessful in analysis of cross-correlations between stock price changes, since cross-correlation
matrices and associated covariance matrices play important roles in portfolio management
[38, 39]. A variety of studies reported the properties of the cross-correlation matrix C of
price changes [10, 9, 19, 38, 39, 37, 40, 41]. RMT enables a comparison between the cross-
correlation matrix obtained from N empirical time series each of length T and a perfectly
random matrix W , called a Wishart matrix, obtained from N mutually uncorrelated time
series each of length T [42]. By analyzing the cross-correlations between price changes of
the members of the S&P500 index, it has been found that 98% of the eigenvalue spectrum
of the correlation matrix C follows the Gaussian orthogonal ensemble of a perfectly random
matrix [9, 19].
Recently, time-lag generalizations of RMT were proposed [43, 44, 45, 46, 47, 48]. How-
ever, only short-range cross-correlations were found. To quantify long-range collective
15
movements in correlated data sets, we apply time-lag RMT (TLRMT) to the magnitude
of three selected examples of real-world data: (i) nance, (ii) physiology, and (iii) genomics.
3.2 Methods
3.2.1 Random Matrix for Time-lag Correlation Matrix
Consider the N -variable time series X = fXi;t : i = 1; : : : ; N ; t = 1; : : : ; Tg of length T ,
where i indexes the series number, and t denotes the time. The cross-correlation matrices
for this time series and for the magnitude time series are
Cij(t)  hXi;tXj;t+ti   hXi;tihXj;t+ti
ij
; (3.1)
~Cij(t)  hjXi;tjjXj;t+tji   hjXi;tjihjXj;t+tji
~i~j
: (3.2)
Here i, j , ~i, and ~j denote the standard deviations of Xi;t, Xj;t+t, jXi;tj, and jXj;t+tj,
respectively, and h:::i denotes the time average.
In order to quantify cross-correlations for varying lags t, we compute the largest
singular values L(t) and ~L(t) of the cross-correlation matrices C(t) and ~C(t) as
functions of t [47]. The squares of the non-zero singular values of C are equal to the
non-zero eigenvalues of CC+ or C+C, where C+ denotes the transpose of C. In a singular
value decomposition C = UV + the diagonal elements of  are equal to singular values
of C. The columns of U and V are left and right singular vectors of the corresponding
singular values. Consider a matrix C with main diagonal elements 1s and all o-diagonal
elements being identical, i.e., Cij(t)  C(t). Then we calculate the largest eigenvalue
of CC+ (equal to 2L(t))
2L(t) = 1 + (N   1)2C(t) + 2(N   1)C(t)2: (3.3)
If Cij follows a power law Cij(t) = A(t)
  , then for t >> 1, L(t) = 1 + 0:5A(N  
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1)2(t)  , where A is constant.
3.3 Results
We nd long-range cross-correlations in the following data series:
(i) 1,340 members Ii;t of the New York Stock Exchange (NYSE) Composite. We analyze
1; 340 time series with 2; 172 daily records in the 8:7-year period, 2 Jan 2001 to 24 Aug
2009. We focus on the logarithmic change (\returns") dened as Ri;t  ln(Ii;t=Ii;t 1),
where i denotes the index member [49], and t stands for time in days. First we apply
RMT to calculate L(t = 0) = 392 for returns Ri;t and ~L(t = 0) = 359 for
volatilities jRi;tj, and we nd that both largest singular values are more than 100
times greater than expected for uncorrelated time series , indicating cross-correlation
for t = 0. Next, we apply TLRMT, and we plot L(t) and ~L(t) as a function
of t in Fig. 3.1(a). We nd long-range volatility cross-correlations, implying that
jRi;tj aects jRj;t+tj (i 6= j) for t > 0. Even though RMT shows that L(t = 0)
and ~L(t = 0) are practically the same as found in Ref. [10] for eigenvalues, it is
TLRMT that shows that ~L(t) vs. t decays more slowly than L(t), stating
that volatility cross-correlations last longer than return cross-correlations, and we nd
that ~L(t) can be approximated by a power law (t)
  with a scaling exponent
of  = 0:64  0:03. Note that Ref. [50, 51] reported power-law cross-correlations
between pairs of nancial time series in magnitudes.
(ii) Physiology Sleep Heart Health Study (SHHS) database[52, 53]. For a single patient,
we study 11 time series, Ii;t, among which are electroencephalography (EEG), heart
rate, and electrooculogram. Here, i = 1; : : : ; 11 denotes the index of the physiological
time series, and t denotes time in seconds. We show ~L(t) and L(t) in Fig. 3.1(b),
and we nd that ~L(t)  (t)  where  = 0:06  0:01. These ndings indicate
that TLRMT might be useful for distinguishing healthy from pathological behavior
for multivariate correlated time series, the same as detrended uctuation analysis
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(DFA) [54, 55, 56, 57] for a single time series [36].
(iii) ChIP-seq data of mouse chromosome 2[58]. The binding anity of 14 DNA-binding
proteins to the DNA of mouse chromosome 2 was obtained by calculating the prob-
ability xij that protein i binds to gene j on mouse chromosome 2 for all i = 1; :::; 14
and j = 1; :::; 1544. We apply the DFA uctuation function F (n) [54, 55, 56, 57]
to these 14 numerical sequences (spatial not temporal) xij of the same length, and
we nd that F (n) can be approximated by a power law for all of the 14 numerical
sequences, F (n) / n. This power-law scaling of F (n) with n indicates the presence
of long-range autocorrelations for the 14 individual sequences xij , and the average
DFA scaling exponent  = 0:69 > 0:5 indicates that neighboring genes have a higher
tendency to be both bound, or to be both unbound, by the same transcription factor
than expected by chance. One possible interpretation of this nding is that there
is some evolutionary advantage for a species if its genes whose promoters are bound
by the same transcription factor are close to each other in the genome. Moreover,
the power-law scaling of F (n) with n indicates that this tendency does not decay
exponentially with the chromosomal distance between the genes, but this tendency
rather decays algebraically.
Next, we focus on nonequal-lag cross-correlations using the TLRMT approach. We
show ~L(t) and L(t) in Fig. 3.1(c), and we nd approximate power-law cross-
correlations with scaling exponents of 0:37  0:01 and of 0:18  0:01, respectively,
implying that the binding or unbinding of protein j to gene i is inuenced by the
binding or unbinding of other proteins j0 to gene i or neighboring genes i0. Inter-
estingly, the neighborhood reaches up to ji   i0j  100 genes, corresponding to a
chromosomal distance of approximately 10 million base pairs.
In order to investigate if TLRMT might be useful for prediction, we apply it to nancial
and genomics time series.
(i) 88 companies that contribute to the S&P 500 index in 2009 during the 26-year period
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Figure 3.1: Largest singular value versus lag for (a) NYSE data. We nd power-law
volatility cross-correlations. With increasing t, (t) decays more quickly than ~(t).
(b) Physiological data composed of N = 11 time series, Ii;t, each of 32,000 data points,
where i = 1; 2; :::; 11. With increasing t,  decays more quickly than ~(t), where ~(t)
decays as a power law. (c)Genomics data. For the largest chromosome xij is the probability
that protein j binds to gene i. We nd the long-range power-law cross-correlations in xij .
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1983-2009. We apply TLRMT for each year, as in Fig. 3.1(a), and we show ~L(t)
vs. year in Fig. 3.2(a). We nd pronounced peaks during the largest market shocks
and economic crisis: Black Monday, the Dot-com Bubble, and the 2008 crash. We
study dierent time lags t, because the presence of cross-correlations for t = 0
does not imply the presence of cross-correlations for t 6= 0, and indeed we nd
interesting dierences when tuning the time lag t 6= 0. We investigate how ~L(t)
changes over lags (days) for dierent years, and we show ~L(t) vs. lag in Fig. 3.2(b).
We nd that ~L(t)  (t)  where  varies from year to year and is greatest in
times of crisis.
We calculate the absolute values of the 88 components jui(~L(t))j of left-singular
vectors corresponding to ~L(t) of the volatility time series in Fig. 3.1(a). We show
the mean  and the standard deviation  of the 88 values of jui(~L(t))j for each
t = 0; 4; 16, in Fig 3.2(c), and we nd that  suddenly increases in 2002, whereas 
suddenly decreases. This nding can be partially explained by Fig. 3.2(d), where we
nd that jui(~L(t))j substantially change after the Dot-com Bubble crash in 2001.
In addition to the largest singular value ~L(t) shown in Fig. 3.1(a), we calculate all
singular values ~(t) of the NYSE Composite. We show the rank-ordered distribution
of the largest 500 ~(t) for each t in Fig. 3.3. We nd that the distributions for
dierent t practically overlap (power-law stability), and they can be approximated
by a power law with exponent 2. In comparison, pdfs of returns exhibit power-law
tails with exponent  4 [59]. The rst power law is accompanied by power-law
volatility cross-correlations (Fig. 1(a)), and the latter by power-law volatility auto-
correlations [60, 61, 62, 63, 64].
(ii) EEG time series. Ref. [40] reported power-law auto-correlations in both EEG time se-
ries and their magnitudes, with dierent exponents for healthy subjects and subjects
with Alzheimer's disease. Ref. [50] reported power-law cross-correlations between
pairs of EEG time series in magnitudes. Ref. [65] reported that cross-correlations for
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Figure 3.2: Application of TLRMT in nance. For the longest N = 88 members of the
S&P500 index we calculate (a) ~L(t) vs. year for lags 0; 2; 4; 8; and 16 from top to bottom.
TLRMT reveals the pronounced peaks in times of crisis for varying t. (b) For each year we
t ~L(t) vs. lag (in days) with a power law which exponent  that is especially increased
in 2002 and 2008. (c) For each year considered, we calculate for the largest singular value,
the 88 singular vector components ui(~L(t)), where t = 0; 4; 16. From the magnitudes,
jui(~L(t))j, we calculate the mean, , and standard deviation, . In 2002 for t = 0, 
() suddenly increased (decreased). For t = 4; 16 we use left-singular vectors. (d) For
t = 0, sudden changes in jui(~L(t))j for two adjacent years are in agreement with (c).
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Figure 3.3: Zipf distributions for the largest 500 singular values ~(t) obtained from the
volatility cross-correlations among the NYSE Composite members. Zipf plots for dierent
time lags practically overlap and can be well t with a power law.
t = 0 calculated between pairs of EEG time series are inversely related to dissocia-
tive symptoms (psychometric measures) in 58 patients with paranoid schizophrenia.
Here we analyze multiple time series of EEG recordings of two groups of subjects:
control and alcoholic [66]. These data arise from a study to examine EEG correlates
of a genetic predisposition to alcoholism. Measurements were obtained from 64 elec-
trodes placed on the scalp, sampled at 256 Hz (3.9-msec epoch) for 1 second. The
electrodes were placed at standard sites (Standard Electrode Position Nomenclature,
American Electroencephalographic Association 1990). Each of 122 subjects complet-
ed 120 trials. Each subject was exposed either to a single stimulus (S1) or to two
stimuli (S2) which were dierent pictures of objects. If two stimuli are equal it is
called a matched (S2-M) condition, whereas if two stimuli are dierent it is called a
non-matched (S2-NM) condition.
We randomly choose 15 alcoholic and 15 control subjects. For a given time lag
(t = 0; 5; 10; 20) and a given condition (S1, S2-M, S2-NM), we calculate all singular
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values ~(t) for each alcoholic subject and for each control subject. We calculate
the standard deviations  of ~(t) for each t, for each condition, and for alcoholic
subjects and control subjects separately, and we show those standard deviations in
Fig. 3.4(a). We nd that  for control subjects is greater than  for alcoholic
subjects for each t and each condition. Our F-test conrms that the dierences
between alcoholic subjects and control subjects are statistically signicant for the
S2-M and the S2-NM condition. We show in Fig. 3.4(b) the mean  of ~L(t) for
each t, for each condition, and for alcoholic subjects and control subjects separately.
We nd that  for control subjects is substantially greater than for alcoholic subjects
for the S2-M and the S2-NM conditions.
Next, for each condition and for alcoholic subjects and control subjects separately,
we calculate the magnitudes of components jui(~L(t))j of all right-singular vectors
corresponding to ~L(t) of the volatility time series. For dierent conditions in
Fig. 3.4(c) we show the mean  of jui(~L(t))j for varying t. For the S2-M and
the S2-NM conditions, we nd signicant dierence between alcoholic and control
subjects. In case of left-singular vectors for small lags, for the same conditions, we
nd less substantial dierence between alcoholic and control subjects.
3.4 Summary
Cross-correlations are found in a number of studies including nanodevices [1, 2, 3], atmo-
spheric geophysics [6], seismology [8], and nance [10, 9, 11, 12, 67, 68, 69, 70, 50, 71, 72,
14, 51]. We study cross-correlations in both temporal and spatial collective modes using
time-lag RMT (TLRMT). We nd long-range cross-correlations in quite diverse systems,
ranging in size from the earth's atmosphere (a volume of approximately 5  1018m3) to
microscopic systems such DNA sequences (a volume of 510 18m3), ranging from living to
non-living systems, and ranging from physical to non-physical systems such as the nancial
market.
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Figure 3.4: Diagnostic application of TLRMT in physiology. (a) Standard deviation 
of singular value (obtained from volatility cross-correlations) vs. t for EEG Dataset for
alcoholic and control subjects. For S2-M and S2-NM conditions (explained in the text) 
for control subjects is larger than  for alcoholic subjects. (b) Mean  of largest singular
values vs. t for alcoholic and control subjects. For S2-M and S2-NM conditions  for
control subjects is larger than  for alcoholic subjects. (c) For each condition and alcoholic
and control subjects, we show the mean  of jui(~L(t))j of all right-singular vectors of
the volatility time series. There is a signicant dierence between alcoholic and control
subjects.
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In genomics data, we nd spatial cross-correlations corresponding to a chromosomal
distance of  10 million base pairs. In physiology, TLRMT reveals statistically signicant
dierence in standard deviations and means of singular values between alcoholic and control
subjects. In nance, by analyzing cross-correlations in the magnitudes of price uctuations
we nd that the largest singular values and their singular vectors substantially change after
the Dot-com Bubble crash in 2001. We also nd that the largest 500 singular values of the
NYSE Composite members nicely follow a Zipf distribution. We nd power-law decaying
cross-correlations in the magnitudes of price uctuations implying that large magnitude
uctuations|commonly taken to quantify risk|created in one stock are transferred to
other stocks, and this impact last for many time scales. Such cross-correlations are of
potential interest in risk management. TLRMT reveals that cross-correlations are strongest
during market crashes and global recessions.
Our ndings are consistent with interesting possibility that cross-correlations are ubiq-
uitously present in many systems. Studying these cross-correlations is a necessary pre-
requisite for understanding them, and a deeper understanding of these cross-correlations
enables a deeper understanding of these systems. A deeper understanding of these systems,
in turn, enables improved clinical applications and increases our forecasting power. The
TLRMT approach developed in statistical physics may contribute to this long-term goal
and lead to potential advancements of diverse areas of science.
Chapter 4
Modeling Long-Range Crosscorrelation
4.1 Introduction
When complex systems join to form even more complex systems, the interaction of the con-
stituent subsystems is highly random [31, 32, 33, 34]. The complex stochastic interactions a-
mong these subsystems are commonly quantied by calculating the cross-correlations. This
method has been applied in systems ranging from nanodevices [1, 2, 3], atmospheric geo-
physics [6], and seismology [8, 73, 74], to nance [75, 76, 77, 10, 9, 11, 12, 67, 69, 16, 14, 70].
Here we propose a method of estimating the most signicant component in explaining long-
range cross-correlations.
Studying cross-correlations in these diverse physical systems provides insight into the
dynamics of natural systems and enables us to base our prediction of future outcomes on
current information. In nance, we base our risk estimate on cross-correlation matrices
derived from asset and investment portfolios [78, 10, 9]. In seismology, cross-correlation
levels are used to predict earthquake probability and intensity [8]. In nanodevices used in
quantum information processing, electronic entanglement necessitates the computation of
noise cross-correlations in order to determine whether the sign of the signal will be reversed
when compared to standard devices [1]. Reference [65] reports that cross-correlations for
t = 0 calculated between pairs of EEG time series are inversely related to dissociative
symptoms (psychometric measures) in 58 patients with paranoid schizophrenia. In ge-
nomics data, Ref. [20] reports spatial cross-correlations corresponding to a chromosomal
distance of  10 million base pairs. In physiology, Ref. [20] reports a statistically signicant
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dierence between alcoholic and control subjects.
Many methods have been used to investigate cross-correlations (i) between pairs of
simultaneously recorded time series [16, 14] or (ii) among a large number of simultaneously-
recorded time series [10, 9, 13, 15]. Reference [15] uses a power mapping of the elements
in the correlation matrix that suppresses noise. Reference [16] proposes detrended cross-
correlation analysis (DCCA), which is an extension of detrended uctuation analysis (DFA)
[54] and is based on detrended covariance. Reference [14] proposes a method for estimating
the cross-correlation function Cxy of long-range correlated series xt and yt. For fractional
Brownian motions with Hurst exponents H1 and H2, the asymptotic expression for Cxy
scales as a power of n with exponents H1 and H2.
Univariate (single) nancial time series modeling has long been a popular technique
in science. To model the auto-correlation of univariate time series, traditional time series
models such as autoregressive moving average (ARMA) models have been proposed [79].
The ARMA model assumes variances are constant with time. However, empirical studies
accomplished on nancial time series commonly show that variances change with time.
To model time-varying variance, the autoregressive conditional heteroskedasticity (ARCH)
model was proposed [80]. Since then, many extensions of ARCH has been proposed, includ-
ing the generalized autoregressive conditional heteroskedasticity (GARCH) model [81] and
the fractionally-integrated autoregressive conditional heteroskedasticity (FIARCH) model
[61]. In these models, long-range auto-correlations in magnitudes exist, so a large price
change at one observation is expected to be followed by a large price change at the next
observation. Long-range auto-correlations in magnitude of signals have been reported in
nance [61], physiology [82, 83], river ow data [84], and weather data [85].
Besides univariate time series models, modeling correlations in multiple time series
has been an important objective because of its practical importance in nance, especially
in portfolio selection and risk management [86, 87]. In order to capture potential cross-
correlations among dierent time series, models for coupled heteroskedastic time series
have been introduced [88, 89]. However, in practice, when those models are employed, the
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number of parameters to be estimated can be quite large.
A number of researchers have applied multiple time series analysis to world indices,
mainly in order to analyze zero time-lag cross-correlations. Reference [75] reported that
for international stock return of nine highly-developed economies, the cross-correlations
between each pair of stock returns uctuate strongly with time, and increase in periods
of high market volatility. By volatility we mean time-dependent standard deviation of
return. The nding that there is a link between zero time lag cross-correlations and market
volatility is \bad news" for global money managers who typically reduce their risk by
diversifying stocks throughout the world. In order to determine whether nancial crises are
short-lived or long-lived, Ref. [90] recently reported that, for six Latin American markets,
the eects of a nancial crisis are short-range. Between two and four months after each
crisis, each Latin American market returns to a low-volatility regime.
In order to determine whether nancial crisis are short-term or long-term at the world
level, we study 48 world indices, one for each of 48 dierent countries. We analyze cross-
correlations among returns and magnitudes, for zero and non-zero time lags. We nd that
cross-correlations between magnitudes last substantially longer than between the returns,
similar to the properties of auto-correlations in stock market returns [60]. We propose a
general method in order to extract the most important factors controlling cross-correlations
in time series. Based on random matrix theory [10, 9] and principal component analysis
[13] we propose how to estimate the global factor and the most signicant principal compo-
nents in explaining the cross-correlations. This new method has a potential to be broadly
applied in diverse phenomena where time series are measured, ranging from seismology to
atmospheric geophysics.
This chapter is organized as follows. In Section II we introduce the data analyzed,
and the denition of return and magnitude of return. In Section III we introduce a new
modied time lag random matrix theory (TLRMT) to show the time-lag cross-correlations
between the returns and magnitudes of world indices. Empirical results show that the cross-
correlations between magnitudes decays slower than that between returns. In Section IV we
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introduce a single global factor model to explain the short- or long-range correlations among
returns or magnitudes. The model relates the time-lag cross-correlations among individual
indices with the auto-correlation function of the global factor. In Section V we estimate the
global factor by minimizing the variance of residuals using principal component analysis
(PCA), and we show that the global factor does in fact account for a large percentage of
the total variance using RMT. In Section VI we show the applications of the global factor
model, including risk forecasting of world economy, and nding countries who have most
the independent economies.
4.2 Data Analyzed
In order to estimate the level of relationship between individual stock markets|either long-
range or short-range cross-correlations exist at the world level|we analyze N = 48 world-
wide nancial indices, Si;t, where i = 1; 2; : : : ; 48 denotes the nancial index and t denotes
the time. We analyze one index for each of 48 dierent countries: 25 European indices [91],
15 Asian indices (including Australia and New Zealand) [92], 2 American indices [93], and 4
African indices [94]. In studying 48 economies that include both developed and developing
markets we signicantly extend previous studies in which only developed economies were
included|e.g., the seven economies analyzed in Refs. [95, 76], and the 17 countries studied
in Ref. [96]. We use daily stock-index data taken from Bloomberg, as opposed to weekly
[96] or monthly data [75]. The data cover the period 4 Jan 1999 through 10 July 2009,
2745 trading days. For each index Si;t, we dene the relative index change (return) as
Ri;t  logSi;t   logSi;t 1; (4.1)
where t denotes the time, in the unit of one day. By magnitude of return we denote the
absolute value of return after removing the mean
jri;tj  jRi;t   hRi;tij: (4.2)
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4.3 Modied Time-lag Random Matrix Theory
4.3.1 Basic ideas of time-lag random matrix theory
In order to quantify the cross-correlations, random matrix theory (RMT) (see Refs. [18] [24]
and references therein) was proposed in order to analyze collective phenomena in nuclear
physics. Refs. [10, 9] extended RMT to cross-correlation matrices in order to nd cross-
correlations in collective behavior of nancial time series. The largest eigenvalue + and
smallest eigenvalue   of the Wishart matrix W (a correlation matrix of uncorrelated time
series with nite length) are
 = 1 +
1
Q
 2
r
1
Q
; (4.3)
where Q  T=N(> 1), and N is the matrix dimension and T the length of each time
series. The larger the discrepancy between (a) the correlation matrix C between empirical
time series and (b) the Wishart matrix W obtained between uncorrelated time series, the
stronger are the cross-correlations in empirical data [10, 9]. Many RMT studies reported
equal-time (zero t) cross-correlations between dierent empirical time series [10, 9, 97,
37, 98, 41].
Recently time-lag generalizations of RMT have been proposed [43, 44, 47]. In one of the
generalizations of RMT, based on the eigenvalue spectrum called time-lag RMT (TLRMT),
Ref. [20] found long-range cross-correlations in time series of price uctuations in absolute
values of 1340 members of the New York Stock Exchange Composite, in both healthy and
pathological physiological time series, and in the mouse genome.
We compute for varying time lags t the largest singular values L(t) of the cross-
correlation matrix of N-variable time series Xi;t
Cij(t)  hXi;tXj;t+ti   hXi;tihXj;t+ti
ij
: (4.4)
We also compute ~L(t) of a similar matrix ~C(t), where Xi;t are replaced by the mag-
nitudes jXi;tj. The squares of the non-zero singular values of C are equal to the non-zero
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eigenvalues of CC+ or C+C, where by C+ we denote the transpose of C. In a singular value
decomposition (SVD) [99, 47, 20] C = UDV+ the diagonal elements of D are equal to singu-
lar values of C, where the U and V correspond to the left and right singular vectors of the
corresponding singular values. We apply SVD to the correlation matrix for each time lag
and calculate the singular values, and the dependence of the largest singular value L(t)
on t serves to estimate the functional dependence of the collective behavior of Cij on t
[20].
4.3.2 Modications of cross-correlation matrices
We make two modications of correlation matrices in order to better describe correlations
for both zero and non-zero time lags.
(i) The rst modication is a correction for correlation between indices that are not
frequently traded. Since dierent countries have dierent holidays, all indices contain
a large number of zeros in their returns. These zeros lead us to underestimate the
magnitude of the correlations. To correct for this problem, we dene a modied
cross-correlation between those time series with extraneous zeros,
C 0ij(t) 
1
T 0
PT
i=1Xi;tXj;t+t  
PT
i=1Xi;t
PT
i=1Xj;t+t
ij
: (4.5)
Here T 0 is the time period during which both Xi;t and Xj;t+t are non-zero. With
this denition, the time periods during which Xi;t or Xj;t+t exhibit zero values have
been removed from the calculation of cross-correlations. The relationship between
C 0ij(t) and Cij(t) is
C 0ij(t) =
T
T 0
Cij(t): (4.6)
(ii) The second modication corrects for auto-correlations. The main diagonal elements
in the correlation matrix are ones for zero-lag correlation matrices and auto-correlations
for non-zero lag correlation matrices. Thus, time-lag correlation matrices allow us to
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study both auto-correlations and time-lag cross-correlations. If we study the decay
of the largest singular value, we see a long-range decay pattern if there are long-
range auto-correlations for some indices but no cross-correlation between indices. To
remove the inuence of auto-correlations and isolate time-lag cross-correlations, we
replace the main diagonals by unity,
C 00ij(t) =
8>><>>:
1 i = j
C 0ij(t) i 6= j
(4.7)
With this denition the inuence of auto-correlations is removed, and the trace is
kept the same as the zero time-lag correlation matrix.
4.3.3 Empirical results
In Fig. 1(a) we show the distribution of cross-correlations between zero and non-zero lags.
For t = 0 the empirical pdf P (Cij) of the cross-correlation coecients Cij substantially
deviates from the corresponding pdf P (Wij) of a Wishart matrix, implying the existence
of equal-time cross-correlations.
In order to determine whether short-range or long-range cross-correlations accurately
characterize world nancial markets, we next analyze cross-correlations for (t 6= 0). We
nd that with increasing t the form of P (Cij) quickly approaches the pdf P (Wij), which
is normally distributed with zero mean and standard deviation 1=
p
N [100].
In Fig. 1(b) we also show the distribution of cross-correlations between magnitudes.
In nancial data, returns Ri;t are generally uncorrelated or short-range auto-correlated,
whereas the magnitudes are generally long-range auto-correlated [61, 64]. We thus examine
the cross-correlations ~Cij(t) between jri;tj for dierent t. In Fig. 1(b) we nd that with
increasing t, P ( ~Cij) approaches the pdf of random matrix P (Wij) more slowly than
P (Cij), implying that cross-correlations between index magnitudes persist longer than
cross-correlations between index returns.
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Figure 4.1: Cross-correlations among the N = 48 world nancial index returns each of
size T = 2744 (a) The empirical pdf of the coecients of the cross-correlation matrix C
calculated between index returns with increasing t quickly converges to the Gaussian
form. The normal distribution is the distribution of the pairwise cross-correlations for
nite length uncorrelated time series, which is a normal distribution with mean zero and
standard deviation 1p
T
. between (b) The empirical pdf of the coecients of the matrix ~C
calculated between index volatilities approaches the pdf of the random matrix more slowly
than in (a).
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Figure 4.2: Long-range magnitude cross-correlations. The largest singular value L ob-
tained from the spectrum of the matrices C and ~C versus time lag t. With increasing t,
the largest singular values obtained for C of returns decays more quickly than ~C calculat-
ed for absolute values of returns. The magnitude cross-correlations decay as a power law
function with the scaling exponent of  0:25.
In order to demonstrate the decay of cross-correlations with time lags, we apply modied
TLRMT. Fig. 2 shows that with increasing t the largest singular value calculated for ~C
decays more slowly than the largest singular value calculated for C. This result implies that
among world indices, the cross-correlations between magnitudes last longer than cross-
correlations between returns. In Fig. 2 we nd that L vs. t decays as a power law
function with the scaling exponent equal to 0.25. The faster decay of L vs. t for
C implies very weak (or zero) cross-correlations among world-index returns for larger t,
which agrees with the empirical nding that world indices are often uncorrelated in returns.
Our ndings of long-range cross-correlations in magnitudes among the world indices is,
besides a nding in Ref. [75], another piece of \bad news" for international investment
managers. World market risk decays very slowly. Once the volatility (risk) is transmitted
across the world, the risk lasts a long time.
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4.4 Global Factor Model
The arbitrage pricing theory states that asset returns follow a linear combination of var-
ious factors [101]. We nd that the factor structure can also model time lag pairwise
cross-correlations between the returns and between magnitudes. To simplify the structure,
we model the time lag cross-correlations with the assumption that each individual index
uctuates in response to one common process, the \global factor" Mt,
Ri;t = i + biMt + i;t: (4.8)
Here in the global factor model (GFM), i is the average return for index i, Mt is the
global factor, and i;t is the linear regression residual, which is independent of Mt, with
mean zero and standard deviation i. Here bi indicates the covariance between Ri;t and
Mt, Cov(Ri;t;Mt) = biVar(Mt). This single factor model is similar to the Sharpe market
model [102], but instead of using a known nancial index as the global factor Mt, we use
factor analysis to nd Mt, which we introduce in the next section. We also choose Mt as
a zero-mean process, so the expected return E(Ri;t) = i, and the global factor Mt is only
related with market risk. We dene a zero-mean process ri;t as
ri;t  Ri;t   E(Ri;t) = biMt + i;t: (4.9)
A second assumption is that the global factor can account for most of the correlations.
Therefore we can assume that there are no correlations between the residuals of each
index, Cov(i;t; j;t) = 0. Then the covariance between Ri;t and Rj;t is
Cov(Ri;t; Rj;t) = Cov(ri;t; rj;t) = bibjVar(Mt): (4.10)
The covariance between magnitudes of returns depends on the return distribution of
Mt and Ri;t, but the covariance between squared magnitudes r
2
i;t indicates the properties
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of the magnitude cross-correlations. The covariance between r2i;t and r
2
j;t is
Cov(r2i;t; r
2
j;t) = b
2
i b
2
jVar(M
2
t ): (4.11)
The above results in Eqs. (4.10)-(4.11) show that the variance of the global factor and
square of the global factor account for all the zero time lag covariance between returns and
squared magnitudes. For time lag covariance between ri;t, we nd
Cov(ri;t; rj;t;t) = E(ri;t; rj;t t)  E(ri;t)E(rj;t t) (4.12)
= bibjAM (t): (4.13)
Here
AM (t)  E(MtMt t) E(Mt)E(Mt t) (4.14)
is the autocovariance of Mt. Similarly, we nd
Cov(r2i;t; r
2
j;t;t) = b
2
i b
2
jAM2(t): (4.15)
Here
AM2(t) = E(M
2
t M
2
t t)  E(M2t )E(M2t t) (4.16)
is the autocovariance of M2t .
In GFM, the time lag covariance between each pair of indices is proportional to the
autocovariance of the global factor. For example, if there is short-range autocovariance for
Mt and long-range autocovariance for M
2
t , then for individual indices the cross-covariance
between returns will be short-range and the cross-covariance between magnitudes will be
long-range. Therefore, the properties of time-lag cross-correlation in multiple time series
can be modeled with a single time series| the global factor Mt.
The relationship between time lag covariance among two index returns and autocovari-
ance of the global factor also holds for the relationship between time lag cross-correlations
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among two index returns and auto-correlation function of the global factor, because it only
need to normalize the original time series to mean zero and standard deviation one.
4.5 Estimation and Analysis of the Global Factor
4.5.1 Estimation of the global factor
In contrast to domestic markets, where for a given country we can choose the stock index
as an estimator of the \global" factor, when we study world markets the global factor is
unobservable. At the world level when we study cross-correlations among world markets,
we estimate the global factor using principal component analysis (PCA) [13].
In this section we use bold font for N dimensional vectors or N  N matrix, and
underscore t for time series. Suppose Rt  (R1;t; R2;t; : : : ; RN;t)T is the multiple time
series, each row of which is an individual time series Ri;t = (Ri;1; Ri;2; : : : ; Ri;T ). We
standardize each time series to zero mean and standard deviation 1 as
zi;t  Ri;t   hRi;ti
(Ri;t)
: (4.17)
The correlation matrix can be calculated as C  1T ztztT where ztT is the transpose of
zt, and the T in the denominator is the length of each time series. Then we diagonalize
the N N correlation matrix C
C = UUT : (4.18)
Here   diag(1; 2; :::; N ) and 1  2  :::  N are the eigenvalues in non-increasing
order, U is an orthonormal matrix, whose i-th column is the basis eigenvector ui of C, and
UT is the transpose of U, which is equal to U 1 because of orthonormality.
For each eigenvalue and the corresponding eigenvector, it holds
i = ui
TCui = ui
TCov(zt)ui = Var(ui
Tzt) = Var(i;t): (4.19)
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According to PCA, i;t = ui
T zt is dened as the i-th principal component (i;t), and the
eigenvalue i = Var(zi;t) indicates the portion of total variance of zt contributed to i;t, as
shown in Eq. (4.19). Since the total variance of zt is
NX
i=1
Var(zi;t) = trace(C) =
NX
i=1
i; (4.20)
the expression i=trace(C) indicates the percentage of the total variance of zt that can be
explained by the i;t. According to PCA (a) the principal components i;t are uncorrelated
with each other and (b) i;t maximizes the variance of the linear combination of U
T zt with
the orthonormal restriction UTU = 1 given the previous principal components [13].
From the orthonormal property of U we obtain
I = UUT = u1u
T
1 + u2u
T
2 + :::+ uNu
T
N ; (4.21)
where I is the identity matrix. Then the multiple time series zt can be represented as a
linear combination of all the t
zt = (u1u
T
1 + u2u
T
2 + :::+ uNu
T
N )zt
= u11;t + u22;t + :::+ uNN;t: (4.22)
The total variance of all time series can be proved to be equal to the total variance of all
principal components
NX
i=1
Var(zi;t) = Var(u1)1;t + :::+Var(uN )N;t (4.23)
=
NX
i=1
uTi uiVar(i;t) =
NX
i=1
Var(i;t): (4.24)
Next we assume that Var(1;t) = 1 is much larger than each of the rest of eigenvalues|
which means that the rst t, 1;t, accounts for most of the total variances of all the time
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series. We express zt as the sum of the rst part of Eq. (4.22) corresponding to 1;t and
the error term combined from all other terms in Eq. (4.22). Thus
zt = u11;t + t;
t 
NX
i=2
uii;t: (4.25)
Then 1;t is a good approximation of the global factorMt, because it is a linear combination
of Ri;t that accounts for the largest amount of the variance. 1 is a zero-mean process
because it is a linear combination of zi;t which are also zero-mean processes (see Eq. (4.17)).
Comparing Eqs. (4.17) and (4.25) with
Ri;t = i + biMt + i;t; (4.26)
we nd the following estimates:
Mt = 1;t;
bi = (Ri)u1i;
i;t = (Ri)i;t: (4.27)
Using Eq. (4.19) we nd that
Corr(Mt; Ri;t) =
p
iui1: (4.28)
In the rest of this work, we apply the method of Eq. (4.27) to empirical data.
4.5.2 Analysis of the global factor
Next we apply the method of Eq. (4.27) to estimate the global factor of 48 world index
returns. We calculate the auto-correlations of Mt and jMtj, which are shown in Figs.
3 and 4. Precisely, for the world indices, Fig. 3(a) shows the time series of the global
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factor Mt, and Fig. 3(b) shows the auto-correlations in Mt. We nd only short-range
auto-correlations because, after an interval t = 2, most auto-correlations in Mt fall in
the range of ( 1:96p1=T ; 1:96p1=T ) [100], which is the 95% condence interval for zero
auto-correlations, Here T = 2744.
For the 48 world index returns, Fig. 4(a) shows the time series of magnitudes jMtj,
with few clusters related to market shocks during which the market becomes uctuates
more. Fig. 4(b) shows that, in contrast to Mt, the magnitudes jMtj exhibit long-range
auto-correlations since the values jMtj are signicant even after t = 100. The auto-
correlation properties of the global factor are the same as the auto-correlation properties
of the individual indices, i.e., there are short-range auto-correlations in Mt and long-range
power-law auto-correlations in jMtj [61, 64]. These results are also in agreement with
Fig. 1(b) where the largest singular value L vs. t calculated for ~C decays more slowly
than the largest singular value calculated for C. As found in Ref. [20] for t >> 1, L(t)
approximately follows the same decay pattern as cross-correlation functions. Although a
Ljung-Box test shows that the return auto-correlation is signicant for a 95% condence
level [30], the return auto-correlation is only 0.132 for t = 1 and becomes insignicant
after t = 2 . Therefore, for simplicity, we only consider magnitude cross-correlations in
modeling the global factor.
We model the long-range market-factor returns M with a particular version of the
GARCH process, the GJR GARCH process [103], because this GARCH version explains
well the asymmetry in volatilities found in many world indices [103, 104, 105]. The GJR
GARCH model can be written as
t = tt; (4.29)
2t = 0 +
qX
i=1
(i + Tt i)2t i +
pX
i=1
i
2
t i; (4.30)
where t is the volatility and t is a random process with a Gaussian distribution with
standard deviation 1 and mean 0. The coecients  and  are determined by a maximum
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Figure 4.3: Short-range cross-correlations of a global factor. (a) Time series of the global
factor. (b) The auto-correlation function (ACF) of the global factor. The region between
dashed lines is the 95% condence interval for the no auto-correlation hypothesis. Auto-
correlations are smaller than 0.132 except t = 0, and become insignicant after time
lag t = 2, with no more than one signicant auto-correlation for every 20 time lags.
Therefore, only short-range auto-correlations can be found in the global factor.
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Figure 4.4: Long-range cross-correlations of the magnitude global factor.(a) Time series of
magnitudes of the global factor. (b) Auto-correlations of magnitudes of the global factor.
The region between dashed lines is the 95% condence interval for the no auto-correlation
hypothesis. Auto-correlations are much larger than the auto-correlations of the global
factor itself, is as large as 0.359 at t = 2, and is still larger than 0.2 until t = 33. For
every time lag, the autocorrelation is signicant even after t = 100. Therefore long-range
auto-correlations exist in the magnitudes of the global factor.
42
Table 4.1: GJR-GARCH(1,1) coecients of the global factor. The P-values and t-values
comrms that all these parameters are signicant at 95% condence level. The positive
value of  means \bad news" has larger impact on the global market than \good news". We
nd 1 + 1 + =2 = 0:9756, which is very close to 1, and so indicate long-range volatility
auto-correlations.
Value Std.Error t-value P-value
0 0.2486 0.0283 8.789 0.0000
1 0.0170 0.0080 2.128 0.0334
1 0.8790 0.0101 86.939 0.0000
 0.1591 0.0148 10.805 0.0000
likelihood estimation (MLE) and Tt = 1 if t 1 < 0, Tt = 0 if t 1  0. We expect
the parameter  to be positive, implying that \bad news" (negative increments) increases
volatility more than \good news". For the sake of simplicity, we follow the usual procedure
of setting p = q = 1 in all numerical simulations. In this case, the GJR-GARCH(1,1)
model for the market factor can be written as
Mt = tt; (4.31)
2t = 0 + (1 + Tt 1)
2
t 1 + 1
2
t 1: (4.32)
We estimate the coecients in the above equations using MLE, where the estimated coef-
cients are shown in Table. 4.1.
Next we test the hypothesis that a signicant percentage of the world cross-correlations
can be explained by the global factor. By using PCA we nd that the global factor
can account for 30.75% of the total variance. Note that, according to RMT, only the
eigenvalues larger than the largest eigenvalue of a Wishart matrix calculated by Eq. (4.3)
(and the corresponding s) are signicant. To calculate the percentage of variance the
signicant s account for, we employ the RMT approach proposed in Ref. [10, 9]. The
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largest eigenvalue for a Wishart matrix is + = 1:282 for N = 48 and T = 2744 we found
in the empirical data. From all the 48 eigenvalues, only the rst three are signicant:
1 = 14:762, 2 = 3:453, and 3 = 1:380. This result implies that among the signicant
factors, the global factor accounts for 1=
P3
i=1 i = 75:34% of the variance, conrming
our hypothesis that the global factor accounts for most variance of all individual index
returns.
PCA is dened to estimate the percentage of variance the global factor can account for
zero time lag correlations. Next we study the time lag cross-correlations after removing
the global trend, and apply the SVD to the correlation matrix of regression residuals i
of each index [see Eq. (4.8)]. Our results show that for both returns and magnitudes, the
remaining cross-correlations are very small for all time lags compared to cross-correlations
obtained for the original time series. This result additionally conrms that a large fraction
of the world cross-correlations for both returns and magnitudes can be explained by the
global factor.
4.6 Applications of Global Factor Model
4.6.1 Locating and forecasting global risks
The asymptotic (unconditional) variance for the GJR-GARCH model is 0=(1  1   1  
=2) = 10:190 [106]. For the market factor the conditional volatility t can be estimated
by recursion using the historical conditional volatilities and tted coecients in Eq. (4.32).
For example, the largest cluster at the end of the graph shows the 2008 nancial crisis. In
Fig. 5(a) we show the time series of the conditional volatility of Eq. (4.32) of the global
factor. The clusters in the conditional volatilities may serve to predict market crashes. In
each cluster, the height is a measure of the size of the market crash, and the width indicates
its duration. In Fig. 5(b) we show the forecasting of the conditional volatility of the global
factor, which asymptotically converges to the unconditional volatility.
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Figure 4.5: (a) Conditional volatility of the global factor, showing that the clusters in the
conditional volatilities may serve to predict market crashes. In each cluster, the height
indicates the size of the market crash, and the width indicates its duration. (b) The 100-
day forecasted volatility of the global factor, using the past data ranging from 4 Jan 1999
through 10 July 2009. It will converge to the unconditional volatility asymptotically.
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Figure 4.6: Cross-correlation between the global factor Mt and each individual index Ri;t,
i = 1; 2; :::; 48. The global factor has large correlation with most of the indices. However,
there are indices that are not much correlated with the global factor. 10 of the 48 indices
have a correlation smaller than 0.1 between the global factor, corresponding to the indices
for Iceland, Malta, Nigeria, Kenya, Israel, Oman, Qatar, Pakistan, Sri Lanka, and Mongoli-
a. Hence, unlike most countries, the economies of these 10 countries are more independent
of the world economy.
4.6.2 Finding uncorrelated individual indices
Next, in Fig. 4.6 we show the cross-correlations between the global factor and each individ-
ual index using Eq. (4.28). There are indices for which cross-correlations with the global
factor are very small compared to the other indices; 10 of 48 indices have cross-correlations
coecients with the global factor smaller than 0.1. These indices correspond to Iceland,
Malta, Nigeria, Kenya, Israel, Oman, Qatar, Pakistan, Sri Lanka, and Mongolia. The
nancial market of each of these countries is weakly bond with nancial markets of oth-
er countries. This is useful information for investment managers because one can reduce
the risk by investing in these countries during world market crashes which, seems, do not
severely inuence these countries.
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4.6.3 Multi-Factor Model
4.7 Discussion
We have developed a modied time lag random matrix theory (TLRMT) in order to quan-
tify the time-lag cross-correlations among multiple time series. Applying the modied
TLRMT to the daily data for 48 world-wide nancial indices, we nd short-range cross-
correlations between the returns, and long-range cross-correlations between their magni-
tudes. The magnitude cross-correlations show a power law decay with time lag, and the
scaling exponent is 0.25. The result we obtain, that at the world level the cross-correlations
between the magnitudes are long-range, is potentially signicant because it implies that
strong market crashes introduced at one place have an extended duration elsewhere|which
is \bad news" for international investment managers who imagine that diversication across
countries reduces risk.
We model long-range world-index cross-correlations by introducing a global factor mod-
el in which the time lag cross-correlations between returns (magnitudes) can be explained
by the auto-correlations of the returns (magnitudes) of the global factor. We estimate the
global factor as the rst component by using principal component analysis. Using random
matrix theory, we nd that only three principal components are signicant in explaining
the cross-correlations. The global factor accounts for 30.75% of the total variance of all
index returns, and 75.34% of the variance of the three signicant principle components.
Therefore, in most cases, a single global factor is sucient.
We also show the applications of the GFM, including locating and forecasting world
risk, and nding individual indices that are weakly correlated to the world economy. Lo-
cating and forecasting world risk can be realized by tting the global factor using a GJR-
GARCH(1,1) model, which explains both the volatility correlations and the asymmetry in
the volatility response to both \good news" and \bad news." The conditional volatilities
calculated after tting the GJR-GARCH(1,1) model indicates the global risk, and the risk
can be forecasted by recursion using the historical conditional volatilities and the tted
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coecients. To nd the indices that are weakly correlated to the world economy, we calcu-
late the correlation between the global factor and each individual index. We nd 10 indices
which have a correlation smaller than 0.1, while most indices are strongly correlated to the
global factor with the correlations larger than 0.3. To reduce risk, investment managers
can increase the proportion of investment in these countries during world market crashes,
which do not severely inuence these countries.
Based on principal component analysis, we propose a general method which helps ex-
tract the most signicant components in explaining long-range cross-correlations. This
makes the method suitable for broad range of phenomena where time series are measured,
ranging from seismology and physiology to atmospheric geophysics. We expect that the
cross-correlations in EEG signals are dominated by the small number of most signican-
t components controlling the cross-correlations. We speculate that cross-correlations in
earthquake data are also controlled by some major components. Thus the method may
have signicant predictive and diagnostic power that could prove useful in a wide range of
scientic elds.
Chapter 5
Application of Heteroscedasticity
5.1 Introduction
The study of price dynamics is the study of price changes [107, 108, 109, 110]. Empirical
evidence indicates that extremely complex trading activities aect price changes. In one
of the rst attempts to model this activity, Ref. [107] uses a discrete stochastic process ti
to represent times at which trading occurs. Upon this stochastic process, a new stochastic
process X(ti) is dened representing, for example, a stock price at time ti. The process ti
is said to be subordinated to X(ti). Clearly, how fast prices respond to trades occurring
at ti determines market liquidity, and liquidity is related to the ease with which securities
are bought and sold without substantial price changes. To point out the importance of
subordinate stochastic processes, Ref. [111] recently proposed a subordinate stochastic
process for the model of proportional growth.
There are two main approaches to model price dynamics: the stochastic approach
[107, 112, 113] and an agent-based approach [114, 115, 116, 117, 118]. These two ap-
proaches we can understand, e.g., by comparing modeling long-range correlations in price
changes, St. In the stochastic approach one models these correlations by assuming that
St depends on its previous values St 
P
i ai St i. The choice for statistical weights ai
determines, rst, whether we want long- or short-range dependence in the autocorrelations
of St, and second, which functional dependence we want to obtain for the autocorrela-
tion function. The agent-based approach models security market microstructure starting
from dierent traders (agents) and dening the trading rules among the agents which, for
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instance, nally may yield long-range correlations in price changes. Several papers propose
models for articial markets populated with heterogeneous agents endowed with learning
and optimization capabilities [119, 120, 121, 122, 123, 124].
Here we combine stochastic and agent-based approaches to create a hybrid price dy-
namics model to simulate empirical evidence reported in bid-ask spread, stock price auto-
correlations, and trading volume. We partially follow the subordinated stochastic process
proposed in Ref. [107]. First we dene a process for trading times ti. When trading occurs,
a package of stocks (volume) denoted by qi changes owner. Thus, in terms of the Clark
process [107], in our model ti is subordinated to the number of shares traded q(ti). Howev-
er, in contrast to Ref. [107], we dene both ti and q(ti) as long-range correlated processes.
When trading occurs it triggers the price to change. In our model a co-movement between
intertrade time, dened as t  ti   ti 1, and volatility, dened as absolute value of a
price change, exists because the process controlling t also controls the bid-ask spread
(the dierence between ask and bid). The model generates power-law autocorrelations in
absolute returns [60, 64] and power-law tails in distributions of returns [125, 59]. It also
yields a log-linear functional relationship between the average bid-ask spread hSiT and
the number of trades NT , and between hSiT and the share volume traded QT .
5.2 Empirical Evidence
When ink particles diuse in water, the collision of each ink particle with numerous water
molecules causes it to move in a random walk pattern [126, 127]. The distance covered by
the particle after a time T is XT =
PNT
i=1 xi where XT is Gaussian distributed and
short-range correlated, NT denotes the number of collisions during the interval T , and
xi is the change of position of the ink particle after collision. A more complex variation
of the classic diusion problem exists in nance, with intertrade times|which are the
time intervals between two consecutive trades in the market. First, intertrade times are
not Gaussian uncorrelated, but are power-law correlated variables [128]. Second, nancial
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markets are characterized by many complex hierarchies among dierent processes, and the
number of trading times is only one variable among others such as the number of shares
traded and the share price. The hierarchy is roughly the following: the trading time marks
the initiation of the trade, and then a trade triggers the price to change. This implies that
in explaining market activities, we must consider not an univariate model, but rather a
multivariate model where dierent time series are subordinated and frequently power-law
auto-correlated.
(i) Empirical evidence in bid-ask spread. The ability to buy at a low price and sell at
a high price is the main compensation to traders for the risk they incur [129, 130,
131, 132, 133, 134, 135, 136, 137, 138, 139]. The trader sells at the \ask" (oer)
price A and buys at a lower \bid" price B, where the dierence is the bid-ask spread.
Ref. [129] identies four indicators which determine bid-ask spreads: activity, risk,
information, and competition. More specically,
(a) greater trading activity (shorter trading times) can lead to lower spreads since
the higher the level of trading, the greater the chance that buy and sell orders
will tend to balance during a trading period;
(b) there is a direct relationship between the level of risk and spreads;
(c) there is a direct relationship between spreads and the amount of information
coming to the market|large trades convey more information than small trades;
and
(d) There is an inverse relationship between spreads and the level of competition.
Competition varies with volume|the number of traders is more active as volume
levels increase. In addition, analyzing NYSE stocks, Ref. [134] shows that the mean
of (ask | bid)/(ask + bid)/2 for each minute of the trading day shows that spreads
are relatively high at minute three, decline at a decreasing rate until minute 293
and then increase at an increasing rate until the close of trading. Thus, the plot of
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spreads over the trading day exhibits a crude reverse J-shaped pattern. By studying
the bid-ask quotations and transactions information during 1988, Ref. [140] nds that
spreads are negatively associated with the number of exchange listings, share price,
and rm size. Dierent models are proposed to explain bid-ask spread properties
[130, 132, 133, 135, 114, 115, 116, 117, 118].
(ii) Empirical evidence in stock price correlations. Analyzing daily recorded SP500 nan-
cial index, Ref. [60] reports a power-law long memory in auto-correlations of absolute
returns. Ref. [20] reports power-law cross-correlations of absolute returns between
1,340 members of NYSE. By analyzing the high-frequency S&P500 index and individ-
ual U.S. rms, Ref. [64] nds a crossover in correlations of absolute returns between
two power-law regimes at approximately 1.5 days. Analysis accomplished on the time
series of time intervals between consecutive stock trades S&P500 of dierent US rms
revealed the same crossover between power-law regimes, implying a parallel with the
crossover in the scaling of absolute price returns [128]. Ref. [141] reports a Weibull
distribution in IBM intertrade times.
(iii) Empirical evidence in trading volume. By analyzing a database documenting every
transaction for 1000 U.S. stocks for the two-year period 1994{1995, Ref. [142] quan-
ties the relation between trading activity measured by the number of transactions
Nt and the price change Gt for a given stock, over a time interval [t;t]. Denoting
by W 2t the variance of the price changes for all transactions in t, it was found that
the power-law tails of P (Gt) are due to P (Wt) and the long-range correlations in
jGtj are due to Nt. For the 1000 stocks analyzed, the cumulative distribution of
Nt displays a power-law behavior with a mean value 3:400:2, close to the exponent
of the cubic law found in the tails of P (Gt) [59]. For the number of shares trad-
ed Qt, the distribution P (Qt) displays a power-law decay P (Qt) / (Qt) 1 ,
where  = 1:7  0:1 [143]. Also, the long-range correlations in Qt are largely due
to those of Nt. The results are consistent with the interpretation that the large
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equal-time correlations between Qt and the absolute value of price change jGtj are
largely due to Nt. However, expressing Qt as the sum of the number of shares
traded for all transactions, Qt =
P
qi, Ref. [143, 144] reports only weak correla-
tions in qi. Recently, based on detrending cross-correlations analysis of Ref. [16],
Ref. [51] reports long-range cross-correlations between volatility and the absolute
values of volume changes. It also reports the existence of a cubic law in trading vol-
ume changes, supporting the intriguing possibility that the cubic law in price changes
has its origin in trading activities.
5.3 Model
Our goal is to construct a common framework for modeling trading time, trading volume,
and price changes. To test our model, we select Exxon, a stock typical of the U.S. market
and, according to the Trades and Quotes database (NYSE, New York, 1993), one of the
most traded U.S. companies during the four-year period January 1993 { December 1996.
Our model is comprised of three stages: (i) we stochastically generate the duration or
intertrade times (the interval between two trading times) ti; (ii) at each ti we stochas-
tically generate the number of shares traded q(ti); and (iii) we propose a mechanism that
explains how both ti and q(ti) aect price change.
(i) We rst dene trading at times indexed by a set of numbers t1; t2; t3; :::. These
numbers are a realization of a discrete stochastic process with positive increments
(since ti  0) implying that t1 < t2 < t3:::. In order to reproduce long-range power-
law correlations in ti as found for the three-year period January 1993-December
1996 [128], we model ti using a fractionally integrated autoregressive conditional
duration (FIACD) [145, 146],
ti =  i(1)i; (5.1)
where i is independent and identically distributed (i.i.d.) with an exponential prob-
ability distribution (a1 exp( a1)) (i.e., with one free parameter a1) that is an ap-
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proximation of the Weibull distribution found for U.S. rms [141, 128],  i(1) is the
expectation of duration i [146], and ti at each moment ti depends only on its previ-
ous values. The time series ftig of Eq. (5.1) in Fig. (5.1)(a) is generated using the
fractional parameter 1 = 0:4 (from (1   L)1 see [146]) which is used to reproduce
the power-law scaling in t [Fig. 5.1(b)]. To quantify the power-law memory, we use
detrended uctuation analysis (DFA) [54]. The fractional parameter 1 = 0:4 corre-
sponds to the DFA exponent  = 0:9 found for the Exxon company for the three-year
period [128]. The free parameter a1 of the (i.i.d.) exponential (a1 exp( a1)) in E-
q. (5.1), can be estimated from the average intertrade times. When a trade occurs
at ti, a number of shares q(ti) changes ownership.
(ii) We next model a process for the time series q(ti) for the same three-year period.
For q(ti) of Exxon company trades, we obtain the DFA exponent  = 0:62, which
implies the presence of weak but long-range power-law correlations. We assume that
q(ti) depends not on previous t values, but on previous q values. Motivated by
Clark's subordinated process [107], we assume that ti is subordinate not to share
price as in Ref. [107], but to q(ti), and model q(ti) using a fractionally integrated
moving average process (FIARCH) [60],
q(ti) = i(2) 
0
i: (5.2)
Here i =
P1
n=1 an(2)q(ti n), an (n 2)=[ ( 2) (1+n)] are statistical weights
where   denotes the Gamma function, 2 2 (0; 0:5) is a single free parameter [60],
and 0i is an i.i.d., for simplicity taken from an exponential distribution a2 exp( a20),
the parameter of which (a2) can be estimated to give the average number of shares
traded. Since there is a simple relation between the DFA exponent  and the FIARCH
parameter 2| = 0:5 + 2|from  = 0:62 calculated for power-law correlations in
qi we obtain 2 = 0:12.
Thus we model ti and q(ti) as two mutually independent but individually auto-
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Figure 5.1: Modeling power-law correlations in intertrade time and number of shares traded
found in Exon company using the stochastic process of Eq. (5.1) with fractional parameter
1 = 0:4 and the stochastic process of Eq. (5.2) with fractional parameter 1 = 0:12 (a)
Intertrade time t of Eq. (5.1). (b) For t, detrended uctuation function F (n) versus
time lag n yields strong long-range auto-correlations in t. (c) Number of shares traded
q(ti) of Eq. (5.2). (d) For q(ti), we nd weak long-range power-law auto-correlations.
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correlated power-law processes in which the correlations in ti are much stronger
than those in q(ti). There are four parameters at this stage: 1 and 2 responsi-
ble for power-law scaling in intertrade times ti, the number of shares q(ti), and
two parameters a1 and a2 corresponding to the distributions of i.i.d. variables in
Eqs. (5.1)-(5.2).
Figures 2(a) and 2(b) show that in Eqs. (5.1) and (5.2) these two power-law scalings
are responsible for the strong power-law correlations in the sum of the number of
shares qi traded (the trading volume) in a xed time interval T (where T  hti),
Q(T ) =
NTX
i=1
qi(ti); (5.3)
where NT is the total number of trades within a time interval T =
PNT
i=1 t.
Thus, even though the time series of the individual number of shares traded q(ti)
is weakly power-law correlated, because of strong power-law correlations in the in-
tertrade time ti the integrated trading volume Q(T ) exhibits strong long-range
power-law correlations, which were found empirically by Gopikrishnan et al in Re-
f. [143]. Figures 2(c) and 2(d) show that Eqs. (5.1) and (5.2) also generate long-range
power-law auto-correlations in the total number of shares traded in the xed time
interval T , where T  hti.
Trading strategies play a key role in price dynamics, and the literature on this topic
is huge. Ref. [147] models trading activities by assuming that at the beginning of a
trading day traders are greeted with news that is either good or bad, and that long
durations are likely to be associated with news that is bad. Ref. [148] assumes that
informed traders possess non-public information that allows them to better estimate
a future security price than uninformed traders. Ref. [149] assumes that informed
traders trade only when they have information and thus variations in trading rates are
associated with the changing number of informed traders. In the model proposed by
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Figure 5.2: Modeling power-law correlations in shares volume Q(T ) and number of trades
(transactions) NT within T using the stochastic process of Eq. (5.1) with fractional
parameter 1 = 0:4 and the stochastic process of Eq. (5.2) with fractional parameter
2 = 0:12 (a) Shares volume Q(t). (b) For Q(t), detrended uctuation function F (n)
versus time lag n yields strong long-range power-law auto-correlations in t. (c) Number
of trades NT . For NT , detrended uctuation function F (n) versus time lag n yields
strong long-range power-law auto-correlations.
Bak et al [150], buyers and sellers are represented by particles subject to a reaction-
diusion process [150]. In Maslov model in Ref. [115], traders can either buy or
sell stock at the market price or place a limit order to automatically buy or sell a
particular amount of stock. In this, traders are allowed to trade only one unit of stock
(qi = 1) in each transaction. A mean-eld variant of the Ref. [115] model proposed
by Slanina is found to exhibit a power-law tail with exponent 2 [117]. Other models
with nontrivial agent strategies have also been proposed [151, 152, 153, 154].
We now simplify the trading process, but at a level that can still provide us with
the scaling properties found in price and trading dynamics. In this model, bid and
ask prices are stochastically generated at each time coordinate. We do this because
Gopikrishnan et al in Ref. [143] nd that the correlations in the absolute values of
57
price changes are largely due to correlations in trading volume. Engle and Russell
Ref. [145] reports evidence of co-movements between intertrade time and volatility|
the absolute value of price changes. Similarly, Ivanov et al in Ref. [128] quantify this
co-movement nding an analogy in the power-law scaling between the absolute value
of price changes and the time intervals between consecutive stock trades. Finally, for
the 116 stocks analyzed, Plerou et al in Ref. [136] report that the average bid-ask
spread S is characterized by a cumulative distribution that decays as a cubic power
law. These results clearly suggest a common origin for price change dynamics and
trading time dynamics. In our model, at each trading time a single trader trades stock
while other traders put either bid or ask prices. We therefore suggest the following
process for generating the trader's (agents') ask and bid price changes, respectively,
Sa =  i(1)
00
i ; (5.4)
Sb =   i(1)00i ; (5.5)
where  i(d)|the volatility process shown in Eq. (5.1)|is responsible for the long
memory in intertrade times, and 00i is from an exponential function. Thus in our
model intertrade times and bid-ask price changes share the same volatility mechanis-
m. In our simulations we keep the number of bid and ask traders equal and constant.
Clearly this is an approximation, since the number of bid and ask traders changes
over time and at certain times, e.g., during market crashes, substantially increases.
(iii) To illustrate how trading inuences price changes, consider a simple example with
only two ask traders. Suppose trader A puts an ask order with 3000 shares and
requires that its price be at least $100 per share. Trader B puts an ask order with
6000 shares and requires that the price exceed $110 per share. Trader C decides to
buy the cheapest 6000 shares. Clearly, trader C can buy 3000 shares from trader A at
$100 per share and 3000 shares from trader B at $110 per share. We assume that for
the trader who trades shares, the probability of a bid oer is equal to the probability
58
0 5000 10000 15000
time t
0
50
100
150
200
Pr
ice
 S
0 1 2 3 4 5
time lag n
-2
-1
0
1
2
F(n
) |∆S|
∆S
0.83
0.5
a)
b)
Figure 5.3: Modeling power-law auto-correlations in absolute values of price changes using
the stochastic process of Eq. (5.1) with fractional parameter 1 = 0:4 and the stochastic
process of Eq. (5.2) with fractional parameter 2 = 0:12 as in Figs. (1)-(2). (a) Time
series of price for 100,000 time steps with average intertrade time hti = 0:137. (b)
detrended uctuation function F (n) versus time lag n yields strong long-range power-law
auto-correlations. We also show that there are no correlations in price changes.
of an ask oer, and this assumption assures that there will be no serial correlations
[Fig. 5.3(b)]. Based on this trading decision, using the stochastic process of Eq. (5.1)
to generate intertrade time ti, the stochastic process of Eq. (5.2) to generate the
number of shares traded at ti, qi(ti), and the choice for bid and ask price changes
in Eqs. (5.4) and (5.5), we generate a price time series [see Fig. 5.3(a)]. Using the
detrended uctuation function F (n), in Fig. 5.3(b) we show that the absolute values
of price changes exhibit strong power-law auto-correlations.
For power-law distributed variables with cumulative distribution P (s > x)  x 0 ,
the Zipf plot of size s vs. rank R usually exhibits a power-law scaling regime with
a scaling exponent  for a large range of R [155],  = 1= 0. Using the Zipf ranking
approach, in Fig. 5.4 we show that the tails of the distribution of absolute values
of price change exhibit a power law. The Zipf exponent corresponds to the scaling
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Figure 5.4: Zipf plot with power-law tails in absolute values of price changes using the
stochastic process of Eq. (5.1) with fractional parameter 1 = 0:4 and the stochastic process
of Eq. (5.2) with fractional parameter 2 = 0:12 as in Figs. (1)-(2).
exponent  = 2. Using dierent parameters and dierent i.i.d. distributions in
Eqs. (5.1), (5.2), (5.4), and (5.5), it is clear that we can eventually obtain an exponent
corresponding to a cubic law [59].
Using quote data for the 116 most frequently traded stocks on the New York Stock
Exchange over the two-year period 1994{1995, Ref. [136] analyzes the relationship between
the bid-ask spread and other indicators of liquidity such as the number of trades occurring
NT , and the share volume traded QT . They found S / ln NT and S / ln QT . They
also examined the relationship between the spread expectation conditioned by the time
interval between trades. They found that as t increases, the bid-ask spread decreases,
and the functional relationship is approximately hsit /  lnt. In order to reproduce the
last nding and to keep the rest of the ndings, we modify the bid-ask process of Eqs. (5.4)
and (5.5), which gives the proportional and not the reciprocal dependence between the
spread and the intertrade time interval. Then we generate the trader's (agents') ask price
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changes,
Sa = ( i(1))
 00i ; (5.6)
Sb =  ( i(1)) 00i ; (5.7)
where  > 0 and 00 is explained in Eqs.(5.4)-(5.5). In Figs. 5.5(a) and 5.5(b) for  = 0:25
we show the log-linear functional relationship between the average of the spread hSiT
and the number of trades occurring NT , and between hSiT and the total share volume
traded QT , and both agree with empirical ndings. Since the average intertrade time
interval t can be thought of as a reciprocal of NT , the model accurately gives the the
reciprocal dependence between the spread and the intertrade time interval.
5.4 Summary
We have proposed a stochastic process that may oer a guide to modeling the microstruc-
tural dynamics of spreads, returns, volume q(ti), and volatility. It gives the statistical
properties of the intertrade time interval ti, the bid-ask spread, and the volatility in good
agreement with empirical ndings. We model ti and q(ti) as two mutually indepen-
dent but individually auto-correlated power-law processes in which the correlations in ti
are much stronger than those in q(ti). There are three exponentially distributed i.i.d.
processes in Eqs. (5.1), (5.2), and (5.6)-(5.7), where the parameters a1 and a2 dened in
Eqs. (5.1), (5.2) can be estimated to t average intertrade times and the average number
of shares traded, respectively. The fractional parameters 1 and 2 in Eqs. (5.1) and (5.2)
can be estimated to t the scaling in the auto-correlations of t and q(t), respectively.
The parameter  in Eqs. (5.6)-(5.7) controls the power-law exponent and the strength of
the auto-correlations in absolute values of price changes. The larger the , the smaller the
exponent for the power-law tails. We believe that subordinated processes with long-range
correlations have a broad range of potential applications.
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Figure 5.5: Model outcomes for the stochastic process of Eq. (5.1) with fractional parameter
1 = 0:4 and the stochastic process of Eq. (5.2) with fractional parameter 2 = 0:12 as in
Figs. (1)-(2) and Eq. (5.6)-(5.7) with  = 0:25. (a) Average spread S versus number of
transactions (b) Average spread versus share volume for a given T both exhibit log-linear
functional dependence in agreement with empirical ndings.
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