ABSTRACT
INTRODUCTION
Mobile phones are essential component of day to day life and have become the best friend of a person. Day by day they are becoming very affordable making the communication infrastructure as the backbone of daily life. Background noise is a natural part of a conversation. A high background acoustic noise level is annoying to the listener side. Listener fatigue (the ears get tired) and difficult to understand each other. Considerable attention has been paid over the past decade for the enhancement of speech degraded by additive background noise [6] . Listening to speech or audio signals becomes more difficult as the background noise level dominates. The near-end listener perceives a combination of the clean far-end (downlink) speech and the background noise from the near-end and thus experiences an increased listening effort. As the noise signal cannot be influenced, a reasonable approach is to manipulate the clean far-end speech signal depending on the local background noise. Hence, there is a strong need to improve the quality of the speech signal in noisy conditions by developing speech enhancement algorithms to minimize the effect of background noise. In the gain adjustment process the quality of the speech signal in noisy environment is improved by automatically adjusting the output level when the background noise exceeds the noise masking threshold.
The traditional noise cancellation algorithms cannot be used as the near-end noise directly arrives at the near-end listener's ears. The approaches proposed for far-end noise cancellation discussed in literature [1] , [2] , [3] , [4] are not suitable. In the subtractive-type approach proposed by Virag [1] , a psychoacoustic model was used to guide the derivation of the spectral subtractive parameters. Jeon Yu-young et al. discusses about the compensation for partial masking effect [5] . Several approaches to mitigate the background (near-end) noise using speech enhancement are discussed by Bastian et al. [6] , [7] , [8] , [9] and Jong Won Shin et al. [10] , [11] , [12] . Speech intelligibility improvement in presence of near-end noise and loudspeaker output power constraint are discussed in [6] , [7] . Perceptual speech reinforcement based on partial specific loudness is discussed in [10] , [11] focuses on mitigating near end noise at the speaker not at the receiver. Psychoacoustic model in frequency domain approach using waveletthreshold multitaper magnitude spectra as alternate to Fast Fourier Transform (FFT) was incorporated by Yi Hu [13] . The speech enhancement methods today are more exploiting the auditory masking properties of human [3] . Many approaches discussed above have not fully exploited the psychoacoustic approach for speech enhancement in presence of near-end noise.
The paper is organized as follows: In section 2, proposed time domain approach is described with implementation details and results. Section 3, describes the proposed frequency domain approach using psychoacoustic with the implementation details and results. Comparison results of both the approaches are discussed in Section 4, and the conclusions are given in Section 5.
PROPOSED TIME DOMAIN SPEECH ENHANCEMENT METHOD
This paper proposes a method to overcome the relative degradation of the speech signal in the noisy environment. In order to retain the signal quality in the noisy environment different algorithms have been proposed and implemented in [6] [7] [8] [9] , but the complexity involved in determining the gain seems to be unresolved. In this paper a concept which is simple to analyze and implement in real time is presented. A multiplier is required to enhance the speech signals degraded in the presence of background noise. As the speech and noise signals are dynamic it is difficult to find a constant multiplication factor (MF) for the incoming signal. Thus the signal strength and noise present in the environment is to be analyzed. The speech signal is to be amplified by applying a dynamically varying gain depending upon the different parameters of speech and noise signal. The external volume control of the devices can't be used for this purpose as it is painful. Block diagram of the proposed time domain approach is shown in the figure 1. Energy of the downlink speech signal and near-end noise signal is computed. By comparing energy of both the speech and noise signals, gain/MF is computed for enhancing the speech signal. Gain obtained is multiplied with speech (element by element) signal to get enhanced speech signal. 
Gain

Multiplier
The sound energy is proportional to the square of the amplitude. Energy, E dB in decibels is calculated using, E dB =10 * log 10 ∑(
where X is the amplitude of the speech signal and N, number of samples.
The Gain is to be adaptive for being effective in most of the scenarios. It can be modelled as,
where x 1 …x i …x p represent different parameters and c 1 …c i …c p represent different coefficients to be derived corresponding to one or more of the above mentioned parameters.
The challenge lies in finding out the correct coefficients for adapting equation (2) . Hit and trial methods or human expertise can be utilized for setting these values, works for limited categories of speech signals and noises.
Deriving the Gain
The correct gain/MF for a pair of speech and noise sample (selected parameters) is user specific. System provides a mechanism for user to declare whether system generated MF (auto gain) is acceptable or not. Such an assumption is easy to realize for most of the devices as volume control can be used for the purpose. In figure 1 , gain block calculates the amplification factor/MF of speech signal in the presence of varying background noise which can dominate the received speech signal as well. Different parameters of signal and noise (energy in the present case) can be considered. In order to avoid the perceptual artefacts like clicks & pops due to signal saturation/ overflows and signal bursts due to sudden gain changes, optimal gain computed must be characterized by slow and configurable response time for the gain variations.
The Gain is derived using the equation, Gain = A + maximum (B, (C -D)) · E (3) where A, B, C, D, and E are experimental constants. Value of A (default gain) is set to 1 so that Gain =1 when no enhancement for the speech signal is required, B (default enhancement) is set to 0. (C -D) is extent of noise over speech signal, (if negative no amplification is required), E (compensation factor) is used to control the gain (<1). When signal energy (SE) is sufficiently greater than noise energy (NE) then gain of 1 is used so that no amplification is required, input signal buffer value will be copied to output signal buffer. When SE is approximately equal to NE then gain is selected such that enhanced speech signal is increased nearly by 1 dB. When SE is less than NE then gain is calculated using eq. 3. Present frame gain/MF is compared with previous frame MF if the difference is more, then current frame MF is adjusted to avoid sudden change in large gain to avoid click and pop noise. If the hearing and perception choice of user varies with time, the proposed mechanism is capable of capturing such alterations. If the amplification value exceeds the maximum loudness [7] of the loud speaker [9] then end capping can be performed depending on minimum and maximum values computed using, Case-1: for +ve amplified value (AV) AV = minimum (AV, 2 15 -1) (4) Case-2: for -ve amplified value (AV) AV = maximum (AV, -2 15 )
Signal buffer value can be overridden with new amplified value and output to output speech signal buffer. Most mobile phone applications limit the overall power of the loudspeaker signal to a constant maximum power instead of the power of the original signal.
Experimental Results
Algorithm has been verified for different speech signals with varying background (tapering, hammer, parabolic type ...) noise signals. To illustrate a speech signal of 16-bit PCM with sampling rate of 8 kHz with duration of 5 seconds is considered. The speech signal is captured using an audio editor tool Gold Wave and saved in .wav format. The captured speech signal has 40000 (8000*5) samples, total samples are divided into frame size of 1024 each, resulting in 39 frames. Varying background noise ( Fig. 2(b) ) for 5 seconds, sampled at 8 kHz is captured using an audio editor tool Gold Wave and saved in .wav format for experimenting and gain/MF are calculated. Microphone in the mobile phones can be used to capture the background noise signals. Experiment is performed by considering the difference in energy of background noise (dB) and speech signal (dB). Figure 2 show the results obtained for varying background noise. The speech signal in figure 2(a) corresponds to input (downlink) speech signal, figure 2(b) represents noise signal whose amplitude is continuously decreasing, and figure 2(c) shows the amplified speech signal in presence of noise where the gain is varied from 1 to 7.
Fig. 2(a):
Original down linked speech signal.
Fig. 2(b):
Varying background noise signal.
Fig. 2(c):
Enhanced speech signal using time domain approach.
Fig. 2(d):
Enhanced speech signal using frequency domain approach. For a gain of ≈ 7, when the noise signal is at maximum, the speech signal energy is enhanced by ≈ 17 dB. Speech signal has enhanced to a maximum energy of ≈ 82 dB.
PROPOSED FREQUENCY DOMAIN SPEECH ENHANCEMENT METHOD
Psychoacoustics
Psychoacoustics is the study of sound perception (including speech and music) [1] , [7] . The range of human hearing is about 20 Hz to 20 kHz and frequency range of the speech (voice) is typically from 500 Hz to 4 kHz. The dynamic range of sound (ratio of the maximum sound amplitude to the quietest sound that can be heard), is of the order of about 120 dB [14] . Equalloudness contours indicate the sound pressure level (dB), over the range of audible frequencies, which are perceived as being of equal loudness. Equal-loudness contours were first measured by Fletcher and Munson using pure tones reproduced via headphones, and the data collected are called Fletcher-Munson curves.
Speech enhancement methods today are more often exploiting the human auditory masking properties [3] . Yi Hu et al. proposes speech enhancement in the frequency domain as a constrained minimization problem and includes the masking thresholds as the constraints. In [13] , psychoacoustic model is integrated in the derived spectral weighting function, paper further investigate the importance of using good (low variance) spectrum estimators in speech enhancement. The human listener will not perceive any noise distortion as long as the power spectrum density of the distortion lies below the masking threshold (the masking thresholds can be obtained by performing critical band analysis of the speech signal [13] ). As an alternative to time domain approach (section 2) is to amplify the frequency components of the signal so that the noise level in each critical band becomes lower than the masking threshold. In most of the above speech enhancement methods, the incorporation of auditory masking was done heuristically.
A. Absolute Threshold of Hearing ATH is minimum sound level of a pure tone that an average ear with normal hearing can hear with no other sound present, this is also known as the auditory threshold. It is the lowest of the equal-loudness contours. If one has a low absolute threshold, it means that he is able to detect small amounts of stimulation, and thus is more sensitive. If one has a high absolute threshold, then he requires more stimulation and thus is less sensitive [14] . ATH varies with the frequency of the sound, which is shown in figure 4 . The threshold of hearing is generally reported as the RMS sound pressure of 20 µPa. It is the sound a young human with undamaged hearing can detect at 1000 Hz. The threshold of hearing is frequency dependent and it has been shown that the ear's sensitivity is best at frequencies between 1 kHz to 5 kHz [14] .
B. Masking
The masking phenomenon occurs because any loud sound will distort the ATH, making quieter, otherwise perceptible sounds inaudible [14] . The masking effect stands for the phenomenon that a certain weak signal called a maskee cannot be heard, i.e., 'masked' in the presence of a strong signal called a masker in a nearby time or frequency region [12] . A weaker sound is masked if it is made inaudible in the presence of a louder sound. The stronger signal that masks the weaker one is called masker and the one that is masked is the maskee. The masking threshold will depend upon the sound pressure level (SPL), the frequency of the masker and the characteristics of the masker and the maskee, such as whether the masker or maskee is a tone or noise. The masking characteristics are measured by signal to mask ratio (SMR) and mask to noise ratio (MNR). SMR at a given frequency is expressed as the difference (in dB) between the sound pressure level of the masker and the masking threshold at that frequency. MNR at a given frequency is expressed as the difference (in dB) between the masking threshold at that frequency and the noise level. To make the noise inaudible, its level should be below the masking threshold i.e. the MNR should be positive [3] .
If there is more than one masker, then each masker contributes to its own masking threshold and global masking threshold is computed that describes just noticeable distortion as a function of frequency. Simultaneous Masking: masking between two concurrent sounds often observed when the sounds share a frequency band. Temporal Masking: characteristic of the auditory system where sounds are hidden due to maskers which have just disappeared, or even after maskers which are about to appear. Loudness: Sound loudness is a subjective term describing the strength of the ear's perception of a sound, also referred to as volume or strength. The units used to measure loudness are the, Sone (loudness N) and Phon (loudness level L).
Deriving the Weighted Curve using Psychoacoustic
In the measurement of loudness, weighted curve is used to emphasize frequencies around 3 to 5 kHz where the human ear is most sensitive, while attenuating very low and high frequencies to which the ear is insensitive [14] . Deriving a weighted curve is considered as one of the most important factors which facilitates in measuring noise loudness. Table I shows the derived threshold of hearing (dBSPL) values using equation 6, for frequencies ranging from 20 Hz to 20 kHz (frequency range for human hearing). In table I, the column I represent 64 different frequency values ranging from 20 Hz to 20 KHz, and column 2 represents threshold of hearing computed (dB) for the respective frequencies.
The linear curve (figure 5) is derived for 64 vectors, with a fixed linear frequency interval of 312.5 Hz along the X axis, using the equation 6. The threshold of the hearing was found to be -4.983187589 dB at 3320.3125 Hz, and 160.3313427 dB at 20 kHz which shows, our ear is most sensitive to the frequency around 3.3 to 3.5 kHz. It is observed that maximum audibility lies in the range of 1 to 5 kHz; any signal with least loudness can be heard in this range. After deriving 64 Vectors for a frequency range of 20 Hz to 20 kHz, its weighted curve has to be derived, for this we have normalized 64 vectors to lie in between 0 and 1 (figure 6). To normalize these values we use equation 7 to set maximum value 160.3313427 dB (threshold) of 20 kHz to be 1 and minimum value -4.931530782 dB of 3.4375 KHz to 0.
where, X ' (n) = Normalized value, X(n) = Value to be normalized, min (score) = minimum value, max (score) = maximum value.
The weighed curve is the inverse of Threshold of hearing curve shown in figure 6 , normalized between 0 and 1. We take 1-X'(n) (represented as B(n) in table I), to derive the weighed curve shown in figure 7. 
Deriving the Gain
Deriving the gain in frequency domain approach is more critical than time domain approach. Background noise is captured and sampled at a rate of 8 kHz. The total samples are divided into frame size of 1024 each, resulting in 39 frames as explained in section 2.2. Each frame of 1024 samples are sub-divided into 16 sub-frames for processing, each sub-frame has 64 samples. Flow representation of the approach is shown in figure 8 . Compute the magnitude of down-linked speech samples (with Fs = 8 kHz) using 64 point FFT for 16 sub-frames and calculate the energy (frame wise) of speech samples using equation 1. The energy of the speech and noise signals computed (figure 8) is compared and gain is derived for enhancing the degraded speech signal as explain in section 2. For deriving the gain equation 3 is used. Present frame gain is compared with previous frame gain if the difference is more, then current frame gain is adjusted to avoid sudden change in the output levels to avoid click & pop noise which fatigue the ears. Updated gain is multiplied with speech (element by element) signal in time or frequency domain (multiplying by constant is a linear function) to get enhanced speech signal. If the enhanced/amplified value of speech signal exceeds the maximum loudness of the loud speaker then end capping can be performed depending on minimum and maximum values computed using equations 4 and 5 as explained in section 2.1. 
Experimental Results
To illustrate a speech signal (Fig. 2(a) ) and varying noise signal (Fig. 2(b) ) of 16-bit PCM with sampling rate of 8 kHz with duration of 5 seconds is captured using an audio editor tool, Gold Wave and saved in .wav format. The captured speech signal has 40000 samples; total samples are further divided into frame size of 1024 each, resulting in 39 frames. 
EVALUATION OF BOTH THE METHODS
The gain derived from both the time and frequency domain (using psychoacoustic) approach is plotted in figure 10 . Results indicate that later approach promises minimal gain required for speech enhancement, which is more realistic with reference to human audibility since psychoacoustic was involved. Complexity involved in the processing the samples will more in the latter approach because of frequency transformations (FFT) involved as compared to earlier approach. Algorithm enhances only the selected frequency components hence amplification required for enhancing speech signal is minimal which reduces the battery power as well as ears will not get fatigue. 
CONCLUSIONS
In this contribution we presented an efficient algorithm to enhance the speech signals in presence of noisy background noise. The paper discusses the implication of background noise on signal perception by the user and necessity of this problem needs to be solved for extended user experience and growth of mobile technology. The paper also discusses avenues to mitigate the effect of such noise by gain adjustment of speech signal according to noise variations. Experimental results are presented for a few combinations of parameters against the varying background noise, highlighting acceptable gain of the signal. Results indicate that gain obtained is adaptive and varies w.r.t. change in speech and noise signal. The proposed system is capable of tracking change in the user perception levels with time. The gain derived from frequency domain approach is more realistic because derived gain uses the masking properties of the human auditory system. Simulation results were verified using an audio editor tool Gold Wave v5.58, compiled with Eclipse C/C++ IDE and implemented on Beagle-Board-xM (OMAP-3530) platform.
