In this note we establish a method to obtain diophantine equations with infinite solutions and we also prove a theorem on factorization of integers.
Diophantine Equations with Infinite Solutions
In this note we establish a method to obtain diophantine equations with infinite solutions.
The following identity is well-known (see [2] , Chapter XXI, Theorem 402)
Consequently the diophantine equation
has infinite solutions (x 1 , x 2 , . . . , x r ), where the x i (i = 1, 2, . . . , r) are integers. In identity (1) all exponents are k. Now, we shall obtain identities where the exponents are different. Besides, we shall choose the exponents that we wish in our identity.
Let us consider the binomial formula.
The binomial formula gives
where i = i 1 , i 2 , . . . , i k are nonzero different integers.
Example 1. Suppose that we wish an identity without constant term and where only appear the exponents 3 and 2. If we choose i = 1, 2, 3 then we have the following 3 formulae (see (2) with k = 3)
(a + 2)
(a + 3)
Now, we establish the following system of linear equations and sum, then we obtain (see equations (6), (7), (8)) 3(a + 1)
Finally. if we multiply (9) by 6 (the least common multiple of the denominators) then we obtain the desired identity 18(a + 1)
and consequently the following diophantine equation with infinite solutions
Example 2. Suppose that we wish an identity with constant term and where only appear the exponents 3 and 2. If we choose i = 1, 2, 3 then we have the following 3 formulae (see (2) with k = 3)
Now, we establish the following system of linear equations
The determinant of the coefficients in this system of linear equations is
where the last determinant is a Vandermonde's determinant whose value is different of zero. Consequently, it has an unique solution. This unique solution is
If we multiply equation (10) by x 1 , equation (11) by x 2 and equation (12) by x 3 and sum, then we obtain (see equations (13), (14), (15))
Finally. if we multiply (16) by 2 (the least common multiple of the denominators) then we obtain the desired identity
The method used in these two examples is general. If we wish that in the identity appear only the exponents
we consider the following square system of linear equations in k unknowns x 1 , x 2 , . . . , x k . We put 1, 2 , . . . , s), b 0 = rational number and in the rest of the b i we put b i = 0 (see (6)).
The determinant of the coefficients of this square system of linear equations is i 1 i 2 . . . i k multiplication a Vandermonde's determinant whose value is different of zero. Therefore the system of linear equations has an unique solution ( x 1 , x 2 , x 3 , . . . , x k ) = (q 1 , q 2 , q 3 , . . . , q k ) , where the q i (i = 1, 2, . . . , k) are rational numbers. Consequently we obtain the identity.
Let l be the least common multiple of the denominators of the q i (i = 1, 2, . . . , k), of the b d i and of b 0 (if b 0 is a rational number different of zero). If we multiply both sides of (17) by l then we obtain the desired identity.
A Theorem on Factorization of Integers
In number theory integer factorization is the decomposition of a composite number into a product of smaller integers. The problem of the factorization of integers is a very interesting and ancient problem. There exist various theorems on factorization of integers and methods of factorization, for example:
The more important theorem on factorization of integers is The Fundamental Theorem of Arithmetic, " for each integer n > 1, there exist primes p 1 ≤ p 2 ≤ p 3 ≤ . . . ≤ p r such that n = p 1 p 2 . . . p r ; this factorization is unique". This theorem, as well as the lemmas used in proving it, can be found in the ancient book Euclid's Elements (300 B.C).
On the other hand, it is well-known that the binomial coefficient
is a positive integer (the proof is combinatorial). This implies that "the product of the first n positive integers is a factor of the product of any n consecutive positive integers".
There exist also factorization methods as the Fermat's factorization method (Pierre de Fermat 1601-1665) and the Euler's factorization method (Leonhard Euler 1707-1783)(see [3] ).
Today, the factorization of big integers can be obtained using different mathematics softwares.
In this article we shall prove a theorem on factorization of integers. In short 
That is
an evident contradiction with (18). Hence, the c i are not repeated in different a i . Now, the number of c i that satisfy the inequality 1 ≤ c i ≤ N is equal to the number of a i that satisfy the inequality N < a i ≤ mN , since if we write N = km + r where 0 ≤ r ≤ m − 1 then this same number is (m − 1)k + r as can be proved without difficulty. Consequently the theorem is almost proved. We only need to prove that S = N .
We can write the equality (see the enunciated of the theorem)
where the d i are not multiples of m.
On the other hand, we have 
Ecuations (19) and (20) give S = N and the theorem is proved.
Remark. If m = p is a prime number we also can determinate S in the following way. It is well-known (Legendre's Theorem, see [1] ) that the exponent of p in the prime factorization of n! is 
