Abstract-This paper studies the bit error probability (BEP) of coded unitary space-time modulation with iterative decoding where neither the transmitter nor the receiver knows the channel fading coefficients. The tight error bound on the asymptotic performance is first analytically derived for given unitary constellation and mapping rule. Design criterion regarding the choice of unitary constellation and mapping is then established to achieve the best asymptotic performance. Furthermore, using the unitary constellation obtained from orthogonal design and 4-PSK, two mapping rules are proposed. In particular, one mapping is the best mapping for systems with iterative decoding, whereas the other mapping is most suitable for systems that do not implement iteration process. The latter mapping is similar to Gray mapping considered for coherent channels. Analytical and simulation results show that with the proposed mapping of the unitary constellation obtained from orthogonal design, the error performance of the iterative systems can approach very near the performance of the ideal unitary constellation and mapping.
I. INTRODUCTION
Recently, major research efforts have been made to the multiple-input multiple-output (MIMO) systems that employ multiple antennas at both the transmitter and the receiver. Based on the assumption of perfect channel state information (CSI) at the receiver (but not at the transmitter), a theoretical framework in [1] shows that MIMO systems can achieve a much higher channel capacity compared to that of singleantenna counterparts. Assuming perfect information of fading coefficients at the receiver, two space-time coding methods, namely space-time trellis codes and space-time block codes have been introduced in [2] , [3] to obtain the diversity gains in both time and spatial domains. Since then, a considerable amount of work has studied both uncoded and coded MIMO systems under this assumption.
Unfortunately, due to the rapidly changing conditions in fading environment, perfect knowledge of the fading coefficients might not be available at the receiver. In [4] , a novel treatment to compute the capacity of the wireless channel where neither the transmitter nor the receiver knows the fading coefficients has been performed. It was shown in [4] , [5] that the class of unitary space-time constellations is most suitable to achieve the capacity for this type of channels. Furthermore, by evaluating the asymptotic union bound (AUB), it was pointed out in [6] that the use of unitary signal constellations results in the minimization of AUB. Based on the advantages of unitary signal constellations in both information-theoretic and error probability arguments, a few efforts have been devoted to the design of unitary constellations [7] - [10] . The design criterion used in these studies was mainly based on the pair-wise error probability proposed in [5] for uncoded systems, which is related to the complex Grasmannian space as opposed to the Euclidean space in the case of coherent channels.
In order to achieve the channel capacity, it is widely acknowledged that the use of channel coding should be incorporated in the systems. To the best of our knowledge, this combination was first considered in [11] where a turbo code is concatenated with the unitary signal constellation given in [7] . It is observed by simulation results in [11] that the error performance can be significantly improved compared to the uncoded systems. More recently, reference [12] studies the effect of signal mapping to the error performance for coded MIMO systems based on bit-interleaved coded modulation and iterative decoding (BICM-ID). However, no analytical evaluation was provided. A similar work considering trellis coded modulation (TCM) and the unitary constellation has also been investigated in [10] . By a clever construction of the unitary constellation based on orthogonal design, the authors in [10] have analytically quantified the asymptotic performance. The limitation is that the design in [10] is restricted to only a very few choices of the number of the transmit antennas as well as the number of block intervals of the constellation.
Motivated from the above observations, this paper shall analytically evaluate the asymptotic bit error probability (BEP) for unitary space-time coded modulation with iterative decoding. The evaluation is based on the assumption of ideal feedback from the channel decoder to the demodulator. Based on the asymptotic performance, design criterion for the choice of unitary constellation and mapping is also introduced. Using the class of unitary constellations obtained from orthogonal design and 4-PSK signal set [10] , the optimal mappings with respect to the asymptotic performances of systems with and without iterative processing are then introduced.
II. SYSTEM MODEL
The general block diagram of a unitary space-time coded modulation system with iterative decoding is shown in Fig.  1 . The information sequence u is first encoded into a coded sequence c using a rate-r c convolutional code. The coded sequence c is then interleaved by a bit-wise interleaver to become the interleaved sequencec. Based on the mapping rule ξ, each block of M c coded bits is then mapped to one of L T × M matrices S l = √ T Ψ l belonging to the constellation Ψ where Ψ l , 1 ≤ l ≤ L, is a unitary matrix, M is the number of transmit antennas, T is the number of block intervals (i.e., the duration of coherence interval), and M c = log 2 L. Assume that the receiver is equipped with N receive antennas. The T × N matrix R l of received signals corresponding to the transmitted signal S l can be written as [4] :
where S l ∈ Ψ is the T × M transmitted signal, H is M × N matrix of fading coefficients whose entries are CN (0, 1). The T × N matrix W is the additive white Gaussian noise whose entries are also CN (0, 1). Note that the normalization factor in (1) is to ensure that the average signal to noise ratio (SNR) at each receive antenna is ρ, independent of M . The spectral efficiency for the system is therefore M c r c /T information bits per channel use. The conditional probability density function of the received signal can be written as [4] , [5] :
where "tr" denotes the trace function, (·) † denotes conjugate transpose and The receiver of the system includes the maximum a posteriori probability (MAP) soft-output space-time demodulator and the soft-input soft-output (SISO) channel decoder. The detailed algorithm for the demodulator is described in [11] , while the SISO channel decoder uses the maximum a posteriori probability algorithm in [13] . Similar to the decoding of Turbo codes, here the space-time demodulator and the channel decoder exchange the extrinsic information of the coded bits P (c; O) and P (c; O) through an iterative process. After being interleaved, P (c; O) and P (c; O) become the a priori information P (c; I) and P (c; I) at the inputs of the SISO decoder and the demodulator, respectively (see Fig. 1 ). The total a posteriori probabilities of the information bits can be computed to make the hard decisions at the output of the decoder after each iteration.
III. PERFORMANCE EVALUATION
The union bound of the BEP for a rate-k c /n c convolutionally coded unitary space-time modulation can be written in a general form as [14] :
In (3), c d is the total information weight of all error events at Hamming distance d and d H is the free Hamming distance of the code. The function f (d, Ψ, ξ) is the average pairwise error probability, which depends on the Hamming distance d, the unitary constellation Ψ and the mapping rule ξ. In the following, the function f (d, Ψ, ξ) is computed from the pairwise error probability (PEP) of two codewords. Let c andc denote the input and estimate sequences, respectively, with Hamming distance d between them. These binary sequences correspond to the sequences S andS, whose elements are in √ T Ψ. Without loss of generality, assume that c andc differ in the first d consecutive bits. Hence, S andS can be redefined as sequences of d unitary signal points as
Assuming the channel is memoryless and following similar analysis as in [5] , the PEP between two codewords S andS can be computed as follows:
Applying a closed-form analytical expression presented in [5] , the above PEP can be computed via a single integral as:
where
Here, d m,e , where 1 ≤ m ≤ M , is the mth singular value of the M × M matrixΨ † e Ψ e and a m,e is defined as:
Owning to the success of decoding step as normally seen in the analysis of BICM-ID systems [15] , [16] , it can be assumed that the labels of two unitary signal points Ψ e andΨ e differ in only 1 bit. Furthermore, observe that ∆ e are i.i.d. random variables. Then the function f (d, Ψ, ξ) can be computed by averaging over the constellation Ψ. Now, consider two unitary signal points Ψ l andΨ l in Ψ whose labels differ in only 1 bit, one has:
where the expectation in (8) denotes the average over all L signal points Ψ l in Ψ as well as all the bit positions, computed as follows:
The value ∆ l is computed as in (6) with two signal points Ψ l andΨ l whose labels differ in only 1 bit at position k. Therefore, the function f (d, Ψ, ξ) can be accurately calculated in determining the asymptotic performance via a single integral. Similar to [5] , the simpler Chernoff upper bound of the pair wise error probability can be used to obtain a more useful design criterion as follows:
is the mth singular value ofΨ † l Ψ l in which the labels of Ψ l andΨ l differ at only position k. Obviously, the parameter δ(Ψ, ξ) characterizes the effect of the unitary constellation Ψ and the mapping rule ξ to the asymptotic performance of a unitary space-time coded modulation with iterative decoding. More specifically, the smaller this parameter is, the better the asymptotic performance becomes.
The design criterion can be made simpler and more meaningful with the observation that the Chernoff bound depends dominantly on the large SNR as suggested in [7] . At high SNR, the design parameter for a given number of receive antennas N is then modified as:
Observe that, the design criterion under consideration is far different from that of a coherent system, which is mainly related to Euclidean distances. The parameter γ(Ψ, ξ) does not depend on SNR and needs to be maximized. As far as the asymptotic performance is concerned, it is clear that by using the "ideal" constellation and mapping such that all singular values d m,l,k = 0 in (12), the maximum value of γ(Ψ, ξ) = 1 can be achieved. This can be accomplished by using the unitary constellation Ψ with only two signal points and whose all columns are orthogonal. The mapping rule ξ is implemented such that one signal point carries all the labels with even Hamming weights and the other signal point corresponds to all the labels with odd Hamming weights. Unfortunately, the use of this ambiguous constellation and mapping will result in a very poor performance at any practical SNR. It is therefore of interest to consider practical solutions for the unitary constellation.
Given a unitary constellation, brute-force search can be carried out to find the optimal mapping based on the established distance criterion. However, when the size of the constellation is large, this exhaustive searching technique becomes infeasible due to the complexity. The binary switching algorithm (BSA) proposed in [17] can then be applied. Application of BSA to find good signal mappings was recently investigated in [12] for the specific unitary constellation proposed in [7] . However, the BSA only gives locally optimal mappings in general. Furthermore, it is observed that almost all good unitary constellations presented so far in the literature are based on the numerical optimization. This fact makes the performance evaluation for coded system intractable due to the lack of structure of the constellations.
From the above discussion, a simple but yet effective construction of unitary constellation based on orthogonal design proposed in [10] shall be adopted to investigate the mapping problem. More specifically, by investigating properties of the singular values for the unitary constellation obtained from orthogonal design with 4-PSK signal sets [10] , the optimal and good mappings for both systems, with and without iterative processing, are introduced.
IV. UNITARY CONSTELLATION FROM ORTHOGONAL DESIGN AND OPTIMAL MAPPING
In this section, the construction of unitary constellation from orthogonal design and a Q-PSK signal set proposed in [10] is adopted to investigate the mapping problem. Moreover, the case Q = 4 is of particular interest.
A. Unitary Constellation from Orthogonal Design
Due to some special properties of unitary constellation with T = 2M , a considerable attention has been paid to this special case (see [18] and the references therein). The orthogonal construction introduced in [10] also concentrates on the case of T = 2M , with a very simple but yet effective design of a unitary constellation. When M = 2, given the number of signal points L = Q 2 , where Q is a positive integer, the construction procedure is as follows. For an integer number l, 1 ≤ l ≤ L, define k = (l − 1) div Q and p = (l − 1) mod Q, the 4 × 2 unitary signal point Ψ l is written as [10] : and given by,
Hereafter, references to a signal point using Ψ l and the pairs of integers [k, p] , where k and p are related to l as defined earlier, are interchangeable. The extensions for M > 2 are also presented in [10] , but the generalizations are only possible for M = 3 and M = 4 due to the limitation of orthogonal design.
Using the standard definition of the distance between subspaces, the chordal distance between Ψ l and Ψ l is [7] :
With orthogonal design, all {d m (l, l )} are equal. Thus the index m can be omitted and the above chordal distance is rewritten as:
Let d c min be the minimum chordal distance between any two different signal points. We call the mapping rule ξ of a constellation Ψ Gray mapping if the labels of two signal points at chordal distance d c min differ in only 1 bit.
B. Optimal Mapping
For simplicity, we restrict our attention to the case of M = 2 and 4-PSK signal set (i.e., L = 16). The results for higher values of M and Q are presented in [19] . With M = 2 and L = 16, substituting (16) into (12) yields:
where d c l,k is the chordal distance between Ψ l andΨ l in which the labels of Ψ l andΨ l differ at only position k.
By studying the distance profile between the signal points in Ψ, it is not hard to recognize that the structure of Ψ is very similar to the structure of a 4-dimensional hypercube [16] , [20] , although the distances considered for the 4-dimensional hypercube in [16] , [20] are the Euclidean distances. More specifically, the following facts about chordal distance can be established for any signal point Ψ l ∈ Ψ.
• Fact 1: There exists only 1 signal point whose chordal distance to Ψ l is d 
Clearly, the upper bound in (18) is independent of the mapping. It means that the mapping, if it exists, that achieves the upper bound in (18) is the best mapping with respect to the asymptotic performance. Furthermore, it is easy to verify that this optimal mapping is any mapping that satisfies the following condition: As mentioned before, there is a strong similarity between the unitary constellation Ψ and the hypercube constellation considered in [16] , [20] . In fact, the mapping that satisfies Condition 1 can easily be obtained by modifying the best mapping for the 4-dimensional hypercube constellation in [16] , [20] . The procedure to obtain the best mapping is stated as follows (the proof is omitted): 
As the results of labelling rule ξ 3 , each signal point in Θ 2 carries 4 bits. a 1 , a 2 , a 3 ) ∈ξ 3 .
• Step 5: The constellation Ψ and the best mapping ξ are obtained by combining Θ 2 andΘ 2 and their labels ξ 2 andξ 2 . The final results are shown in Table I . It can be verified that the proposed mapping satisfied Condition 1.
Also motivated by the labelling rule of a hypercube constellation, Gray mapping rule can be easily obtained. It is given as follows:
, 0001, 0011, 0010, 0100, 
V. ANALYTICAL AND SIMULATION RESULTS
This section provides analytical and simulation results to confirm the analysis carried out in previous sections. A rate-1/2, 4-state convolutional code with generator matrix g = (5, 7) is employed for all systems, which results in the spectral efficiency of 0.5 bit per channel use. A random interleaver of length 12,000 coded bits is implemented. In computing the error bound in (3), the first 20 Hamming distances of the convolutional code are retained to make sure the accuracy of the bound. A brief comparison between systems employing orthogonal design and the proposed mappings and systems using the systematic design is also made.
A. Orthogonal Design with Proposed Mappings
First, start with orthogonal design based on 4-PSK and M = 2 transmit antennas. Fig. 2 presents the BER performances of unitary space-time coded systems with the two proposed mappings and one receive antenna, i.e., N = 1. For convenience, the SNR is computed as ρ (dB). More specifically, shown in Fig. 2 are the BER of the iterative system with the optimal mapping after 1, 4 and 10 iterations. In the case of Gray mapping, the BER is only provided with 1 iteration. It was observed that, similar to the case of coherent channels, iterative processing is useless for Gray mapping. The error bounds are also plotted in Fig. 2 to illustrate the tightness of the bounds. It can be seen that in the case of optimal mapping, the BER converges to the error bound at a practical level of 10 −5 . Thus, the bound is useful to predict the error performance at high SNR. In the case of Gray mapping, the bound is seen to underestimate the simulation result. This is only due to the poor performance of Gray mapping over the range of SNR shown in Fig. 2 . Though not shown here, it was observed that the bound is tight at higher SNR where the BER level of around 10 −4 is reached. It can also be seen that with the use of a very simple convolutional code, the system employing optimal mapping and iterative processing achieves a significant coding gain compared to that using Gray mapping. To gauge the performance improvement by the proposed optimal mapping, the error bound for system using the ideal constellation and mapping where all singular values d m,l,k = 0 in (12) Fig. 2 . Observe that there is only a slight difference between the two systems. In particular, the performance gap is only about 0.8dB over the BER range of 10 −5 to 10 −6 .
B. Comparison of Orthogonal and Systematic Designs
As an illustrative example, consider the case M = 2 and T = 4. By computer search with the design criterion proposed in [7] , the unitary constellation with L = 16, K = 1 and U = [1, 2, 5, 12] is obtained, where the meanings of K and U can be found in [7] . Then, by applying the BSA algorithm with 10 5 different trials, a mapping with the maximum γ(Ψ, ξ) = 25.701/64 is obtained 2 . Note that our proposed mapping for orthogonal design yields γ(Ψ, ξ) = 43/64. Although BSA generally gives only a locally optimal mapping, it is expected that the mapping obtained with 10 5 trials of BSA is very close to the globally optimal mapping. Fig. 3 compares error performance of two systems that employ orthogonal design/optimal mapping and systematic design/BSA mapping. More specifically, plotted in Fig. 3 are the BER performances with 1, 4 and 10 iterations for each system. The error bounds are also provided to show the tightness of the bounds. It can be clearly seen that the BER converges to the error bounds for both systems. As expected, the use of orthogonal design/optimal mapping offers significant coding gains over the systematic design/BSA mapping.
VI. CONCLUSIONS
The tight bound on the asymptotic performance of unitary coded space-time modulation over a noncoherent channel using convolutional code has been derived. Considering the unitary constellation obtained from orthogonal design and 4-PSK signal set, optimal mappings were provided for both systems, with and without iterative processing. The analytical 2 Due to page limit, such a mapping is not shown here.
derivations and evaluations were substantiated by simulation results. Significant performance gains offered by orthogonal design/proposed mappings over systematic design/BSA mapping for iterative systems were clearly illustrated
