Advances in the availability of multitemporal and global built-/human-settlements datasets as derived from Remote Sensing (RS) can now provide globally consistent definitions of "humansettlement" at unprecedented spatial fineness. Yet, these data only provide a time-series of past extents and urban growth/expansion models have not had parallel advances at high-spatial resolution. We present a flexible modelling framework for producing annual built-settlement extents in the near future past last observed extents as provided by RS-based data. Using a random forest and autoregressive temporal models with short time-series of built-settlement extents and subnational level data, we predict annual 100m resolution binary settlement extents five years beyond the last observations. We applied this framework within varying contexts and predicted annual extents from 2010 to 2015. We found that our model framework preformed consistently across all sample countries and, when compared to time-specific imagery, demonstrated the capacity to capture human-settlement missed by the input time-series and validation extents. When comparing building footprints of small settlements to forecast extents, we saw that the modelling framework had a 12 percent increase in ground-truth accuracy. This framework shows promise for predicting near-future settlement extents, and provides a foundation for forecasts further into the future.
a Some classes were collapsed: 10-30 → 11; 40-120 → 40; 150-153 → 150; 160-180 → 160 (Sorichetta et al>, 2015) b Covariates involved in Demand Quantification were used to determine the demand for non-BS to BS transitions at the subnational unit level for every given year. Covariates involved in Spatial Allocation were either used as predictive covariates in the random forest calculated probabilities of transition (see c) or as a post-random forest year specific weight on those probabilities and the spatial allocation of transitions within each given unit area. Covariates used as restrictive masks prevented transitions from being allocated to these areas.
c Used as predictive covariates in the random forest calculated probabilities of transition arc second resolution using the higher resolution MERIS or PROBA-V imagery [46] . Specific to the "Urban" class, ESA incorporates the Global Human Settlement Layer (GHSL) [15, 20] and Global Similar to the BSGMi framework [16], the BSGMe framework has two primary components of "Demand Quantification" and "Spatial Allocation", shown here in We generalize the BSGMe framework with following steps: To obtain a set of annual estimated population surfaces for our study areas, we used the method detailed by Stevens et al. [53] to dasymetrically disaggregate [59, 60] the census-based population from the unit-level to 3 arc second (~100m at the Equator) pixels. For each year, we utilized time-specific and, assumed, time-invariant predictive covariates (see Appendix A, Table   A1 ). We included the distance-to-nearest BS edge at the year 2000 and the distance-to-nearest BS edge for the given year as predictive covariates, to correspond with our assumption that population relates to inner parts of BS agglomerations differently from the outer parts and to avoid exaggerated areas of low population density relative to previously modelled years [16, 61] .
Annually, for each unit, we extracted and summed the populations from pixels that were within
year-specific BS extents and derived the annual unit-average BS population density. This resulted in annual time-series of BS population estimates and unit-average BS population densities for every unit in the study area, covering eleven years.
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Time-series Model Fitting and Built-Settlement Population Projections
Using these annual unit-level time-series, we predicted future unit BS population and unitaverage BS population density using a single model fitting and selection process detailed in Figure   1 . For each unit, this process fits three classes of models: ARIMA models, ETS models, and an identity-link GLM model with log-transformed input values, all using a rolling origin framework validation in the final, i.e. between-class, model selection process.
ARIMA models [62] [63] [64] and ETS models [63] [64] [65] [66] Error (MDAPE) as our forecasting error metric as opposed to the more common Mean Absolute Percent Error (MAPE). The MAPE, compared to other metrics, has the advantage of avoiding large errors when the true value is near zero [73] . The MDAPE retains the advantages of the MAPE, but is less influenced by extreme values and is more robust than the MAPE [68, 73] . It and can be written as:
where ̂ is the predicted outcome of interest and y is the withheld observed outcome.
Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 2 December 2019 doi:10.20944/preprints201912.0007.v1 Written mathematically, for a given unit i, maximum horizon length h, and a being the index of the given set of iterations, the MDAPE sum within the rolling origin framework can be written as
where the sample training series for a given iteration can be written as nts = t1 + a -h and the set of projected years within an iteration are calculated for each year k that takes on values between +1 , … , +ℎ , e.g. for h = 3 and a = 3 the models are fit on years 1 to 8 with a set of predictions made for {̂+ 1 ,̂+ 2 ,̂+ 3 }. After the rolling origin framework finished, for each unit, we selected the best model between model classes based upon the lowest and fit the selected model class on the entire available time series. Normally, using the entire time series is cause for concern of model over fitting. However, given that the available input time series were extremely short, precluding much smoothing and given preexisting concern that excluding later observations in the series could lead to excluding important information late in the series, we assumed that fitting only on a subset of the time-series would be as harmful, or more so, than potentially overfitting any given unit. After the refitting, and independently for each unit, we predicted the final outcome of Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 2 December 2019 doi:10.20944/preprints201912.0007.v1
interest through our projection horizon, in this case 2011-2015. Full process diagram of this subprocedure is provided in Appendix A, Figure A2 .
This time-series model selection and prediction procedure was used twice in the demand quantification component of the BSGMe: once for predicting future BS population and once for predicting future unit-average BS population density (Figure 1 ). For predicting future BS population, we first transformed, and later back-transformed, BS population to an "BS/Non-BS Ratio" to ensure BS population never exceeded total population [74] . We then calculated the final
year-and unit-specific number of projected non-BS-to-BS transitions by dividing the projected BS population by the corresponding projected BS population density. (Table 2 ). This RF was created following the sampling and training procedures in Nieves et al. [16] . In this scenario, we were assuming that relationships observed between transitions and the predictive covariates persist into the near future. Therefore, we projected forward to estimate the probability of transition surface after 2010 by using 2010 representative covariates as input covariates (Figure 1) . The values of the resulting probability surface range from 0.00 to 1.00 and represent the posterior probability of a pixel being classified as transitioning between, originally 2000 and 2010, 2010 and 2015 [75] . We elected to use a RF due to its efficiency and scalability as well as its ability to model complex interactions and non-linear phenomenon using a non-parametric approach with minimal input [75] . Further, RFs have been shown in at least one study to outperform other machine learning type methods such as support vector machines , Linard et al. [28] and others where it is assumed that pixels with higher transition probabilities are more likely to transition than pixels with lower probabilities. We repeated this process for all years in the projection period, using the previously projected year as the prior BS extents to expand upon, and output the union of the prior extents and the new projected transition as the next year's BS extents (Figure 1 ). All resulting and derived data are provided in the linked data repository (https://data.mendeley.com/datasets/cm6bnzvzfj/1).
Analysis

Validation and Comparison Metrics
We Ried-Brig, where relative model over prediction appeared to be exceptionally bad.
Results
Looking at the distribution of unit-level F1 scores in Figure 3 , we show that all models decrease in performance as projection horizon increases, with Vietnam having the most rapid rate of decrease and largest net decrease. In all countries, it appears that the naïve model outperforms all other models to varying degrees, but not typically by much in all countries with the exception of Uganda ( Figure 3) .
Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 2 December 2019 doi:10.20944/preprints201912.0007.v1 Further investigating the distributions of F1 scores, in Figure 4 , we show that recall also decreases as the projection horizon increases with Vietnam again having the most rapid and largest net decrease in recall. This makes sense as, according to the ESA RS-derived extent datasets, Vietnam had the largest relative growth while Switzerland, whose recall distributions are near identical and perfect across all input series, had very little growth, i.e. recall is driven here in Switzerland largely by persistence ( Figure 4 , Table 1 ). As expected, as the projection year increases, Looking at the distribution of precision values in Figure 5 , precision values decrease as the projection year increases across all countries and input series, except the naïve model because false positive could not occur with the extents remaining static. The low and variable precision shown by Uganda ( Figure 5 ) potentially explains the observed variance of its F1 scores (Figure 3 ). Our best guess for the low precision here was that the ESA RS-derived extents were not as good as the population data in Uganda, i.e. leading to worse demand quantification and spatial allocation in the production of the time-series and propagating error through the BSGMe projections.
Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 2 December 2019 doi:10.20944/preprints201912.0007.v1 Examining the predicted and observed extents of even a subset of projection years and areas within the study countries, Figure 6 , gives some context for the findings in Figure 7) . We see that all extents are missing areas of BS, with ESA RS-derived extents missing the more fragmented and less densely settled areas (Figure 7) . BSGMe-derived extents predicted 2,557 pixels of BS (Figure 8 ). When we compared these extents OSM building footprint data, corresponding to those present in 2015 and with near 100% coverage, across 11,966 3 arc-second pixels in the validation area, we showed that many of the areas are, in fact, not false positives (Figure 8 ). In fact, the observed ESA data only has a recall of 41.1% compared to the BSGMe performance of 57.9%, but the ESA extents do retain the highest precision of 84.1% (Figure 8 ). Considering both recall and precision simultaneously, we see that the BSGMe extents have a F1 score of 0.625 which represents approximately a 12% increase in F1 score to the ESA data (0.552) garnered by a 50% increase in recall, but at the expense of a 20% decrease in precision ( Figure 8 ). 
Discussion
We have shown that the BSGMe projects BS extents into the near future with, in many cases, large agreement with the input dataset's withheld observations for predicted years (Figures 3-5 ).
Beyond this, we found support that the validation of the BSGMe predictions, relative to the ESA RS-based observations, could be underestimating the "ground truth" accuracy ( Figures 7-8 ). We displayed this visually for a large proportion of Kampala, Uganda and other example areas ( Figure   7 ). Further, we quantified it by ground truthing against manually delineated building footprints for smaller settlements of the Visp and Brig area in Switzerland, showing the BSGMe having a 40
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Overall, there are inherent limits to the BSGMe approach. The framework is sensitive to the size and configuration of the subnational units used, per the Modifiable Areal Unit Problem (MAUP) [81] . We would expect that less certainty in the spatial allocation would accompany larger unit area, but the effect of unit size on demand quantification is less clear; although Nieves et al.
[16] found that smaller unit size was associated with higher overall unit interpolative accuracy.
Additionally, we believe that the framework would be highly sensitive to the input projected population data, yet this characteristic could have potential utility for exploring deterministic outcomes of various input urban population projection scenarios.
Due to persistence, the future BS projections with the highest agreement was the naïve series data [83]) than are typical with current BS or urban based population datasets at subnational unit level and with large or global extent. Due to the growing uncertainty that accompanies longer projections, we do not recommended to extend this framework past the short-term without longer input time series and without further assessment. We save unit-and year-specific 95% confidence intervals produced, via bootstrapping, by the ARIMA and ETS models [63] , but we did not produce similar intervals for the GLM models (see linked data repository (https://data.mendeley.com/datasets/cm6bnzvzfj/1)). This was because we were only utilizing the GLMs to capture the general linear trend and not inferring the true value bounds, due to an inability check for the necessary corresponding inferential assumptions for every subnational unit in an automatic, efficient, and robust manner.
Conclusion
Here to this study, by producers of future BS and urban feature data sets to re-investigate areas of disagreement between the BSGMe and their extraction algorithm, knowing that there is a heightened probability of BS being truly present (Figures 7-8 ).
As the temporal resolution of global BS and urban feature data sets catch up to their high spatial resolution, further investigations of this framework will become more accessible and feasible as well as have reduced uncertainty in their conclusions. However, as evidenced in this study, there is a continued need for an independent multi-temporal data set of urban features with global extent Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 2 December 2019 doi:10.20944/preprints201912.0007.v1
broken down into the "Demand Quantification" procedure and the "Spatial Allocation
Procedure". For details on the "Spatial Transition Disaggregation Procedure", readers are referred to Nieves et al. [16] . For details on the "Subnational Temporal Model Fitting and Prediction Procedure", readers are referred to Appendix A, Figure A2 .
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