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English abstract
A server is a piece of software performing services for a user. The server receives
requests over a network and send back replies. A well-known example is web-servers
sending requested pages to a user surfing the Internet.
A typical server is build to handle more than one request at a time. A way to do this
is by using multiple threads, each handling one request at a time. These threads can
be arranged in a pool which, among other things, serves to limit their numbers.
Queueing-theory is a mathematical theory that describes the general situation where
a number of customers is served by one or more servers with limited capacity. The
customers forms a queue if there is not enough capacity to serve them at once.
This thesis tries to answer the question of whether a simple queueing-model can
describe how multithreading affects the performance of a server. The focus is especially
on finding the optimal size of the thread-pool of a server.
To try giving a positive answer to the question mentioned above, a queueing-model,
describing a multithreaded server with a constant thread-pool size, is build. The
queuing-model is analyzed by using the theory of Markov-chains, which is a certain
kind of stochastic processes. Queuing-theory and Markov-chains is described to the
extent necessary to build the model.
As a starting point for building the model different kinds of related work is described,
but no concrete examples of mathematical modelling of multithreaded servers has been
found. Since the performance gained by multithreading is connected to the possibility
of concurrently using multiple hardware-units in the computer, inspiration is instead
found in models describing how such units cooperate on a databus.
To be able to evaluate the model, a simple multithreaded server where the pool-size
can be set, is implemented. Data from this server is collected in a series of experiments.
The parameters of the model is estimated from the collected data, and a reasonable fit
is found in a good part of the experiments.
Even though there is some agreement between model and data, the general picture
nevertheless is, that the model isn’t convincing because the variations in the estimated
parameters between experiments is significant. It is possible to point to some shortco-
mings of the model as reasons for this. It will be necessary with further experiments,
and most likely a new iteration of the modelling process, to reach a better fit between
data and model, and thereby a more definitive conclusion.
The thesis ends with a few thoughts on how the model can be changed to improve the
fit with the test-server. Furthermore the relevance of this type of modelling is briefly
reconsidered.
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Abstract
En server er et stykke software der udfører services for en bruger. Serveren modtager
forespørgsler over et netværk, og sender svar tilbage via netværket. Et velkendt
eksempel er web-servere, der sender forespurgte web-sider til en bruger der surfer på
internettet.
En server opbygges typisk således, at den bearbejder mere end én forespørgsel samtidigt.
En måde at opnå dette på er at benytte flere såkaldte tråde, der hver behandler én
forespørgsel ad gangen. Disse tråde kan arrangeres i en pulje blandt andet med det
formål at begrænse deres antal.
Kø-teori er en matematisk teori, der i generelle termer beskriver situationer, hvor en
eller flere kunder betjenes af en eller flere ekspedienter med begrænset kapacitet, og
hvor kunderne venter i en kø, hvis ikke der er kapacitet til at betjene dem med det
samme.
Dette speciale forsøger at afdække hvorvidt en simpel matematisk model baseret på
kø-teori, kan beskrive hvorledes flertrådethed påvirker en servers ydelse. Der fokuseres
specielt på at finde den optimale størrelse af en servers trådpulje.
Ovennævnte spørgsmål forsøges besvaret positivt, idet der opbygges en matematisk
model for en flertrådet server med en trådpulje af fastsat størrelse. Modellen bygger på
kø-teori, og analyseres ved hjælp af teorien for Markov-kæder, der er en bestemt type
af stokastiske processer. Markov-kæder og kø-teori beskrives, i den udstrækning det er
nødvendigt for at opbygge modellen.
Som udgangspunkt for modelleringen beskrives andre kilder, der har beskæftiget
sig med relateret arbejde. Det er ikke lykkedes at finde andre konkrete eksempler
på matematiske modelleringer af flertrådede servere. Da den ydelsesmæssige fordel
ved flertrådethed er knyttet til muligheden for samtidig udnyttelse af flere enheder i
computeren, tages i stedet udgangspunkt i modeller for, hvorledes sådanne enheder
samarbejder via en fælles databus.
For at kunne evaluere den opbyggede model, implementeres en simpel flertrådet server,
hvor trådpuljestørrelsen kan varieres. Data fra denne indsamles i en række kontrollerede
eksperimenter. Modellens parametre estimeres ud fra disse data, og der opnås fornuftig
overensstemmelse med en del af forsøgsserierne.
Det generelle billede er dog at modellen, trods visse overensstemmelser med det
observerede, ikke er overbevisende, idet variationerne i de estimerede parametre på
tværs af forsøgsserierne er betydelige. Der kan påpeges mangler i modellen, der er
sandsynlige årsager til dette. Det vil være nødvendigt med yderligere eksperimenter,
samt sandsynligvis en ny iteration af modelleringsprocessen, for at opnå en bedre
overensstemmelse mellem data og model og dermed en mere sikker konklusion.
Specialet rundes af med nogle overvejelser over, hvordan modellen kan ændres for
at forsøge at opnå en bedre overensstemmelse med testserveren samt med nogle få
genovervejelser over det relevante i at foretage denne type modellering.
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Forord
Denne rapport er resultatet af mit specialearbejde i forbindelse med fagene datalogi og
matematik på RUC. Min baggrund for at skrive dette speciale er en naturvidenskabelig
basisuddannelse samt de respektive overbygningsmoduler på matematik og datalogi.
Dette inkluderer for mit vedkommende blandt andet grundlæggende statistik og
sandsynlighedregning, samt en vis programmeringserfaring og et grundlæggende kursus
i distribuerede systemer. Desuden har jeg løbende under mit studie arbejdet som
programmør.
Da jeg skulle vælge et passende problem at arbejde med i dette speciale, måtte
jeg, da jeg ønskede at skrive integreret speciale, søge efter et problem, hvor både
matematikken og datalogien kunne spille med. Dette har haft en vis indflydelse på mit
problemvalg, der også er motiveret af at jeg tidligere har skrevet projektet [5], hvor vi
havde vanskeligheder med at finde matematikere og matematiske modeller, der faktisk
beskæftigede sig med de problemer, man fra datalogisk side interesserer sig for.
Håbet for dette projekt var derfor at jeg kunne ”få enderne til at mødes”, og præsentere
et eksempel på at de matematiske modeller faktisk beskriver det, som man på
datalogiens side gerne vil vide noget om.
Det at jeg specifikt har søgt at opnå dette samspil har haft den effekt, at jeg ikke har
ønsket at komplicere det stillede datalogiske spørgsmål voldsomt, da jeg ønskede at
matematiske modeller inden for min rækkevidde skulle kunne give svar på det ønskede.
Samtidig har kriteriet for hvilken matematik der skulle medtages hovedsageligt været,
hvad jeg kunne anvende til at besvare spørgsmålet, og jeg har dermed ikke været drevet
af en stræben efter mere avancerede emner.
God fornøjelse med læsningen.
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1 Indledning
Samtidig udførsel af flere opgaver er ganske velkendt for almindelige computerbrugere.
Hvad man måske ikke altid tænker over, er at der som oftest er kraftige begrænsninger
på, hvad en computer faktisk kan udføre samtidigt. For eksempel har flertallet af
maskiner stadig ”kun” én processor. Derfor fungerer samtidig udførsel i praksis ved, at
de enkelte opgaver skiftevis får adgang til en given ressource (f.eks. processoren). Det
er operativsystemets opgave at sørge for at skifte mellem opgaverne på en passende
måde.
Opgaverne kaldes ofte processer, og traditionelt implementeres et program som én
proces, hvilket betyder at operativsystemet skifter mellem de enkelte programmer, idet
et program kun kan udføre én ting ad gangen. Imidlertid har en del programmer brug
for at udføre flere ting ad gangen, for eksempel hvis det samme program skal betjene
mange brugere, eller hvis programmet har en brugergrænseflade hvor brugeren kan
sætte et eller andet i gang, for så at foretage sig noget andet i programmet imens.
Dette problem kan det enkelte program løse ved at benytte flere processer, men dette
vil i nogle situationer kræve at der implementeres en del kommunikation imellem disse.
Desuden kræver det en del ekstra systemressourcer at oprette mange processer.
I stedet kan det enkelte program implementere sin egen funktionalitet til at skifte
mellem flere opgaver. Altså en form for ”processer i processen”. Dette er ikke nogen
helt simpel opgave, men har den fordel at programmet selv bestemmer hvorledes
den interne ”samtidighed” skal styres. Imidlertid er der også ulemper ved ikke at få
hjælp fra operativsystemet til denne opgave, og derfor har moderne operativsystemer
implementeret begrebet tråde som netop er en betegnelse for en form for ”proces i
processen”, hvor de enkelte tråde deler data og dermed kan kommunikere direkte, men
hvor operativsystemet stadig styrer, eller støtter styringen af, trådskift.
En oplagt anvendelse af samtidig udførsel af flere opgaver, er som nævnt programmer
der betjener mange brugere, og her er et velkendt eksempel servere. En server er
her et program der udfører en service for en bruger, på den måde at brugeren
sender en forespørgsel til serveren, typisk over et netværk, hvorpå serveren behandler
forespørgslen og leverer et svar. En velkendt servertype er web-serveren, som de fleste
computerbrugere vel har stiftet bekendtskab med i en eller anden form.
Man kan nu spørge sig selv om ikke denne ”simulerede samtidighed”, i form af tråde,
bruger unødige ressourcer som kunne være blevet brugt bedre, ved blot at udføre
forespørgslerne en ad gangen. Her skal man imidlertid huske, at der faktisk også kan
foregå en vis parallel afvikling, idet for eksempel processoren og harddisken kan arbejde
samtidigt.
Alt i alt kan effekten af flere tråde være svær at overskue. Hvor mange tråde bør man
for eksempel benytte i en given server? Jeg ønsker derfor at anvende matematiske
redskaber til at undersøge dynamikken i en flertrådet server. Her er det naturligt at
tage fat i kø-teori, som er en matematisk teori der helt generelt beskæftiger sig med
situationer hvor kunder ankommer til en eller flere køer og bliver ekspederet af en eller
flere ekspedienter.
Mit håb er at en matematisk modellering af de vigtige dynamikker i en flertrådet
server vil bidrage til forståelsen af, hvordan man mest hensigtsmæssigt konstruerer
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en sådan. Mere konkret interesserer det mig at se på hvordan antallet af tråde i en
serverimplementation bør vælges.
På denne baggrund vil jeg arbejde med følgende problemformulering.
1.1 Problemformulering
Kan en simpel matematisk model baseret på kø-teori, beskrive hvorledes flertrådethed
påvirker en servers ydelse, specielt med henblik på at finde det optimale antal tråde i
en given situation.
1.2 Rapportens opbygning
I dette afsnit vil jeg kort opridse rapportens hovedafsnit, samt disses formål i den
samlede fremstilling.
Min overordnede metode til besvarelse af problemformuleringen er at forsøge at besvare
den positivt ved at opstille en simpel matematisk model, og vise at denne på rimelig
måde beskriver en flertrådet server. Derudover har jeg naturligvis søgt efter litteratur
på området, for derigennem at forsøge at finde frem til brugbare modeller at bygge
videre på eller blive inspireret af.
I Afsnit 2 beskrives objektet for modelleringen, nemlig flertrådede servere. Dette afsnit
tjener først og fremmest som en beskrivelse af hvad det er vi forsøger at modellere og
indfører samtidig nogle grundlæggende begreber. Da server-begrebet er meget bredt,
er afgrænsninger nødvendige for at kunne foretage en modellering, og nogle af disse
afgrænsninger foretages ligeledes i dette afsnit.
Derpå følger afsnit 3, der gennemgår den grundlæggende kø-teori, som viser sig nød-
vendig i min modellering. Udover at give det teoretiske grundlag for den matematiske
modellering, indfører dette afsnit yderligere begreber, hvorved det bliver muligt at se på
andet arbejde inden for området, hvilket netop er hvad jeg gør i afsnit 4. Her beskrives
forskelligt arbejde, der i en eller anden grad har relevans for det stillede problem.
Endelig følger rapportens hovedafsnit, nemlig afsnit 5, hvor jeg opstiller min model,
samt implementerer en simpel flertrådet server, fra hvilken jeg indsamler data, som
modellen efterfølgende sammenlignes med.
Til sidst følger afsnittene 6, 7 og 8, hvori jeg diskuterer mine resultater og fremlægger
min konklusion, kommer med forslag til videre arbejde samt kort genovervejer
relevansen af det behandlede.
2 Servere og tråde
Dette afsnit har til formål at fungere som en overordnet beskrivelse af det fænomen:
flertrådede servere, som jeg efterfølgende vil modellere. Jeg vil derfor beskrive aspekter
af serveres arkitektur samt opridse tråd-begrebet. Lad os starte med en forklaring på
hvad en server overhovedet er.
I dagligdags sprog benyttes ”server” hovedsageligt om en computer, som man, ved
hjælp af andre computere, kan forbinde til, for at forespørge om forskellige data
og/eller services. For eksempel skriver nudansk ordbog: ”[En server er] En computer
som automatisk udfører programmer, og som andre computere er forbundet til” [3].
I datalogien bruges ordet imidlertid i endnu en betydning, nemlig som betegnelse
for den software der udfører servicen for brugeren. Det er i denne betydning at jeg
vil bruge ordet i denne rapport. En server er altså et stykke software der udfører en
service for en bruger. Forespørgsler om en service modtages via et netværksinterface,
og serveren er normalt designet til at blive startet for derpå at køre i længst mulig
tid. I den tid hvor der ikke er forespørgsler at behandle, venter serveren blot på at der
ankommer nogle. Maskinen som udfører server-softwaren (og som nævnt ofte ligeledes
benævnes en server), vil her simpelthen blive benævnt ”maskinen” eller ”computeren”
og maskinen inklusive operativsystem og andre softwarelag som serveren bygger på,
vil blive benævnt ”platform” eller ”server-platform”. Der kan sagtens køre flere servere
på samme platform på samme tid. Det vil for eksempel tit være tilfældet, at man har
både en ftp-server og en web-server på samme maskine. Ligeledes kan der også køre en
eller flere klienter på samme maskine – altså programmer der sender forespørgsler til
en eller flere servere.
2.1 Servertyper
Som det fremgår af ovenstående, så er begrebet ”server” meget bredt, idet det dækker
over megen relativt forskellig software. For eksempel inddeler [29], der anmelder
server-implementationer, servere i 11 kategorier. Disse kategorier dækker hovedsageligt
over servere, der benyttes via internettet, og der er eksempelvis ingen kategori for
database-servere, ligesom man sikkert kunne foreslå andre inddelinger.
På denne baggrund er det klart, at det hurtigt kan blive vanskeligt at arbejde med et
generelt server-begreb, og indfange dette i en generel model, som stadig har gyldighed
i konkrete tilfælde. Nogle af de forskelligheder man kan forestille sig at det kan være
nødvendigt at tage hensyn til, kunne være:
◦ Persistens: opretholdes der en forbindelse til overførsel af mere end én forespørgsel?
◦ Tilstand: Skal serveren gemme data om den enkelte brugers session?
◦ Aktivitetstype: Er serveren af en type der benytter en bestemt ressource, for
eksempel disken, processoren eller netkortet, intensivt?
◦ Platform: har serveren adgang til flere processorer, eller kører den på særlig
hardware?
◦ Push/pull: Er det klienten der forespørger data hos serveren (pull), eller giver
serveren besked til klienten, for eksempel når der er nye data (push)?
Der findes flere eksempler på server-karakteristika, som en model kan vælge at tage
hensyn til.
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Jeg ønsker at opbygge en beskrivende model, altså en model bygget ud fra antagelser
om hvordan systemet fungerer frem for ud fra observerede data med systemet som
"sort boks". Derfor må jeg, for at forøge mulighederne for at lave en simpel matematisk
model, nøjes med at operere med et simpelt server-begreb. Jeg vil derfor simpelthen
opfatte en server, som et stykke software der modtager forespørgsler over et netværk,
behandler forespørgslen og sender et svar retur. Dette ekskluderer altså "push-servere",
men svarer meget godt til traditionelle web-servere. Også andre servertyper fungerer
mere eller mindre efter denne opskrift. Jeg undlader altså at tage stilling til en del af de
mere specifikke serverattributter, idet jeg dog forestiller mig at nogle af disse kan indgå
implicit i det at ”behandle” en forespørgsel. For eksempel kan man forestille sig at den
arbejdsbesparelse der opnås, idet der skal oprettes og lukkes færre forbindelser, når der
benyttes persistente forbindelser, i en vis udstrækning kan modelleres ved at nedsætte
den gennemsnitlige behandlingstid for en forespørgsel. Jeg vil dog ikke benægte at
der finder en del forsimpling sted ved at benytte dette serverbegreb, men generelt er
simplificeringer nødvendige for at kunne foretage en fornuftig modellering.
2.2 Tråde og processer
Som allerede berørt i indledningen så er den grundlæggende enhed i et program en
såkaldt proces. En proces er et isoleret miljø og behøver som sådan ikke at tage hensyn
til øvrige processer. Som udgangspunkt udfører en proces sekventielle operationer. Der
er normalt mange kørende processer på den samme maskine, og det er operativsystemets
opgave at dele ressourcerne mellem disse, samt sikre at de ikke kan genere hinanden,
for eksempel ved at overskrive hinandens data i hukommelsen. De enkelte processer kan
kun kommunikere igennem bestemte ”kanaler” som operativsystemet stiller til rådighed,
for eksempel ”pipes” eller ”sockets”. Formålet er at et program der kører som en enkelt
proces, (stort set) kan skrives som om det har en hel maskine til rådighed, og det er
så operativsystemets opgave at sørge for at det også ser sådan ud fra programmets
synsvinkel. Dette betyder blandt andet, at operativsystemet må have en mekanisme til
at dele processoren mellem flere processer, ved at lade disse skiftes til at benytte den.
Fordelingen af processortid kaldes tidsplanlægning1, da operativsystemet planlægger
og styrer, hvorledes processortiden skal deles mellem processerne.
Hvis man udelukkende havde processer, der udfører sekventielle operationer, til sin
rådighed, og ønskede at lave et program der udfører flere operationer samtidigt, kunne
man vælge en af to strategier: Enten kunne man oprette ekstra processer, eller man
kunne internt i en enkelt proces skrive kode, der ”flettede operationerne sammen” altså
skiftevis udførte lidt af den ene og lidt af den anden operation, således at det så ud
som om de kørte samtidigt. Den første metode har blandt andet de ulemper, at det
er relativt ”dyrt” at oprette flere processer, samt at kommunikationen imellem dem
ligeledes er relativt langsom. Den anden metode har blandt andet den ulempe, at det er
vanskeligt og besværligt selv at kode ”sammenfletningen” af operationerne, hver gang
man har brug for at lave et program, der udfører flere ting tilsyneladende samtidigt.
Det er derfor nu almindeligt, at operativsystemer understøtter tråde, som er en form
for proces i processen og netop muliggør simplere kodning af samtidighed inden for
en enkelt proces. Tråde er ”billigere” at oprette end processer, og de deler det samme
adresseområde, hvorfor datadeling er simpel. Dette betyder dog også, at tråde potentielt
kan genere hinanden, hvorfor en vis forsigtighed må udvises, når et flertrådet program
skrives, idet det kan blive nødvendigt manuelt at indføre synkronisering af trådene. [6]
Det er oplagt at benytte tråd-abstraktionen når man skriver en server. For eksempel
kunne man vælge at oprette en ny tråd, hver gang der ankommer en forespørgsel,
og så lade denne tråd behandle og besvare forespørgslen. Dette vil betyde at hvis
der ankommer flere forespørgsler, inden den foregående er færdigbehandlet, vil disse
1 Engelsk: Scehduling
6 Servere og tråde
Kørbar BlokeretNy
Kørende
Figur 2.1 En java-tråds tilstande i dens ”livsforløb”. Når tråden oprettes er den i tilstanden
”ny”. Derpå startes den og bliver ”kørbar”. Denne tilstand dækker over en tråd, som er klar
til at køre når operativsystemet giver den lov. Når operativsystemet tildeler tråden kørselstid
bliver den ”kørende”, og hvis operativsystemet beslutter at en anden tråd skal køre, vender
den kørende tråd tilbage til tilstanden kørbar. Hvis en kørende tråd på et tidspunkt er nødt til
at vente på en bestemt hændelse, for eksempel at en fil bliver læst fra disk, eller at en bruger
giver noget input, bliver tråden ”blokeret”, i denne tilstand er den ikke klar til at benytte
processoren, og operativsystemet vil derfor ikke tildele den processortid, før end den vender
tilbage til tilstanden ”kørbar”, f.eks. når de ønskede data er hentet fra disken. [21]
blive behandlet samtidigt, idet de deles om maskinens ressourcer. Dette er en bekvem
måde for programmøren at lave en server, hvor man blandt andet opnår, at hvis der
ankommer en lang (dvs. tidskrævende) forespørgsel efterfulgt af en kort forespørgsel, så
vil den korte forespørgsel ikke skulle vente på, at den lange bliver færdig, men vil deles
med denne om ressourcerne, og kan dermed blive færdig før den lange forespørgsel.
Dette kan være nyttigt i mange situationer. Imidlertid kan det også være en fordel med
flere tråde, selvom forespørgslerne er lige lange. Man kunne ellers umiddelbart forledes
til at tro, at det ikke ville kunne betale sig at bruge ekstra ressourcer på at oprette
tråde og fordele arbejdet imellem dem, men sagen er at mens én tråd for eksempel
venter på harddisken, kan en anden benytte processoren, hvorved en bedre udnyttelse
af maskinen kan opnås [6]. Denne effekt fremkommer, idet en tråd kan være i flere
tilstande. Dette er illustreret på figur 2.1.
Når det, som beskrevet i figurteksten til figur 2.1, suverænt er operativsystemet,
der bestemmer hvornår en tråd ikke får mere processortid, taler man om at tråden
preemptes, hvilket vil sige afbrydes på et af operativsystemet valgt tidspunkt og
sættes i tilstanden kørbar. Man taler her om ”preemptive multitasking”. Alternativet
er, at tråden selv giver besked til operativsystemet, hver gang den på passende
vis kan returneres til tilstanden kørbar, og operativsystemet afbryder den kun på
sådanne tidspunkter. Her taler man om ”cooperative multitasking”. Ved ”cooperative
multitasking” har tråden kontrol over, på hvilke tidspunkter den kan risikere at blive
afbrudt, hvilket fjerner behovet for synkronisering med andre tråde. Til gengæld har
en tråd mulighed for at overtage hele processoren på ubestemt tid, hvis den aldrig
lader andre tråde komme til. Ved preemptive multitasking, som er det almindelige
i moderne operativsystemer, kan en tråd ikke på denne måde udsulte andre tråde,
men til gengæld bliver synkronisering nødvendigt, hvis flere tråde benytter det samme
område i hukommelsen, da en tråd ellers kan blive afbrudt midt i en beregning og
dermed risikere at nogle data er ændret, når den igen får lov at køre. I dette speciale
går jeg ud fra, at vi arbejder med preemptive multitasking.
Det skulle nu være klart, at tråde grundlæggende har to formål: Dels er de en nyttig
abstraktion af den underliggende hardware, der gør det lettere at skrive programmer
hvor flere ting tilsyneladende udføres samtidigt. Dels kan de bidrage til bedre udnyttelse
af maskinens ressourcer, idet flere tråde muliggør at flere enheder i maskinen kan
benyttes samtidigt. Denne bedre udnyttelse af hardware kan også opnås med flere
processer i stedet for flere tråde, men dette har de allerede nævnte ydelsesmæssige
ulemper: Ineffektiv kommunikation mellem processerne og mere ressourcekrævende end
tråde at oprette. Der er dog også fordele ved at vælge processer frem for tråde, specielt
i kraft af at processer er bedre beskyttet mod hinanden, og fejl i programmet derfor
kan begrænses til en enkelt proces, som kan lukkes ned ”ude fra”.
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I dette projekt er mit fokus først og fremmest på, hvordan flere tråde kan medvirke
til at forøge en servers ydelse. Det nok så vigtige perspektiv på tråde som praktisk
abstraktion vil jeg ikke behandle yderligere.
Lad os nu gå videre til at se nærmere på hvorledes en server kan opbygges ved hjælp
af flere tråde og eventuelt flere processer.
2.3 Serverarkitekturer
I det foregående afsnit beskrev jeg, hvordan en flertrådet server kan implementeres,
således at der oprettes en ny tråd til håndteringen af hver forespørgsel. Denne
trådningsmodel kunne kaldes ”tråd per forespørgsel”, og er kun én af flere mulige
trådningsmodeller. To andre eksempler på trådningsmodeller er ”tråd per forbindelse”
og ”tråd per objekt”. [6]
Trådningsmodellen ”tråd per forbindelse” giver mening når man har persistente
forbindelser, altså når der kan ankomme flere forespørgsler via den samme forbindelse.
Modellen fungerer ved, at hver gang en klient opretter en ny forbindelse til serveren,
oprettes der en ny tråd som behandler alle forespørgsler der ankommer via denne
forbindelse og nedlægges igen når forbindelsen lukkes. [6]
”Tråd per objekt” kan benyttes i situationer hvor serveren repræsenterer en eller
anden form for objekter, og forespørgsler repræsenterer operationer på disse. Her kan
serveren opbygges således, at der er en tråd per objekt, hvorved der kun kan foretages én
operation på et objekt ad gangen, mens der godt kan opereres samtidigt på to forskellige
objekter. [6] Nytteværdien af denne strategi kan måske diskuteres, da det nok i mange
tilfælde vil være sjældent at der faktisk ankommer en forespørgsel pr. objekt, og af
denne grund vil der næsten konstant være ubenyttede tråde. Samtidig hermed vil
der ofte være nogle få objekter der benyttes oftere end de øvrige, og til disse vil der
let kunne dannes kø. Strategien kan dog retfærdiggøres hvis kodningen af objekterne
nødvendiggør serialiseret adgang, samtidig med at det ekstra ressourceforbrug forbundet
med inaktive tråde, ikke er af praktisk betydning, for eksempel fordi der er få objekter
og dermed få tråde i overskud.
Det er muligt at konstruere adskillige variationer og kombinationer af de her nævnte
trådningsmodeller (samt andre). Hvilken trådningsmodel der er bedst, må i større eller
mindre grad afhænge af hvilken server der er tale om, og hvordan brugsmønstret er.
En ofte benyttet variation, som jeg vil vælge at lade være genstand for modelleringen
i dette projekt, er ”trådpulje-strategien”. Hvis en server modtager mange små fore-
spørgsler og benytter ”tråd per forespørgsel”, så vil det betyde, at der skal oprettes
og nedlægges mange tråde. Dette kan medføre et væsentligt ekstra ressourceforbrug.
For at undgå dette kan man vælge at lade serveren oprette et fast antal tråde, når
den startes op. Hver gang der kommer en forespørgsel, vil den blive udført af en af
disse tråde. Hvis ikke der er nogle ledige tråde, bliver forespørgslen sat i kø, indtil en
af de arbejdende tråde bliver ledig til at behandle den. Er der færre forespørgsler end
tråde, venter de resterende tråde blot på, at der ankommer forespørgsler. De oprettede
tråde i trådpuljen nedlægges ikke. Trådpuljestrategien kan også kombineres med ”tråd
per forbindelse”, idet der for eksempel kan være en trådpulje hvorfra der tages en tråd
hver gang en ny forbindelse oprettes, og tråden returneres til puljen når forbindelsen
lukkes, eller hver forbindelse kan få tildelt sin egen trådpulje, hvorved der kan udføres
et fast antal samtidige forespørgsler ankommet via samme forbindelse. Ligeledes kan
trådpuljer benyttes til at have flere tråde per objekt. Hovedformålene med at benytte
trådpuljer er dels at forhindre at der ustandseligt skal bruges ressourcer på at oprette
og nedlægge tråde, dels at sikre en øvre grænse på antallet af tråde der oprettes. Det
sidste er igen relevant, for at undgå at maskinen løber tør for ressourcer.
Et naturligt spørgsmål kunne nu være, hvordan man vælger en passende størrelse til
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sin trådpulje. Ifølge [9] er det hovedsageligt et spørgsmål om at undgå to fejltagelser:
At have for mange tråde eller at have for få, idet middelvejen mellem disse to i de fleste
tilfælde er rimeligt bred. [9] opridser tommelfingerregler for valg af trådpuljestørrelse,
idet han angiver at i situationer hvor opgaven kun kræver processor-tid, opnås
maksimal udnyttelse ved at have samme størrelse af trådpuljen som antal processorer
(eller muligvis én ekstra). Når der også indgår input/output, som for eksempel
harddisktilgang, afhænger det optimale antal tråde af forholdet mellem servicetid ved
processoren (ST) og ventetiden ved I/O enheder (WT), idet fuld processorudnyttelse
af N processorer opnås ved trådpuljestørrelse omkring N(1 + WT/ST) tråde. Endvidere
anfører han at det ikke kun er et spørgsmål om processorudnyttelse men også om ikke
at overdrive antallet af tråde, da dette kan medføre at andre systemressourcer (antal
sockets, ledig hukommelse m.m.) opbruges. Denne måde at fastsætte trådpuljestørrelser
på kan vel siges at tage udgangspunkt i at optimere processorudnyttelsen, idet det
tilstræbes at anvende få tråde. En ulempe ved denne fremgangsmåde kunne være, at
det kan være svært at opnå pålidelige mål for servicetiden (ST) og ventetiden (WT). En
lidt anden tilgang forekommer hos [16], idet det her anbefales at have en puljestørrelse
der er så stor som muligt, inden for grænserne for den ledige hukommelse. Her anbefales
det altså at have størst mulig pulje, inden for rammerne af de tilgængelige ressourcer.
Denne anbefaling er dog fremsat i en lidt anden kontekst, som vi straks vil se nærmere
på.
I dette afsnit (2.3) har jeg indtil nu udelukkende set på arkitekturer der benytter
flere tråde i en enkelt proces, og dette vil være genstand for min senere modellering.
Imidlertid kan diskussion af trådningsstrategier udvides til bredere at handle om
samtidighedsstrategier, idet det som tidligere nævnt også er muligt at benytte
processer til at opnå en del af de samme fordele som opnås med flertrådning. Der er
naturlige paralleller mellem, og kombinationer af, flertrådede fler-processer arkitekturer.
Den populære web-server Apache, har for eksempel en arkitektur, hvor der benyttes
flere processer. Apache kan konfigureres til at benytte ikke-trådede processer eller
flertrådede processer. Dette er beskrevet af [14; 15; 16]. Formålet med at have mere end
én flertrådet proces er blandt andet at det muliggør genstart af de enkelte processer og
derved oprydning efter eventuel dårlig kode, uden at hele serveren bliver stoppet [15].
I Apaches arkitektur sættes et mindste antal tråde (og dermed processer, da hver
proces sættes til at have et fast antal tråde) der skal være ledige, og hvis der ankommer
så mange forespørgsler at denne grænse overskrides, startes der yderligere processer
(indeholdende det fastsatte antal tråde) op. Dog startes der aldrig mere end et vist
maksimalt antal processer. Tilsvarende kan der sættes en grænse for hvor mange ekstra
tråde der må være ledige, og hvis der er flere ledige end dette antal, afsluttes en eller
flere af de kørende processer. På denne måde reguleres antallet af tråde dynamisk. En
detalje er, at det yderligere er muligt at angive hvor mange forespørgsler en proces
må behandle. Når en proces når denne grænse lukker den, og hvis der efterfølgende er
for få ledige tråde, vil en ny naturligvis blive startet. Det er i denne kontekst at [16]
anbefaler at sætte det maksimalt tilladte antal tråde, således at hukommelsen stort set
bliver opbrugt. Altså anbefales det at der ved maksimal belastning benyttes så mange
tråde som muligt, idet det dog skal undgås at der swappes2. Ved mindre belastninger
vil serveren som beskrevet nedsætte antallet af tråde, idet der dog startes flere tråde,
hvis de eksisterende er ved at være brugt op.
I forlængelse af beskrivelsen af Apaches arkitektur er det naturligt at nævne, at der
også findes andre arkitekturer hvor formålet er en automatisk tilpasning af serveren
til belastningen, for eksempel ved at justere antallet af tråde samt afvise udvalgte
forespørgsler når serveren bliver for belastet. En sådan arkitektur beskrives af [32; 33].
Jeg vil dog ikke her nærmere beskrive denne eller andre mere avancerede arkitekturer,
2 Swappe: En måde at kompensere for manglende arbejdshukommelse (ram) ved midlertidigt at
gemme noget af indholdet af arbejdshukommelsen på harddisken. Når det gemte igen skal benyttes
må det kopieres tilbage til arbejdshukommelsen, og noget andet må så muligvis flyttes fra ram til
harddisk. En harddisk er væsentligt langsommere end ram.
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da det ligger uden for rammerne af hvad jeg i dette projekt vil forsøge at modellere.
Inden jeg kan påbegynde modelleringen af en flertrådet server, vil jeg nu beskrive den
matematiske teori jeg vil benytte.
3 Kø-teori
I dette afsnit vil jeg beskrive dele af kø-teorien, som jeg vil benytte i mit modellerings-
afsnit (afsnit 5).
På figur 3.1 er illustreret et enkelt-kø-system. Det består af en kø samt betjening, der
udføres af m ekspedienter. Når en kunde ankommer til systemet, bliver han straks
betjent af en ledig ekspedient, hvis der er en sådan. Er der ingen ledige ekspedienter,
sættes kunden i kø. Når en kunde forlader systemet, hvorved en ekspedient bliver
ledig, begynder denne at betjene en ny kunde fra køen. Ofte betjenes kunder i den
rækkefølge de ankommer (FCFS – First Come First Served), men der findes også
modeller hvor den sidst ankomne betjenes først (LCFS – Last Come First Served),
hvor kunderne tildeles prioriteter, og forskellige andre køkulturer. Det kan naturligvis
have betydning for systemets opførsel, hvilket mønster kunderne ankommer efter, og
hvor lang tid det tager at servicere den enkelte kunde. Dette modelleres ved at angive
sandsynlighedsfordelinger for tiden mellem ankomst af kunder, samt tiden det tager at
servicere en kunde. Dette vender jeg tilbage til senere.
Ud fra enkelt-kø-systemer opbygges kø-netværk, hvor kunder, der forlader ét system,
overgår til et andet med en vis sandsynlighed. Således kan man for eksempel (stærkt
forenklet) modellere, at forespørgsler til en server, efter først at være blevet undersøgt
nærmere, med en vis sandsynlighed skal vente på, at der hentes en fil fra en harddisk,
før svaret kan sendes.
En del grundlæggende kø-teori hviler på den matematiske teori for Markov-processer,
som er en bestemt type af stokastiske processer, idet Markov-processer bruges til at
analysere visse simple kø-systemers opførsel. I de følgende afsnit vil jeg starte med
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Figur 3.1 Et enkelt-kø-system med m ekspedienter
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nogle få elementer fra denne teori, hvorpå jeg vil beskrive enkelt-kø-systemer mere
formelt end herover. Derpå vil jeg gå videre til overordnet at beskrive kø-netværk med
udgangspunkt i enkelt-kø-systemer.
De følgende afsnit bygger, hvor andet ikke er nævnt, hovedsageligt på [4] og [30], som
er anvendelsesorienterede matematiske lærebøger, og som sådan ikke medtager mange
tekniske detaljer. Jeg har valgt en lidt mere matematisk stringent stil, men har dog
udeladt nogle beviser samt visse steder benyttet upræcise formuleringer (hovedsageligt
i forbindelse med ergodicitet), idet mit overordnede mål er en let forståelig indføring
i den del af teorien jeg senere vil anvende. Jeg forudsætter at læseren har de samme
forudsætninger som jeg selv havde da jeg startede arbejdet med dette speciale:
Grundlæggende sandsynlighedsregning (herunder blandt andet stokastiske variable og
sandsynlighedsmål, men intet eller meget lille kendskab til stokastiske processer) samt
analyse på et rimeligt niveau (blandt andet velkendte uendelige rækker, partiel- og
almindelig differentation).
3.1 Markov-processer
En Markov-proces er en stokastisk proces, så lad os først definere dette:
Definition 3.1 (Stokastisk proces og tilstandsrum)
En stokastisk proces er en familie af stokastiske variable {Xt : t ∈ T} defineret på
samme sandsynlighedsrum (Ω, F,P ). Indekset t kaldes ofte tidsparameteren. Mængden
af alle mulige værdier af Xt for ethvert t ∈ T kaldes tilstandsrummet for den stokastiske
proces.
Til den køteori jeg vil fremstille her, skal vi udelukkende benytte Markov-processer
med diskrete tilstandsrum (kaldet kæder) og kontinuert tids-parameter. De såkaldte
Markov-kæder med kontinuert tid (Continous Time Markov Chains).
Definition 3.2 (Markovkæder med kontinuert tid)
En Markov-kæde med kontinuert tid er en stokastisk proces {Xt : t ∈ T} over sandsyn-
lighedsrummet (Ω, F, P ), med tidsparameter t ∈ T = [0,∞[ og diskret tilstandsrum S,
for hvilken det gælder at for vilkårlige ti ∈ T med 0 < t1 < . . . < tn < tn+1, n ∈ N og
for alle tilstande si ∈ S, gælder relationen:
P (Xtn+1 = sn+1|Xtn = sn, Xtn−1 = sn−1, . . . ,Xt0 = s0)
= P (Xtn+1 = sn+1|Xtn = sn) (3.1)
Da vi arbejder med diskrete tilstandsrum, vil vi, uden tab af generalitet, altid benytte et
tilstandsrum S ⊆ N0.
Markov-egenskaben udtrykt i (3.1) udtrykker, at sandsynligheden for at Markov-kæden
vil være i en given tilstand sn+1 til tiden tn+1, givet at vi kender tilstandene til alle de
udvalgte foregående tider t0 til tn, er den samme som sandsynligheden for at den vil
være i tilstanden sn+1 givet at vi kun kender tilstanden til det foregående tidspunkt
tn. Med andre ord så er ”fortiden” ikke nødvendig for at forudse ”fremtiden”, idet
sandsynligheden for at komme i en bestemt tilstand i fremtiden udelukkende afhænger
af den nuværende tilstand. Dette kaldes også at processen er uden hukommelse.
Idet vi kalder udfaldsrummet i det sandsynlighedsrum, som en Markov-kæde er defineret
over, Ω, da kan vi, da en stokastisk variabel jo er en afbildning X : Ω → R, tale om en
realisering af processen Xt(ω0) svarende til et givent udfald ω0 ∈ Ω. Et eksempel på en
sådan realisering er illustreret i figur 3.2. En realisering af en Markov-proces er altså
givet ved en starttilstand samt en rækkefølge af tilstandsskift og tider imellem disse.
Nogle Markov-kæder har den egenskab, at de, udover at være uden hukommelse, har
sandsynligheder der ikke afhænger af tidspunktet. Eller mere formelt:
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Figur 3.2 Et eksempel på en realisering af en Markov-proces {Xt : t ∈ T} svarende til
udfaldet ω0 ∈ Ω
Definition 3.3 (Homogen Markov-kæde)
En Markov-kæde {Xt : t ∈ T} over sandsynlighedsrummet (Ω, F, P ) med kontinuert tid
og tilstandsrum S er homogen, hvis det for alle t1, t2 ∈ T , med t1 < t2 og alle s1, s2 ∈ S
gælder:
P (Xt2 = s2|Xt1 = s1) = P (Xt2−t1 = s2|X0 = s1)
Altså er en Markov-kæde homogen, hvis det udelukkende er den forløbne tid t2 − t1
der har betydning for sandsynligheden for at skifte mellem to tilstande s1 og s2.
Lad os nu indføre følgende notation for sandsynlighederne for tilstandsskift:
Definition 3.4 (Sandsynligheder for tilstandsskift pij)
For u,v ∈ T, u ≤ v noterer vi sandsynligheden i en Markov-kæde, for at skifte fra
tilstand i til tilstand j, i,j ∈ S som pij , der dermed, for u 6= v er givet ved:
pij(u,v) = P (Xv = j|Xu = i)
og for u = v:
pij(u,v) =
{
1 i = j
0 ellers
Hvis Markov-kæden er homogen, og pij derfor kun afhænger af det forløbne tidsrums
længde, skriver vi for t = v − u:
rij(t) = pij(0,t) = P (Xt = j|X0 = i) = P (Xt+u = j|Xu = i), ∀u ∈ T
Vi misbruger notationen en smule, og benytter også p i det ovenstående tilfælde (for
homogene kæder), vi skriver altså pij(t) i stedet for rij(t).
Vi vil ofte være interesserede i at kende den ubetingede sandsynlighed for, at en
Markov-kæde er i en bestemt tilstand på et bestemt tidspunkt. Lad os derfor til en
start indføre en betegnelse for disse sandsynligheder:
Definition 3.5 (Tilstandssandsynligheder pii)
For en Markov-kæde lader vi pii(t) betegne sandsynligheden for at kæden er i tilstand
i ∈ S til tiden t ∈ T , altså:
pii(t) = P (Xt = i)
Hvis vi for en Markov-kæde kender tilstandssandsynligheden pii(u) for et givent u ∈ T ,
samt sandsynlighederne for tilstandsskift pij(u,v), kan tilstandssandsynligheden pij(v)
for en tilstand j ∈ S til tiden v ∈ T beregnes:
pij(v) =
∑
i∈S
pij(u,v)pii(u) (3.2)
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Ovenstående ligning (3.2) viser sig, sammen med følgende sætning, at kunne benyttes
til at opstille et ligningssystem til bestemmelse af pii.
Sætning 3.6 (Chapman-Kolmogorov ligningen)
For sandsynlighederne for tilstandsskift pij for en Markov-kæde med tilstandsrum S,
gælder:
pij(u,v) =
∑
n∈S
pin(u,w)pnj(w,v)
for alle tider 0 ≤ u ≤ w ≤ v
Bevis
Ligningen fremkommer ved at indse at et tilstandsskift fra i til j i tidsrummet fra u til
v altid kan deles op i to: Først et tilstandsskift fra i til n i tidsrummet fra u til w og
derpå et tilstandsskift fra n til j i tidsrummet fra w til v. Disse ”skift” kan eventuelt
være fra en tilstand til den samme (f.eks. når n = i). Den samlede sandsynlighed for
skiftet pij er da summen af alle disse mulige måder et skift kan forekomme på. Man
kan ved afprøvning forvisse sig om at ”grænsetilfældene” hvor w = u eller w = v også
er rigtige, og ligeledes er udtrykket hvor u = w = v trivielt rigtigt.
For at opnå et ligningssystem hvoraf vi kan finde tilstandssandsynlighederne pii, vil vi
nu indføre et ”mål” for den ”hastighed” hvormed der skiftes fra en tilstand til en anden:
Definition 3.7 (Hastighed for tilstandsskift)
For en Markov-kæde med sandsynligheder for tilstandsskift pij definerer vi hastigheden
for tilstandsskift qij(t) til tiden t ∈ T som:
qij(t) =
{
lim∆t→0
pij(t,t+∆t)
∆t for i 6= j
lim∆t→0
pii(t,t+∆t)−1
∆t for i = j
Størrelsen qij(t) for i 6= j kan fortolkes som den hastighed hvormed systemet bevæger
sig fra tilstand i til tilstand j til tidspunktet t. Størrelsen −qii(t) kan fortolkes som
den hastighed, systemet bevæger sig med fra tilstand i til en hvilken som helst
anden tilstand til tidspunktet t. Det kan måske forekomme mærkeligt at qii ikke er
defineret med modsat fortegn, men ovenstående definition viser sig at give en pæn
ligningsopskrivning i matrix-notation – hvilket vi vil se senere.
Det kan være værd at bemærke, at en Markov-kæde ikke nødvendigvis er ”sammen-
hængende”, forstået på den måde at der kan være kæder, hvor det ikke er muligt at
skifte fra en bestemt tilstand til en anden bestemt tilstand. Hvis derimod alle tilstande
kan ”nå hinanden” kalder vi kæden irreducibel
Definition 3.8 (Irreducibel Markov-kæde)
En Markov-kæde kaldes irreducibel hvis enhver tilstand kan nås fra enhver anden
tilstand. Altså hvis der for alle i,j ∈ S findes tilstande i = s0,s1, . . . ,sn = j, således at
qs0s1qs1s2 · · · qsn−1sn > 0. (Fra [27] der benytter en anden definition, men viser at den
er ensbetydende med den her benyttede)
Lad os nu returnere til Chapman-Kolmogorov ligningen fra sætning 3.6. Vi ser på
pij(u,v + ∆t)− pij(u,v) og får direkte fra Chapman-Kolmogorov:
pij(u,v + ∆t)− pij(u,v) =
∑
n∈S
pin(u,w)pnj(w,v + ∆t)−
∑
n∈S
pin(u,w)pnj(w,v)
=
∑
n∈S
pin(u,w) (pnj(w, v + ∆t)− pnj(w,v))
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Vi dividerer nu på begge sider med ∆t og lader derpå ∆t →∞:
lim
∆t→∞
pij(u,v + ∆t)− pij(u,v)
∆t
= lim
∆t→∞
∑
n∈S
pin(u,w) (pnj(w, v + ∆t)− pnj(w,v))
∆t
=
∑
n∈S
pin(u,w) lim
∆t→∞
pnj(w, v + ∆t)− pnj(w,v)
∆t
Hvis vi nu benytter os af at vi ifølge sætning 3.6 kan lade w = v, får vi heraf:
∂
∂v
pij(u,v) =
∑
n∈S
pin(u,v) lim
∆t→∞
pnj(v, v + ∆t)− pnj(v,v)
∆t
og fra definition 3.7 har vi dermed:
∂
∂v
pij(u,v) =
∑
n∈S
pin(u,v)qnj(v) (3.3)
Ovenstående ligning (3.3) kaldes Kolmogorovs ligning.
Vi vil nu med udgangspunkt i (3.2) udlede en differentialligning til bestemmelse af
tilstandssandsynlighederne pij(v). Vi starter med at differentiere (3.2):
dpij(v)
dv
=
∂
∂v
∑
i∈S
pij(u,v)pii(u) =
∑
i∈S
∂pij(u,v)
∂v
pii(u)
Vi benytter nu (3.3), og får:
dpij(v)
dv
=
∑
i∈S
(∑
n∈S
pin(u,v)qnj(v)
)
pii(u) =
∑
n∈S
qnj(v)
∑
i∈S
pin(u,v)pii(u)
Vi benytter igen (3.2) og får dermed:
dpij(v)
dv
=
∑
n∈S
qnj(v)pin(v)
For en homogen Markov-kæde bliver ovenstående ligning simplere, idet vi kan benytte
tidsuafhængige værdier qij (hastigheden for tilstandsskift afhænger ikke af tidspunktet),
og vi får da:
dpij(t)
dt
=
∑
n∈S
qnjpin(t) (3.4)
Man kan forestille sig at en Markov-kæde kan have en ligevægtstilstand1, forstået såle-
des at når der er gået tilstrækkeligt lang tid, nærmer sandsynlighederne for de enkelte
tilstande sig en konstant værdi uafhængigt af tidspunktet, altså for tilstrækkeligt store
tider t1, t2 er pin(t1) ∼ pin(t2). I kø-teorien er vi ofte interesseret i tilstandssandsynlig-
hederne i Markov-kædens ligevægtstilstand. Disse tilstandssandsynligheder benævnes
pin, og hvis de eksisterer er de for enhver tilstand n ∈ S givet ved pin = limt→∞ pin(t).
Disse sandsynligheder eksisterer ikke for enhver Markov-kæde, men hvis de eksisterer
og er entydige, udtrykker det altså at tilstandssandsynlighederne pin(t) vil nærme sig
en bestemt værdi for hver tilstand n. Hvis vi kan bestemme disse sandsynligheder pin,
har vi en form for beskrivelse af Markov-kædens opførsel på langt sigt.
Definition 3.9 (Ergodisk markovkæde)
En Markov-kæde med kontinuert tid siges at være ergodisk, hvis der eksisterer
en entydig vektor af ligevægtstilstandssandsynligheder pi = (pi1, pi2, . . .), givet ved
pin = limt→∞ pin(t).
1 steady-state
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Det vil føre for vidt her, at gå ind i teorien omkring ergodicitet af Markov-kæder,
altså om hvornår en Markov-kæde har en ligevægtstilstand med tidsuafhængige
tilstandssandsynligheder pi. Jeg vil derfor blot anføre følgende sætning, der gælder i det
simple tilfælde hvor Markov-kæden er endelig, og som vil vise sig nyttig i modelleringen:
Sætning 3.10 (Ergodicitet af endelig Markovkæde)
Hvis en irreducibel Markov-kæde med kontinuert tid har et endeligt antal tilstande er
den ergodisk. [4]
Hvis vi nu kun interesserer os for ergodiske Markov-kæder, kan vi bestemme lige-
vægtstilstandssandsynlighederne pin, der, som nævnt, er uafhængige af tiden, hvorved
vi har:
dpin(t)
dt
= 0
og under denne forudsætning giver (3.4) derfor det endnu simplere system af lineære
ligninger:
0 =
∑
n∈S
qnjpin
Hvis vi nu skriver tilstandssandsynlighedsvektoren pi = (pi1,pi2, . . .) og danner matricen
Q = [qij ], kan vi skrive ovenstående som:
0 = piQ (3.5)
Bemærk at matricen Q på den i,j’te plads, indeholder hastigheden hvormed tilstand
i skifter til tilstand j, dog indeholder diagonalelementerne i,i hastigheden hvormed
tilstand i forlades, med modsat fortegn. Ifølge den tidligere omtale af definition 3.7
Ovenstående vil vi nu benytte til at se på en særligt simpel form for Markov-processer,
der har relevans i forbindelse med kø-teori, og som kan løses analytisk.
3.1.1 Fødsel-død processer
En fødsel-død proces er en Markov-kæde, hvor tilstandsskift kun kan ske mellem
”nabotilstande”, og hvor tilstandsskiftenes hastighed er uafhængige af tidspunktet. Lad
os formulere dette mere nøjagtigt:
Definition 3.11 (Fødsel-død proces)
En fødsel-død proces er en homogen Markov-kæde med tilstandsrum S ⊆N0 hvorom det
gælder at for en given tilstand i ∈ S eksisterer konstanter λi, µi således at hastighederne
for tilstandsskift (se definition 3.7) er givet ved:
qij =


λi j = i + 1
µi j = i− 1
−(λi + µi) j = i
0 ellers
λi kaldes fødselsraterne eller ankomstraterne og µi kaldes dødsraterne eller afgangsra-
terne.
På figur 3.3 er vist et tilstandsdiagram for en sådan fødsel-død proces. Ankomst- og
afgangsraterne for den enkelte tilstand i, angiver hvor hurtig processen skifter fra denne
tilstand til henholdsvis tilstand i + 1 eller tilstand i− 1.
Vi medtager følgende sætning for ergodicitet af fødsel-død processer:
Sætning 3.12 (Ergodicitet af fødsel-død processer)
En fødsel-død proces med ankomstrater λi og afgangsrater µi er ergodisk, hvis der
eksisterer i0 således at for alle i > i0 gælder [4]:
λi
µi
< 1
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0 1 n
µ1 µ2 µn µn+1
λ0 λ1 λn−1 λn
Figur 3.3 Tilstandsdiagram for en fødsel-død proces. λi er ankomstraterne og µi er
afgangsraterne.
Det viser sig at ankomst- og afgangsraterne i en fødsel-død proces har en meget direkte
matematisk fortolkning:
Sætning 3.13 (Ventetider i en fødsel-død proces)
Lad {Xt : t ∈ T} være en fødsel-død proces med tilstandsrum S, ankomstrater λi og
afgangsrater µi. Da er ventetiden Vi som forløber i en given tilstand i ∈ S før processen
skifter til tilstand i + 1 en eksponentialfordelt stokastisk variabel med parameter 1/λi.
Tilsvarende er ventetiden Wi som forløber i tilstand i ∈ S før processen skifter til
tilstand i− 1, en eksponentialfordelt stokastisk variabel med parameter 1/µi.
Bevis
Da en fødsel-død proces er en homogen Markov-kæde, er sandsynligheden for at
skifte fra tilstand i til tilstand i + 1 uafhængig af tidspunktet (definition 3.5), hvorfor
ventetiden Vi ikke kan afhænge af hvor længe der allerede er ventet, altså må Vi opfylde:
P (Vi > r + t|Vi > r) = P (Vi > t),
hvilket normalt kaldes at Vi er uden hukommelse. Det er et standardresultat i sandsyn-
lighedsregningen, at eksponentialfordelingen er den eneste sandsynlighedsfordeling med
denne egenskab (f.eks. [24; 30]). Vi lader nu Vi være eksponentialfordelt med parameter
βi, altså har vi:
P (Vi ≤ x) = 1− e
−x/βi
Dermed har vi fra definition 3.11 af fødsel-død processer, definition 3.7 af hastighed for
tilstandsskift qij , definition 3.4 af sandsynlighed for tilstandsskift pij samt L’Hôpitals
regel2, at:
λi = qi,i+1 = lim
∆t→0
pi,i+1(∆t)
∆t
= lim
∆t→0
P (Vi ≤ ∆t)
∆t
= lim
∆t→0
1− e
−∆t/βi
∆t
=
1
βi
.
Altså er Vi eksponentialfordelt med parameter
βi =
1
λi
.
Med nøjagtigt tilsvarende argumenter, blot med tilstand i + 1 skiftet ud med tilstand
i − 1, og λi skiftet ud med µi vises det at Wi er eksponentialfordelt med parameter
1/µi.
Fra definition 3.11 har vi elementerne i matricen Q for en fødsel-død proces. Da vi
benytter tilstandsrummet N0 kan der ikke afgå kunder fra tilstand 0, så µ0 = 0,
hvorved vi for en fødsel-død proces har:
Q =


−λ0 λ0 0 0 · · ·
µ1 −(λ1 + µ1) λ1 0 · · ·
0 µ2 −(λ2 + µ2) λ2 · · ·
0 0 µ3 −(λ3 + µ3) · · ·
...
...
...
...
. . .


2 Resultat fra analysen der siger at under visse forudsætninger er limx→x0
f(x)
g(x)
= limx→x0
f ′(x)
g′(x)
(se
f.eks. [31] Theorem 4.18, p. 96)
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Vi kan bestemme ligevægtssandsynlighedsvektoren pi i en ergodisk fødsel-død proces
ud fra (3.5):
0 = −pi0λ0 + pi1µ1
0 = −pik(λk + µk) + pik−1λk−1 + pik+1µk+1, for k > 0 (3.6)
Den første ligning løser vi for pi1:
pi1 =
λ0
µ1
pi0 (3.7)
For k = 1 og ved substitution med ovenstående, giver den anden ligning os:
pi2 =
λ0λ1
µ1µ2
pi0
Generelt har vi:
Sætning 3.14 (pik for fødsel-død processer )
For en fødsel-død proces er tilstandssandsynlighederne pik givet ved
pik = pi0
k−1∏
i=0
λi
µi+1
(3.8)
for k ≥ 1.
Bevis
Ved induktion: (3.8) giver (3.7) for k = 1. Vi antager nu at (3.8) holder for 1 ≤ k ≤ n,
og dermed har vi fra (3.6):
pin+1µn+1 = pin(λn + µn)− pin−1λn−1
= (λn + µn)pi0
n−1∏
i=0
λi
µi+1
− λn−1pi0
n−2∏
i=0
λi
µi+1
= pi0
(
(λn + µn)
n−1∏
i=0
λi
µi+1
− λn−1
µn
λn−1
n−1∏
i=0
λi
µi+1
)
= pi0λn
n−1∏
i=0
λi
µi+1
⇒
pik+1 = pi0
λn
µn+1
n−1∏
i=0
λi
µi+1
= pi0
n∏
i=0
λi
µi+1
og altså holder (3.8) også for k = n + 1 og dermed for alle k ≥ 1.
Vi mangler nu at bestemme pi0: Da
∑
k pik = 1, har vi fra sætning 3.14, at følgende
gælder:
pi0 +
∞∑
k=1
pi0
k−1∏
i=0
λi
µi+1
= 1 ⇒
pi0
(
1 +
∞∑
k=1
k−1∏
i=0
λi
µi+1
)
= 1 ⇒
pi0 =
1
1 +
∑
∞
k=1
∏k−1
i=0
λi
µi+1
=
1∑
∞
k=0
∏k−1
i=0
λi
µi+1
(3.9)
Disse formler vil vi benytte i forbindelse med analyse af kø-systemer. Dette vil vi se i
følgende afsnit, idet vi nu vil gå over til at beskrive kø-systemer.
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3.2 Enkelt-kø-systemer
For letheds skyld vil jeg herfra referere til enkelt-kø-systemer som kø-systemer. Et
kø-system består, som illustreret på figur 3.1, af n ekspedienter samt én kø, der kan
have endelig eller uendelig kapacitet. Vi går her ud fra at ekspedienterne er ens –
om end der findes teorier for asymmetriske kø-systemer, hvilket vil sige kø-systemer,
hvor ekspedienterne har forskellige karakteristika i form af forskellige fordelinger af
servicetiderne. Endvidere skal det specificeres hvorledes kunder ankommer til systemet,
samt hvor længe det tager en ekspedient at servicere en kunde.
Til tider kan vi angive kundernes ankomst som en stokastisk proces med identisk
fordelte stokastiske variable, og i disse tilfælde kan vi definere en ankomstrate:
Definition 3.15 (Ankomstrate)
Hvis ankomsten af kunder kan angives som en stokastisk proces, hvor værdierne af
de identisk fordelte stokastiske variable {V1,V2, . . .}, er tiderne mellem to på hinanden
følgende kunders ankomst til systemet, således at Vk er tiden mellem ankomst af kunde
k − 1 og kunde k, og V0 er tiden før første ankomst. Betegnes ankomstraten λ, og er
for vilkårligt i ∈ N:
λ =
1
E(Vi)
Tilsvarende kan vi i visse situationer definere serviceraten:
Definition 3.16 (Servicerate)
Hvis servicetiderne kan angives ved en stokastisk proces, hvor værdierne af de stokastiske
variable {S1,S2, . . .} er servicetiderne for de enkelte kunder, betegnes den gennemsnitlige
ankomstrate med µ, og er for vilkårligt i ∈ N:
µ =
1
E(Si)
Der benyttes de fleste steder en bestemt notation, Kendalls notation, eller variationer
af denne, til at opsummere hvilket kø-system der tales om.
3.2.1 Kendalls notation
Kendalls notation er opbygget således:
A/B/m - kø kultur
hvor A angiver sandsynlighedsfordelingen for tiderne mellem kunders ankomst,
B angiver sandsynlighedsfordelingen for servicetiderne og m angiver antallet af
ekspedienter (m ≥ 1). Der benyttes forkortelser for sandsynlighedsfordelingerne. Nogle
af disse er beskrevet i tabel 3.1.
Et par eksempler på kø kulturer er givet i tabel 3.2. ”Kø-kultur” omfatter her både
hvilken rækkefølge kunder serviceres i, samt hvorvidt der preemptes. Preemption består
i at afbryde serviceringen af en kunde inden den er fuldført og returnere kunden til køen,
for at fortsætte serviceringen næste gang det bliver denne kundes tur. Et af eksemplerne
på en sådan preemptiv kø-kultur er SRPT (Shortest Remaining Processing Time), som
foreskriver at det til hver en tid skal være den forespørgsel der har mindst servicetid
tilbage, der serviceres. En implementation af denne kræver at man på forhånd kender
behandlingstiden for hver enkelt forespørgsel. Desuden må man i praksis arbejde med
et mindste tidsinterval før der preemptes, for at undgå at to kunder der har lige meget
servicetid tilbage, ustandseligt skal skiftes frem og tilbage mellem køen og ekspedienten.
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M Eksponentialfordelingen (M for memoryless = uden hukommelse eller Marko-
vian)
G Generel fordeling
GI Generel fordeling med uafhængige tider.
Tabel 3.1 Eksempler på forkortelser for sandsynlighedsfordelinger, der benyttes i Kendalls
notation.
FCFS First Come First Served – Den først ankomne kunde serviceres først. Dette
er standard, og underforstås derfor til tider
LCFS Last Come First Served – Den sidst ankomne kunde serviceres først (en
stak)
RR Round Robin – Hvis en kunde efter at have modtaget service i et tidsinterval
x ikke er færdig, sættes kunden bagerst i køen og den næste kunde i køen
får service i op til tidsintervallet x før denne sættes bagerst i køen osv.
PS Processor Sharing – Grænsetilfælde af RR hvor man lader x → 0. Svarer
til at alle kunder der aktuelt er i køen deles ligeligt om ekspedienterne.
SRPT Shortest Remaining Processing Time – Den forespørgsel, der har mindst
servicetid tilbage, serviceres.
Tabel 3.2 Eksempler på forkortelser for kø-kulturer, der benyttes i Kendalls notation
Et par eksempler: M/M/1 er det grundlæggende kø-system hvor ankomsttider og
servicetider er eksponentialfordelte, der er 1 ekspedient og kunder serviceres i den
rækkefølge de ankommer. GI/G/5 - LCFS er det system hvor ankomsttider er
uafhængige, servicetider er fordelt efter en hvilken som helst sandsynlighedsfordeling,
der er 5 ekspedienter og den sidst ankomne kunde serviceres først.
Der findes forskellige udvidelser af Kendalls notation. Nogle gange tilføjes et ekstra
element K:
A/B/m/K - kø kultur
hvor K er det maksimale antal kunder i systemet. I denne variation kan K angives som
∞, for at notere at der ikke er nogen øvre grænse for antallet af kunder.
3.2.2 Stabilitet
Når et kø-system kører over længere tid, kan man grundlæggende forestille sig to
scenarier. Enten ankommer kunderne i gennemsnit så hurtigt, at ekspedienterne ikke
kan følge med, hvorfor antallet af kunder i systemet vokser mod uendelig, eller også
indtræffer der en form for ligevægt, hvor køens længde varierer omkring en middelværdi.
I denne ligevægtstilstand kan man, lige som ved ergodiske Markov-kæder, bestemme
en sandsynlighed for, at der er et givent antal kunder i systemet. Når et kø-system
på denne måde er ligevægtigt, siger vi at det er stabilt. Det gælder dermed at de
kø-systemer der kan modelleres ved hjælp af Markov-kæder, netop er stabile når den
underliggende Markov-kæde er ergodisk.
Generelt er det lettere at analysere et kø-system under forudsætning af at det er stabilt,
og i en del anvendelser holder man sig til denne situation, da ikke-stabile systemer i
praksis er af ringe nytteværdi.
I situationer hvor vi kan angive ankomst- og afgangsrater, gælder det at:
Sætning 3.17 (Stabilitet)
Et enkelt-kø-system med ankomstrate λ og m ekspedienter der hver har servicerate µ,
er stabilt når
λ < µm
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Navn Symbol Beskrivelse
Sandsynlighed for k
kunder i systemet.
pik Sandsynlighederne pik for k kunder i systemet
benyttes ofte, og er en vigtig karakteristik af
systemet, ud fra hvilken de øvrige ydelsesmål
ofte kan beregnes.
Udnyttelsesgraden. ρ Den brøkdel af tiden hvor der serviceres
kunder – dvs. én eller flere ekspedienter er
aktive. I et kø-system hvor vi kan angive
ankomst- og afgangsrater og som har m
ekspedienter er ρ = λmµ . Stabilitet af kø-
systemet kan dermed også formuleres som
ρ < 1
Ventetid W Den tid en given kunde tilbringer med at
vente i køen.
Svartid T Den tid en given kunde bruger i systemet
totalt. Svartiden er summen af ventetiden
og servicetiden, så for et kø-system med
ankomst- og afgangsrater:
E(T ) = E(W ) +
1
µ
(3.10)
Kølængde Q Antallet af kunder i køen.
Antal kunder i systemet K Antal kunder i service samt i køen. E(K) =∑
∞
k=1 kpik
Tabel 3.3 Nogle vigtige ydelsesmål i et kø-system
Bevis
Kø-systemet kan modelleres som en fødsel-død proces, hvor processens tilstande er
antallet af kunder i systemet, ankomstraterne λn = λ og afgangsraterne µn = µm (idet
der er tale om den samlede afgangsrate for hele systemet). Derved har vi på baggrund
af sætning 3.12, at fødsel-død processen er ergodisk når λ < µm.
3.2.3 Ydelsesmål
Der benyttes en lang række ”mål” for et systems ydelse. Ofte er vi først og fremmest
interesseret i middelværdierne over disse ydelsesmål. Nogle af de vigtigste er angivet i
tabel 3.3:
En vigtig sætning i kø-teorien er Littles sætning, der forbinder nogle af ovenstående
ydelsesmål, og specielt er bemærkelsesværdig ved at gælde meget generelt. En
formulering er:
Sætning 3.18 (Littles sætning)
Givet et system hvortil kunder ankommer, serviceres og afgår igen. Lad k(t) betegne
antal kunder i systemet til tiden t. Systemet kaldes da tomt når k(t) = 0. Lad en ”aktiv
periode”3 være defineret ved at den begynder med ankomsten af en kunde til et tomt
system, og slutter når systemet igen bliver tomt.
Lad E(T ) være den gennemsnitlige tid en kunde er i systemet, og lad λ være middel
ankomstraten. Da er middel antal kunder i systemet E(K) givet ved
E(K) = λ E(T )
hvis systemet opfylder følgende tilstrækkelige betingelser:
3 busy period
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1. For enhver tilstand af systemet, gælder det at systemet med sandsynlighed 1 vil
blive tomt på et senere tidspunkt.
2. Når systemet bliver tomt, vil ankomst- og ventetiderne blive ”nulstillet”, dvs.
der er ingen sandsynlighedsmæssig forskel på 2 aktive perioder der starter på
forskellige tidspunkter.
3. Det forventede antal ”kundesekunder” i den første aktive periode er endeligt. Dvs.
hvis den første aktive periode ender til tiden t = t1, da er E(
∫ t1
0
k(x)dx) < ∞.
4. Middelværdien over summen af tid alle kunder i en aktiv periode tilbringer i
systemet, delt med middel antal kunder ankommet i en aktiv periode er endelig.
Ligeledes er middelværdien af en aktiv periodes varighed delt med middel antal
kunder ankommet i en aktiv periode endelig.
Bevis
Bevis medtages ikke her, da det vil være for omfattende i forhold til afsnittets niveau
og formål. Et par kommentarer er dog på sin plads.
Sætningen blev først bevist af Little i [26], hvor sætningen er formuleret ved hjælp af
målteori. Siden er der lavet flere forskellige beviser, samt undersøgelser af hvor generelt
sætningen kan udvides til at gælde. De tilstrækkelige betingelser nævnt her er gengivet
i [10], samt mere rigoristisk i [22], som benytter disse betingelser i et alternativt bevis
for sætningen.
Der findes også forsøg på at give ”intuitive bevis-lignende” argumenter, for eksempel i
[18]
Littles sætning kan umiddelbart konkretiseres til det vi har brug for i nærværende
arbejde, idet vi får følgende sammenhænge mellem nogle vigtige ydelsesmål i et stabilt
M/M/m kø-system:
Sætning 3.19
For alle kø-kulturer i et stabilt M/M/m kø-system med ankomstrate λ, gælder følgende
sammenhænge mellem middelværdien af antal kunder i systemet E(K), middelværdien
af køens længde E(Q) og Middelværdien for ventetid i køen E(W ):
E(K) = λ E(T )
E(Q) = λ E(W )
Bevis
Sætningen følger af Littles sætning, idet [10] løst argumenterer for at betingelserne er
opfyldt:
1. Da systemet er stabilt vil det med sandsynlighed 1 blive tomt.
2. Gælder da ankomstfordelingen er uden hukommelse.
3. Da systemet er stabilt vil den første aktive periode slutte, og dermed vil det
forventede antal kundesekunder i denne være endeligt.
4. Da de i denne betingelse indgående værdier er endelige, er betingelsen opfyldt.
Den anden ligning følger på samme måde af Littles sætning, idet køen opfattes som
”systemet”.
Lad os nu gå over til at se på et simpelt eksempel på et kø-system.
3.2.4 M/M/m systemet
M/M/m systemet med ankomstrate λ, og med m ekspedienter med servicerate µ,
kan modelleres som en fødsel-død proces, hvor processens tilstand angiver antallet af
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forespørgsler i systemet. Dermed får vi afgangsraterne:
µk =
{
kµ 0 ≤ k ≤ m
mµ k ≥ m
Ankomstraten er ikke tilstandsafhængig, altså er λk = λ. Ifølge sætning 3.12 er
systemet stabilt hvis λ < mµ.
Fra sætning 3.14 har vi
pik =


pi0
∏k−1
i=0
λ
(i+1)µ = pi0
(
λ
µ
)k
1
k! , 0 ≤ k ≤ m
pi0
∏m−1
i=0
λ
(i+1)µ
∏k−1
i=m
λ
mµ = pi0
(
λ
µ
)m
1
m!
(
λ
mµ
)k−m
, k ≥ m
Som vi kan skrive som funktion af udnyttelsesgraden ρ = λmµ :
pik =
{
pi0
(mρ)k
k! , 0 ≤ k ≤ m
pi0
ρkmm
m! , k ≥ m
Vi kan udlede et udtryk for pi0 ud fra (3.9). Jeg vil i det følgende udelade mellemreg-
ninger, da der er tale om standardresultater fra litteraturen:
pi0 =
(
1 +
∞∑
k=1
k−1∏
i=0
λ
µi+1
)−1
=
(
1 +
m−1∑
k=1
((
λ
µ
)k
1
k!
)
+
(
λ
µ
)m
1
m!
1
1− λ/mµ
)−1
som ligeledes kan skrives som funktion af udnyttelsesgraden:
pi0 =
(
1 +
m−1∑
k=1
(
(mρ)k
k!
)
+
(mρ)m
m!
1
1− ρ
)−1
Vi kan endvidere beregne middel antal kunder i systemet:
E(K) =
∞∑
k=1
kpik = mρ + pi0
ρ(mρ)m
m!(1− ρ)2
Herudfra er det let ved hjælp af sætning 3.19 at beregne
E(T ) =
E(K)
λ
På figur 3.4 er middel svartider for henholdsvis M/M/1 og M/M/2 plottet som funktion
af ankomstraten med fast servicerate µ = 1 for M/M/1 og µ = 1/2 for M/M/2. Vi
sammenligner altså et system med én ekspedient med et system med to ekspedienter
med den halve servicerate, hvorved udnyttelsesgraden er den samme. Det ses at for lav
ankomstrate giver M/M/1 de korteste svartider, hvilket da også er forventeligt, da der
her som oftest ikke vil være nogen kø, og svartiden derfor først og fremmest afhænger
af ekspedientens hastighed (altså af serviceraten). Ved højere ankomstrate nærmer de
to systemers svartider sig til hinanden.
3.3 Kø-netværk
Når man studerer mere komplekse systemer, bliver det naturligt at tænke på dem
som sammensat af flere enkelt-kø-systemer. Sådanne sammensatte systemer kaldes
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Figur 3.4 Middel svartid som funktion af ankomstraten for henholdsvis et M/M/1 system
hvor ekspedienten har servicerate µ = 1 og et M/M/2 system hvor hver ekspedient har
servicerate µ = 1/2
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Figur 3.5 Et eksempel på et åbent kø-netværk, hvor der kun ankommer forespørgsler
udefra til node 0, mens der afgår forespørgsler fra node 1, 2 og 3. p1, p2 og p3 angiver
sandsynlighederne for at en forespørgsel der forlader ekspedient 0, overføres til henholdsvis
node 1, 2 eller 3.
kø-netværk. Et kø-netværk består af en række enkelt-kø-systemer kaldet noder, der er
forbundet således, at forespørgsler, der forlader en node, har en vis sandsynlighed for at
blive overført til en af de andre noder samt en vis sandsynlighed for at forlade systemet.
Desuden kan forespørgsler eventuelt ankomme udefra til en eller flere af noderne.
Kø-netværk deles op i to typer: Åbne og lukkede. Åbne kø-netværk kendetegnes ved, at
der kan ankomme og/eller afgå forespørgsler fra en eller flere af noderne, mens lukkede
kø-netværk kendetegnes ved at antallet af forespørgsler i netværket er konstant, altså
ankommer forespørgsler ikke udefra og forlader heller ikke systemet. På figur 3.5 ses et
eksempel på et åbent netværk, og på figur 3.6 ses et eksempel på et lukket.
I nogle tilfælde udvides teorien yderligere, til at omfatte situationer hvor der er forskel-
lige klasser af forespørgsler. Man lader så servicerater, ankomstrater og sandsynligheder
for rutevalg afhænge af forespørgslens klasse. Man taler om ”multiclass networks” og
”single class networks”. Endvidere giver netværk med flere forespørgselsklasser mulig-
hed for netværk der er åbne med hensyn til nogle klasser og lukkede med hensyn til
andre. Disse netværk kaldes blandede.
Det er langt fra alle kø-netværk der kan løses analytisk, og selv hvis de kan, er det
til tider så kompliceret, at man hellere vælger en numerisk metode. Imidlertid er der
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Figur 3.6 Et eksempel på et lukket kø-netværk. q0 og q1 er sandsynligheder for at en
forespørgsel vælger hhv. den ene eller den anden vej i netværket. q0 + q1 = 1. m0 og m1 er
serviceraterne for de to ekspedienter.
0 1 n
m1
q1m0
m1 m1
q1m0 q1m0
Figur 3.7 Tilstandsdiagram for fødsel-død processen, der svarer til det lukkede netværk i
figur 3.6. Tilstandene betegnes ved antal forespørgsler i node 0 (både i kø og i service).
også store klasser af netværk hvor man kender analytiske metoder. Således var et
af de store gennembrud i teorien om kø-netværk Jacksons sætning, der angiver en
generel løsningsformel for netværk, hvorom det gælder at alle noder er stabile, samt at
netværket er opbygget som følger:
◦ Der er kun én forespørgsels-klasse
◦ Der er ingen begrænsning på antallet af forespørgsler i netværket
◦ En node kan have Poisson-fordelte ankomster udefra.
◦ Alle noder er M/M/m - FCFS systemer.
Efterfølgende er resultater gældende for lukkede netværk (Gordon/Newell netværk),
samt i større generalitet – for eksempel for netværk med flere forespørgselsklasser,
forskellige kø-kulturer og generelt fordelte servicetider (BDMP netværk, Baskett,
Chandy, Muntz og Palacios), også fundet. Imidlertid får jeg ikke brug for disse i
nærværende projekt, og vil derfor i stedet se på et simpelt eksempel på et lukket
kø-netværk.
3.3.1 Et lukket kø-netværk med to servicestationer
Lad os nu se på et simpelt eksempel på et lukket kø-netværk med to servicestationer.
Dette simple netværk er udvalgt som eksempel, fordi det indgår i modelleringen i afsnit
5. Netværket er illustreret på figur 3.6
Dette netværk er specielt let at have med at gøre, fordi det kan modelleres som en
fødsel-død proces. Jeg vil betragte situationen hvor der er n forespørgsler i netværket,
og vil benævne netværkets tilstand med antal forespørgsler i node 0 (både i køen og i
service). Dermed kommer tilstandsdiagrammet til at se ud som på figur 3.7.
Vi har altså en fødsel-død proces med et endeligt antal tilstande. Af tilstandsdiagram-
met ses det at ankomst- og afgangsraterne er givet ved:
λi =
{
m1 i < n
0 ellers
, µi =
{
q1m0 i > 0
0 ellers
Fødsel-død processen har endeligt mange tilstande. For at sikre at den er sammenhæn-
gende, vil vi herfra kræve at q1 6= 0, m0 6= 0 og m1 6= 0. Dermed er processen ifølge
sætning 3.10 ergodisk, og altså findes der entydige ligevægtssandsynligheder.
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Figur 3.8 Gennemstrømning i gren 0 i det lukkede netværk fra figur 3.6, som funktion af
antal forespørgsler i systemet n, i 4 situationer. Situation 1: m0 = m1 = 1 og q0 = q1 = 0,5.
Situation 2: m0 = 2, m1 = 1 og q0 = q1 = 0,5. Situation 3: m0 = 4, m1 = 1 og q0 = q1 = 0,5.
Situation 4: m0 = m1 = 1 og q0 = 0,1, q1 = 0,9
Fra (3.9) kan sandsynligheden for, at servicestation 0 ikke har nogle forespørgsler
udledes:
pi0 =
(
∞∑
k=0
k−1∏
i=0
λi
µi+1
)−1
=
(
n∑
k=0
k−1∏
i=0
λi
µi+1
)−1
=
(
n∑
k=0
(
m1
q1m0
)k)−1
Vi kan naturligvis også udlede pik for k > 0, men det vil senere vise sig mere nyttigt at
kende gennemstrømningen i gren 0, som vi kan udlede ud fra, hvor stor en del af tiden
node 0 er optaget, altså udnyttelsesgraden for node 0, som vi vil betegne ρ0. Vi har da:
ρ0 = 1− pi0
Gennemstrømningen af forespørgsler i gren 0 bliver dermed:
G = q0m0ρ0 (3.11)
Vi kan nu variere serviceraterne m0 og m1. Derudover kan vi vælge en af sandsyn-
lighederne q0 og q1 (hvormed den anden er givet idet q0 + q1 = 1), samt antallet af
forespørgsler i netværket n. På figur 3.8 har jeg tegnet gennemstrømningen som funk-
tion af n i 4 situationer: En situation hvor ekspedienterne arbejder lige hurtigt og de to
veje er lige sandsynlige, to andre hvor ekspedient 0 er henholdsvis dobbelt så hurtig og
fire gange så hurtig som ekspedient 1, mens vejene stadig er lige sandsynlige, og endelig
en situation hvor ekspedienterne er lige hurtige, mens vej 0 har sandsynligheden 0,1 (og
dermed q1 = 0,9). Af denne figur ser det ud til at den generelle opførsel ikke ændrer sig
væsentligt afhængig af disse parametre: For n lille er forøgelsen af gennemstrømningen
ved tilføjelse af flere forespørgsler stor, men for n stor går gennemstrømningen mod en
grænseværdi. Størrelsen af denne grænse for gennemstrømningen er afhængig af ser-
vernes indbyrdes hastighed og vejenes sandsynligheder. Vi kan beregne grænseværdien:
lim
n→∞
G(n) = q0m0(1− lim
n→∞
pi0(n))
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og idet vi beregner
lim
n→∞
pi0(n) =
(
∞∑
k=0
(
m1
q1m0
)k)−1
=
{
1− m1q1m0 , for
m1
q1m0
< 1
0, ellers
får vi
lim
n→∞
G(n) =
{ q0m0m1
q1m0
, for m1q1m0 < 1
q0m0, ellers
(3.12)
Jeg har nu beskrevet tilstrækkeligt af kø-teorien, til at jeg kan tage fat på min
modellering. Først vil jeg dog se på andres arbejde på området for at blive inspireret
til opbygningen af modellen.
4 Relateret arbejde
Inden jeg tager fat på at opbygge en model, vil jeg i nærværende afsnit kort omtale
arbejde, der er beslægtet med det jeg har udført i dette projekt. Jeg har inddelt
arbejdet i kategorier der relaterer sig til mit arbejde på forskellig måde. Jeg kan ikke
hævde at have kendskab til al relevant arbejde der relaterer sig til det her udførte, men
følgende beskriver en række arbejder der har inspireret mig, og som på forskellig måde
kan være relevant. Man vil notere sig, at jeg ikke er stødt på arbejde der beskæftiger
sig med en matematisk modellering af helt det samme, som jeg giver mig ud i i dette
projekt.
4.1 Hardware-modellering
Ifølge for eksempel [25] er kø-netværk en god måde at modellere computersystemer på,
idet der kan opnås en fornuftig balance mellem simple modeller og rimelig nøjagtighed.
De modeller der her tales om, er modeller for sammensætning af hardware. Disse
modeller beskriver for eksempel samspillet mellem enheder som CPU, harddisk og
ram koblet på en fælles databus. Denne type hardware-nære modeller benyttes som
eksempler i en række (ældre) lærebøger om kø-teori med datalogiske anvendelser. Som
eksempler kan nævnes: [4], [23], [30] og [34].
Da de hastighedsmæssige fordele ved at bruge flere tråde skal søges i det faktum, at
flere tråde kan udnytte, at de enkelte enheder, som for eksempel harddisk og processor,
kan arbejde parallelt. Kan man forestille sig at modeller, der minder om de omtalte
hardware-nære modeller, kan indfange dette, og derfor give en rimelig beskrivelse af
flertrådede systemers ydelse. Det er da også et eksempel fra [30] der er den mest direkte
inspiration for min modellering i dette projekt (afsnit 5). Dette eksempel beskriver dog
en række terminaler der alle deles om en fælles server, men der er gode paralleller til
flere tråde der deler en fælles processor.
4.2 Tidsplanlægning af tråde
Et andet relateret problem, jeg er stødt ind i, er tidsplanlægning1 af tråde. Dette har
en vis sammenhæng med mit arbejde, idet det handler om optimering af et flertrådet
system. Der fokuseres dog ikke her på antallet af tråde, men på hvorledes trådene spiller
sammen om at dele de forhåndenværende ressourcer. [11] og [7] beskæftiger sig også med
ankomst- og servicetidsfordelingernes betydning for valg tidsplanlægningsalgoritme og
indeholder dermed oplysninger om typiske fordelinger for web-servere.
Tidsplanlægning modelleres i flere kilder med preemptive kø-kulturer. Her vides det, at
SRPT er den optimale kø-kultur, når den gennemsnitlige svartid ønskes minimeret [28],
men denne kø-kultur kræver at man kan afgøre hvor lang servicetid, en forespørgsel
har tilbage. Dette er omtrentligt muligt for webservere, der leverer statiske sider, idet
servicetiden antages at afhænge lineært af filstørrelsen, på filen der skal sendes. På
denne baggrund har [11] og [7] set på, hvorvidt webservere kan opnå højere ydelse
(i form af kortere svartider) ved at skifte den traditionelle Round Robin (modelleret
1 Engelsk: ”Scheduling”
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som PS) tidsplanlægningsalgoritme ud med SRPT. Konklusionen er at der kan opnås
væsentligt bedre ydelse, og at omkostningerne, i form af for eksempel udsultning af de
mest tidskrævende forespørgsler, ikke er store, hvorfor de anbefaler at man arbejder
videre med at udvikle sådanne webservere. En vigtig forudsætning for at konklusionen
er rigtig, er at servicetidsfordelingen ved en webserver er af en bestemt type, hvor de
fleste forespørgsler er små, men det overvejende arbejde på serveren skyldes de få store
forespørgsler, dette svarer altså ikke til eksponentialfordelte servicetider. At fordelingen
faktisk er af denne type udledes empirisk.
I [2] indføres en ramme inden for hvilken man kan sammenligne kø-kulturer. De ser
på M/GI/1 og sammenligner her kø-kulturen SRPT med SJF (Shortest Job First)
og LAS (Least Attained Service). SJF minder om SRPT idet der tidsplanlægges ud
fra servicetiden for forespørgslen, hvorfor servicetiden skal kendes i forvejen, men
i SJF er det forespørgslen med den korteste servicetid ved ankomst, der serviceres
først. Det betyder at der kun skal skiftes forespørgsel ved preemption, hvis der
ankommer en forespørgsel, der er kortere end den der p.t. serviceres. Det betyder
ligeledes, at en forespørgsels prioritet ikke skal ændres, efterhånden som forespørgslen
serviceres. Det viser sig at SJF er ”strengt konkurrencedygtig”2, hvilket vil sige at
for enhver forespørgselstype er den forventede svartid højst en konstant gange den
forventede svartid under SRPT. LAS adskiller sig ved ikke at behøve størrelser på
forespørgslerne, idet det til hver en tid er den forespørgsel, der har haft mindst
servicetid, som serviceres. En implementation af LAS vil, ligesom for SRPT, kræve
at man arbejder med et tidsinterval, med hvilket det kontrolleres om der skal skiftes
forespørgsel. Det viser sig at LAS er strengt konkurrencedygtig, hvis og kun hvis
sandsynlighedsfordelingen for servicetiderne er af en bestemt form, som jeg ikke vil
komme nærmere ind på her, da det bliver for teknisk og omfattende i forhold til
dette afsnits formål, men som ifølge forfatterne inkluderer mange ofte forekommende
fordelinger.
Arbejde, der har visse fællestræk med tidsplanlægning af tråde, er fordeling af arbejde
i multicomputersystemer. Her skal de ankomne forespørgsler sendes videre til en af
flere computere, og der kan i nogle opsætninger også være mulighed for at skifte en
igangværende forespørgsel til en anden computer. Modellering af sådanne systemer
har den lighed med mit arbejde i dette projekt, at der benyttes kø-netværk frem
for at variere kø-kulturen. Den væsentlige forskel er, at de enkelte ekspedienter (i
kø-terminologi) her er separate computere, hvis ydelse dermed ikke umiddelbart
afhænger af hvor belastede de øvrige ekspedienter i systemet er. Af denne årsag kan
disse resultater ikke umiddelbart overføres på det jeg arbejder med, hvorfor jeg kun
har skimmet et par artikler, nemlig [12] og [1], hvoraf den sidste også holder sin
modelanalyse op mod data fra simuleringer.
4.3 Serverarkitekturer og eksperimenter med disse
Der er udført en del arbejde, hvor forskellige mere eller mindre komplekse serverarki-
tekturer beskrives og til tider implementeres, således at der kan udføres eksperimenter
med ydelsen for disse forskellige arkitekturer. Et eksempel på dette er [13], der be-
skriver forskellige trådningsstrategier der benyttes i CORBA Middleware, og udfører
nogle eksperimenter med disses ydelse i forskellige situationer. Jeg vil ikke her komme
nærmere ind på de forskellige trådningsstrategier, da disse er beskrevet i afsnit 2 i
den udstrækning jeg finder det relevant i nærværende sammenhæng. Et par eksempler
mere på arbejde der er koncentreret omkring eksperimenter med serverarkitekturer, er
[17], der eksperimenterer med forskellige samtidighedsmodeller blandt andet asynkrone
filoverførselsmetoder tilgængelige i Windows NT, samt [33] der foreslår, beskriver og
udfører eksperimenter med en serverarkitektur kaldet SEDA (Staged Event-Driven
2 Engelsk: Strictly competitive
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Architecture), hvor serveren deles op i stadier3 der forbindes med køer. Hvert stadie
kan have sin egen trådningsstrategi, og endvidere benyttes der forskellige metoder til
at håndtere overbelastning. [32] beskæftiger sig også med tilpasning til overbelastning,
idet de med baggrund i SEDA eksperimenterer med forskellige måder at håndtere
situationer hvor serveren overbelastes. For eksempel eksperimenteres med at de over-
belastede stadier sorterer de forespørgsler fra som ”koster” mest, og på den måde
bibeholder en rimelig ydelse for de resterende.
Denne type arbejde relaterer sig først og fremmest til mit ved at beskæftige sig med
noget af det, der også var drivkraften for mig: Hvorledes strukturerer man bedst en
server, for at opnå den højeste ydelse. De fokuserer derimod ikke på at modellere,
men benytter i stedet eksperimenter. Desuden beskæftiger de sig med nogle langt mere
komplicerede arkitekturer, end jeg har forsøgt at indfange ved analytisk modellering.
I næste afsnit vil jeg nu forsøge at foretage en modellering, med nogle af ideerne fra
ovennævnte arbejder i baghovedet.
3 Engelsk: stages
5 Modellering
I de følgende underafsnit vil jeg først opstille en simpel grundmodel for svartiderne for
en server med en trådpulje. En af manglerne i denne grundmodel er at der ikke tages
højde for det ekstra ressourceforbrug, der følger med at benytte flere tråde, hvorfor
jeg efterfølgende undersøger hvorledes det ekstra ressourceforbrug afhænger af antallet
af tråde og indbygger min observation herfra i modellen. Denne undersøgelse består i
eksperimenter med et simpelt flertrådet Java-program.
Efterfølgende er min intention at tilvejebringe data, som kan bruges til at vurdere
modellen, hvorfor jeg opbygger en meget simpel flertrådet server i Java. Derpå
sammenligner jeg data fra kørsler af denne server med min model, idet jeg blandt andet
estimerer parametrene i modellen. Derved bliver jeg i stand til at diskutere modellens
brugbarhed.
5.1 Grundmodellen
I et forsøg på at lave en simpel model for de gennemsnitlige svartider givet en tråd-pulje
trådningsstrategi, kan vi starte med at opfatte situationen som en M/M/m situation,
hvor de m ekspedienter svarer til m tråde i trådpuljen. Hvorvidt antagelserne om
eksponentialfordelte ventetider mellem ankomsterne og eksponentialfordelte servicetider
(M/M/) er rimelige, vil vi her se bort fra.
Jeg vil modellere situationen som en fødsel-død proces, og har derfor behov for at
kende ankomstrater λn og afgangsrater µn, afhængig af antal kunder i systemet n.
Umiddelbart afhænger ankomstraten λn ikke af systemets tilstand (hvor belastet
serveren er), så vi vil gå ud fra en konstant ankomstrate λn = λ. Det er derimod klart
at serviceraten for den enkelte tråd (=ekspedient i kø-terminologien) må være afhængig
af hvor mange tråde der er aktive, idet de aktive tråde deler de forhåndenværende
ressourcer. Som en første tilnærmelse kan vi forestille os at trådene deler ressourcerne
ligeligt, således at når der er j aktive tråde, vil hver tråd have serviceraten µ = ν/j,
hvor ν er den maksimale servicerate, der opnås når kun 1 forespørgsel behandles,
hvorved denne forespørgsel får tildelt alle serverens ressourcer. Dette vil imidlertid
betyde (indsæt evt. i den generelle M/M/m model fra afsnit 3.2.4) at hele systemet
kan modelleres som et M/M/1 system med servicerate ν – altså servicerate uafhængigt
af antal aktive tråde. Dermed har vi ikke i denne model hverken gavn eller ulempe
af trådene. Denne model er ubrugelig, da den hverken beskriver fordele (samtidig
udnyttelse af flere ressourcer) eller ulemper (ekstra ressourceforbrug) ved at have flere
tråde.
Vi kan i stedet forsøge at finde et brugbart udtryk for servicerate afhængig af n, ved at
se på hvorledes trådene giver en fordel i kraft af samtidig benyttelse af flere ressourcer.
Denne modellering er inspireret af et eksempel i [30], hvor en model i samme stil
relateres til et flerbruger system med flere terminaler og én server.
Lad os forestille os den forsimplede situation at behandlingen af en forespørgsel består
i, at den tråd der behandler den først benytter processortid (f.eks. til at fortolke
forespørgslen), derpå benytter en Input/Output enhed (f.eks. henter en eller flere
forespurgte filer fra disken i en eller flere læsninger) på skift med processoren (der
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kø CPU kø I/O
Forespørgsel fuldført
Figur 5.1 Et åbent kø-netværk der repræsenterer en tråds forbrug af processoren (CPU) og
en Input/Output enhed (I/O), idet tråden behandler en forespørgsel.
kø CPU kø I/O
Forespørgsel fuldført
kø
Maksimalt N forespørgsler
Figur 5.2 Et åbent kø-netværk med begrænsninger på antal samtidige tråde, og en ekstra
kø til forespørgsler der venter på at der bliver ”plads til dem”.
afgiver yderligere læse-instruktioner) for endelig at forlade systemet fra processoren.
Vi kan modellere dette med det åbne kø-netværk vist i figur 5.1.
Hvis vi nu tilføjer den ekstra betingelse at der højst må være N aktive tråde, og at
øvrige forespørgsler derfor sættes i kø, får vi situationen i figur 5.2. Dette svarer til
en situation med en trådpulje med N tråde. Der er ikke taget højde for persistente
forbindelser, idet modellen ikke modellerer, at en tråd kan være inaktiv selvom der er
forespørgsler i kø. Modellen svarer således til trådningsstrategien ”tråd per forespørgsel”
med en trådpulje af fast størrelse. Situationer der giver ophav til at ressourceforbruget
ved I/O enheden eller processoren ændres med en konstant, kan omfattes af modellen,
idet denne konstant kan indregnes i serviceraten ved CPU eller I/O-noden, dette
kunne for eksempel indbefatte en situation, hvor der benyttes én persistent forbindelse
der leverer alle forespørgsler. I denne situation vil ressourceforbruget til at åbne og
lukke forbindelser minimeres, hvilket sandsynligvis kan modelleres ved en lidt højere
servicerate ved processoren. Generelt vil vi dog tænke på modellen, som beskrivende
trådningsstrategien hvor hver forespørgsel behandles af en vilkårlig ledig tråd fra en
trådpulje af fast størrelse. Betydningen af trådpuljens størrelse kan give os et fingerpeg
om, hvorvidt og hvordan trådpuljestørrelsen med fordel kan tilpasses.
Ifølge [30] giver et netværk som det på figur 5.2 ikke ophav til en løsningsformel, men
kan i stedet tilnærmes ved at opdele netværket i to ”lag”. Det ene lag består af CPU
og I/O noderne, og svarer til netværket i figur 5.1, dette netværk lukkes idet afgang
forbindes med ankomst, hvorved netværket i figur 5.3 opstår. Dette netværk er netop
det, for hvilket gennemstrømningen, afhængig af antal forespørgsler i systemet, i gren
0, blev beregnet i afsnit 3.3.1. Det andet lag opstår ved at benytte dette udtryk for
gennemstrømning afhængig af n, som servicetid i enkelt-kø modellen, som illustreret
på figur 5.4. En fordel ved denne opdeling er, at det ”indre netværk” kan skiftes ud
med et andet lukket netværk, hvis dette viser sig ønskeligt af hensyn til modellens
overensstemmelse med virkelige data. Man kunne for eksempel dele I/O noden op i to
eller flere noder, hvorved en lukket udgave af netværket i figur 3.5 ville komme på tale.
Jeg vil dog her holde mig til det simple tilfælde med én I/O node, for at undersøge
hvor godt denne simple udgave stemmer overens med virkelige data.
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Figur 5.3 Det lukkede kø-netværk som også er gengivet i figur 3.6. q0 og q1 er sandsynligheder
for at en forespørgsel vælger hhv. den ene eller den anden vej i netværket. q0 + q1 = 1. m0
og m1 er serviceraterne for de to ekspedienter. Node 0 repræsenterer CPU’en og node 1
repræsenterer en I/O enhed.
kø Ekspedient
Figur 5.4 Et enkelt-kø system der tilnærmer opførslen af netværket i figur 5.2, idet vi lader
ekspedientens servicerate være afhængig af systemets tilstand, på den måde at serviceraten er
lig gennemstrømningen i det lukkede netværk vist i figur 5.3
Denne model beskriver altså en situation med en flertrådet server og to parallelle
enheder. Da der benyttes FCFS køer, tager modellen ikke højde for eventuelle effekter
af preemption. Endvidere tages der ikke højde for mængden af arbejdshukommelse
(ram), idet det antages at der altid er tilstrækkeligt af denne, og dermed intet
behov for at swappe. Det er naturligvis forsimplet at forestille sig at der kun er to
parallelle enheder. For eksempel vil en server ofte som minimum benytte både et
netværksinterface og en harddisk. Vi kan dog håbe på at modellen alligevel kan levere
en rimelig beskrivelse, da det måske ofte vil være sådan, at der hovedsagelig er én
enhed der er flaskehals, mens hastigheden af de øvrige så bliver mindre vigtig, og måske
kan tilnærmes fornuftigt som en enkelt enhed i modellen.
Lad os nu starte analysen af modellen med at se på den generelle situation fra figur
5.4, hvor serviceraten er afhængig af systemets tilstand (altså serverens belastning). Vi
modellerer situationen med en fødsel-død proces, og da vi skal modellere situationen
hvor vi højst kan servicere N forespørgsler ad gangen, vil vi lade serviceraten være
givet ved:
µn =
{
S(n) n ≤ N
S(N) n ≥ N
Her er N altså det maksimale antal tråde – størrelsen på trådpuljen, og S(n) angiver
serviceraten som funktion af antal forespørgsler der behandles samtidigt. Vi vil senere
erstatte S(n) med en formel for gennemstrømningen i netværket i figur 3.6, samt
efterfølgende en modificering heraf. Det er naturligvis også muligt at eksperimentere
med andre bud på en serviceratefunktion.
Ifølge sætning 3.12 er fødsel-død processen ergodisk hvis λ/S(N) < 1, altså er systemet
stabilt når λ < S(N). Vi kan finde tilstandssandsynlighederne. Fra sætning 3.14 har vi:
pik =
{
pi0
∏k−1
i=0
λ
S(i+1) k ≤ N
pi0
∏N−1
i=0
λ
S(i+1)
∏k−1
i=N
λ
S(N) k > N
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Vi kan endvidere fra (3.9) finde at:
pi0 =
(
1 +
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k−1∏
i=0
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µi+1
)−1
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k−1∏
i=0
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S(i + 1)
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k−1∏
i=N
λ
S(N)
)−1
=
(
1 +
N∑
k=1
k−1∏
i=0
λ
S(i + 1)
+
N−1∏
i=0
λ
S(i + 1)
∞∑
k=N+1
(
λ
S(N)
)k−N)−1
=
(
1 +
N∑
k=1
k−1∏
i=0
λ
S(i + 1)
+
N−1∏
i=0
λ
S(i + 1)
∞∑
k=1
(
λ
S(N)
)k)−1
=
(
1 +
N∑
k=1
k−1∏
i=0
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S(i + 1)
λ
S(N)− λ
)−1
idet vi forudsætter at λ < S(N), altså at systemet er stabilt. På baggrund af dette, vil
vi videre beregne middel antal kunder i systemet:
E(K) =
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k=1
kpik
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idet vi til det sidste lighedstegn benytter binomialrækken:
∑
∞
k=0
(
α+k−1
k
)
tk = (1− t)−α
for |t| < 1, α ∈ R.
Da vi ifølge sætning 3.19 har middel svartid
E(T ) =
E(K)
λ
(5.1)
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Figur 5.5 Modellerede middelsvartider afhængig af trådpuljens størrelse N for ankomstrate
λ = 0,2 og øvrige parametre: q0 = q1 = 1/2, m0 = 2 og m1 = 1.
har vi nu, givet en serviceratefunktion S(n), et udtryk for middel-svartiden i systemet.
Hvis vi nu lader G(n) være gennemstrømningen i netværket på figur 5.3, altså være givet
som i (5.3), og indsætter S(n) = G(n) i (5.1), kan vi plotte middel svartid afhængig af
trådpuljens størrelse N for forskellige parameterværdier. Hvis vi for eksemplets skyld
forestiller os, at en forespørgsels behandling består i én cykel i netværket på figur 5.3,
altså at den først benytter CPU’en, derpå benytter I/O enheden, vender tilbage til
CPU’en og derpå forlader systemet. Må det betyde, at hver anden gang en forespørgsel
kommer til knudepunktet efter CPU’en fortsætter den til I/O enheden, og de andre
gange vender den tilbage til CPU’en (dvs. forlader systemet og bliver erstattet af en
ny forespørgsel). Altså sætter vi q0 = q1 = 1/2. Den situation hvor flere tråde gør mest
gavn, må være når I/O-forbrug og CPU-forbrug er lige stort, så vi ønsker altså at
m1 = q1m0 (ankomst- og afgangsrater i fødsel-død processen er lige store) og vælger
derfor at sætte m0 = 2, m1 = 1. Med disse parameterværdier kan vi nu plotte de
modellerede middelsvartider. Vi vælger som eksempel at gøre dette for λ = 0,2, og i
denne situation er netværket stabilt for alle værdier af N (da λ < S(N) for alle N ∈ N).
Dette er vist på figur 5.5. Ifølge (3.12) er den øvre grænse for gennemstrømningen 1,
så situationen svarer altså til en ankomstrate på 20% af det maksimale.
Vi bemærker at for en lille størrelse N af trådpuljen, er gevinsten ved at øge N relativt
stor, men efterhånden som N øges, bliver gevinsten mindre. Da vi ikke har modelleret
det ekstra ressourceforbrug, der er forbundet med at have flere tråde, kan vi forestille
os at det ikke nødvendigvis er en fordel at have så mange tråde som muligt, da det
ekstra ressourceforbrug vokser, mens svartiderne ikke mindskes væsentligt. Dette vil vi
undersøge nærmere i næste afsnit.
5.2 Ekstra ressourceforbrug forbundet med flere tråde
Jeg vil nu forsøge at indbygge hensyntagen til det ekstra ressourceforbrug som følger
med et flertrådet system. I første omgang vil jeg udføre nogle konkrete eksperimenter,
for at undersøge hvordan det ekstra ressourceforbrug afhænger af antallet af tråde.
Mit eksperiment udføres ved hjælp af et simpelt flertrådet Java-program, der udfører
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<<inner class>>
− fact(n : int) : void
− doWork() : void
+ start() : void
+ ThreadOverheadTester(poolSize : int) : ThreadOverheadTester
ThreadOverheadTester
+ run() : void
− log : PrintWriter
WorkerThread
Thread
Figur 5.6 Klassediagram der illustrerer den overordnede opbygning af test-programmet.
private void doWork ( ) {
for ( int i = 0 ; i < WORKCOUNT; i++) {
Math . s in (d [ 0 ] ) ;
Math . tan (d [ 1 ] ) ;
Math . cos (d [ 2 ] ) ;
f a c t (16) ;
}
} // d o W o r k
private void f a c t ( int n) {
long r e s u l t = 1 ;
for ( int i = 1 ; i < n ; i++) {
r e s u l t = r e s u l t ∗ ( i +1) ;
}
} // f a c t
Kodeudsnit 5.1 Det arbejde der udføres i test-programmet
det samme ”arbejde” et fastsat antal gange og tager tid på dette. I figur 5.6 ses den
overordnede opbygning af test-programmet. Hver ”WorkerThread” udfører metoden
doWork indtil det samlede antal udførelser når det i MAXCOUNT fastsatte antal
udførelser.
For at gøre testen så simpel som muligt lader jeg det udførte arbejde være ren beregning.
Det konkrete indhold af doWork metoden ses i kodeudsnit 5.1. Hver gang metoden er
udført, skriver tråden i en log-fil, hvor lang tid der er gået fra starttidspunktet. Når
kørslen er færdig, samles log-filerne for alle trådene, og den største tid tages og angives
som den samlede tid for udførselen. Denne fremgangsmåde er valgt, fordi den enkelte
tråd ikke umiddelbart kan afgøre, om den er den sidste der afslutter en beregning.
Dette ville kræve endnu en synkroniseret adgang til en tæller, og ville medføre et ekstra
ressourceforbrug som normalt ikke vil forekomme i en server, hvor trådene ikke skal
tage hensyn til hvorvidt de øvrige tråde arbejder. Jeg har altså valgt at logge tiden for
alle beregnings-afslutninger frem for kun for den sidste. Dette giver naturligvis ekstra
ressourceforbrug i kraft af skrivning til log-filerne, og for at minimere dette benytter
logfilerne en buffer. Forøvrigt vil der altid skulle skrives det samme antal gange til
logfilerne uafhængigt af antal tråde, og eneste forskel er således antallet af filer der skal
skrives i. Jeg kunne også have valgt kun at have en enkelt log-fil, men dette ville igen
nødvendiggøre ekstra synkronisering, som jeg ikke er interesseret i.
Jeg har eksperimenteret med forskellige arbejdsmængder, ved at justere på WORK-
COUNT. Det viser sig at hvis arbejdsmængden er lille, ses der ikke umiddelbart nogen
entydig tendens. Dette kan skyldes at med korte tidsrum, vil selv mindre uregelmæs-
sigheder blive dominerende. Desuden er nøjagtigheden af tidstagningen muligvis ikke
tilstrækkelig ved meget små arbejdsmængder. Den benyttede Date-klasse understøtter
tider regnet i millisekunder [19] men nøjagtigheden er platformsafhængig.
Den fulde kode til testprogrammet kan ses i appendiks B.1. På figur 5.7 ses data fra kør-
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Figur 5.7 Data fra kørsel af testprogram med WORKCOUNT=10.000. Figuren viser hvor
lang tid det tager at udføre doWork-metoden MAXCOUNT=1.000 gange.
sel af programmet med 1 til 100 tråde. Der er en tydelig lineært voksende sammenhæng
mellem antal tråde og tidsforbrug, dog er der enkelte kraftige afvigelser. Afvigelserne
kan skyldes påvirkninger fra andre processer der kører på computeren, om end disse er
forsøgt holdt til et minimum i min kørsel, samt variationer i tidsplanlægningen. De kan
også skyldes et ”heldigt” sammenspil mellem tidsplanlægningen, herunder størrelsen af
det tidsrum en tråd får tildelt før den preemptes, og arbejdets størrelse.
Jeg kan ikke entydigt sige om det ekstra ressourceforbrug skyldes tidsplanlægningsal-
goritmen, trådskift eller tilgang til det synkroniserede område hvor antal beregninger
tælles (selve tællingen er ikke væsentlig, men muligvis er erhvervelsen af synkroniserings-
låsen dyr). Både tidsplanlægning, trådskift og synkronisering vil være nødvendigt i
langt de fleste (alle) flertrådede server-implementationer, hvorfor det ikke er meget
vigtigt for mig, at skille disse faktorer ad. Man kan dog forestille sig servere hvis tråde
er helt uafhængige, men dette vil være ret specielt. Normalt vil trådene som minimum
skulle have forespørgsler fra den samme kø, hvorved synkronisering bliver nødvendigt.
Det ser altså ud til at det ekstra ressourceforbrug forbundet med flere tråde afhænger
lineært af antallet af tråde. Dette forekommer rimeligt, da man kan formode at en
fornuftig tidsplanlægningsalgoritme, har en konstant ekstra omkostning per tråd. Vi
vil derfor antage denne linearitet og udbygge modellen som følger.
Lad os først indføre en funktion x(n) der angiver den gennemsnitlige servicetid for en
forespørgsel. Idet G(n) stadig er gennemstrømningen i det lukkede netværk i figur 5.3,
er x(n) i vores model givet ved:
x(n) =
1
G(n)
Hvis vi nu benytter antagelsen om lineært voksende ressourceforbrug, og beslutter at
det ekstra ressourceforbrug ved 1 tråd er 0, har vi at i den nye model er servicetiden
for en forespørgsel givet ved:
s(n) = x(n) + αn− α
hvor α angiver hvor hurtigt ressourceforbruget vokser med antallet af tråde. Dermed
vil vi nu benytte den nye servicetidsfunktion:
S(n) =
1
s(n)
=
1
x(n) + αn− α
(5.2)
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WORKCOUNT α
1.000 18,00
10.000 19,94
100.000 27,36
Tabel 5.1 Hældningen α (i ms) for regressionslinjen til data for kørsler med forskellige
størrelser af WORKCOUNT.
Da α angiver hvor ”dyrt” der er at forøge antallet af tråde, vil jeg benævne denne værdi
trådprisen.
Det kunne måske være nyttigt at have en idé om størrelsen af α. Vi kan vende tilbage
til dataene fra kørslen (vist i figur 5.7), idet vi benytter lineær regression1 til at finde
en ret linie der tilnærmer disse data. Vi finder linjen:
f(N) = 8.571,42 + 19,94N
Umiddelbart kan vi ikke benytte størrelsen af denne hældning sammen med de tidligere
valgte parametre, da vi ikke har specificeret enhederne for disse, men vi kan foretage
kørsler med andre værdier af WORKCOUNT, for at se hvorledes dette påvirker
trådprisen. I tabel 5.1 ses hældningskoefficienterne for regressionslinjerne tilpasset data
for kørsler med WORKCOUNT henholdsvis 10 gange større og 10 gange mindre. Der
er ikke umiddelbart tale om et konstant ekstra ressourceforbrug per tråd uafhængigt af
arbejdets størrelse, så en rimelig fastsættelse af α i modellen er umiddelbart vanskelig,
da vi ikke har tilstrækkelig viden om hvad denne størrelse afhænger af. Det lader dog
til at større arbejde fører til større overhead, hvilket måske kan hænge sammen med at
der vil være flere trådskift hvor en tråd må afbrydes midt i arbejdet, frem for at kunne
gøre arbejdet færdigt, før en anden tråd kommer til. I appendiks A.1 kan grafer over
data fra alle 3 kørsler ses.
På figur 5.8 ses serviceratefunktionen S(n) for henholdsvis α = 0,1, og α = 0,01. For
α = 0,01 er forskellen i svartiderne ikke stor nok, til at den ses i et plot af disse, på
figur 5.9 ses at for α = 0,1 er der et maksimumpunkt (ved 3 tråde), altså et optimalt
antal tråde.
Vi kan på baggrund af dette se, at hvis det ekstra ressourceforbrug forbundet med at
oprette mange tråde er stort, så er det en dårlig optimeringsstrategi at sætte N størst
muligt (begrænset af hukommelse til rådighed). Er det ekstra ressourceforbrug derimod
lille, er spillerummet for at vælge en fornuftig værdi af N størere. Denne indlysende
sammenhæng mellem trådpris og optimal trådpuljestørrelse passer godt med vores
intuition, og bekræfter os i at modellen kan være fornuftig.
Lad os nu gå videre til at sammenligne modellen med en simpel testserver.
5.3 Dataindsamling fra simpel test-server
Når en model skal evalueres, er det naturligvis interessant at have nogle virkelige data
at sammenligne den med. Imidlertid kan det være vanskeligt at kontrollere en virkelig
situation så nøje at data kan bruges. Dels vil der være for mange fejlkilder, og dels kan
man ikke nødvendigvis regulere de interessante parametre frit nok, til at det ønskede
kan belyses. Jeg har derfor valgt at implementere en meget simpel flertrådet server,
som jeg benytter til at fremskaffe data, som modellen kan holdes op mod.
Serveren er opbygget som illustreret på klassediagrammet i figur 5.10. Serverens
(ThreadedServer) start-metode kører en løkke, der læser en forespørgsel og lægger
den ind i et Connection objekt sammen med et tidsstempel, dette objekt tilføjes til
en kø (SharedQueue), hvorpå den næste forespørgsel kan modtages. Arbejder-trådene
1 Mindste kvadraters metode. Beregnet ved hjælp af stats::linReg funktionen i computer algebra
systemet MuPAD (http://www.mupad.de)
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Figur 5.8 Serviceratefunktionen S(n) når overhead forbundet med flere tråde medtages i
modellen. Trådprisen α er sat til henholdsvis 0,1 og 0,01, og de øvrige relevante parametre er:
q0 = q1 = 1/2, m0 = 2 og m1 = 1
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Figur 5.9 Svartiden når ekstra ressourceforbrug forbundet med flere tråde medtages i
modellen og trådprisen α = 0,1 samt de øvrige parametre er: λ = 0,2, q0 = q1 = 1/2, m0 = 2
og m1 = 1.
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<<inner class>> 0..*<<contains>>
+ close() : void
+ add(element : Object) : void
+ getNext() : Object
− closed : boolean = false
− queue : List
SharedQueue
+ Connection(socket : Socket, timed : boolean) : Connection
+ timed : boolean
+ startTime : long
+ socket : Socket
Connection
+ start() : void
+ ThreadedServer(port : int, poolSize : int) : ThreadedServer
− serverSocket : ServerSocket
− queue : SharedQueue
− poolSize : int
ThreadedServer
Thread
# handleConnection(conn : Connection) : boolean
+ run() : void
− log : PrintWriter
WorkerThread
Figur 5.10 UML klassediagram for testserveren. ThreadedServer repræsenterer den fler-
trådede server, der benytter en kø (SharedQueue), til hvilken den tilføjer forespørgsler. Når
forespørgsler ankommer, placeres de i et Connection-objekt, som indeholder den socket, via
hvilken der kommunikeres med klienten, samt et tidsstempel der angiver hvornår forespørgslen
kom. Desuden kan det ved hjælp af variablen timed angives, om forespørgslens svartid skal
skrives i loggen. Arbejder-trådene er implementeret ved en indre klasse WorkerThread, hvis
run-metode tager Connection-objekter fra køen, behandler disse, og skriver svartiden i en
logfil knyttet til den enkelte tråd, hvis variablen timed er sat til true.
(WorkerThread) tager forespørgslerne (i form af Connection-objekter) fra køen og
udfører dem, hvorpå tråden skriver svartiden til sin log-fil. Svartiden beregnes ud fra
tidsstemplet der blev tilføjet før forespørgslen blev sat i kø.
For at sikre sig at forespørgsler i videst muligt omfang får sat et tidsstempel så snart
de ankommer, har arbejder-trådene lavere prioritet end hoved-tråden, der modtager
forespørgsler og sætter dem i kø. Alligevel er der ikke i Java-miljøet nogen garanti for,
at modtager-tråden altid kører når den har noget at gøre, da den kan blive afbrudt for
at undgå udsultning af de øvrige tråde [20]. Dette kan medføre afvigelser i data.
Min server besvarer forespørgsler af typen: ”getLines: x”, hvor x er et antal linier.
En sådan forespørgsel besvares ved at sende x linier fra en bestemt datafil tilbage til
klienten. Denne datafil er en automatisk genereret fil, hvor hver linie indeholder 1024
tilfældige cifre (altså er på 1 KB ekskl.. linieskiftet). Da alle forespørgsler besvares
fra den samme fil, vil denne ligge i harddiskens cache, hvorfor læsning bliver hurtig.
Umiddelbart er det ikke et problem for mit eksperiment, at læsningen bliver hurtig, men
det kan vise sig at være et problem, at der også kan være disk-caches på software-niveau
blandt andet i operativsystemet. Hvis denne cache besvarer stort set alle læsningerne,
opnår jeg ikke nogen parallelitet i hardware. Dette kunne ændres ved i stedet at
generere en stor datafil og læse linjerne fra et vilkårligt sted i denne. På den måde vil
sandsynligheden for at data er i cache blive meget lille, og alle disklæsninger vil således
foregå i hardware. Desværre blev jeg først opmærksom på dette efter at have behandlet
et stort antal tests, og de følgende beskrivelser er således baseret på situationen hvor
der sandsynligvis læses fra cache. Der kan stadig være egentlig parallelitet i hardware,
idet der er en send-buffer på netværkskortet. Det kan således tænkes, at læsningen kan
modelleres som en øget belastning af processoren, og at den parallelle I/O enhed da
modellerer netkortet. Vi vil diskutere dette yderligere, når vi har set på resultaterne af
mine tests.
Da vi har modelleret opførsel på længere sigt (når systemet er i en ligevægtstilstand),
kan vi ikke regne med at modellen passer med testserveren, før denne har kørt et stykke
tid. I dette tidsrum opbygges en balance mellem kølængde og afgangsrate. Jeg har i alle
eksperimenter afsendt 500 forespørgsler, hvoraf jeg undlader at tage tid på de første
200. På figur 5.11 vises servicetiderne dog for alle 500 forespørgsler i situationen med
kun 1 tråd, og figuren antyder at 200 forespørgsler er nok til at systemet er stabiliseret,
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Figur 5.11 Svartider for 500 forespørgsler, i situationen hvor testserveren kører med én tråd,
gennemsnitligt antal linier per forespørgsel er 200 og middel ventetid mellem forespørgslerne
er 20 ms.
idet der ikke ses nogen tydelig indsvingningsfase, og i hvert fald ikke en der rækker
længere end 150 forespørgsler. Et par kørsler mere bekræfter, at indsvingningsperioden
tilsyneladende er mindre end 200 forespørgsler. Plot af data fra disse kørsler ses i
appendiksafsnit A.2, og vil blive beskrevet nærmere senere i dette afsnit, da de også
kan benyttes til andet end vurdering af indsvingningsfasens længde.
Forespørgslerne sendes fra et lille klient-program, der genererer et tilfældigt tal fra
en eksponentialfordeling med en given middelværdi og forespørger dette antal linier,
hvorpå den genererer endnu et tilfældigt tal fra en eksponentialfordeling med en anden
middelværdi og venter dette antal sekunder før den næste forespørgsel genereres. For
hver genereret forespørgsel startes en ny tråd, der modtager svar fra serveren, hvorpå
den lukker. Disse ”modtager-tråde” foretager sig ikke andet end at læse fra den åbne
socket, medmindre serveren sender en fejlmeddelelse (en linie der starter med tegnet
”#”). Kildekoden til dette klient-program kan ses i appendiks B.2.2.
Mine eksperimenter er foretaget med to maskiner på et lokalnetværk etableret med
et krydset kabel direkte mellem maskinerne. Begge maskiner kører Ubuntu Linux
med kerne 2.6.8, Java-programmerne afvikles på Suns jvm 1.4.2_08. Den ene maskine
kører serverprogrammet mens den anden kører klienten. På denne måde er der ingen
forstyrrelser udefra på netværket, og jeg har tilstræbt at der ikke kører flere processer
end højst nødvendigt. Alligevel vil for eksempel variationer i tidsplanlægningen og
i hardware på en eller begge maskiner medføre, at der er afvigelser i data. For at
imødegå dette har jeg gentaget mine eksperimentserier 10 gange. Hvert plot af en
eksperimentserie er derpå fremkommet ved for hvert datapunkt at tage gennemsnittet
fra disse 10 eksperimentserier, der altså er kørt på forskellige tidspunkter, og plotte
dette sammen med angivelse af den største og den mindste værdi forekommet i de 10
kørsler. Ligeledes er mine plots af servicetider i situationen med 1 tråd (som f.eks.
plottet på figur 5.11) gennemsnittet af 10 kørsler for også her at eliminere tilfældige
variationer i hardware og tidsplanlægning. Man kan så undre sig over at disse plots
ikke tilnærmelsesvist bliver rette (eller i det mindste stykvist rette) linier, da man
måske forventer at den gennemsnitlige svartid ikke afhænger af forespørgslens nummer
i rækkefølgen, i hvert fald ikke i de situationer hvor serveren ikke er overbelastet. At
dette ikke er tilfældet må skyldes, at klienten starter sin generering af pseudo-tilfældige
5.4 Sammenligning af model og data 41
 0
 1000
 2000
 3000
 4000
 5000
 6000
 7000
 0  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20
Sv
ar
tid
 (m
s)
Trådpuljestørrelse
Figur 5.12 Svartider fra testserveren i eksperimentet 400-40.
tal med samme udgangspunkt (seed), hvorfor det er den samme række af forespørgsler
der genereres hver gang.
Mine eksperimenter karakteriseres ved to parametre: Gennemsnitligt antal linier per
forespørgsel og gennemsnitlig ventetid mellem forespørgsler i ms. Jeg vil for nemheds
skyld benytte notationen x-t, hvor x er gennemsnitligt antal linier og t er gennemsnitlig
ventetid.
På figur 5.12 ses data fra eksperimentet 400-40 (altså med middel antal linier per
forespørgsel sat til 400 og middel ventetid mellem forespørgsler sat til 40 ms). Her
ses en klar forbedring fra 1 til 2 tråde, mens fordelen ved at øge til 3 tråde er noget
mindre, og fordelen ved flere end 3 tråde ser ud til at være relativt minimal.
Vi kan nu forsøge at sætte ventetiden op og dermed ankomstraten ned. Et eksempel på
dette ses på figur 5.13, hvor data fra eksperimentet 400-80 ses. Her ser vi ikke en nær
så entydig fordel ved at hæve trådpuljestørrelsen (bemærk enhederne på tids-aksen),
og dette kan sandsynligvis skyldes at forespørgslerne nu ankommer så langsomt, at de
sjældent bliver behandlet samtidigt, hvorfor der ingen fordel er ved at have flere tråde.
Umiddelbart kunne testserverens opførsel på figur 5.12 kvalitativt minde om den
modellen udviser på figur 5.5. En nærmere undersøgelse af modellens overensstemmelse
med data fra serveren vil blive udført i næste afsnit, hvor modellens parametre
estimeres, og der laves sammenligninger med en en række eksperimenter.
5.4 Sammenligning af model og data
Jeg vil forsøge at estimere modellens parametre, således at data fra testserveren
tilnærmes bedst muligt. Derpå vil jeg foretage sammenligninger af model og data, med
det formål at afgøre om modellen kan beskrive data fornuftigt og i givet fald i hvilke
situationer. Tabel 5.2 opsummerer hvilke parametre der indgår i modellen.
Der findes adskillige måder at estimere parametre på, men jeg vil her benytte en
metode der forsøger at minimere summen af den kvadratiske afstand mellem data og
model. Mere præcist: Betegn datapunkterne, altså den målte gennemsnitlige svartid
ved en given trådpuljestørrelse, med yi, i ∈ I , hvor i er trådpuljens størrelse og I er
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Figur 5.13 Svartider fra testserveren i eksperimentet 400-80, hvor forespørgsler ankommer
langsommere end i eksperimentet 400-40, som er vist på figur 5.12.
Betegnelse Kort beskrivelse
λ Ankomstraten (ms−1) – er kendt i det enkelte eksperiment, idet den
gennemsnitlige ventid mellem forespørgsler er fastsat.
m0 Serviceraten (ms−1) ved servicestation 1 (CPU)
m1 Serviceraten (ms−1) ved servicestation 2 (I/O)
q0 Sandsynligheden for at en forespørgsel der forlader ekspedient 1
(CPU), returnerer til køen til ekspedient 1. Se figur 3.6. Sandsynlig-
heden q1, for at en forespørgsel fortsætter til node 2 (I/O), er givet
ved: q1 = 1− q0
α Trådprisen (ms) – dvs. et mål for hvor stort et ekstra ressourceforbrug
trådningen medfører.
Tabel 5.2 Opsummering af hvilke parametre der indgår i modellen, samt hvilke enheder jeg
har valgt at måle dem i.
mængden af trådpuljestørrelser der er målt for. Konkret er I = {1,2, . . . ,20} i mine
eksperimenter. Forsøg da at finde parametre således at funktionen:
σ2 =
∑
i∈I
|E(T )(i)− yi|
2 (5.3)
minimeres. I ovenstående udtryk er E(T )(i) den modellerede middelsvartid afhængig
af størrelsen af trådpuljen i.
Konkret benytter jeg funktionen ”fit” i computerprogrammet ”gnuplot” til at estimere
parametrene. Denne funktion benytter ”Marquardt-Levenberg” algoritmen til at
foretage estimatet. Jeg har ikke beskæftiget mig nærmere med detaljer om hvorledes
algoritmen fungerer eller andre metoder til estimering, da det ligger uden for rammerne
af dette projekt at gå nærmere ned i teorien omkring numeriske metoder. Det er
dog af relevans, at algoritmen fungerer ved at starte med givne parameterværdier
og derfra arbejde sig frem til bedre værdier. Dette giver risiko for at ende i et
lokalt minimum i stedet for et globalt, og algoritmens succes afhænger angiveligt af
startværdierne for parametrene. [8] Af denne grund har jeg i første omgang manuelt
eksperimenteret/gættet mig frem til nogle parametre, der, ved visuel inspektion af
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Figur 5.14 Data fra eksperimentet 400-40, vist sammen med de modellerede middelsvartider
med estimerede parametre.
plots, ser ud til at være af den rigtige størrelsesorden. Derpå har jeg kørt estimeringer
med udgangspunkt i disse. Resultatet af denne første estimering kan da benyttes
som startværdier til efterfølgende kørsler, hvor kun få ting (ankomstrate og/eller
gennemsnitligt antal linier per forespørgsel) ændres. Jeg har på denne måde, ved
at kombinere gæt og fitningsalgoritmen, samt i nogle tilfælde nye gæt på baggrund
af algoritmens resultater, fundet bud på parametrenes størrelse. Jeg har for hvert
eksperiment udvalgt det bedste fit (dvs. mindste værdi af σ2), som jeg har fundet,
men kan altså ikke være sikker på, at det er det bedste fit der kan findes. Desuden
er det også muligt, at der er flere omtrent lige gode fits i forskellige områder af
parameterrummet. Det er en temmelig tidskrævende proces at lede efter forskellige bud
på parameterværdier, men tabel 5.3 er de bedste bud som jeg har fundet, for samtlige
de eksperimenter hvor jeg har foretaget fitning. Vi husker at for at min modelopstilling
er gyldig, skal ankomstraten λ være mindre end serviceraten. I nogle eksperimenter har
jeg ikke fundet fittede parameterværdier, der opfylder dette. Disse tilfælde er markeret
med grå i tabel 5.3, for at markere at man ikke bør fæste lid til disse.
Som et eksempel på et datafit ses data fra eksperimentet 400-40 på figur 5.14 sammen
med modelfunktionen med estimerede parametre. Umiddelbart ser det ud til, at
modelfunktionen her ligger inden for udsvingene i data, og fittet ser således ikke helt
dårligt ud. En mere konkret vurdering af fittets afstand til data ser vi på, når vi om
lidt studerer værdierne af σ2 nøjere.
Når vi ser på tabel 5.3, ser vi en tendens til, at der opnås bedre fits (dvs. σ2 er mindre)
for større t-værdier, altså for langsommere ankomst af forespørgsler. Desuden ser vi at
σ2 generelt er større, når gennemsnitligt antal linier der forespørges x er større. Dette
sidste forhold kan vi ikke umiddelbart lægge så meget i, idet svartiderne må forventes
at være større for x større, hvorfor de større værdier af σ2 ikke nødvendigvis dækker
over en relativt større afvigelse. Vi kan derfor prøve at beregne relative afvigelser for
de enkelte fits. Dette vil jeg gøre ved at beregne den gennemsnitlige afvigelse, der kan
forventes i et datapunkt, altså
√
σ2/20 (se evt. (5.3)), relativt til den gennemsnitlige
svartid i eksperimentet.
Resultaterne af disse beregninger ses i tabel 5.4, hvor jeg også har valgt at angive
den mindste værdi af t der med de fundne estimerede parametre kan tillades, idet
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x t m0 m1 q0 α σ
2
100 10 6,00006 2,997236 × 10−2 7,993155 × 10−1 1,935946 × 10−2 8,30453 × 101
100 20 6,0009 1,786686 × 10−2 8,230316 × 10−1 2,039993 × 10−1 9,71682
100 30 5,9929 1,002697 × 10−2 8,851796 × 10−1 5,210098 × 10−1 5,69627
100 40 2,451248 2,38804 × 10−1 2,597673 × 10−1 1,37582 3,87335
100 50 2,520993 2,771589 × 10−1 2,34625 × 10−1 1,920061 2,23975
100 60 2,702333 1,833389 × 10−3 9,766385 × 10−1 1,515243 2,87952
100 70 2,705382 1,305744 × 10−3 9,829752 × 10−1 1,342646 3,62751
100 80 2,703194 1,132786 × 10−3 9,850516 × 10−1 1,382973 2,24521
100 90 2,701836 1,00209 × 10−3 9,866445 × 10−1 1,352076 1,95983
100 100 2,695227 8,364341 × 10−4 9,8869 × 10−1 1,147355 1,3489
200 10 3,136269 5,016345 × 10−1 1,089051 × 10−3 5,489842 2,0645 × 105
200 20 3,111926 2,751049 × 10−2 6,794022 × 10−1 5,316904 × 10−4 1,5864 × 102
200 30 2,958378 2,964831 × 10−2 6,007707 × 10−1 1,412648 × 10−2 2,89411 × 101
200 40 2,827904 2,461867 × 10−3 9,417712 × 10−1 8,443486 × 10−2 1,25922 × 101
200 50 2,666871 4,611448 × 10−2 4,579333 × 10−1 3,656345 × 10−1 7,65232
200 60 2,633031 1,313991 × 10−1 2,288843 × 10−1 6,658997 × 10−1 1,49422 × 101
200 70 2,555295 2,941395 × 10−1 1,218569 × 10−1 1,368544 8,16178
200 80 2,532679 3,398494 × 10−1 1,092043 × 10−1 1,984894 6,0173
200 90 2,499903 8,353083 × 10−2 3,168372 × 10−1 1,759729 3,84588
200 100 2,608228 2,144438 × 10−2 6,32429 × 10−1 6,646134 × 10−1 1,08035 × 101
300 10 1,647062 × 101 2,848458 × 101 2,086838 × 101 5,555812 × 102 4,11709 × 107
300 20 2,498121 9,091849 × 10−4 7,840566 × 10−1 7,344358 × 10−3 7,38699 × 106
300 30 2,497324 9,45762 × 10−3 8,014007 × 10−1 2,817934 × 10−6 1,70439 × 104
300 40 2,991432 1,542112 × 10−1 1,685204 × 10−1 8,041392 × 10−8 4,12121 × 102
300 50 3,096454 6,807894 × 10−2 2,901007 × 10−1 5,870231 × 10−5 6,08964 × 101
300 60 3,087489 5,817464 × 10−2 3,08942 × 10−1 1,874693 × 10−5 4,66965 × 101
300 70 2,999716 3,751007 × 10−2 4,025751 × 10−1 1,369577 × 10−1 2,17764 × 101
300 80 2,917267 4,129514 × 10−2 3,772692 × 10−1 2,91503 × 10−1 2,78998 × 101
300 90 2,84016 8,377382 × 10−2 2,283687 × 10−1 2,566501 × 10−1 2,35736 × 101
300 100 2,684876 1,096969 × 10−1 1,859732 × 10−1 6,086787 × 10−1 9,31425
400 10 2,202287 × 10−1 2,99999 9,809285 × 10−2 5,261736 × 10−7 2,38279 × 108
400 20 2,20231 × 10−1 2,99999 9,80995 × 10−2 4,348697 × 10−9 1,52435 × 108
400 30 2,20231 × 10−1 2,99999 9,809948 × 10−2 2,217692 × 10−7 9,1865 × 107
400 40 4,570563 5,488684 × 10−1 4,919925 × 10−2 5,128717 × 10−4 6,78668 × 104
400 50 4,055789 × 10−1 2,981005 5,943781 × 10−2 1,167857 × 10−5 4,09017 × 103
400 60 2,202317 × 10−1 2,99999 9,809913 × 10−2 7,459369 × 10−7 8,16151 × 102
400 70 1,287944 × 10−1 3,00689 1,566819 × 10−1 5,450452 × 10−5 2,60698 × 102
400 80 8,903041 × 10−2 3,011125 2,16749 × 10−1 3,580856 × 10−5 9,52955 × 101
400 90 1,025691 × 10−1 3,008987 1,831016 × 10−1 2,543617 × 10−5 7,44729 × 101
400 100 1,082261 × 10−1 3,008483 1,712815 × 10−1 8,494561 × 10−4 3,50186 × 101
500 10 1,417499 × 101 8,052128 × 101 9,315012 × 101 1,015112 × 102 6,76167 × 108
500 20 2,624272 × 101 1,040693 × 102 8,717611 × 101 3,51499 × 102 4,93592 × 108
500 30 6,327077 × 101 2,967109 × 101 7,504607 × 101 1,697305 × 103 3,54757 × 108
500 40 2,486348 9,672871 × 10−2 2,139142 × 10−1 1,117352 × 10−5 3,03618 × 107
500 50 2,547203 2,030814 × 10−1 9,731769 × 10−2 1,829181 × 10−4 9,87803 × 106
500 60 2,495016 8,477333 × 10−3 6,840256 × 10−1 3,418548 × 10−6 1,25112 × 107
500 70 1,779136 × 10−1 1,1 9,986492 × 10−2 1,383376 × 10−5 7,18908 × 103
500 80 1,698637 × 10−1 2,4999 9,748202 × 10−2 3,231006 × 10−5 2,00668 × 103
500 90 1,233216 × 10−1 2,503591 1,284052 × 10−1 3,959518 × 10−5 6,12207 × 102
500 100 1,020508 × 10−1 2,50547 1,501763 × 10−1 3,56798 × 10−5 2,25442 × 102
Tabel 5.3 Estimerede parametre for en række kørsler af testserveren. x angiver gennemsnitligt
antal linier per forespørgsel, og t angiver ventetid mellem forespørgsler i ms – begge disse
angives ved kørsel af en test. Serviceraten er implicit givet, idet den er beregnet som λ = t−1.
Se i øvrigt tabel 5.2 for en beskrivelse af de frie parametre. σ2 er summen af kvadratet på
afstandene efter estimeringen som angivet i (5.3). De tilfælde, hvor de fundne parametre er
ugyldige i henhold til modelopstillingen, er markeret med grå. Plots af data og modelfunktion
med de estimerede parametre ses for alle de øvrige estimater i appendiks A.2.
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x t σ2 Gns. svartid (ms) Relativ afvigelse (%) t >
100 10 8,30453 × 101 5,7684 × 101 3,532541 8,7445638
100 20 9,71682 3,481246 × 101 2,002222 15,910566
100 30 5,69627 2,572163 × 101 2,074827 22,835723
100 40 3,87335 2,20612 × 101 1,994799 38,073382
100 50 2,23975 1,999313 × 101 1,673801 48,251014
100 60 2,87952 1,858923 × 101 2,041191 41,83669
100 70 3,62751 1,776495 × 101 2,397316 38,774453
100 80 2,24521 1,73152 × 101 1,935022 39,672841
100 90 1,95983 1,695897 × 101 1,845843 39,197454
100 100 1,3489 1,672172 × 101 1,553081 35,476113
200 20 1,5864 × 102 1,225553 × 102 2,298049 17,625788
200 30 2,89411 × 101 9,064395 × 101 1,3271 22,976356
200 40 1,25922 × 101 6,98194 × 101 1,136475 26,718952
200 50 7,65232 5,695793 × 101 1,085994 32,616299
200 60 1,49422 × 101 4,981812 × 101 1,735022 38,291695
200 70 8,16178 4,543052 × 101 1,406144 50,5021
200 80 6,0173 4,25921 × 101 1,287825 61,715246
200 90 3,84588 4,059252 × 101 1,080281 59,248003
200 100 1,08035 × 101 3,859407 × 101 1,90435 39,730565
300 30 1,70439 × 104 2,074886 × 102 1,406939 × 101 26,702358
300 40 4,12121 × 102 1,653792 × 102 2,744837 33,978746
300 50 6,08964 × 101 1,297347 × 102 1,345007 37,057961
300 60 4,66965 × 101 1,085114 × 102 1,40816 39,499042
300 70 2,17764 × 101 9,368783 × 101 1,113768 42,165132
300 80 2,78998 × 101 8,310995 × 101 1,421126 45,510024
300 90 2,35736 × 101 7,612217 × 101 1,426221 45,20975
300 100 9,31425 7,082183 × 101 9,635889 × 10−1 51,466847
400 40 6,78668 × 104 5,211072 × 102 1,117858 × 101 39,656786
400 50 4,09017 × 103 2,733257 × 102 5,23209 46,79059
400 60 8,16151 × 102 2,093609 × 102 3,051228 49,351169
400 70 2,60698 × 102 1,72602 × 102 2,091741 51,344624
400 80 9,52955 × 101 1,487949 × 102 1,46701 53,020954
400 90 7,44729 × 101 1,322937 × 102 1,458629 54,72926
400 100 3,50186 × 101 1,190792 × 102 1,111216 55,554016
500 40 3,03618 × 107 1,425085 × 103 8,645855 × 101 39,870673
500 50 9,87803 × 106 9,802647 × 102 7,169301 × 101 49,708495
500 60 1,25112 × 107 5,558 × 102 1,423036 × 102 55,076366
500 70 7,18908 × 103 3,245081 × 102 5,842466 64,477195
500 80 2,00668 × 103 2,539245 × 102 3,944749 64,094835
500 90 6,12207 × 102 2,161028 × 102 2,5602 65,861981
500 100 2,25442 × 102 1,910018 × 102 1,757782 67,508799
Tabel 5.4 Afvigelser mellem model og data med parametre estimeret i forskellige situationer.
x er middel antal linier pr. forespørgsel, t er middel ventetid mellem forespørgsler, σ2 er
summen af kvadratiske afvigelser som beskrevet i (5.3), gennemsnitlig svartid er beregnet ud
fra data fra eksperimentet, og relativ afvigelse er beregnet som den gennemsnitlige afvigelse√
σ2/20 i procent af den gennemsnitlige svartid. Kolonnen ”t >” angiver den mindst tilladelige
værdi af t, som, med de estimerede parametre fra eksperimentet, sikrer at λ < S(N) for
N ∈ [1; 20]. Værdien er beregnet som 1
minN∈[1;20] S(N)
, idet S(N) er serviceratefunktionen i
modellen som defineret i (5.2)
kravet 1/t = λ < S(N) skal være opfyldt for N ∈ [1; 20]. Jeg har i tabellen udeladt de
eksperimenter, for hvilke jeg ikke har fundet nogle gyldige parameterestimater.
De fleste af de relative afvigelser i tabel 5.4 er umiddelbart små, idet jeg vurderer, at
det ikke er en stor afvigelse, når forskellen på et punkt på modelfunktionen og det
tilsvarende datapunkt, i de fleste tilfælde kan forventes at være under 10%. Der er dog
nogle afvigere, idet de relative afvigelser generelt ser ud til at værre større for hurtige
ankomstrater, og specielt i eksperimenterne med x = 500 er afvigelserne for t lig 40,50
og 60 markant store. Forklaringen på dette skal muligvis søges i en undersøgelse af,
hvad grænsen er, for hvor hurtigt forespørgsler kan ankomme, før serveren ikke længere
kan følge med, og der derfor opbygges en stadigt længere kø – altså hvornår vi kommer
i den situation, som svarer til at modellen er ugyldig fordi λ ≥ S(N). Vi vil kalde dette,
at forespørgsler i gennemsnit ankommer hurtigere end serveren kan behandle dem, for
at serveren er overbelastet.
I den forbindelse er det interessant at se på svartiderne for forespørgslerne ordnet
i den rækkefølge de ankommer (som f.eks. illustreret på figur 5.11). Disse data er
umiddelbart lette at opsamle når serveren kun kører med 1 tråd, idet forespørgslerne
da vil blive behandlet en ad gangen i den rækkefølge de kommer. Det er derimod ikke
umiddelbart muligt at ordne forespørgslerne på en meningsfyldt måde, når der er flere
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Figur 5.15 Eksperiment 400-10: Svartider for 500 forespørgsler i situationen hvor testserveren
kører med én tråd.
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Figur 5.16 Eksperiment 400-40: Svartider for 500 forespørgsler i situationen hvor testserveren
kører med én tråd.
tråde, uden at begynde at implementere en nummerering til dette i serveren, hvilket
jeg vil afstå fra. På figur 5.15 ses et sådant plot af svartider når serveren kører med 1
tråd, i eksperimentet 400-10. Det ses tydeligt at svartiden stiger for hver forespørgsel,
og dette viser os altså at serveren er overbelastet.
Vi kan nu se på den hurtigste ankomstrate for hvilken vi har fundet et fit, i situationen
med x = 400, nemlig eksperimentet 400-40. Svartider for 500 forespørgsler i denne
situation vises på figur 5.16. Det ses at stigningen ikke er lige så hurtig, men det ligner
stadig at serveren er overbelastet. Hvis vi ser på tabel 5.4, ser vi da også, at det kun
er fittet for eksperimentet 400-40, der har fundet parameterværdier der tillader t = 40,
og endda kun lige akkurat idet minimum t ifølge dette fit er ca. 39,7.
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Figur 5.17 Eksperiment 400-50: Svartider for 500 forespørgsler i situationen hvor testserveren
kører med én tråd.
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Figur 5.18 Eksperiment 400-60: Svartider for 500 forespørgsler i situationen hvor testserveren
kører med én tråd.
Hvis vi derfor ser på lidt lavere ankomstrater, for eksempel fra eksperimenterne 400-50
og 400-60, som vist på figur 5.17 og 5.18, ser vi at den entydige stigning afløses af et
mere svingende mønster, og for yderligere nedsat ankomstrate forsvinder dette mønster
tilsyneladende også, og vi kan forestille os, at forespørgsler da ankommer så langsomt,
at det er sjældent, at en forespørgsel er så længe i systemet, at dens behandling påvirker
den næste forespørgsels svartid. Et eksempel på et sådant fravær af mønster ses på
figur 5.19, for eksperimentet 400-100.
Tilsvarende plots af svartider for den enkelte forespørgsel i situationen med 1 tråd, ses
i appendiks A.2 side om side med plots af de gennemsnitlige svartider for 1 til 20 tråde.
Nå man ser på graferne med svartider for de enkelte forespørgsler i dette appendiks, og
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Figur 5.19 Eksperiment 400-100: Svartider for 500 forespørgsler i situationen hvor testser-
veren kører med én tråd.
sammenholder med de relative afvigelser i tabel 5.4, ser det ud til at afvigelserne bliver
encifrede, når ankomstraten når en størrelse, hvor serveren ikke længere er overbelastet.
Dette harmonerer med, at modellen kun kan beskrive serveren, så længe denne ikke er
overbelastet. Yderligere ser man, ved også at studere graferne for de gennemsnitlige
svartider afhængigt af antal tråde, at det tilsyneladende er i situationerne hvor serveren
er overbelastet eller tæt på, at den har gavn af at være flertrådet. Dette kan skyldes,
at når forespørgslerne ankommer så hurtigt, at der hele tiden er arbejde der venter på
alle enheder, er fordelen af at have tråde nok, til at lade alle enheder arbejde samtidigt,
størst, hvorimod det ved langsommere ankomst ikke er lige så vigtigt at have tråde
nok, da der alligevel ikke er arbejde at udføre hele tiden på alle enheder. Min model
kan desværre ikke udtale sig om situationerne hvor serveren faktisk er overbelastet, da
der skal en anden analyse (eller muligvis en simulering) til dette.
Hvis vi nu vil se på modellens angivelse af, hvornår serveren er overbelastet, må vi
vælge et parametersæt at vurdere ud fra. I denne forbindelse er det også oplagt at
overveje om vi kan vælge ét parametersæt (m0,m1,q0,α) der estimerer alle situationer
med samme antal linier med rimelig nøjagtighed, når blot ankomstraten λ varieres.
Hvis dette lykkes, ville det endvidere være spændende at se, om man med en simpel
omregning, muligvis af serviceraten m1, kunne gå fra et parametersæt for en værdi af
x til en anden. Lad os imidlertid starte med at se på om vi kan udvælge (m0,m1,q0,α)
således, at vi ved angivelse af ankomstraten λ får rimelige fits.
Et naturligt første forsøg kunne her være at beregne gennemsnit af parameterværdierne
for eksempelvis x = 100. Når man ser på disse parametre i tabel 5.3, får man imidlertid
hurtigt den tanke, at estimaterne er inddelt i to ”grupper”, en med t ∈ {10,20,30}, hvor
m0 ∼ 6.0 og en med t ∈ {40,50,60,70,80,90,100} hvor m0 ∼ 2.6. At tage gennemsnit på
tværs af disse ”grupper” giver et parametersæt der ligger langt fra alle estimaterne, og
som derfor ikke fitter godt til nogen af dataene fra testserveren. Hvis man yderligere
ser lidt nærmere på estimaterne for m1, ser det ud til at en mere homogen gruppe
af parametre er t ∈ {60,70,80,90,100}. Jeg har derfor udvalgt disse grupper, og taget
gennemsnit på tværs af disse. Resultaterne af dette ses i tabel 5.5, hvor jeg også for
hvert parametersæt har beregnet den mindste t-værdi, for hvilken modellen er stabil.
Det kunne nu være interessant at se, hvor store afvigelser disse parametre giver. Dette
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x t ∈ m0 m1 q0 α t >
100 {10,20,30} 5,99785 1,92887 × 10−2 8,35842 × 10−1 2,48123 × 10−1 14,90
100 {60,70,80,90,100} 2,70159 1,22209 × 10−3 9,84 × 10−1 1,34806 38,92
200 {20,30} 3,03515 2,85794 × 10−2 6,40086 × 10−1 7,32908 × 10−3 20,19
200 {70,80} 2,54399 3,13994 × 10−1 1,15531 × 10−1 1,67672 56,24
300 {40,50} 3,04394 1,11145 × 10−1 2,29311 × 10−1 2,9391 × 10−5 31,67
300 {70,80,90,100} 2,86051 6,80690 × 10−2 2,98547 × 10−1 3,23447 × 10−1 40,66
400 {50,60} 3,12905 × 10−1 2,99050 7,87685 × 10−2 1,24245 × 10−5 44,48
400 {70,80,90,100} 1,07155 × 10−1 3,00887 1,81954 × 10−1 2,41301 × 10−4 52,78
500 {80,90,100} 1,31748 × 10−1 2,50299 1,25355 × 10−1 3,58617 × 10−5 63,34
Tabel 5.5 Gennemsnitlige parametre beregnet over udvalgte estimater, samt mindste t-værdi
hvor modellen er stabil med de derved fremkomne parametre.
t σ2 Relativ afvigelse
x = 100, t ∈ {10,20,30}
20 2,667448 × 103 3,317403 × 101
30 1,825578 × 103 3,714383 × 101
40 1,258999 × 103 3,596405 × 101
50 9,334805 × 102 3,417093 × 101
60 7,205197 × 102 3,22884 × 101
70 6,178198 × 102 3,128614 × 101
80 5,768918 × 102 3,101735 × 101
90 5,432452 × 102 3,073149 × 101
100 5,254252 × 102 3,065205 × 101
x = 100, t ∈ {60,70,80,90,100}
40 1,637608 × 102 1,297062 × 101
50 1,043628 × 101 3,613074
60 4,511613 2,554991
70 3,710539 2,424597
80 2,84876 2,179643
90 3,776624 2,562344
100 4,947483 2,974379
x = 200, t ∈ {20,30}
30 2,124419 × 104 3,595557 × 101
40 1,856326 × 104 4,36351 × 101
50 1,14696 × 104 4,204409 × 101
60 8,003128 × 103 4,015389 × 101
70 6,145268 × 103 3,858404 × 101
80 5,101948 × 103 3,749937 × 101
90 4,435116 × 103 3,668525 × 101
100 3,693621 × 103 3,5212 × 101
x = 200, t ∈ {70,80}
60 5,986273 × 102 1,098186 × 101
70 3,505496 × 101 2,914151
80 7,055253 1,39448
90 2,047247 × 101 2,492437
100 1,854574 × 101 2,495092
t σ2 Relativ afvigelse
x = 300, t ∈ {40,50}
40 3,134621 × 104 2,393849 × 101
50 5,274833 × 104 3,958522 × 101
60 4,207704 × 104 4,227001 × 101
70 3,017761 × 104 4,146143 × 101
80 2,170308 × 104 3,963626 × 101
90 1,687998 × 104 3,816452 × 101
100 1,347195 × 104 3,664655 × 101
x = 300, t ∈ {70,80,90,100}
50 1,051162 × 103 5,588093
60 9,018241 × 103 1,956909 × 101
70 9,612362 × 103 2,340005 × 101
80 7,742975 × 103 2,367478 × 101
90 6,389679 × 103 2,348083 × 101
100 5,186243 × 103 2,273758 × 101
x = 400, t ∈ {50,60}
50 1,293799 × 105 2,942645 × 101
60 1,22373 × 105 3,736218 × 101
70 1,005344 × 105 4,107677 × 101
80 7,609468 × 104 4,145474 × 101
90 5,797353 × 104 4,069684 × 101
100 4,2963 × 104 3,892211 × 101
x = 400, t ∈ {70,80,90,100}
60 4,499218 × 105 7,164039 × 101
70 9,861588 × 103 1,286508 × 101
80 3,928508 × 102 2,978591
90 2,571744 × 103 8,571556
100 2,922478 × 103 1,015137 × 101
x = 500, t ∈ {80,90,100}
70 4,773323 × 105 4,76069 × 101
80 2,588873 × 103 4,480595
90 1,502992 × 104 1,268537 × 101
100 2,306769 × 104 1,778073 × 101
Tabel 5.6 Beregning af relativ afvigelse mellem data og modelfunktion, idet de gennemsnitlige
parametre fra tabel 5.5 benyttes.
er beregnet i tabel 5.6, for de t-værdier hvor modellen er stabil. Det ses at i gruppen
med parametre beregnet som gennemsnit over t ∈ {10,20,30}, er de opnåede fits
væsentligt dårligere end med de separat tilpassede parametre fra tabel 5.3. Det er
forventeligt at de gennemsnitlige parametre ikke fitter lige så godt, men forringelsen
her er ret markant. I gruppen for t ∈ {60,70,80,90,100} er der væsentligt bedre fits
at finde, men dette er jo i et område hvor serveren er langt fra overbelastning, og
hvor svartiderne derfor er næsten identiske uanset antal tråde og selvom ankomstraten
varieres, hvilket vi også ser i tabel 5.4, hvor den gennemsnitlige svartid kun ændrer sig
lidt med t når t ≥ 50, i forhold til forskellene for mindre t. Disse bedre fits er altså ikke
lige så interessante, da vi her befinder os langt fra overbelastning, og med lille forskel
på svartiderne. Vi må dog sige at modellen med disse parametre, modellerer serverens
opførsel godt i det dækkede område.
Som det fremgår af tabellerne 5.5 og 5.6, har jeg også gjort forsøg på at finde nogle gode
”fælles parametre” for de øvrige linieantal, idet jeg for hvert linieantal har udvalgt to
sæt af estimater at tage gennemsnit over, dels et med henblik på at få parameterværdier
der muliggør modellering for så høje ankomstrater som muligt, dels et med henblik på
at få et godt fit for de langsommere ankomstrater. Det ses at for højere antal linier x,
er der ikke så stor forskel på afvigelsen af de to fremfundne fits, og for x = 500 har jeg
valgt kun at medtage et. Dette skyldes at når x bliver større, er situationen således, at
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Figur 5.20 Sammenligning af grafer over middelsvartider fra modellen med parametre fra fit
af eksperimentet 200-20 som angivet i tabel 5.3, og data fra dette eksperiment.
alle de afprøvede tider t, hvor jeg overhovedet har et anvendeligt fit, er relativt tæt på
situationen, hvor serveren er overbelastet, da ankomstraten naturligvis ikke kan være
lige så høj, når servicetiden er forøget.
Alt i alt vil jeg hævde, at de enkelte fits, som angivet i tabel 5.3, generelt er gode,
hvilket ses af de lave relative afvigelser i tabel 5.4, idet det dog fremgår, i form af
dårligere eller manglende fits, at modellen ikke beskriver situationen hvor serveren er
overbelastet eller tæt på. Hvor grænsen for overbelastning går, er ikke entydigt fastlagt,
men man får en fornemmelse ved at se på svartiderne for de enkelte forespørgsler, i
situationen hvor serveren har en tråd, og sammenholde med hvornår det er muligt at
opnå fornuftige fits.
Værre står det til, når vi leder efter et fælles parametersæt, der kan fastholdes på
tværs af forskellige ankomstrater. Her er det kun lykkedes at finde en nogenlunde
overensstemmelse, når der fokuseres på langsomme ankomstrater. Dette kan muligvis
skyldes at min ad-hoc vurdering, på baggrund af graferne for de enkelte forespørgslers
svartider, af hvornår serveren er overbelastet, er forkert, og modellens gyldighedsområde
således må indskrænkes til noget langsommere ankomstrater. Det kan også skyldes at
modellen simpelthen ikke korrekt indfanger serverens opførsel ved højere ankomstrater.
Som en lille illustration af modellen i forhold til de opsamlede data, kan vi prøve at
plotte modelfunktionen for et parametersæt, side om side med data. På figur 5.20 ses
en sådan sammenligning, hvor parametrene fra fit af eksperimentet 200-20 er brugt.
Jeg kunne også have valgt at bruge nogle af de gennemsnitlige parametre, men jeg er
interesseret i at kunne medtage så høje ankomstrater som muligt, og har derfor valgt
et parametersæt hvor modellen er gyldig for en høj ankomstrate.
Det ser ud til at for de enkelte tider t, er der en nogenlunde overensstemmelse mellem
opførslen af data og model, bortset fra en parallelforskydning: Svartiderne er markant
højere med 1 tråd, og over en vis grænse er der ikke nogen nævneværdig forskel på
antallet af tråde. Modellens bud på forskellen mellem svartiden for én tråd og den
hurtigst opnåelige svartid, er ikke helt ude af trit med data, og både model og data
viser, at denne forskel bliver mindre, ved langsommere ankomstrater. Dog kunne det se
ud til at det i modellen stort set ikke kan betale sig at have mere end 2 tråde, mens det
i de opsamlede data ser ud til at være fordelagtigt med lidt flere (3-5) tråde, specielt
ved høj ankomstrate.
En tilsvarende observation kan for eksempel gøres på figur 5.14, hvor det ses, at ved
2 tråde er modellens svartid lavere end den observerede. Noget tilsvarende ses også i
andre tilfælde med relativt høje ankomstrater, som eksempelvis eksperimentet 300-40,
som er plottet i appendikset på figur A.27. Dette mønster kunne tyde på, at serveren
har gavn af lidt flere tråde end modellen forudser. Dette kan igen skyldes at modellen
kun medtager to parallelle enheder, hvorimod der muligvis er større parallelitet i
den faktiske maskine, for eksempel fordi der både er netkort, cpu og harddisk der
kan arbejde parallelt. Vi husker dog at testserveren sandsynligvis sjældent læser fra
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Figur 5.21 20-60: Gennemsnitlige svartider fra testserveren samt svartider for 500 fo-
respørgsler med 1 tråd i trådpuljen, idet testserveren omgår diskcachen ved læsning af
datafilen.
harddisken, men derimod læser fra en cache. Dette betyder at der måske kun sjældent
er parallelitet med disken (når ingen software-cache indeholder det ønskede).
For at se lidt nærmere på spørgsmålet om cache, har jeg lavet nogle få eksperimenter
hvor jeg har ændret testserveren, således at den forsøger at omgå cachen ved at læse
det forespurgte antal linier fra et tilfældigt sted i en datafil på 10GB. Dette viser
sig at give væsentligt længere svartider, hvilket ikke er overraskende da der nu skal
foretages disklæsninger. Jeg har derfor, efter at have prøvet mig lidt frem, nedsat det
gennemsnitlige antal linier der forespørges til 20 for ikke at overbelaste serveren. Grafer
for data i situationen med 60 ms gennemsnitlig ventetid mellem forespørgslerne ses på
figur 5.21. Data for flere ankomstrater ses i appendiksafsnit A.2.6.
Umiddelbart ses der ikke den store kvalitative forskel i eksperimenterne hvor cachen
omgås i forhold til de øvrige eksperimenter. Man skulle ellers formode at det ville være
fordelagtigt med lidt flere tråde, når der foretages disklæsninger, idet der her er bedre
mulighed for samtidighed. At dette ikke umiddelbart ses, kan måske skyldes at de
øvrige eksperimenter faktisk forespørger tilstrækkeligt mange linier, til at der ofte må
læses fra hardware-cachen eller disken. I den forbindelse er det interessant at bemærke,
at det faktisk forholder sig sådan, at det er i de situationer hvor der forespørges mange
linier, at jeg har data der viser en fordel af flere tråde. Dette kunne måske tyde på,
at det kun er i disse situationer at der er en væsentligt samtidighed. Det kunne være
interessant at udføre flere eksperimenter hvor cachen omgås, samt fitte modellen til
disse. På grund af tidsmæssige begrænsninger, vil jeg dog afstå fra dette.
Ligeledes kunne det være en interessant ændring af modellen, at benytte en servicera-
tefunktion S(n), som udledes på baggrund af et kø-netværk med tre, eller måske flere,
enheder. Man kunne eksempelvis benytte en lukket udgave af netværket illustreret på
figur 3.5. Jeg vil dog heller ikke påbegynde denne nye modellering i dette projekt, da
det ligeledes vil række ud over den tid jeg har til rådighed.
Vi kan se på endnu en sammenligning af data og model, hvor vi benytter parametrene
fra fittet af eksperimentet 400-50. Dette er vist i figur 5.22. Her ses, ligesom i figur
5.20, at hovedårsagen til de dårlige fits, når parametrene fastholdes og serviceraten
varieres, er en parallelforskydning af graferne. Mere konkret ser det ud til, at når
serviceraten sænkes, forudser modellen en større reduktion af svartiderne, end der
faktisk forekommer i de virkelige data. Denne uoverensstemmelse kunne sandsynligvis
også rettes op, ved at bruge en anden serviceratefunktion S(n), men om det er
tilstrækkeligt at finde denne ved, som netop foreslået, at indføre flere enheder, skal jeg
lade være usagt. Andre muligheder for at opbygge en anden serviceratefunktion kunne
være at ændre servicetidsfordelingerne eller kø-kulturerne ved noderne i kø-netværket.
Dette vil føre til en model der er sværere at analysere, men som muligvis vil give en
bedre beskrivelse af data.
Det kunne være et interessant argument for modellens gyldighed, hvis vi kunne påvise
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Figur 5.22 Sammenligning af grafer over middelsvartider fra modellen med parametre fra fit
af eksperimentet 400-50 som angivet i tabel 5.3, og data fra dette eksperiment.
at parametrene på en eller anden måde giver et rimeligt mål for det vi forestillede
os at de skulle modellere. Vi har set på om vi kan holde alle parametrene undtagen
ankomstraten fast, og dermed opnå gode fits. Dette har vist sig svært, men ved lave
ankomstrater har vi dog set eksempler på at det er muligt, og i disse tilfælde modellerer
parameteren λ altså på rimelig måde ankomstraten.
For de øvrige parametres vedkommende stiller situationen sig noget vanskeligere. Vi
kan ikke umiddelbart måle nogle af serviceraterne, og hvis man ser på tabellen over
estimater (tabel 5.3), eller de gennemsnitlige parametre i tabel 5.5, ses der store
variationer. Det forekommer ellers logisk at antage, at for et fast antal linier vil hverken
servicerater, trådpris eller sandsynligheden q0 ændre sig, selvom ankomstraten ændres.
Endvidere kunne man formode at serviceraterne og q0 ville ændre sig systematisk
med antallet af linier, og ligeledes kunne man tro at trådprisen enten var konstant
uafhængig af de andre variable, eller, ansporet af eksperimentet i afsnit 5.2, at den ville
følge arbejdets størrelse – altså antallet af linier. Dette er dog lidt mere usikkert, da
trådprisen muligvis også kan afhænge af hvor belastet cpu’en er. Dette forhold er ikke
undersøgt nærmere her.
Under alle omstændigheder kan man ikke få øje på nogle af disse sammenhængende
tendenser i de fundne parameterestimater, og dette tyder på, at sammenhængen mellem
den enkelte parameter og det vi forestillede os den skulle modellere, ikke er særligt god.
Dette er naturligvis ærgerligt, da vi så ikke på overbevisende måde kan argumentere
for, at dynamikken i serveren minder om den vi beskrev da vi opbyggede modellen.
Muligvis ville dette forbedres, hvis vi tog udgangspunkt i eksperimenter hvor serveren
omgår disk-cachen, idet vi da slipper for en ubekendt faktor – nemlig hvor ofte data
læses fra henholdsvis softwarecache, hardwarecache eller disk.
Jeg vil afslutte min analyse af modellen her, og fortsætte til en lidt mere generel
diskussion af mit arbejde førende frem til en konklusion.
6 Diskussion
Jeg har i dette projekt forsøgt at besvare spørgsmålet om mulighederne for at modellere
hvorledes en servers flertrådethed påvirker dens ydelse. Jeg har i den forbindelse
fremfundet kilder, der beskæftiger sig med relaterede emner (beskrevet i afsnit 4), men
har ikke fundet nogle eksempler på modeller, der direkte behandler flertrådethed i en
server. De forskellige kilders fremhævning af kø-teori til forskellige modelleringsopgaver
inden for modellering af forskellige computersystemers ydelse, giver dog håb for at det
også må være muligt at opbygge en model baseret på kø-teori, der konkret beskriver
flertrådethed i en server.
Jeg har da forsøgt at opbygge en sådan simpel model, og evalueret denne i forhold til
en tilsvarende simpel implementering af en server. I den forbindelse har jeg konstateret
nogle generelle træk ved min model, som svarer fornuftigt til data fra serveren: Det er
fordelagtigt at have mere end én tråd, men der er ikke nogen særlig gevinst ved mere
end nogle få tråde. Når ankomstraten sænkes, bliver fordelen ved flere tråde i forhold
til én mindre, og svartiden bliver kortere.
Modellens parametre kan tilpasses, således at den stemmer fornuftigt overens med
data fra de enkelte eksperimenter, idet der dog skal tages højde for, at modellen
ikke længere er gyldig, når serveren overbelastes. Imidlertid kan der ikke findes fælles
parametersæt, der gælder på tværs af ændringer i ankomstraten, når ankomstraten er
tæt på overbelastning. Når ankomstraten er langt fra overbelastningspunktet, er det
dog muligt at finde et fælles parametersæt, der giver rimelig overensstemmelse med
data for flere forskellige ankomstrater. Modelparametrene udover ankomstraten kan
ikke påvises at modellere det, de er tiltænkt.
Dette peger altså på at modellen har nogle få grundlæggende træk, der er fornuftige,
men overordnet kan modellen ikke siges at passe godt på varierende situationer.
Dermed bliver det oplagt at diskutere hvilke svagheder, der umiddelbart kan påpeges i
modelleringen.
Modellen beskriver en situation med kun to parallelle enheder. Dette er sandsynligvis
for simpelt, idet der i serveren er flere enheder der potentielt kan arbejde parallelt.
Sammenligninger af data og model viser forøvrigt, at for høje ankomstrater antyder
data at der skal 3-5 tråde til, før der ikke længere er tydelig fordel ved at tilføje flere
tråde, hvorimod modellen anslår at dette punkt nås allerede ved 2 tråde. Dette kunne
tale for, at modellen burde modellere flere parallelle enheder. I denne forbindelse er det
også værd at nævne, at min testserver muligvis kun sjældent foretager læsninger fra
disk, idet data må forventes at blive gemt i en cache i operativsystemet. Hvis data altid
kan læses fra cache, vil dette i praksis fjerne den ene parallelle enhed, men eksperimenter
hvor serveren forsøger at omgå cachen, viser ikke umiddelbart en kvalitativ forskel til
de øvrige eksperimenter, så vi kan forestille os at det alligevel jævnligt er nødvendigt at
læse fra disken i disse, og at tilstedeværelsen af cachen således hovedsageligt bevirker
en forskydning i balancen mellem diskens og processorens servicerater. Her er det også
værd at bemærke, at data viser størst fordele af flere tråde, når der gennemsnitligt
forespørges mange linier, hvilket igen øger sandsynligheden for at alle data ikke er i
cache.
I forbindelse med en modellering af flere parallelle enheder, kunne man benytte et
netværk i stil med det på figur 3.5, og i denne forbindelse kunne det måske også være
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interessant at tage højde for at servicetiden ved processoren sandsynligvis er afhængig
af, hvor i ”behandlingen” en forespørgsel er. Man må således formode at servicetiden
er anderledes (højere), når en ny forespørgsel ankommer og skal analyseres, end i de
efterfølgende cykler hvor der blot skal afgives yderligere læse- eller skriveinstruktioner.
Yderligere er servicetiden muligvis forskellig afhængig af, om der skal skrives til
netværket eller læses fra disken. Disse forhold kunne forsøges modelleret med et
multiclass netværk. Denne diskussion kan forøvrigt også være relevant, selvom der kun
modelleres én I/O enhed.
Et yderligere kritikpunkt er, at kø-kulturen ved de to modellerede parallelle enheder,
er modelleret som FCFS (First Come First Served), hvilket ikke nødvendigvis svarer
særligt godt til den preemption der foregår i den maskine serveren kører på. Et par
mere egnede kø-kulturer kunne være PS (Processor Sharing) eller RR (Round Robin).
Disse er imidlertid vanskeligere at håndtere i modelleringsarbejdet, hvorfor de ikke blev
benyttet i modelleringen i dette projekt.
Det ses i analysen af modellen, at de absolutte værdier for svartiderne, ikke stemmer
godt overens med de opnåede, når ankomstraten ændres og øvrige parametre fastholdes.
Dette forhold kan sandsynligvis ændres, ved at udskifte servicetidsfunktionen i
modellen, hvilket i praksis svarer til at lave modellen radikalt om. Nye bud på
servicetidsfunktionen kan findes, ved at forsøge at modellere nogle af de ovennævnte
faktorer (flere parallelle enheder og andre kø-kulturer).
En yderligere kritik af hele modelleringen og eksperimentet kan være, at jeg benytter
eksponentialfordelte ankomster. Det angives blandt andet i [11] at ankomstfordelingen
til en web-server typisk ikke er eksponentialfordelt. Man kan derfor diskutere om en
god model med eksponentialfordelte ankomsttider, overhovedet er nyttig i en virkelig
situation. Imidlertid vil jeg argumentere, at det må være et udmærket udgangspunkt
for en modellering, idet man så senere kan ændre ankomstfordelingen i modellen til en
mere virkelighedsnær fordeling, hvis dette skulle vise sig relevant.
På baggrund af disse overvejelser vil jeg nu gå til konklusionen.
7 Konklusion
Jeg har forsøgt at besvare spørgsmålet, om muligheden for at opbygge en simpel
matematisk model for en flertrådet server, positivt, ved faktisk at bygge en sådan
model. Det er ikke i dette projekt lykkedes fuldt ud, idet modellen ikke på tilstrækkeligt
overbevisende måde beskriver data opsamlet fra en simpel flertrådet server. Den
opbyggede model har dog nogle fornuftige træk, som der kan bygges videre på.
Det forhold i eksperimentet at der er en disk-cache i operativsystemet, samt det
forhold at modellen kun modellerer to parallelle enheder, er muligvis med til at skabe
uoverensstemmelse mellem model og eksperiment, og det vil være nødvendigt med
yderligere eksperimenter, samt sandsynligvis en ny iteration i modelleringsarbejdet, for
at opnå en bedre overensstemmelse.
Jeg vil således hævde at det er muligt, at videre arbejde med modellen kan give
brugbare resultater, idet det specielt er nødvendigt at få tilpasset modellen, så der er
bedre sammenhæng mellem parametrene på tværs af forsøgsserierne. På nuværende
tidspunkt kan jeg altså ikke konkludere at modelleringen er succesfuld, men blot at den
første modelleringsiteration udført i nærværende projekt, ikke forekommer at være helt
håbløs, men dog kræver en del yderligere arbejde for at kunne blive tilfredsstillende.
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8 Perspektivering
I denne perspektivering vil jeg dels knytte et par kommentarer til relevansen og nytten
af det i dette projekt udførte modelleringsarbejde, og dermed også hvorvidt det vil
være interessant at forsøge en ny modellering bygget på det her foreliggende. Dels vil
jeg opsummere de oplagte muligheder for at arbejde videre med den i dette projekt
opstillede model.
Man kan, måske med en vis ret, hævde, at den modellering der er forsøgt i nærværende
projekt, ikke kan bringe noget egentligt nyt frem. Vi har allerede velfungerende
flertrådede servere, og kan ved simpel efterprøvning finde fungerende trådpuljestørrelser.
Desuden er tråde en menneske-konstrueret entitet, hvorfor vi har en vis viden om,
hvorledes de fungerer. Hvad er da formålet med at foretage en matematisk modellering?
Et formål med at modellere kan ofte være at opnå en mere formel beskrivelse af det
modellerede. Vi har således en abstrakt beskrivelse af, hvad en tråd er, og det er typisk
denne, der danner grundlaget for valg af en given implementering. Men det kunne
måske være ønskværdigt at formalisere denne beskrivelse til en konkret matematisk
model, der kan efterprøves for at underbygge vores måde at tænke på tråde på. Det er
det ene formål jeg ser med at modellere flertrådethed.
Et andet formål kan være, at det er muligt at man under arbejdet med en model vil få
øjnene op for forhold, som man ellers ikke oplagt ville have fået øje på, og på denne
baggrund muligvis få nye ideer til bedre strukturerering af servere. En sådan indsigt er
dog ikke opnået i dette projekt.
Yderligere kan det ud fra et matematisk synspunkt være interessant at foretage
modelleringer simpelthen som en form for afprøvning af de matematiske værktøjers
rækkevidde.
Desværre har dette projekt ikke ført til en helt overbevisende model for flertrådede
servere, men hvis vi accepterer ovenstående argumenter for nytten af at finde en sådan
model, er der, som allerede nævnt i diskussionen (afsnit 6), nogle oplagte muligheder
for at forsøge at forbedre modellen: Forsøg med flere parallelle enheder og/eller andre
kø-kulturer ved enhederne. Derudover kan man forsøge at udvide modellens gyldighed
ved at modellere andre ankomstfordelinger end eksponentialfordelingen. Endvidere
kunne det være interessant at lave flere eksperimenter hvor diskcachen omgås, og
estimere modellens parametre i forhold til disse data, for at se hvilken indflydelse det
vil have.
Hvis det lykkedes at finde en rimelig model, kunne det som et næste skridt yderligere
være interessant at prøve at analysere denne i det ustabile område. Altså i den
situation hvor serveren er overbelastet. I virkeligheden kan man jo sagtens forestille sig
en server, der i spidsbelastningsperioder bliver overbelastet, men som kører videre, fordi
ankomsten af forespørgsler aftager igen. Det kan være af interesse at vide, hvorledes
man bedst strukturerer en server til at håndtere dette. Dette er forøvrigt formålet med
den server-arkitektur som [33] beskriver, men som de ikke modellerer matematisk.
Til sidst kan man undre sig over, at man i praktiske anvendelser til tider ønsker
at oprette langt flere tråde, end eksperimenter og model i dette projekt peger på
er nødvendigt. Dette kan skyldes flere forhold. For det første tager både model og
eksperimenter i denne rapport udgangspunkt i, at alting fungerer som det skal: Der
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er ingen klienter der går ned eller glemmer at lukke en forbindelse efter sig, og der er
ingen fejlbehæftet kode i serveren, der forårsager voksende ressourceforbrug. Der er
heller ingen buffere der bliver fyldt og løber over. Endelig ser jeg ikke på problemer der
kan opstå, hvis der er flaskehalse eller andre problemer med netværket mellem server og
klient. Jeg beskæftiger mig udelukkende med tiden mellem en forespørgsel ankommer
til serveren, og til den forlader den igen. Alle disse forhold, kan, afhængig af serverens
arkitektur, være medvirkende til at tråde kommer til at ”hænge” uden at lave noget, og
kan dermed retfærdiggøre et behov for at have et antal ekstra tråde. Alle disse faktorer
kunne man naturligvis også vælge at arbejde videre med, for at få et mere komplet
billede af hvordan en server kan struktureres bedst muligt under forskellige forhold.
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A Data
I dette appendiks findes plot af data fra alle de forsøg jeg har behandlet i projektet,
således også de som ikke adskiller sig nok eller forekom mig at være vigtige nok, til
at få plads og omtale i selve rapporten. For fuldstændighedens skyld, og for at lette
sammenligninger, er også plots der forekommer i rapporten medtaget.
A.1 Test af ressourceforbrug afhængig af antal tråde
Her følger data fra kørsler af testprogrammet til test af størrelsen af det ekstra
ressourceforbrug forbundet med flere tråde. WORKCOUNT angiver hvor mange gange
beregningen i doWork-metoden gentages pr. kald, altså hvor stort et ”arbejde” der
testes med. Se afsnit 5.2 for nærmere beskrivelse.
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Figur A.1 Tidsforbrug afhængig af antal tråde ved udførsel af doWork-metoden 1.000 gange
med WORKCOUNT = 1.000.
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Figur A.2 Tidsforbrug afhængig af antal tråde ved udførsel af doWork-metoden 1.000 gange
med WORKCOUNT = 10.000.
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Figur A.3 Tidsforbrug afhængig af antal tråde ved udførsel af doWork-metoden 1.000 gange
med WORKCOUNT = 100.000.
A.2 Data fra testserveren
Testserveren er kørt med forskellige belastninger i form af forskellige gennemsnitlige
ankomsthastigheder, samt gennemsnitligt antal linier per forespørgsel. Der er således
udført eksperimenter for gennemsnitligt 100, 200, 300, 400 og 500 antal linier per
forespørgsel med gennemsnitlige ventetider mellem ankomster fra 10 til 100 ms
springende med 10 ms. Dette appendiks viser plots af data fra disse kørsler, og ved
hver figur er parametrene for testen angivet som x-t hvor x er det gennemsnitlige antal
linier per forespørgsel og t er den gennemsnitlige ventetid mellem forespørgslerne.
I de følgende afsnit ses plots af data for alle ovennævnte parameterkombinationer.
Disse plots viser dels gennemsnittet for 10 kørsler (som nærmere beskrevet i afsnit
5.3), dels den største og den mindste værdi realiseret i de 10 kørsler, som en form
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for indikation af hvor meget resultatet svinger. For de kørsler hvor det er lykkedes at
estimere parametre inden for modellens gyldighedsområde, er modelfunktionen med
de estimerede parametre ligeledes vist sammen med data. Værdierne af de estimerede
parametre kan ses i tabel 5.3. Detaljer om hvorledes estimering er udført, beskrives i
afsnit 5.4.
Yderligere ses for hver parameterkombination, et plot af data fra eksperimenter der
viser svartider for 500 forespørgsler, i situationen hvor serveren kun kører med 1 tråd.
Disse eksperimenter har dels til formål at vurdere systemets indsvingningsperiode,
dels bidrager de til at illustrere hvornår serveren er overbelastet. Disse eksperimenter
er gennemsnit over 10 kørsler, således at hvert datapunkt er gennemsnittet af 10
forespørgsler. Dette er nærmere forklaret i afsnit 5.3. Disse eksperimenter er ikke
gentaget med flere tråde, da forespørgslerne ikke umiddelbart kan ordnes i rækkefølge.
A.2.1 Gennemsnitligt 100 linier per forespørgsel
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Figur A.4 100-10: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.5 100-20: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.6 100-30: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.7 100-40: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.8 100-50: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.9 100-60: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.10 100-70: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.11 100-80: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.12 100-90: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.13 100-100: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
A.2.2 Gennemsnitligt 200 linier per forespørgsel
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Figur A.14 200-10: Gennemsnitlige svartider fra testserveren samt svartider for 500
forespørgsler med 1 tråd i trådpuljen.
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Figur A.15 200-20: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.16 200-30: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.17 200-40: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.18 200-50: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.19 200-60: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.20 200-70: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.21 200-80: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.22 200-90: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.23 200-100: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
A.2.3 Gennemsnitligt 300 linier per forespørgsel
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Figur A.24 300-10: Gennemsnitlige svartider fra testserveren samt svartider for 500
forespørgsler med 1 tråd i trådpuljen.
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Figur A.25 300-20: Gennemsnitlige svartider fra testserveren samt svartider for 500
forespørgsler med 1 tråd i trådpuljen.
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Figur A.26 300-30: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.27 300-40: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.28 300-50: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.29 300-60: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.30 300-70: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.31 300-80: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
 68
 70
 72
 74
 76
 78
 80
 82
 84
 0  1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20
Sv
ar
tid
 (m
s)
Trådpuljestørrelse (Antal tråde)
Data
Modelleret
 0
 50
 100
 150
 200
 250
 300
 350
 400
 450
 500
 0  50  100  150  200  250  300  350  400  450  500
Sv
ar
tid
 (m
s)
Forespørgsel
Figur A.32 300-90: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.33 300-100: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
A.2.4 Gennemsnitligt 400 linier per forespørgsel
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Figur A.34 400-10: Gennemsnitlige svartider fra testserveren samt svartider for 500
forespørgsler med 1 tråd i trådpuljen.
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Figur A.35 400-20: Gennemsnitlige svartider fra testserveren samt svartider for 500
forespørgsler med 1 tråd i trådpuljen.
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Figur A.36 400-30: Gennemsnitlige svartider fra testserveren samt svartider for 500
forespørgsler med 1 tråd i trådpuljen.
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Figur A.37 400-40: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.38 400-50: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.39 400-60: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.40 400-70: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.41 400-80: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.42 400-90: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.43 400-100: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
A.2.5 Gennemsnitligt 500 linier per forespørgsel
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Figur A.44 500-10: Gennemsnitlige svartider fra testserveren samt svartider for 500
forespørgsler med 1 tråd i trådpuljen.
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Figur A.45 500-20: Gennemsnitlige svartider fra testserveren samt svartider for 500
forespørgsler med 1 tråd i trådpuljen.
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Figur A.46 500-30: Gennemsnitlige svartider fra testserveren samt svartider for 500
forespørgsler med 1 tråd i trådpuljen.
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Figur A.47 500-40: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.48 500-50: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.49 500-60: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.50 500-70: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.51 500-80: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.52 500-90: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
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Figur A.53 500-100: Gennemsnitlige svartider fra testserveren sammen med modelfunktionen
med estimerede parametre, samt svartider for 500 forespørgsler med 1 tråd i trådpuljen.
A.2.6 Omgåelse af diskcache - 20 linier per forespørgsel
I det følgende ses grafer over data fra eksperimenter, hvor jeg har modificeret
testserveren således, at den forsøger at omgå diskcachen, ved at læse det forespurgte
antal linier fra et tilfældigt sted i en datafil på 10 GB. Dette giver naturligvis en længere
svartid, hvorfor jeg har nedsat antallet af linier til gennemsnitligt 20 per forespørgsel.
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Figur A.54 20-10: Gennemsnitlige svartider fra testserveren samt svartider for 500 fo-
respørgsler med 1 tråd i trådpuljen, idet testserveren omgår diskcachen ved læsning af
datafilen.
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Figur A.55 20-20: Gennemsnitlige svartider fra testserveren samt svartider for 500 fo-
respørgsler med 1 tråd i trådpuljen, idet testserveren omgår diskcachen ved læsning af
datafilen.
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Figur A.56 20-30: Gennemsnitlige svartider fra testserveren samt svartider for 500 fo-
respørgsler med 1 tråd i trådpuljen, idet testserveren omgår diskcachen ved læsning af
datafilen.
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Figur A.57 20-40: Gennemsnitlige svartider fra testserveren samt svartider for 500 fo-
respørgsler med 1 tråd i trådpuljen, idet testserveren omgår diskcachen ved læsning af
datafilen.
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Figur A.58 20-50: Gennemsnitlige svartider fra testserveren samt svartider for 500 fo-
respørgsler med 1 tråd i trådpuljen, idet testserveren omgår diskcachen ved læsning af
datafilen.
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Figur A.59 20-60: Gennemsnitlige svartider fra testserveren samt svartider for 500 fo-
respørgsler med 1 tråd i trådpuljen, idet testserveren omgår diskcachen ved læsning af
datafilen.
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Figur A.60 20-70: Gennemsnitlige svartider fra testserveren samt svartider for 500 fo-
respørgsler med 1 tråd i trådpuljen, idet testserveren omgår diskcachen ved læsning af
datafilen.
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Figur A.61 20-80: Gennemsnitlige svartider fra testserveren samt svartider for 500 fo-
respørgsler med 1 tråd i trådpuljen, idet testserveren omgår diskcachen ved læsning af
datafilen.
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Figur A.62 20-90: Gennemsnitlige svartider fra testserveren samt svartider for 500 fo-
respørgsler med 1 tråd i trådpuljen, idet testserveren omgår diskcachen ved læsning af
datafilen.
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Figur A.63 20-100: Gennemsnitlige svartider fra testserveren samt svartider for 500
forespørgsler med 1 tråd i trådpuljen, idet testserveren omgår diskcachen ved læsning af
datafilen.
B Kildekode
I dette appendiks findes kildekoden til de testprogrammer, jeg har skrevet til mine
eksperimenter i forbindelse med modelleringen og undersøgelsen af modellen.
B.1 Ekstra ressourceforbrug afhængig af antal tråde
Følgende kildekode ligger til grund for undersøgelserne af ekstra ressourceforbrug som
følge af flertrådethed. Se afsnit 5.2 for nærmere beskrivelse. Først følger først selve
testklassen:
1 import java . u t i l . ∗ ;
2 import java . i o . ∗ ;
3
4 public class ThreadOverheadTester {
5 /* * S t ø r r e l s e n af t r å d p u l j e n */
6 private f ina l int poo lS i z e ;
7 /* * A n t a l g a n g e l ø k k e n i d o W o r k m e t o d e n u d f ø r e s . Er a f g ø r e n d e f o r h v o r s t o r t et
8 " a r b e j d e " d e r t e s t e s m e d */
9 private stat ic f ina l int WORKCOUNT = 100000;
10 /* * A n g i v e r h v o r m a n g e g a n g e " a r b e j d e t " , d v s . m e t o d e n d o W o r k , u d f ø r e s */
11 private stat ic f ina l int MAXCOUNT = 1000;
12 /* * T æ l l e r h v o r m a n g e g a n g e " a r b e j d e t " er p å b e g y n d t i n d t i l v i d e r e , d v s . h v o r m a n g e
13 g a n g e m e t o d e n d o W o r k er k a l d t */
14 private int counter = 0 ;
15 /* * B e n y t t e s t i l s y n k r o n i s e r i n g af t i l g a n g t i l c o u n t e r */
16 private Object countLock = new Object ( ) ;
17 /* * T e s t e n s s t a r t t i d s p u n k t , s æ t t e s t i l s y s t e m t i d e n , u m i d d e l b a r t f ø r t r å d e n e s æ t t e s
18 i g a n g */
19 private long startTime = 0 ;
20 /* * B r u g e s t i l w a i t / n o t i f y f o r at s i g n a l e r e t i l t r å d e n e i p u l j e n at a l l e t r å d e er
21 o p r e t t e t , og de nu k a n b e g y n d e at a r b e j d e */
22 private Object startLock = new Object ( ) ;
23 /* * F l a g d e r s i g n a l e r e r t i l t r å d e n e om k ø r s l e n er s t a r t e t */
24 private boolean s t a r t e d = fa l se ;
25 /* * I n d e h o l d e r v æ r d i e r d e r r e g n e s på i d o W o r k m e t o d e n */
26 private f ina l double [ ] d = new double [ 3 ] ;
27 /* * S i k r e r e n t y d i g ID af a l l e tråde , t i l b r u g f o r g e n e r e r i n g af e n t y d i g e log - f i l
28 n a v n e f o r h v e r t r å d */
29 private int nextThreadID = 0 ;
30
31 /* * T r å d e n e i t r å d p u l j e n er o b j e k t e r af d e n n e k l a s s e , og s a m a r b e j d e r om at u d f ø r e
32 " d o W o r k " m e t o d e n M A X C O U N T g a n g e . H v e r g a n g en t r å d h a r u d f ø r t d o W o r k m e t o d e n
33 u d s k r i v e r d e n t i d f o r l ø b e t s i d e n s t a r t T i m e t i l s i n e g e n l o g f i l . N å r k ø r s l e n er
34 slut , er d e t d e r m e d m u l i g t at s a m l e log - f i l e r n e og f i n d e d e n s t ø r s t e t i d s f o r s k e l ,
35 s o m er d e n t i d d e t h a r t a g e t at k ø r e a r b e j d e t d e t a n g i v n e a n t a l g a n g e . */
36 private class WorkerThread extends Thread {
37
38 private PrintWriter l og ;
39
40 /* * O p r e t t e r en ny t r å d og å b n e r d e n s l o g f i l */
41 WorkerThread ( ) throws IOException {
42 log = new PrintWriter (new BufferedWriter (new Fi l eWr i t e r ( " output/ thread" + //
nextThreadID++ + " . l og " ) ) , true ) ;
43 }
44
45 /* * K a l d e r f ø r s t s t a r t L o c k . w a i t () n å r h o v e d t r å d e n k a l d e r s t a r t L o c k . n o t i f y A l l ,
46 s i g n a l e r e r d e t at a l l e t r å d e er o p r e t t e t og s t a r t T i m e i n i t i a l i s e r e t , så a r b e j d e t
47 k a n nu b e g y n d e . D e r p å u d f ø r e s d o W o r k i n d t i l c o u n t e r > M A X C O U N T . ( c o u n t e r er
48 f æ l l e s f o r a l l e a r b e j d e r - t r å d e ) . F o r h v e r u d f ø r s e l s k r i v e r t r å d e n i s i n l o g f i l ,
49 h v o r l æ n g e d e r er g å e t s i d e n s t a r t T i m e . */
50 public void run ( ) {
51 synchronized( startLock ) {
52 i f ( ! s t a r t e d ) {
53 try {
54 startLock . wait ( ) ;
55 } catch ( InterruptedExcept ion e ) {
56 System . e r r . p r in t ln ( "WorkerThread in te r rupted " ) ;
57 }
58 }
59 }
60 while ( true ) {
61 synchronized( countLock ) {
62 i f ( counter < MAXCOUNT) {
63 counter++;
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64 } else {
65 break ;
66 }
67 }
68 doWork ( ) ;
69 Date endTime = new Date ( ) ;
70 l og . p r in t ln ( endTime . getTime ( ) − startTime ) ;
71 } // w h i l e t r u e
72 } // r u n
73 } // w o r k e r T h r e a d
74
75 /* * O p r e t t e r et T h r e a d O v e r h e a d T e s t e r o b j e k t m e d d e n a n g i v n e t r å d p u l j e s t ø r r e l s e .
76 S a m t i n i t i a l i s e r e r de v æ r d i e r d e r s k a l r e g n e s på i d o W o r k . V æ r d i e r n e v æ l g e s v h a .
77 en p s e u d o t i l f æ l d i g h e d s g e n e r a t o r e n m e d f a s t seed , så d e t er de s a m m e v æ r d i e r d e r
78 r e g n e s på i a l l e k ø r s l e r .
79 @ p a r a m p o o l S i z e A n t a l t r å d e i t r å d p u l j e n . */
80 public ThreadOverheadTester ( int poo lS i z e ) {
81 this . poo lS i z e = poo lS i z e ;
82 Random rnd = new Random(5) ;
83 d [ 0 ] = rnd . nextDouble ( ) ;
84 d [ 1 ] = rnd . nextDouble ( ) ;
85 d [ 2 ] = rnd . nextDouble ( ) ;
86 } // c o n s t r u c t o r
87
88 /* * S t a r t e r s e r v e r e n , d v s . o p r e t t e r t r å d e n e i t r å d p u l j e n og s t a r t e r dem , u d s k r i v e r
89 " T e s t e n s t a r t e s " t i l s t a n d a r d o u t p u t , i n i t i a l i s e r e r s t a r t T i m e , h v o r p å
90 s t a r t L o c k . n o t i f y A l l k a l d e s f o r at s i g n a l e r e t i l t r å d e n e at de nu s k a l s t a r t e
91 " a r b e j d e t ". */
92 public void s t a r t ( ) {
93 try {
94 for ( int i = 0 ; i < poo lS i z e ; i++) {
95 WorkerThread workerThread = new WorkerThread( ) ;
96 workerThread . s t a r t ( ) ;
97 }
98 System . out . p r i n t l n ( "Testen s t a r t e s " ) ;
99 startTime = (new Date ( ) ) . getTime ( ) ;
100 synchronized( startLock ) {
101 s ta r t e d = true ;
102 startLock . n o t i f yA l l ( ) ;
103 }
104 } catch ( IOException e ) {
105 System . out . p r i n t l n ( "Exception ved o p r e t t e l s e a f WorkerThread . Testen er ikke //
s t a r t e t : " ) ;
106 e . pr intStackTrace ( ) ;
107 }
108 } // s t a r t
109
110
111 /* * U d f ø r e r a r b e j d e i f o r m af at g e n t a g e 3 t r i g o n o m e t r i s k e b e r e g n i n g e r s a m t et
112 k a l d af f a c t ( 1 6 ) W O R K C O U N T g a n g e . */
113 private void doWork ( ) {
114 for ( int i = 0 ; i < WORKCOUNT; i++) {
115 Math . s in (d [ 0 ] ) ;
116 Math . tan (d [ 1 ] ) ;
117 Math . cos (d [ 2 ] ) ;
118 f a c t (16) ;
119 }
120 } // d o W o r k
121
122 /* * En i n e f f e k t i v b e r e g n i n g af n ! d e r i k k e r e t u r n e r e r r e s u l t a t e t . F o r m å l : At
123 f o r e t a g e t i d s k r æ v e n d e m u l t i p l i k a t i o n af s t o r e t a l . */
124 private void f a c t ( int n) {
125 long r e s u l t = 1 ;
126 for ( int i = 1 ; i < n ; i++) {
127 r e s u l t = r e s u l t ∗ ( i +1) ;
128 }
129 } // f a c t
130
131 } // T h r e a d O v e r h e a d T e s t e r
Følgende klasse har udelukkende til formål at instantiere testklassen og starte testen:
1 /* * H o v e d k l a s s e n d e r s t a r t e r T h r e a d O v e r h e a d T e s t e r m e d et g i v e n t a n t a l t r å d e */
2 public class TestThreadOverhead {
3 /* * I n s t a n t i e r e r og k ø r e r T h r e a d O v e r h e d T e s t e r m e d et a n t a l t r å d e a n g i v e t på
4 k o m m a n d o l i n i e n */
5 public stat ic void main( St r ing [ ] args ) {
6 i f ( args . l eng th != 1) {
7 System . out . p r i n t l n ( "Angiv anta l tråde som kommandolinieparameter ! " ) ;
8 } else {
9 try {
10 int poo lS i z e = Inte g e r . pa r s e In t ( args [ 0 ] ) ;
11 ThreadOverheadTester t e s t e r = new ThreadOverheadTester ( poo lS i z e ) ;
12 t e s t e r . s t a r t ( ) ;
13 } catch (NumberFormatException e ) {
14 System . out . p r i n t l n ( "Ugyldig parameter : Du ska l angive anta l tråde som et t a l //
! " ) ;
15 } // try - c a t c h
16 } // if - e l s e
17 } // m a i n
18 } // T e s t T h r e a d O v e r h e a d
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Følgende bash-script kører testen for stigende antal tråde. For hver kørsel udtrækkes
udførelsestiden af logfilerne, og denne gemmes i en semikolonsepareret tekstfil. Der
benyttes et par små hjælpeværktøjer, som jeg har skrevet i Java. Kildekoden til disse
kan evt. ses i appendiks B.3
1 # !/ b i n / b a s h
2
3 threads=1
4 step=1
5 max=100
6
7 while [ " $threads " −l e "$max" ]
8 do
9 echo "Antal tråde i t rådpu l j en : $threads "
10 java TestThreadOverhead " $threads "
11 s o r t −n output/ thread ∗ . l og | java GetLastLine | java AddWithLabel " $threads " data/
overhead . csv
12 rm output/ thread ∗ . l og
13 threads=$ ( ( $threads+$step ) )
14 echo "−−"
15 done
16 echo " Tes tkør s e l er færdig "
B.2 Testserver
Følgende er kildekoden til den testserver der benyttes til at evaluere modellen, samt
den klient der sender forespørgsler til serveren. Se afsnit 5.3 for nærmere beskrivelse.
B.2.1 Serveren
Først følger kildekoden til hovedklassen, der implementerer selve serveren.
1 import java . i o . ∗ ;
2 import java . net . ∗ ;
3 import java . u t i l . Date ;
4
5 /* *
6 D e n n e k l a s s e i m p l e m e n t e r e r en s i m p e l t r å d e t s e r v e r m e d v a r i a b e l
7 t r å d p u l j e - s t ø r r e l s e , d e r s æ t t e s f ø r s e r v e r e n s t a r t e r . S e r v e r e n b e s v a r e r
8 f o r e s p ø r g s l e r af t y p e n : g e t l i n e s < nr > m e d < nr > l i n i e r f r a f i l e n d a t a . txt , og d e n
9 l u k k e r n e d n å r d e n m o d t a g e r f o r e s p ø r g s l e n : s h u t d o w n .
10 @ A U T H O R K a s p e r G . C h r i s t e n s e n ( h t t p : / / w w w . k a s p e r s h j e m m e s i d e . dk )
11 */
12 public class ThreadedServer {
13 /* * T r å d p u l j e n s s t ø r r e l s e , d v s . a n t a l t r å d e i p u l j e n */
14 private f ina l int poo lS i z e ;
15 /* * A n t a l f o r e s p ø r g s l e r t i l " i n d k ø r i n g " f ø r t i d s t a g n i n g b e g y n d e r */
16 private stat ic f ina l int WARMUP = 200;
17 /* * S o c k e t d e r b e n y t t e s t i l at l y t t e e f t e r f o r e s p ø r g s l e r */
18 private ServerSocket s e rve rSocke t ;
19 /* * Kø af f o r e s p ø r g s l e r */
20 private SharedQueue queue = new SharedQueue ( ) ;
21 /* * T r å d ID d e r t i l d e l e s n æ s t e t r å d d e r o p r e t t e s */
22 private int nextThreadID = 0 ;
23
24 /* * De e n k e l t e t r å d e i t r å d p u l j e n er o b j e k t e r af d e n n e k l a s s e . */
25 private class WorkerThread extends Thread {
26 /* * I n p u t f r a f o r b i n d e l s e s - s o c k e t */
27 private BufferedReader input ;
28 /* * O u t p u t t i l f o r b i n d e l s e s - s o c k e t */
29 private PrintWriter output ;
30 /* * D e n n e t r å d s ID */
31 private int threadID ;
32 /* * D e n n e t r å d s l o g f i l */
33 private PrintWriter l og ;
34
35 /* * O p r e t t e r en ny t r å d og t i l d e l e r d e n d e t n æ s t e l e d i g e ID */
36 WorkerThread ( ) throws IOException {
37 threadID = nextThreadID ;
38 nextThreadID++;
39 log = new PrintWriter (new BufferedWriter (new Fi l eWr i t e r ( " output/ thread" + //
threadID + " . l og " ) ) , true ) ;
40 s e t P r i o r i t y ( Thread .MIN_PRIORITY) ;
41 }
42
43 /* * T a g e r en f o r e s p ø r g s e l ad g a n g e n og b e h a n d l e r den , i n d t i l køen , v e d at
44 r e t u r n e r e null , s i g n a l e r e r at d e r i k k e k o m m e r f l e r e f o r e s p ø r g s l e r */
45 public void run ( ) {
46 while ( true ) {
47 Connection conn = ( Connection ) queue . getNext ( ) ;
48 i f ( conn == null ) {
49 break ; // i k k e f l e r e f o r b i n d e l s e r i k ø e n . T r å d e n a f s l u t t e r
50 }
51 i f ( handleConnection ( conn ) ) {
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52 long endTime = (new Date ( ) ) . getTime ( ) ;
53 l og . p r in t ln ( endTime − conn . startTime ) ;
54 }
55 } // w h i l e t r u e
56 } // r u n
57
58 /* * H å n d t e r e r en f o r b i n d e l s e / f o r e s p ø r g s e l , d v s . l æ s e r f o r e s p ø r g s l e n og u d f ø r e r
59 d e t a n g i v n e .
60 @ P A R A M c o n n d e n f o r b i n d e l s e d e r f o r e s p ø r g e r
61 @ R E T U R N t r u e h v i s d e r s k a l t a g e s t i d på f o r e s p ø r g s l e n . D e r t a g e s k u n t i d på
62 g e t L i n e s f o r e s p ø r g s l e r m e d c o n n . t i m e d = true , s o m u d f ø r e s u d e n f e j l . */
63 protected boolean handleConnection ( Connection conn ) {
64 boolean timeThisRequest = conn . timed ;
65 try {
66 Buf feredReader input = new BufferedReader (new InputStreamReader ( conn . socke t . //
getInputStream () ) ) ;
67 PrintWriter output = new PrintWriter (new BufferedWriter (new //
OutputStreamWriter ( conn . socke t . getOutputStream () ) ) ) ;
68 St r ing in = input . readLine ( ) . trim () ;
69 int pos = in . indexOf ( ’ : ’ ) ;
70 i f ( pos > 0) {
71 St r ing cmd = in . s ubs t r ing (0 , pos ) . trim () . toLowerCase ( ) ;
72 St r ing param = "" ;
73 i f ( pos+1 < in . l ength ( ) ) {
74 param = in . s ubs t r ing ( pos+1, in . l ength ( ) ) . trim () ;
75 }
76 i f (cmd. equa l s ( " g e t l i n e s " ) ) {
77 ge tL ine s (param , output ) ;
78 } else i f (cmd . equa l s ( " shutdown" ) ) {
79 timeThisRequest = fa l se ;
80 shutdown () ;
81 } else {
82 timeThisRequest = fa l se ;
83 output . p r i n t l n ( "#: ukendt kommando : " + cmd) ;
84 }
85 } else {
86 timeThisRequest = fa l se ;
87 output . p r i n t l n ( "#: f o r k e r t f o r e s p ø r g s e l s f o rma t ( i n t e t kolon fundet ) " ) ;
88 }
89 output . c l o s e ( ) ;
90 input . c l o s e ( ) ;
91 } catch ( IOException e ) {
92 timeThisRequest = fa l se ;
93 System . e r r . p r i n t l n ( " IOException i s e rve r en : " ) ;
94 e . pr intStackTrace ( ) ;
95 } // try - c a t c h
96 try {
97 conn . socke t . c l o s e ( ) ;
98 } catch ( IOException e ) {
99 timeThisRequest = fa l se ;
100 System . e r r . p r i n t l n ( " IOException ved lukning a f f o r b i nd e l s e : " ) ;
101 e . pr intStackTrace ( ) ;
102 }
103 return timeThisRequest ;
104 } // h a n d l e C o n n e c t i o n
105
106 /* * U d f ø r e r en g e t L i n e s f o r e s p ø r g s e l . D v s . l æ s e r et a n t a l l i n i e r og s k r i v e r d i s s e
107 t i l o u t p u t
108 @ P A R A M p a r a m P a r a m e t e r e n t i l g e t L i n e s - a n g i v e r a n t a l l i n i e r
109 @ P A R A M o u t p u t O u t p u t s o m l i n i e r n e s k r i v e s t i l . V i l n o r m a l t v æ r e k n y t t e t t i l en
110 s o c k e t , s å l e d e s at s v a r e t s e n d e s o v e r n e t v æ r k e t */
111 protected void ge tL ine s ( St r ing param , PrintWriter output ) {
112 try {
113 int count = Int eg e r . pa r s e In t ( param ) ;
114 i f ( count > 0) {
115 Buf feredReader f i l e I n = new BufferedReader (new Fi leReader ( "data . txt " ) ) ;
116 for ( int i = 0 ; i < count ; i++) {
117 St r ing read = f i l e I n . readLine ( ) ;
118 i f ( read == null ) {
119 output . p r i n t ln ( "#: could only read " + ( i − 1) + " l i n e s " ) ;
120 break ;
121 }
122 output . p r i n t l n ( read ) ;
123 }
124 f i l e I n . c l o s e ( ) ;
125 } else i f ( count < 0) {
126 output . p r i n t l n ( "#: parameter må ikke være < 0 , men er " + param ) ;
127 }
128 } catch (NumberFormatException e ) {
129 output . p r i n t l n ( "#: f o r k e r t parameter : " + param ) ;
130 } catch ( FileNotFoundException e ) {
131 output . p r i n t l n ( "#: d a t a f i l ikke fundet" ) ;
132 } catch ( IOException e ) {
133 output . p r i n t l n ( "#: IO f e j l " ) ;
134 e . pr intStackTrace ( ) ;
135 }
136 } // g e t L i n e s
137
138 /* * U d f ø r e r en s h u t d o w n - f o r e s p ø r g s e l , d v s . s i g n a l e r e r t i l k ø e n at d e r i k k e må
139 m o d t a g e s f l e r e f o r e s p ø r g s l e r , h v o r v e d s e r v e r e n l u k k e s n e d . */
140 protected void shutdown ( ) {
141 queue . c l o s e ( ) ;
142 try {
143 se rve rSocke t . c l o s e ( ) ;
144 } catch ( IOException e ) {
145 System . e r r . p r i n t l n ( "Exception ved lukning a f s e rv e r s o c k e t : " ) ;
146 e . pr intStackTrace ( ) ;
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147 }
148 } // s h u t d o w n
149 } // w o r k e r T h r e a d
150
151 /* *
152 O p r e t t e r en ny s e r v e r d e r l y t t e r på en g i v e n p o r t og h a r en t r å d p u l j e af d e n
153 a n g i v n e s t ø r r e l s e .
154 @ P A R A M p o r t p o r t n u m m e r s e r v e r e n l y t t e r på
155 @ P A R A M p o o l S i z e A n t a l t r å d e i t r å d p u l j e n
156 @ T H R O W S I O E x c e p t i o n h v i s i k k e d e r k a n o p r e t t e s / å b n e s en s o c k e t på d e n
157 a n g i v n e p o r t
158 */
159 public ThreadedServer ( int port , int poo lS i z e ) throws IOException {
160 se rve rSocke t = new ServerSocket ( port ) ;
161 this . poo lS i z e = poo lS i z e ;
162 for ( int i = 0 ; i < poo lS i z e ; i++) {
163 WorkerThread workerThread = new WorkerThread ( ) ;
164 workerThread . s t a r t ( ) ;
165 }
166 }
167
168 /* * S t a r t e r s e r v e r e n . N å r d e n n e m e t o d e k a l d e s , b e g y n d e r s e r v e r e n at l y t t e e f t e r
169 f o r e s p ø r s l e r og s æ t t e d i s s e i kø . M e t o d e n r e t u r n e r e r f ø r s t n å r s e r v e r e n
170 a f s l u t t e s . */
171 public void s t a r t ( ) {
172 System . e r r . p r in t ln ( " Serveren kører " ) ;
173 try {
174 int counter = 1 ;
175 while ( true ) {
176 Socket connSocket = se rve rSocke t . accept ( ) ;
177 queue . add(new Connection ( connSocket , counter > WARMUP) ) ;
178 counter++;
179 }
180 } catch ( QueueClosedException e ) {
181 /* En t r å d h a r l u k k e t k ø e n så s e r v e r e n a f s l u t t e s */
182 System . e r r . p r in t ln ( " Forsøgte at t i l f ø j e en f o r e s pø r g s e l , e f t e r at s e rve r en er //
lukke t ned" ) ;
183 } catch ( IOException e ) {
184 System . e r r . p r in t ln ( " Serveren lukkes " ) ;
185 }
186 } // s t a r t
187
188 } // T h r e a d e d S e r v e r
En ændret udgave af serveren, der forsøger at omgå diskcachen ved at læse data fra et
tilfældigt sted i en 10GB stor datafil, blev benyttet til at lave nogle få eksperimenter
med betydningen af disk-cache. I denne udgave af serveren følger, er det kun metoden
getLines der adskiller sig fra den ovenstående udgave, hvorfor den ændrede udgave af
denne metode gengives her.
1 /* * U d f ø r e r en g e t L i n e s f o r e s p ø r g s e l . D v s . l æ s e r et a n t a l l i n i e r og s k r i v e r d i s s e
2 t i l o u t p u t
3 @ P A R A M p a r a m P a r a m e t e r e n t i l g e t L i n e s - a n g i v e r a n t a l l i n i e r
4 @ P A R A M o u t p u t O u t p u t s o m l i n i e r n e s k r i v e s t i l . V i l n o r m a l t v æ r e k n y t t e t t i l en
5 s o c k e t , s å l e d e s at s v a r e t s e n d e s o v e r n e t v æ r k e t */
6 protected void ge tL ine s ( St r ing param , PrintWriter output ) {
7 try {
8 int count = Inte ge r . pa r s e In t ( param ) ;
9 i f ( count > 0) {
10 // Å b e n f i l i read - o n l y m o d e
11 RandomAccessFile f i l e I n = new RandomAccessFile ( "data . txt " , " r " ) ;
12 // T i l f æ l d i g t a n t a l l i n i e r d e r s p r i n g e s over , d o g s k a l d e r v æ r e l i n i e r n o k //
t i l b a g e
13 long sk ipNrLines = rnd . nextInt (10485760 − count ) ;
14 f i l e I n . seek ( sk ipNrLines ∗1025) ; // H v e r l i n i e er 1 0 2 4 t e g n + < cr >
15 for ( int i = 0 ; i < count ; i++) {
16 St r ing read = f i l e I n . readLine ( ) ;
17 i f ( read == null ) {
18 output . p r in t ln ( "#: could only read " + ( i − 1) + " l i n e s " ) ;
19 break ;
20 }
21 output . p r in t ln ( read ) ;
22 }
23 f i l e I n . c l o s e ( ) ;
24 } else i f ( count < 0) {
25 output . p r in t ln ( "#: parameter må ikke være < 0 , men er " + param ) ;
26 }
27 } catch ( NumberFormatException e ) {
28 output . p r in t ln ( "#: f o r k e r t parameter : " + param ) ;
29 } catch ( FileNotFoundException e ) {
30 output . p r in t ln ( "#: d a t a f i l ikke fundet" ) ;
31 } catch ( IOException e ) {
32 output . p r in t ln ( "#: IO f e j l " ) ;
33 e . pr intStackTrace ( ) ;
34 }
35 } // g e t L i n e s
Følgende klasse repræsenterer en forespørgsel/forbindelse med et tilknyttet tidsstempel.
1 import java . net . Socket ;
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2 import java . u t i l . Date ;
3
4 /* * R e p r æ s e n t e r e r en t i d s s t e m p l e t f o r b i n d e l s e / f o r e s p ø r g s e l t i l en s e r v e r . */
5 public class Connection {
6 /* * F o r b i n d e l s e n s s o c k e t */
7 public f ina l Socket socke t ;
8 /* * T i d s p u n k t f o r b i n d e l s e n b l e v m o d t a g e t ( s t a r t e t ) */
9 public f ina l long startTime ;
10 /* * A n g i v e r h v o r v i d t d e r s k a l t a g e s t i d på d e n n e f o r b i n d e l s e n å r d e n a f s l u t t e s */
11 public boolean timed ;
12
13 /* * O p r e t t e r et n y t f o r b i n d e l s e s o b j e k t
14 @ p a r a m s o c k e t f o r b i n d e l s e n s s o c k e t
15 @ p a r a m t i m e d a n g i v e r h v o r v i d t d e r s k a l t a g e s t i d på f o r b i n d e l s e n */
16 public Connection ( Socket socket , boolean timed ) {
17 this . s o cke t = socke t ;
18 this . timed = timed ;
19 startTime = (new Date ( ) ) . getTime ( ) ;
20 } // C o n s t r u c t o r
21
22 } // C o n n e c t i o n
Følgende klasse implementerer den kø, som arbejdertrådene henter forespørgsler fra.
1 import java . u t i l . ∗ ;
2
3 /* * E x c e p t i o n d e r k a s t e s , h v i s d e r t i l f ø j e s e l e m e n t e r t i l en S h a r e d Q u e u e e f t e r d e n n e
4 er " l u k k e t " */
5 class QueueClosedException extends Exception {}
6
7 /* * En d e l t FIFO - kø b e r e g n e t t i l at f u n g e r e i en P r o d u c e r / C o n s u m e r s i t u a t i o n . K ø e n
8 k a n " l u k k e s " , h v o r e f t e r y d e r l i g e r e f o r s ø g på at s æ t t e e l e m e n t e r i kø v i l g i v e en
9 e x c e p t i o n . */
10 public class SharedQueue {
11 /* * K ø e n s e l e m e n t e r */
12 private Li s t queue = new LinkedList ( ) ;
13 /* * A n g i v e r om k ø e n er l u k k e t . */
14 private boolean c l o s ed = fa l se ;
15
16 /* * H e n t et e l e m e n t f r a k ø e n . H v i s k ø e n er å b e n og d e r i k k e er n o g l e e l e m e n t e r ,
17 b l o k e r e r m e t o d e k a l d e t i n d t i l d e r t i l f ø j e s e l e m e n t e r . H v i s k ø e n er l u k k e t og d e r
18 i k k e er f l e r e e l e m e n t e r , r e t u r n e r e s n u l l .
19 @ R E T U R N Et e l e m e n t f r a k ø e n */
20 public synchronized Object getNext ( ) {
21 while ( queue . isEmpty ( ) && ! c l o s ed ) {
22 try {
23 wait ( ) ;
24 } catch ( InterruptedExcept ion e ) { /* I g n o r e r I n t e r r u p t e d E x c e p t i o n */ }
25 }
26 i f ( ! queue . isEmpty ( ) ) {
27 return queue . remove (0 ) ;
28 }
29 return null ;
30 } // g e t N e x t
31
32 /* * T i l f ø j e r et e l e m e n t t i l k ø e n .
33 @ T H R O W S Q u e u e C l o s e d E x c e p t i o n H v i s k ø e n er l u k k e t .
34 @ P A R A M e l e m e n t D e t e l e m e n t d e r s k a l t i l f ø j e s t i l k ø e n . */
35 public synchronized void add ( Object element ) throws QueueClosedException {
36 queue . add ( element ) ;
37 no t i f y ( ) ;
38 } // a d d
39
40 /* * L u k k e r køen , h v o r e f t e r d e t i k k e er m u l i g t at t i l f ø j e n y e e l e m e n t e r . D e r i m o d er
41 d e t m u l i g t at f o r t s æ t t e m e d at h e n t e e l e m e n t e r , s o m v i l d i s s e v æ r e n u l l n å r k ø e n
42 er t ø m t . */
43 public synchronized void c l o s e ( ) {
44 c l o s ed = true ;
45 no t i f yA l l ( ) ;
46 } // c l o s e
47
48 } // S h a r e d Q u e u e
Denne klasse starter serveren, med en trådpuljestørrelse der angives på kommandolinjen.
1 import java . i o . IOException ;
2
3 /* * K ø r e r en T h r e a d e d S e r v e r */
4 public class RunServer {
5 /* * L æ s e r t r å d p u l j e n s s t ø r r e l s e f r a k o m m a n d o l i n i e n og s t a r t e r en T h r e a d e d s e r v e r
6 m e d d e n n e t r å d p u l j e s t ø r r e l s e . */
7 public stat ic void main( St r ing [ ] args ) throws IOException {
8 i f ( args . l eng th != 1) {
9 System . e r r . p r i n t l n ( " kald med t rådpu l j en s s t ø r r e l s e som parameter" ) ;
10 return ;
11 }
12 try {
13 int poo lS i z e = Inte g e r . pa r s e In t ( args [ 0 ] ) ;
14 ThreadedServer s e r v e r = new ThreadedServer (8005 , poo lS i z e ) ;
15 s e rv e r . s t a r t ( ) ;
16 } catch (NumberFormatException e ) {
17 System . e r r . p r i n t l n ( "Ugyldig t r å d p u l j e s t ø r r e l s e : " + args [ 0 ] ) ;
18 } catch ( IOException e ) {
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19 System . e r r . p r in t ln ( " IOException under s e r v e r op s t a r t : " ) ;
20 e . pr intStackTrace ( ) ;
21 }
22 } // m a i n
23 } // R u n S e r v e r
Følgende bash-script kører serveren et antal gange med gradvist øget trådpuljestørrelse,
og opsamler for hver kørsel data fra logfilerne, finder den gennemsnitlige svartid, og
gemmer denne i en semikolonsepareret fil, der navngives med eksperimentnavnet,
idet kommandolinjeparameter 1 er antal linier x og parameter 2 er ventetid mellem
forespørgsler t. Der benyttes et par små hjælpeværktøjer, hvis implementation evt. kan
ses i appendiks B.3
1 # !/ b i n / b a s h
2
3 threads=1
4
5 while [ " $threads " −l e 20 ]
6 do
7 echo "Antal tråde i t rådpu l j en : $threads "
8 java RunServer " $threads "
9 cat output/ thread ∗ . l og | java Average | java AddWithLabel " $threads " data/
response$1−$2 . csv
10 rm output/ thread ∗ . l og
11 threads=$ ( ( $threads+1) )
12 echo "−−"
13 done
14 echo " kø r s e l $1−$2 er færdig "
15 echo "−−−−−−−−−−"
B.2.2 Klienten
Her følger koden til den klient der sender forespørgsler til testserveren. Klienten
sender nrCmd forespørgsler per test, og udfører i alt 20 tests. Meningen er at serveren
genstarter med et nyt trådantal for hver test.
1 import java . i o . ∗ ;
2 import java . net . ∗ ;
3 import java . u t i l .Random;
4
5 /* * Et k l i e n t - p r o g r a m d e r s e n d e r et a n t a l f o r e s p ø r g s l e r t i l en T h r e a d e d S e r v e r ,
6 a f s l u t t e n d e m e d en s h u t d o w n . A l l e s v a r l æ s e s i lav - p r i o r i t e t s tråde , m e n k l i e n t e n
7 f o r e t a g e r s i g k u n y d e r l i g e r e , h v i s s e r v e r e n m e l d e r fejl , i d e t d e n så l u k k e r n e d og
8 t e s t e n er u b r u g e l i g . A n t a l l i n i e r i de e n k e l t e f o r s p ø r g s l e r er
9 e k s p o n e n t i a l f o r d e l t e , og v e n t e t i d e r n e i m e l l e m f o r e s p ø r g s l e r n e er l i g e l e d e s
10 e k s p o n e n t i a l f o r d e l t e . N å r s e r v e r e n er l u k k e t ned , v e n t e s 5 s e k u n d e r h v o r i s e r v e r e n
11 f o r v e n t e s at s t a r t e i g e n . D e r p å p å b e g y n d e s en ny test - r u n d e . H v i s d e r f å s
12 e x c e p t i o n s a f s l u t t e r k l i e n t e n */
13 public class Cl i ent {
14 /* * A d r e s s e s e r v e r e n b e f i n d e r s i g på */
15 private stat ic f ina l St r ing HOST = " 130 .226 .174 .164 " ;
16 /* * P o r t s e r v e r e n l y t t e r på */
17 private stat ic f ina l int PORT = 8005;
18
19 /* * M i d d e l v æ r d i f o r d e t t i d s r u m d e r v e n t e s m e l l e m f o r e s p ø r g s l e r n e */
20 private stat ic int s leepE ;
21 /* * M i d d e l v æ r d i f o r a n t a l l i n i e r d e r f o r e s p ø r g e s */
22 private stat ic int l i n e sE ;
23 /* * A n t a l f o r e s p ø r g s l e r d e r s e n d e s i h v e r test - r u n d e */
24 private stat ic f ina l int nrCmd = 500;
25
26 /* * F l a g d e r a n g i v e r om d e r er o p s t å e t f e j l */
27 private stat ic boolean e r ro rF lag = fa l se ;
28 /* * T i l f æ l d i g h e d s g e n e r a t o r m e d f a s t seed , f o r at s i k r e at a l l e t e s t r u n d e r er
29 e n s */
30 private stat ic Random rndSleep = new Random(13) ;
31 private stat ic Random rndLines = new Random(327) ;
32 /* * A r r a y af t r å d e d e r l æ s e r svar - d a t a */
33 private stat ic Thread [ ] readerThread = new Thread [ nrCmd ] ;
34
35 /* * D e n n e k l a s s e l æ s e r s v a r f r a s e r v e r e n ( f o r i k k e at få o v e r f l o w på k l i e n t s i d e n .
36 H v i s s e r v e r e n g i v e r f e j l s v a r , s æ t t e s e r r o r F l a g , h v i l k e t f å r k l i e n t e n t i l at
37 a f s l u t t e . */
38 private stat ic class ReaderThread extends Thread {
39
40 /* * D e n s o c k e t d e r l æ s e s f r a */
41 private Socket socke t ;
42
43 /* * O p r e t t e r en ny R e a d e r T h r e a d d e r l æ s e r f r a d e n a n g i v n e s o c k e t . T r å d e n h a r
44 l a v e s t m u l i g p r i o r i t e t
45 @ P A R A M s o c k e t D e n s o c k e t d e r s k a l l æ s e s f r a */
46 ReaderThread( Socket socke t ) {
47 this . s o cke t = socke t ;
48 s e t P r i o r i t y ( Thread .MIN_PRIORITY) ;
49 }
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50
51 /* * L æ s e r d a t a f r a s o c k e t , og s æ t t e r e r r o r f l a g h v i s en l i n i e s t a r t e r m e d " # "
52 ( f e j l f r a s e r v e r ) . */
53 public void run ( ) {
54 try {
55 Buf feredReader in = new BufferedReader (new InputStreamReader ( socke t . //
getInputStream () ) ) ;
56 St r ing read = null ;
57 do {
58 read = in . readLine ( ) ;
59 i f ( read != null ) {
60 i f ( read . charAt (0 ) == ’#’ ) {
61 System . e r r . p r in t ln ( "Error from s e rv e r : " + read . subs t r ing (3 , read . //
l ength ( ) ) ) ;
62 e r ro rF lag = true ;
63 }
64 }
65 } while ( read != null ) ;
66 } catch ( IOException e ) {
67 e . pr intStackTrace ( ) ;
68 }
69 try {
70 socke t . c l o s e ( ) ;
71 } catch ( IOException e ) {
72 System . e r r . p r i n t l n ( " Fe j l ved lukning a f socke t " ) ;
73 }
74 } // r u n
75 } // R e a d e r T h r e a d
76
77 /* * S e n d e r n r C m d f o r e s p ø r g s l e r e f t e r et e k s p o n e n t i a l f o r d e l t a n t a l l i n i e r , og
78 v e n t e r et e k s p o n e n t i a l f o r d e l t t i d s r u m m e l l e m h v e r f o r e s p ø r g s e l . I n s t a n t i e r e r en
79 R e a d e r T h r e a d t i l at l æ s e s v a r på h v e r f o r e s p ø r g s e l . */
80 public stat ic void main( St r ing [ ] args ) throws Exception {
81 i f ( args . l eng th != 2) {
82 System . out . p r i n t l n ( " Sta r t k l i e n ten med anta l l i n i e r og vente t id som parametre"//
) ;
83 return ;
84 }
85 try {
86 l ine sE = Inte g e r . pa r s e In t ( args [ 0 ] ) ;
87 s leepE = Inte g e r . pa r s e In t ( args [ 1 ] ) ;
88 } catch (NumberFormatException e ) {
89 System . out . p r i n t l n ( " Sta r t k l i e n ten med anta l l i n i e r og vente t id som parametre //
− en a f parametrene er ikke et t a l " ) ;
90 return ;
91 }
92 int counter = 1 ;
93 while ( ! e r ro rF lag ) {
94 rndSleep . setSeed (13) ; // S i k r e r at a l l e test - r u n d e r er e n s
95 rndLines . setSeed (327) ;
96 System . out . p r i n t l n ( "Kørse l " + counter++);
97 for ( int i = 0 ; i < nrCmd; i++) {
98 SocketAddress adr = new InetSocketAddress (HOST,PORT) ;
99 Socket socke t = new Socket ( ) ;
100 socke t . connect ( adr , 5000) ; // F o r b i n d i n d e n 5 s e k u n d e r
101 PrintWriter out = new PrintWriter (new BufferedWriter (new OutputStreamWriter (//
socke t . getOutputStream () ) ) ) ;
102 out . p r in t ln ( "GetLines : " + exp f o r de l t ( l inesE , rndLines ) ) ;
103 out . f lu s h ( ) ;
104 readerThread [ i ] = new ReaderThread( socke t ) ;
105 readerThread [ i ] . s t a r t ( ) ;
106 Thread . s l e e p ( e xp f o r de l t ( sleepE , rndSleep ) ) ;
107 }
108 for ( int i = 0 ; i < nrCmd; i++) {
109 readerThread [ i ] . j o i n ( ) ;
110 }
111 Socket socke t = new Socket (HOST,PORT) ;
112 PrintWriter out = new PrintWriter (new BufferedWriter (new OutputStreamWriter (//
socke t . getOutputStream () ) ) ) ;
113 out . p r in t ln ( "SHUTDOWN: " ) ;
114 out . f l u s h ( ) ;
115 System . out . p r i n t l n ( "−−" ) ;
116 Thread . s l e e p (10000) ;
117 i f ( counter > 20) {
118 System . out . p r i n t l n ( "Test a f s l u t t e t " ) ;
119 return ;
120 }
121 } // w h i l e
122 } // m a i n
123
124 /* * R e t u r n e r e r en v æ r d i f r a en e k s p o n e n t i a l f o r d e l i n g m e d m i d d e l v æ r d i E
125 @ P A R A M E m i d d e l v æ r d i f o r e k s p o n e n t i a l f o r d e l i n g e n */
126 private stat ic int e xp f o r de l t ( int E, Random rnd ) {
127 double x = 0 ;
128 double y = rnd . nextDouble ( ) ;
129 i f ( y != 0) {
130 x = −E∗Math . l og (1 − y) ;
131 }
132 return ( int ) Math . round(x) ;
133 } // e x p f o r d e l t
134
135 } // C l i e n t
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B.3 Hjælpeværktøjer
I dette appendiksafsnit findes kildekode til et par små hjælpeværktøjer jeg har skrevet,
for at hjælpe med at automatisere mine tests.
Følgende klasse læser fra standard input indtil sidste linie nås. Sidste linie udskrives til
standard output. Benyttes i kombination med ”sort”-kommandoen til at udtrække den
største værdi fra en eller flere logfiler.
1 import java . i o . ∗ ;
2
3 /* * L æ s e r f r a s t a n d a r d i n p u t og s k r i v e r d e n s i d s t e l i n i e t i l s t a n d a r d o u t p u t */
4 public class GetLastLine {
5 public stat ic void main ( St r ing [ ] args ) throws IOException {
6 Buf feredReader stdIn = new BufferedReader (new InputStreamReader ( System . in ) ) ;
7 St r ing l i n e 1 = null ;
8 S t r ing l i n e 2 = null ;
9 do {
10 l i n e 1 = stdIn . readLine ( ) ;
11 i f ( l i n e 1 == null ) {
12 i f ( l i n e 2 != null ) {
13 System . out . p r in t ln ( l i n e 2 ) ;
14 } else {
15 System . e r r . p r in t ln ( "GetLastLine : Ingen l i n i e r i input" ) ;
16 }
17 } else {
18 l i n e 2 = l i n e 1 ;
19 }
20 } while ( l i n e 1 != null ) ;
21 } // m a i n
22 } // G e t L a s t L i n e
Følgende klasse kaldes med to kommandolinjeparametre: label og filnavn. Den læser
en linie fra standard input og tilføjer "label;input"til den angivne fil. Den benyttes til
løbende at opbygge en semikolonsepareret fil med testresultater.
1 import java . i o . ∗ ;
2
3 /* * K a l d e s m e d to k o m m a n d o l i n i e p a r a m e t r e : " l a b e l " og " f i l n a v n ". L æ s e r en l i n i e f r a
4 s t a n d a r d input , og t i l f ø j e r " l a b e l ; l æ s t l i n i e " ( u d e n a n f ø r s e l s t e g n ) . T i l d e n
5 a n g i v n e f i l */
6 public class AddWithLabel {
7 public stat ic void main ( St r ing [ ] args ) {
8 i f ( args . l eng th != 2) {
9 System . out . p r in t ln ( "Brug : java AddWithLabel <labe l> <fi lename>" ) ;
10 } else {
11 try {
12 St r ing label = args [ 0 ] ;
13 St r ing f i l ename = args [ 1 ] ;
14 Buf feredReader stdIn = new BufferedReader (new InputStreamReader ( System . in ) ) ;
15 St r ing input = stdIn . readLine ( ) ;
16 i f ( input != null ) {
17 PrintWriter f i l e = new PrintWriter (new Fi l eWr i t e r ( f i l ename , true ) ) ;
18 f i l e . p r in t ln ( label + " ; " + input ) ;
19 f i l e . c l o s e ( ) ;
20 }
21 } catch ( IOException e ) {
22 System . e r r . p r in t ln ( "IO f e j l AddWithLabel : " ) ;
23 e . pr intStackTrace ( ) ;
24 } // try - c a t c h
25 } // if - e l s e
26 } // m a i n
27 } // A d d W i t h L a b e l
Følgende klasse læser fra standard input, idet den forventer et tal for hver linie. Den
beregner gennemsnittet af disse tal og skriver resultatet til standard output.
1 import java . i o . ∗ ;
2
3 /* * L æ s e r f r a s t a n d a r d i n p u t og f o r v e n t e r at få et t a l p e r l i n i e . B e r e g n e r
4 g e n n e m s n i t t e t af d i s s e tal , og u d s k r i v e r r e s u l t a t e t t i l s t a n d a r d o u t p u t */
5 public class Average {
6 public stat ic void main ( St r ing [ ] args ) throws Exception {
7 Buf feredReader stdIn = new BufferedReader (new InputStreamReader ( System . in ) ) ;
8 St r ing input = null ;
9 int count = 0 ;
10 long sum = 0 ;
11 do {
12 input = stdIn . readLine ( ) ;
13 i f ( input != null ) {
14 count++;
15 try {
16 sum += Inte g e r . pa r s e In t ( input ) ;
17 } catch ( NumberFormatException e ) {
18 e . pr intStackTrace ( ) ;
19 }
20 }
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21 } while ( input != null ) ;
22 i f ( count > 0) {
23 System . out . p r i n t l n (sum/(double) count ) ;
24 } else {
25 System . e r r . p r i n t l n ( "no input" ) ;
26 }
27 stdIn . c l o s e ( ) ;
28 } // m a i n
29 } // A v e r a g e
Følgende klasse genererer den data-fil der sendes linier fra, når der sendes getLines
forespørgsler til ThreadedServer.
1 import java . i o . ∗ ;
2 import java . u t i l . ∗ ;
3
4 /* * G e n e r e r e r en " d a t a f i l " m e d et f a s t a n t a l t i l f æ l d i g e c i f r e p e r l i n i e */
5 public class Fi l eGenera to r {
6 /* * A n t a l l i n i e r i d e n g e n e r e r e d e f i l */
7 private stat ic f ina l int l i n e s = 20480;
8 /* * L æ n g d e n af de e n k e l t e l i n i e r */
9 private stat ic f ina l int l i n eLength = 1024;
10 /* * N a v n e t på f i l e n d e r g e n e r e r e s */
11 private stat ic f ina l St r ing f i l eName = "data . txt " ;
12
13 /* * G e n e r e r e r f i l e n h v i s d e n i k k e f i n d e s i f o r v e j e n */
14 public stat ic void main( St r ing [ ] args ) {
15 F i l e f i l e = new F i l e ( f i l eName ) ;
16 i f ( ! f i l e . e x i s t s ( ) ) {
17 try {
18 PrintWriter out = new PrintWriter (new BufferedWriter (new Fi l eWr i t e r ( f i l e ) ) ) ;
19 Random rnd = new Random() ;
20 for ( int i = 0 ; i < l i n e s ; i++) {
21 for ( int j = 0 ; j < l ineLength ; j++) {
22 out . p r in t ( rnd . nextInt (10) ) ;
23 }
24 out . p r in t ln ( ) ;
25 }
26 out . c l o s e ( ) ;
27 } catch ( IOException e ) {
28 e . pr intStackTrace ( ) ;
29 }
30 } else {
31 System . e r r . p r i n t l n ( " F i l en \"" + fi leName + "\" f i nd e s i f o r v e j e n " ) ;
32 } // if - e l s e
33 } // m a i n
34 } // F i l e G e n e r a t o r
