The nonlinear stage of the parametric excitation of spin waves in ferromagnetic dielectrics is reviewed. The main nonlinear mechanism which limits the amplitude of the exponentially growing waves is the "pairing" of waves with equal and opposite wave vectors, which leads to the violation of phase relationships. This effect is described in terms of a Hamiltonian which is diagonal in the wave pairs; The corresponding approximation is called the S theory. Within the framework of this theory, the distribution of the excited waves in k space is singular: the waves lie on individual lines or points. Consequences of the S theory and their experimental verification are discussed in detail. Collective oscillations of a spin-wave system and the origin of the observed self-modulation of their amplitude are also considered.
INTRODUCTION
There has been increased interest during the last decade in phenomena taking place in nonlinear media during the excitation and interaction in them of finiteamplitude waves (see, for example, the review [l] ). One can even speak of a new branch of physics, namely, the physics of waves in nonlinear media, in which wave processes in plasmas, ferromagnets, hydrodynamics, and a large part of nonlinear optics are treated from a unified point of view. A very common situation in nonlinear media is the simultaneous excitation and interaction of many noncoherent oscillatory degrees of freedom, where the energy distribution of these degrees of freedom is such that the system is not in any sense close to the state of thermodynamic equilibrium.
Such situations require statistical methods for their description, but are not fundamentally amenable to the traditional methods of statistical physics, and can be collectively described by the phrase "wave turbulence." When the phases of the individual waves can be looked upon as statistically independent (the minimum requirement for this is that the degree of nonlinearity is small), one speaks of weak turbulence. All other cases are classified as strong turbulence. From this point of view, "classical" turbulence must be looked upon as the limit of strong turbulence. The concept of "wave turbulence" (both weak and strong) defined in this way combines a multitude of different physical phenomena, the systematic study of which has only just begun.
Wave turbulence usually appears as a result of the development of some kind of instability. The present paper reviews theoretical and experimental results on a particular type of weak wave turbulence which is the result of the development in the medium of parametric instability (parametric resonance). A characteristic feature of this type of turbulence is that, in the simplest case, it is a purely dynamic problem, and considerable progress can be made toward its solution. The present review is largely concerned with the work of its authors. Other work is represented only to the extent to which it is relevant to the basic physical ideas developed in this review.
Parametric instability appears during the periodic variation (in time) of the parameters of the medium, or during the propagation through the medium of large-amplitude monochromatic waves. Since all the experimental results which we shall describe are concerned with the parametric excitation of spin waves in ferromagnets, we have included the phrase "spin waves" in the title of the paper although this type of turbulence can be realized in antiferromagnets, in plasmas, on the surface of liquids, and in other media.
The phenomenon of parametric resonance in an oscillator with one degree of freedom was discovered at the end of the 19th century (the Melde experiment) and was explained by Rayleigh [ . In the 1920s, parametric resonance was intensively investigated in connection with the newly developed subject of radio engineering. This period saw the development of the first parametric oscillators and amplifiers, and also the virtual completion (mainly by L. I. Mandel'shtam and his collaborators) of the development of the nonlinear theory of parametric resonance in systems with a small number of degrees of freedom.
The question of parametric resonance in a continuous medium arose in the 1950s in connection with the work of Bloembergen, Damon and Wang onance at high power levels. [3] on ferromagnetic res-This work lead to the discovery of "additional" (as compared with the case of small amplitudes) absorption of the energy of uniform precession of magnetization, which has clearly defined amplitude threshold.
Suhl t4] explained this phenomenon as parametric instability of uniform precession to the excitation of a pair of spin waves with frequencies ω 1} ω 2 and wave vectors ki and k 2 . He was the first to formulate the conditions for parametric resonance in a continuous medium. In contrast to the previous condition for parametric resonance for an oscillator, namely, nu>p = 2ω, the new conditions take the form k 2 = 0;
(1.1) where ωρ is the uniform precession frequency. Since k 2 = -ki, parametric instability results in the creation of a pair of waves with equal and opposite wave vectors. The number η determines the " o r d e r " of the instability.
In 1960, Morgenthaler t5] and, independently, SchlSmann, Green, and Milano tel predicted (and this was subsequently confirmed experimentally) the phenomenon of "parallel pumping," i.e., the parametric excitation of spin waves by an alternating magnetic field with polarization parallel to the direction of magnetization. In the course of the following years, parallel excitation became one of the main methods of generation of spin waves in ferromagnets.
Studies of parametric instabilities in plasmas and in nonlinear optics began in the 1960s. In 1962, Oraevskii and Sagdeev [vl used the example of Langmuir and ionacous tic waves in plasma to develop the theory of decay instability (first order instability) of finite-amplitude monochromatic waves in a nonlinear medium. For an initial wave of frequency ω and wave vector k, this instability leads to the excitation of a pair of waves, the frequencies and wave vectors of which satisfy the conditions (1. 2) These conditions are an obvious generalization of (1.1) for η = 1 in the case of first-order parametric instability. This instability can be looked upon as the coherent decay of the initial quanta (k, ω) into pairs of quanta ( k^, ^ω 2 ) , and the relationships given by (1.2) can be regarded as the conservation laws for this decay.
Stimulated Raman scattering (SRS) and stimulated Mandel'shtam-Brillouin scattering (SMBS) were predicted and confirmed experimentally in optics at more or less the same time. These phenomena are in fact the decay instabilities of an electromagnetic wave, leading to the excitation of another electromagnetic wave and optical (in the case of SRS) or acoustic (in the case of SMBS) phonons (see for example [e5 ) . The conditions given by (1.2) have been referred to in nonlinear optics as the synchronism or locking conditions.
A substantial number of papers on parametric instabilities in continuous media have appeared in the literature in the course of the subsequent years (see the review t9] ). Published investigations have covered, for example, the parametric instability of a uniform electric field in plasma 1 -101 , the second-order decay instability of finite-amplitude waves t l l ] , and the instability of waves on the surface of a liquid^1 2 ' 111 . The linear theory of parametric instabilities in uniform continuous media can now be regarded as essentially complete.
The situation is quite different in the case of the nonlinear theory. Wave turbulence appears as a result of the development of parametric instability in a continuous medium (if the linear dimensions of the system are sufficiently large in comparison with the wavelength of the excited waves). However, the character of this turbulence is strongly dependent upon each specific situation, the form of the dispersion relation, and the nonlinear and dissipative properties of the medium, which are quite different in different cases, so that one can hardly hope to develop a general theory of wave turbulence. Quite frequently, for example, in SRS or SMBS of electromagnetic waves entering a half-space, the turbulence cannot be looked upon as statistically homogeneous, and this introduces an additional complication.
Nevertheless, it is possible to isolate a class of problems in parametric turbulence for which a general approach can be employed. This class includes cases where the excitation is produced by a spatially homogeneous field k = 0 or a wave with a long wavelength k <S ki, k 2> so that turbulence may be looked upon as statistically homogeneous. A further requirement is that the dispersion relations for the medium should exclude first-order decay processes (1.2) for parametrically excited waves. It is precisely this situation which occurs in most experiments on the parametric excitation of spin waves in ferromagnets. It is important to note that these experiments belong to a class of the "purest" experiments in the physics of nonlinear waves because of their relative simplicity (in comparison, for example, with plasma or nonlinear-optics experiments), and the high quality of the ferromagnetic single crystals employed. A particularly suitable medium for experimental study is the YIG crystal [the garnet (YsFesO^) 115 ' 161 ] which has many unique properties, including a completely ordered magnetic structure, high degree of uniformity, record value of the acoustic Q factor (10 7 at 10 6 Hz), and weak spin-wave damping. Most of the experimental data described in this review relate to YIG.
Experimental data on spin turbulence have been accumulating since the beginning of the 1960s. First models were introduced at about the same time and were designed, above all, to account for the mechanism which restricts the growth in the amplitude of unstable spin waves.
The first step in this direction was made in Siihl's paper where it was shown that the principal amplituderestricting mechanism in the case of excitation of spin waves by homogeneous precession of magnetization is the reaction of these waves on the pump, which leads to the "freezing" of the amplitude at the threshold level. However, attempts to explain the phenomena observed in the case of parallel pumping have encountered considerable difficulties. The use of the various methods of restraining parametric instability, which were traditional for parametric resonance, in systems with a small number of degrees of freedom (nonlinear damping and nonlinear frequency detuning) has turned out to be inadequate. In most cases nonlinear damping is too weak, and too sensitive to the effect of the constant magnetic field, to explain the observed spin-wave level, whilst nonlinear frequency detuning does not, in general, restrict parametric resonance in a continuous medium, since it is always possible (whatever the amplitude) to find waves whose renormalized frequencies satisfy the resonance conditions exactly.
An important step toward an understanding of spin turbulence was made by Schlomann tl7] , who drew attention to the fact that the nonlinear interaction between the parametrically excited waves must be taken into account, and suggested that the main contribution to this interaction is due to nonlinear processes which satisfy the conditions Όϋ + ω.,^ω^ + ω^.
(1, 3) and do not take the waves out of parametric resonance. Bierlein and Richards [ l 8 ] then showed that this type of interaction must be taken into account if one is to explain the observed frequency doubling for spin waves.
In 1969, the present authors showed Cl9] that processes of the type described by (1.3) conserve phase correlation within each parametrically excited pair of waves with opposite wave vectors, and lead to a self-consistent change in the resultant phase of the waves in each pair. This change in the resultant phase leads to a weakening of the coupling between the spin waves and the pump and, in the final analysis, to a restriction on their amplitude. The excited waves are then precisely those for which the renormalized frequencies satisfy exactly the parametric resonance condition. This "phase" mechanism of amplitude limitation is specific for continuous media and is realized in pure form only in systems with very large linear dimensions (in comparison with the wavelength). It is the principal mechanism limiting the amplitudes of spin waves in the case of parallel pumping.
Processes of the form described by (1.3) together with the necessary phase relationships are conveniently investigated by diagonalizing the Hamiltonian for the wave interaction, which is analogous to the BCS approximation in the theory of superconductivity. The theory based on this diagonalization procedure' 2Cl was subsequently called the S theory. This theory and its generalizations subsequently resulted in considerable progress in the study of spin-wave turbulence. It provided a qualitative explanation of many of the observed effects, and gave satisfactory quantitative agreement with experimental data [ 2 1 2 4 '.
A serious test for S theory was the question of the auto-oscillation of magnetization during the parametric excitation of spin waves. As far back as 1961 Hartwick, Peressini, and Weiss [ 2 5 ] discovered that parallel pumping lead, under certain conditions, to the establishment not of a steady state but to oscillations in the magnetization about its mean value. During the subsequent years these auto-oscillations were intensively investigated and it was found that their properties, i.e., their amplitude and spectral composition, were very sensitive to all the experimental parameters, namely, the pump power, the magnetic field, the shape and size of the specimens, and so on, and this substantially impeded the interpretation of these results. A particularly strange feature was the sensitivity to the crystallographic orientation of the magnetization of YIG (a crystal which exhibits weak cubic anisotropy). The intensity of the auto-oscillations when the magnetization lay along the ( i l l ) axis exceeded by a factor of 100 their intensity when the magnetization lay along the (lOO) axis. Various mechanisms were then introduced to explain the origin of the autooscillations (see Sec. 5 of the present review), but none of them succeeded in satisfactorily explaining this phenomenon.
The S theory attributes auto-oscillations in magnetization to the instability of collective oscillations of a system of parametric spin waves. They can be treated as "secondary turbulence" or "second-sound turbulence" against the background of the stationary state of the parametrically excited waves. This has lead to an explanation of some of the more important properties of the auto-oscillations and, in particular, their giant anisotropy in cubic ferromagnets [2β:ι .
When collective oscillations are stable, and do not lead to auto-oscillations, they can be excited by combinational resonance between the pump and a weak signal of similar frequency. An experiment of this kind has been carried out [ 2 7 ] and demonstrated the reality of the collective oscillations. On the whole, the S theory and its consequences have enabled us to understand in general terms, the properties of spin turbulence in ferromagnets, although further experiment s will undoubtedly reveal new phenomena which will require further improvements of this theory.
As an example of this type of phenomenon we mention the hard excitation of spin waves in ferromagnets, discovered by Le Gall, Lemire and Sere C 2 e ] . This phenomenon was subsequently found in antiferromagnets as well t29] . The S theory and its experimental verification is the main subject of the present review (Sees. 2-4). Section 5 is devoted to the further development of the S theory and, in particular, to its fundamentals. In the concluding section, we discuss associated topics and possible future developments.
PARAMETRIC INSTABILITY IN FERROMAGNETICS
(a) Classical Hamilton formalism for ferromagnets. There are several methods of describing the spin-wave system of ferromagnets. The most highly developed is the method of second quantization, first used by Holstein and Primakoff t30] to describe the temperature dependence of magnetization near the absolute zero. In the case of parametric excitation of magnons, their occupation numbers turn out to be greater than unity by several orders of magnitude, so that it is natural to use the classical equations of motion for the magnetic-moment density to describe this phenomenon (see, for example, [31 
where iW/δΜ is the variational derivative of the energy density of the ferromagnet and g is the gyromagnetic ratio. Siihl t4] was the first to use Eq. (2.1) for the analysis of the parametric excitations of spin waves and the associated nonlinear phenomena. However, the parametricexcitation problem is not peculiar to ferromagnets, and it is desirable to use a general approach, applicable to a broad class of weakly interacting wave systems. The most convenient method for this purpose is the classical Hamilton formalism. This is based on the canonical equations of motion da (r, 1)
.
where jf is the Hamiltonian of the medium.
In the case of ferromagnets, direct calculations show 1 -32 ' that Eq. (2.1) assumes the canonical form given by (2.2) when the following substitutions are introduced:
In terms of the variables a, and a* the energy of the ferromagnet is a function of the Hamiltonian. The trans-formations defined by (2.3) are the classical analog of the Holstein-Primakoff transformation. 1 3 0 1 They were first used by Schlomann C l 7 ] in the present context.
In a spatially homogeneous medium, the structure of the Hamiltonian can be substantially simplified by making use of the plane-wave representation «k = j a (r) eikr dr.
(2.4)
Since in the case of parametric excitation of spin waves the deviation of the magnetic moment from equilibrium is small (glal 2 < §C M), we can expand the Hamiltonian into a series in powers of a^ and a£. The quadratic part of the Hamiltonian jf is diagonal in k:
For example, in a cubic ferromagnet magnetized along the ( i l l ) or (lOO)axis,
where ω Μ = 4irgM, Η is the magnetic field, 'j» ex is the "exchange frequency" (ηω β χ « kT c ), <«> a /g is the crystallographic anisotropy field, θ and φ are the polar and azimuthal angles defining the vector k in a spherical coordinate system whose ζ axis lies along M, and N z is the demagnetization factor.
The problem can be simplified still further by using the canonical transformation from circular variables a^ to elliptic variables b^: which must be chosen so that the quadratic part of the Hamiltonian becomes diagonal where wy. =V(A^-ΙΒ^Γ) 1 ' 2 is the dispersion relation for the spin waves. In terms of these variables For cubic ferromagnets
This transformation is possible if lAfcl > IB^I, i.e., Η > 4ττΝ ζ Μ. In the opposite case, ω 2 (0) < 0 and the ferromagnet is unstable against the appearance of domain structure.
It is obvious that the variables ton equation satisfy the HamilThese variables are the normal variables of the linear theory, and are particularly convenient for nonlinear problems. Specifically " l i n e a r " difficulties associated with this model of the medium are overcome in the course of the search for the variables b^. In terms of these variables, the linearization of the equations in motion is a fairly trivial task:
All the " l i n e a r " information which is essential for investigating nonlinear problems is contained in the dispersion relation for the waves. All the additional information about the interaction between the waves is contained in the remaining coefficients of the expansion of jf in powers of b^:
The Hamiltonianji^'describes the three-wave processes:
whilst the Hamiltonian jf describes the four-wave processes: 12, 34 where b! = b^ and so on; V 1)2 3 = V(k!, k 2 , k 3 ). The coefficients Vi,23, U123, W 12 ,3 4 are symmetric with respect to the interchange of the subscripts on the same side of the comma. Since the Hamiltonian is Hermitian, we also have H / fa , 34 = H'l 4il; ,.
(2.10)
The physical significance of each of the terms in the Hamiltonian can readily be understoodby recallingthat the canonical variables bk and bj£ are the classical analogs of the Bose operators. For example, the term proportional to Vi ;2 3 describes, together with its complex conjugate, the interaction of three-waves of the form given by (1-2). Henceforth we shall assume, unless stated to the contrary, that processes of this type are forbidden by the form of the dispersion law in the region of k space in which we are interested.
When an external energy source is present, i.e., the pump field h(t), the Zeeman component Μ -h is added to the energy of the ferromagnet. The Hamiltonian Jt^ corresponding to this interaction can also be expanded in powers of b^:
The first term is (2.11) and describes the well-known phenomenon of ferromagnetic resonance which involves the excitation of homogeneous precession of magnetization with complex amplitude b 0 by the transverse magnetic field. The next term in the expansion,Jfp 2> , is of the greatest interest to us and describes the parametric excitation of spin waves by the longitudinal magnetic field (parallel pumping):
The mechanism responsible for the excitation of spin waves by an alternating magnetic field parallel to the magnetization can be understood in terms of simple geometric ideas. Because of the dipole-dipole interaction and the crystallographic anisotropy, the magnetization precesses at each point over an elliptic cone. Since the length of the vector Μ remains constant, the base of the cone is not a plane, so that we have an alternating longitudinal component (the ζ component) of the vector Μ which varies at twice the precession frequency. It is clear that these oscillations can be excited by a magnetic field of the necessary frequency, polarized along the ζ axis.
In corpuscular language, the Hamiltonian given by (2.12) describes the decay of an external-field quantum (with zero wave vector and energy ·η ω ρ) into two magnons with wave vectors k and -k and equal energies n(D k =fiu_ k = 1/2ηω ρ . We have omitted from (2.12) terms ~h(t)b]jb£ for which the laws of conservation of energy and momentum are not satisfied.
The parametric excitation of spin waves by homogeneous precession of magnetization, which is described by terms of the form b o bgb*]j and bjibjj:b* k (first and second order Siihl processes), is included in the Hamiltonians jf <3) and jf 4 > . The next expansion terms are of the form hbfbfb?, and so on. They describe explosive spinwave instabilities which are not of interest to us.
(b) The equations of motion. Consider a ferromagnet placed in an alternating magnetic field h(t) = he~i w P* which is polarized along the direction of magnetization. In this case, homogeneous precession is not excited and the Hamiltonian for the system is of the form i-Σ (W k e-*°p>biK. lc + C. C. (2.13) where J f m t = Jf' 3 ' +jf ' 4 ) . Since all parametric waves have close or equal frequencies (ω^ » l/2d>p) ( we can simplify the interaction Hamiltonian J f m t by retaining in it only the four-wave terms describing the interaction of waves with conservation laws in the form The latter do not, however, mean that the three-wave Hamiltonian can be ignored altogether. Its matrix elements are large in comparison with the four-wave case and, therefore, in general their contribution to the amplitude for the four-wave processes must be taken into account in the second order of perturbation theory. This leads to the renormalization of the matrix elements for the four-wave Hamiltonian: 34 (2.15) It is of course necessary to take into account the interaction between the parametric waves and the reservoir of the remaining spin waves and phonons. This interaction leads to the damping of the parametric waves, which is usually taken into account phenomenologically by introducing a dissipative term into the canonical equations of motion:
There may be some doubt as to the validity of this procedure for the description of coherent wave systems in which phase relationships are significant. This procedure was justified in 1 3 3 1 for parametric waves with the aid of the diagram technique, and it was shown that the dumping rate y^ in (2.16) can be calculated from the usual kinetic equations. This does not apply, however, when the wave damping is due to scattering by inhomogeneities. [ 3 4 ] Using the explicit form of the Hamiltonian given by (2.13), with J f m t given by (2.15), we can write the dynamic equations (2.16) in the form 2 -k,-k 3 ).
These equations form the starting point for the analysis of the behavior of spin waves beyond the parametric excitation threshold.
(c) Excitation threshold and amplitude-limiting mechanisms. The parametric excitation threshold can be calculated directly from (2.17). In the linear approximation, these equations split into independent pairs of equations, and when the "fast" dependence on time is eliminated, they assume the form Assuming that c^,~ v^ we have We then again obtain equation (2.22) for the threshold.
The parametric resonance condition can obviously be simultaneously satisfied for a large number of pairs whose wave vectors lie on the surface (2.21). The minimum excitation threshold lu is obtained for pairs for which the ratio yk/IV^I is a minimum: (the angles θ and φ are, as before, the azimuthal and polar angles in k space), and when γ^ = γ the first to be excited are the pairs with θ = -π/2, i.e., those on the "equator" of the resonance surface. When IhVjjl > yjj, the amplitude of the pairs begins to increase exponentially with growth rate (2.20 (2.27) This means that, during the linear stage of parametric instability, a definite relationship is established between the phases of the waves in a pair. In particular, the phase relations given by (2.24) are satisfied in the case of the parametric resonance (2.21). The phase correlation of waves with equal and opposite wave vectors can be referred to as "pairing" by analogy with superconductivity. However, in contrast to superconductivity, the physical reason responsible for wave pairing is the presence of the pump which picks out pairs of waves out of the initial phase chaos for which the instability growth rate is a maximum. We shall show later that phase correlation is complete during the nonlinear stage of instability development. This means that although the quantity c^ is random, the quantity cjjC^ is dynamic, and
Let us now consider possible nonlinear mechanisms which limit parametric instability. The simplest mechanism of this kind is nonlinear damping, i.e., the dependence of y ι, on the squares of the amplitude of the para-2 [35, 36] .
metric waves |cjj! The stationary wave amplitudes are given by the wellknown energy balance condition hVjj = y^. We shall choose the following simple dependence for qualitative analysis:
In that case, (2.28) and the phases φ^. are found from the condition of parametric resonance (2.21), i.e., they are shifted by i/2n relative to the pump phase, in accordance with (2.24).
Unfortunately, the simple nonlinear damping mechanism is not adequate in most cases for the explanation of the observed level of spin waves (see Sec. 3 for further details). Other mechanisms may be based on the deviation of the phase of the excited spin waves from the optimum phase for which δφ^ -φ]α~Φ^ and sin δψ^ = 1. This is essentially the mechanism put forward by Monosov 1 -371 who assumed that auto-oscillations of magnetization play an important role in limiting the spinwave amplitude, and are frequently observed experimentally. If the auto-oscillations develop against a background of a state with sin δφ^ = 1, they lead to a periodic or quasi-periodic variation in the angle δψ^ and, on the average, reduce sin δφ^ and with it the energy flux from the pump to the spin-wave system. In actual fact, the auto-oscillations do not appear in many cases. However, even when they do appear, the mean value about which the oscillations with phase φ^ take place is different from 1/2π, and the auto-oscillations have no substantial effect on the spin-wave amplitudes 123 ' .
The deviation of φ^ from l/2ir and the restriction on the spin-wave amplitude are due to the interaction between the spin waves. The phase correlation which is always present in a system of parametrically excited waves ensures that, even when the phases of the individual spin waves are stochastic, the Hamiltonian describing their interaction contains a term which leads to the appearance of an "effective pump." This term can be taken into account by introducing the following substitutions in the linearized equations:
where Sijk'= T^-kjk'-k: In the simplest case, where Vjj = V, ψ]£ = 0, and Syfc> = S, symmetry considerations show that the phases of all the pairs are equal, i.e., i/)jj = φ and
This equation is conveniently represented graphically on the complex plane of the pump vectors ( Fig. 1) . It is then important to remember that, in the steady state, we have the excitation of waves which are in resonance with the resultant pump P, i.e., the vector Ρ in Fig. 1 should be perpendicular to the vector S2|ckl 2 exp(-i^). From the Pythagoras theorem, and the energy balance condition the total pair amplitude is If we compare the second equation in (2.32) with the energy balance condition (2.22) for noninteracting waves, we see that wave pairing and the resulting four-wave interaction lead to the violation of the phase matching between the pairs and the external pump (sinψ < 1), i.e., to a reduction in the energy flux into the system. This limiting mechanism, which may be referred to as the phase mechanism, plays a determining role during parametric excitation of waves. We note that in previous analyses it was assumed that the parametric resonance conditions were staisfied exactly for all excited-wave amplitudes. When wave frequency shift due to the nonlinearity is present, this is possible only for a continuous spectrum of the spin-wave system, and therefore, the phase mechanism is realized in pure form only in infinite media.
(d) Nonlinear susceptibilities and methods of measuring them. The most widely used method of experimental investigation of parametric excitation of spin waves is based on the absorption of pump energy by the waves.
We shall define the high-frequency nonlinear susceptibility of a ferromagnet in the usual way, i.e.,
The imaginary part of the susceptibility χ ", determines the absorbed power:
If we use (2.23) to determine the energy flowing into the specimen from the surrounding pump field, we obtain
A similar expression is obtained for the real part of the susceptibility:
The behavior of the real and imaginary parts of the susceptibility beyond the threshold is very dependent on the amplitude-limiting mechanism. Thus, for the nonlinear damping mechanism, we have from (2.24) and (2.28),
and for the phase mechanism, we have from (2.31) and (2.32), Figure 2 shows graphs of the functions x'(h 2 ) and X"(h 2 ) for both cases. The fundamental difference between the dissipative and phase mechanisms can be seen in the behavior of χ' (χ' = 0 for the dissipative and χ' ~ χ" for the phase mechanisms). The experimental data, which we shall review in detail in the next section, show that the real part of the susceptibility, χ', is nonzero and can be of the order of or even greater than χ". These facts tend to support the phase mechanism of amplitude limitation.
Measurements of the magnetic susceptibility in the microwave band are usually based on the reaction of the high-Q electromagnetic resonator to changes in the state of the specimen which it contains. The resulting change in Q determines the imaginary part of the susceptibility, χ", and the change in the characteristic frequency yields the real part χ'. When compared with standard methods used in magnetic-resonance experiments, the techniques used for measuring the nonlinear susceptibilities in the case of parallel pumping which have a number of specific features. They involve the use of pulsed microwave oscillators, a broad range of fields in which energy absorption is observed, and the fact that χ' and χ" depend on the pump power. The last fact means that the generator power is not a good measure of the pump-field amplitude. The field in the resonator is more conveniently determined from the power at the output of the resonator. This automatically takes into account the reaction of the spin waves on the pump, which is substantial near the threshold even for a small resonator filling factor.
A typical experimental setup used to investigate parallel pumping is illustrated in Fig. 3 . The principle of this system is as follows. The undisturbed resonator (below the parametric excitation threshold) is usually matched to a waveguide in such a way that the resonator reflection coefficient is nearly zero. When the spin waves are excited, the Q is reduced and the natural frequency of the resonator ω 0 is shifted. This leads to the appearance of a reflected field which can be used to estimate the magnitudes of χ' and χ". The quantity χ" is related to the reflection coefficient Γ by the formula where A = 2ir/ h 2 dV//h z dV is the resonator filling facsp.. ' res tor. Tuning to resonance (ω= u> 0 ) is achieved by a small change in the oscillator frequency (or the natural frequency of the resonator), using the minimum of the reflection coefficient. The size of this change, Δω = ω -ω 0 > yields directly the real part of the susceptibility. For a number of reasons, the main of which is the uncertainty in the measured coefficient A, the uncertainty in the absolute values of χ' and χ" is usually of the order of 20-40%.
Another method of observing parallel pumping was used in [ 3 9 ] and was based on the change in the magnetization during the parametric excitation of spin waves. The change in the magnetization was recorded by a coil in which a voltage proportional to the time derivative of M z is induced.
We also recall the method of measuring weak, nonequilibrium electromagnetic emission of spin waves at frequencies ωρ or l/2co_ reported in [ 4 0 1 . The interesting possibilities of this method insofar as spectral-width studies are concerned have not as yet been realized for parametric waves. Detailed information on the distribution of spin waves in k space could be obtained by studying the scattering of light and of neutrons under the conditions of parallel pumping. The many attempts made in this area [41~43] have not as yet lead to the expected results.
THE STATIONARY POST-THRESHOLD STATE. THE S-THEORY AND ITS COMPARISON WITH EXPERIMENT.
(a) Diagonal Hamiltonian and the equations of motion in S theory. We must now consider in greater detail the simplification of the Hamiltonian for the wave interac-tion, which was noted in the preceding section in connection with the phase mechanism of amplitude limitation. This simplification is analogous to the BCS approximation, and consists in the replacement of the interaction Hamiltonian (2.15) by its diagonal part for the pairs of waves ±k. In terms of the "slow variables" (2.18), the diagonal Hamiltonian has the form
In the Hamiltonian J f^ we have only those terms which either are independent of the phases [the first sum in (3.1)] or depend only on resultant phase 'iijj = (pjj + (p_k in the pairs. All the other terms which depend on the individual phases (or more precisely, on the differences φ^ -<Pk') are omitted.
The physical meaning of the terms retained in (3.1) is clear from a consideration of the equations of motion for the amplitudes c^· Substituting the Hamiltonian (3.1) in (2.16), we obtain
These equations differ from the linear equations given by (2.19), which describe parametric instability, only by frequency renormalization wjj ^ω^ due to the first sum in (3.1), and the renormalization of the pump (2.29), which is described by the second sum (3.1).
Henceforth we shall suppose that the individual wave media are random, and that averaging has been carried out over their ensemble. The turbulence is then described in the language of correlation functions
The quantities n^ and σ^ have the dimensions of action (erg.sec). The equations for these quantities can readily be obtained by direct averaging of (3.3):
It follows that which show that arbitrary initial conditions relax in a time of the order of 1/y to a state (not necessarily a stationary state) in which n^ =
The condition |σ^| = η^ means that the phases of wave pairs are fully correlated. In this case, we may write a k ---n k e"'*k.
In terms of these variables, we can write (3.5) and the definitions given by (3.4) and (2.29) 
in the form
If we substitute c^ = Ic^le^k m (3.1), and evaluate
Sc
Pk/ft, we obtain ^/^{φ^ + <P_k) = 0 which demonstrates the neutral stability of the phase difference within the framework of the theory using the diagonalized Hamiltonian (3.1). This was, in fact, to be expected because the phase difference between progressive waves travelling in opposite directions defines the position in space of the nodes of the resulting standing wave which, in a uniform pump field, is not fixed in any way.
The neutral equilibrium of the phase differences ensures that they can be randomized by any small perturbation, for example, by small random inhomogeneities or shape imperfections in the crystal. The reason why the phases become random can be found in the "residual" interaction which was not taken into account in the diagonalized Hamiltonian (3.1). Moreover, this interaction leads to a certain correlation between the phase differences in different pairs, but this correlation and the nondiagonal terms in the Hamiltonian Jf m t remains small. A detailed discussion of this question, and a justification of the approximation in (3.1), is given in [ 3 3 ] . It is shown in that paper that the approximation defined by (3.1) is satisfactory for external-field amplitudes up to h* ~ h 1 [(kaco/9k)/y] 1/2 where hi is the threshold amplitude of the external field. In the case of parallel pumping, this yields h* ~ lOOhi for YIG.
The theory based on the diagonalization of the Hamiltonian, so that it takes the form given by (3.1), will be referred to as the S theory. This designation reflects the determining influence of the coefficients S^' on the nonlinear behavior of a set of parametric waves. In fact, it is readily verified that (3.6) is obtained by varying Jfg according to the rule δψ,.
(3.10)
These equations show that (3.6) are Hamiltonian equations, so that the determination of the turbulence spectrum within the framework of the S-theory is a purely dynamic problem.
(b) Ground state. External stability condition. We must now consider the stationary states of a system of pairs in which all the amplitudes n^ and phases φ^ are time-independent. Assuming that n^ = ψ^ = 0 in (3.6), we immediately obtain the following condition for all points in k space for which n^ = 0:
Before we analyze this result, we must note two general points. Firstly, it is clear that the pair amplitudes are nonzero only in a thin layer near the resonance surface 2ώ^ = Wp. This means that it is convenient to use the following coordinates in k space: κ the deviation from this surface in the normal direction, and Ω is the coordinate on the surface.
Secondly, the coefficients in (3.6) which have the dimensions of frequency (y^, hVfc, Σ Τ^' n k , ^â re much smaller than the natural frequency ω^. It follows that it is sufficient to take a dependence on κ only for (ω^ -l/2ojp), and to replace all the remaining coefficients by their values on the resonance surface, i.e., ΥΩ, hVn,, TQQ', and S^o/, respectively.
If we use the above approximation, we can readily find from (3.11) those values of κ for which n K n, f 0:
Therefore, in the stationary state, the pair-amplitude distribution is singular: n K o, f 0 only on the two surfaces (3.12). However, there is an infinite set of such stationary states which differ both in the form of these surfaces and in the distribution of n^o, over them. In point of fact, the directions of Λ in which n^n, is zero can be specified arbitrarily. In reality, of all the stationary states, only those can be realized that are stable against small perturbations. The requirement of stability imposes a strong restriction on the class of possible stationary states.
It is clear that the study of the stability of stationary states within the framework of the diagonalized Hamiltonian divides into two independent problems: the problem of the internal stability against perturbations in the amplitudes and phases of existing pairs, and external stability against the creation of new pairs.
External stability is the simplest to consider. Thus, we can use (3.3) to write down the equations for a pair of perturbation waves outside the surfaces (3.12). Neglecting the dependence of P k and γ^ on κ, we obtain the following expression for the growth rate:
which is analogous to (2.20). The growth rate VQ which is a maximum in |q| (with fixed Ω) corresponds to 2i)q = Wp, i.e., it lies halfway between the surfaces (3.12): VQ = -YQ + I Pa IThe external stability condition, be written in the form S 0, can therefore ') pump are those for which the frequency detuning is 5> k -l/2u>p = 0. The difference i k -1/2ω ρ is the frequency detuning with nonlinear terms included. When it is not equal to zero at points at which n k is localized, then there is region in k-space such that pairs contained by it are more strongly coupled to the pump than the existing pairs, and we have the possibility of parametric excitation of such pairs.
It is interesting to examine in detail how, during the development of parametric instability, the spin-wave state n k ~ 5(k -ko), which is coherent in the modulus of k, arises out of the thermal noise n k = T/w k . We have investigated this problem t241 both analytically and numerically on a computer. We found, in particular, that after a certain interval following the introduction of the pump, the distribution of waves over the modulus of k can be described by a gaussian, the width of which tends to zero as (t)~1 /2 .
Our next problem is to investigate the distribution of pairs on the resonance surface (3.14). We shall introduce the distribution function Nn, which gives the "number" of pairs per unit solid angle. This function is defined by
The stationary equations for No, and ψο, which follow from (3.6M3.8) and (3.14) can be written in the form
On the other hand, it follows from (3.12) that]PoJ a y Q for those directions Ω in which n^jj f 0. Consequently, for these directions, the two inequalities are consistent only when |PoJ = yn,. The two surfaces (3.12) then merge into one: 25 1ο = ω ί . (3.14)
Therefore, for a given distribution of wave amplitudes over the angles, the condition of external stability completely removes the ambiguity in the choice of the surface on which n k φ 0. This surface (3.14) will be called the "resonance surface," and the stationary state with external stability will be referred to as the "ground state."
The above result has a simple physical interpretation. It is clear from (2.20) These equations do not as yet define unambiguously the distribution of No, and ψο, because the surfaces on which No, = 0 can be chosen arbitrarily. The requirement of external stability will be shown in the next section to reduce substantially the class of possible solutions, and in a number of cases the stable distributions are unique.
The condition of external stability can usefully be interpreted in terms of the following geometric ideas. The expressions γ = YQ and Ρ = Ρ Ω are the equations of surfaces in k space. Condition (3.13) means that the surface Ρ lies wholly inside the surface γ and touches it at points Ω at which the solution is concentrated. Since V k = V_k and Sfcfc' = Sfc _k', both these surfaces have a center of symmetry. The γ and Ρ surfaces can touch either at a discrete number of points, or over a continuum, i.e., a line or even a piece of the surface. In the former case we have a finite number of monochromatic pairs, and in the latter a continuous distribution of No,. An intermediate situation is also possible in which the surfaces touch at an isolated pair of points and, in addition, along a certain line. The system then contains a monochromatic pair and a continuous background. We note that the question of the validity of the S theory in the presence of a small number of discrete pairs requires special consideration, including the examination of stability within the framework of the exact Hamiltonian (see below).
(c) Stage-by-stage excitation. We must now consider the distribution of parametrically excited waves over the resonance surface for different values of the external field h, beginning with the threshold value.
In studying the distribution NQ, we shall largely confine our attention to the axially-symmetric case which is realized in isotropic and cubic ferromagnets mag-netized along the ( i l l ) or (lOO)axis. The coupling coefficient is then given by (2.26), and the coefficients describing the interaction are given by 5οο· = ·5(θ, Θ' ; <P-q>' ), F W -= T{B, θ'; φ -φ ' ) · (3.17) It is clear from the axial symmetry that, in the stahn tionary state, the amplitude of the pairs N^ g ψ independent of the azimuthal angle φ . We shall dehne the amplitude No by and Sii is the mean value of SQQ> on a set of points where N^ φ 0.
We shall show that the pair distribution function (3.21), which is localized on the equator, conserves stability against pair creation at other latitudes up to sufficiently large excesses above the threshold. where To determine the distribution Ng for small excesses above the threshold, we shall use the above geometric interpretation of the external stability condition [given by (3.13) ]. For very small excesses above the threshold, when the amplitudes Nfj are small, the surface |Pg| is not very different from the hVg surface which has a maximum on the equator at θ = 1/2π. The curvatures of these surfaces (second derivatives with respect to Θ) are also very similar. Hence it is clear that the surfaces of |Pg| and yg touch one another only along the line θ = 1/2π. This means that, for small excesses above the threshold, the distribution Νρ is nonzero only along this line:
For the integral amplitude Ni = 2|cfc| 2 and phase ψι = !/Ί/ 2 7Γ we can readily show, using (3.19) , that
It is clear that the state described by (3.21) will be stable for iPgl 2 < yg for all θ except for θ = 1/2π. The "second threshold" h = h 2 corresponds to the minimum value of h for which the surfaces |Pg| and yg touch for some value θ = θ 2 not equal to 1/2π. Therefore h 2 = min he for θ = θ 2 where hg is determined from the condition si, 1 -s,,wJ-(3.23)
For the simple assumptions yg = y and Sgi = 0 we find that ht/hf = 2 for θ 2 = 0. In reality, on the other hand, for cubic ferromagnets the function Sei is very different from a constant, and this leads to a much higher second threshold.
Symmetry considerations show that SQ\ =S(sin 2 0), 0, i.e., The expressions for the coefficients Si, S 2 are in general highly unwieldy. As an example, consider the expression for Sgi in the case where the wave vector of the parametric waves tends to zero t 2 3 ] .
To estimate the height of the second threshold, we shall restrict our attention to the two terms in the expansion in (3.24) and substitute y 0 = const. In that case The geometric ideas used above can readily be generalized to the case of an arbitrary dependence on Vj}. It can be shown 1201 that, in general, and when the excess above the threshold is sufficiently small, Nî s different from zero only at those points on the resonance surface where IV^I is a maximum. In the case of spherical symmetry, these are points of the entire surface, whereas for axial symmetry they are points on one (9 = 1/2ττ) or two lines. In the case of lower symmetries, this is one or a few equivalent pairs of points. It is interesting that the integral amplitude is not very sensitive to the degree of symmetry of the problem. It is given by (3.22) in which Vi = For example, for a YIG sphere with %/iii M = 1.9 we have (h 2 Ai) 2 " 3.5 (for 5.5 dB). The presence of only one group of waves for In < h < h 2 on the equator of the resonance surface, and the threshold excitation of the second group well away from the equator for h = h 2 enables us to speak of a stage-by-stage excitation of waves during parametric instability. The step-by-step excitation of spectra which are singular in k space is a characteristic feature of S theory. This type of excitation of waves can be compared with the description of the origin of turbulence for small Reynolds numbers given by Landau [44] . The successive switching on of new groups of waves with increasing departure from the threshold is basically the same as the idea [ 4 1 ] of an increasing number of degrees of freedom as one approaches developed turbulence. A direct experiment designed to establish the presence of the second threshold is described in [ 2 1 ] . It can be summarized as follows. The YIG specimen was placed in a resonator with two degenerate orthogonal modes, the magnetic field of which, h and hi, was respectively parallel and perpendicular to the magnetization M. The parallel channel was used for the parametric excitation of spin waves and the orthogonal channel for the detection of the emission from the specimen at the pump frequency. A sharp increase in the radiated power into the perpendicular channel at about 8-12 dB above the threshold was observed (Fig. 4) , depending on the constant magnetic field, and the orientation and shape of the specimen.
The resonator mode with polarization h 1 Μ was excited by the homogeneous precession of magnetization which in turn is "unwound" by the parametric spin waves. This process is described by the Hamiltonian in which u^ = u sin 2θβ ί( Ρ. Hence the power radiated into the transverse channel is given by which vanishes when 9=0 and θ = 1/2π. The function P A (h) in Fig. 4 thus clearly shows that the only pairs excited in the interval 0-9 dB are those with θ = l/2ir. The power P x emitted for large excesses above the threshold is naturally associated with the excitation of the second group of pairs with θ = l/2ir.
The second threshold can also be determined from certain indirect observations, for example, the characteristic distortion of the top of the pump pulse, or the break on the curve showing the real susceptibility χ' as a function of the pump power (see next section). The series of thresholds discovered by Petrakovskif and Berzhanskir, who used the distortion of the pump pulse, [451 appears to have been connected with the step-by-step excitation of parametric spin waves.
In conclusion, we must describe, at least qualitatively, the behavior of parametric spin waves for h > h 2 . We can readily verify that the state with two groups of pairs at latitudes θ ι and 0 2 becomes unstable for a particular departure from the threshold I13, and a third group is created at the latitude θ 3 . The next group appears at lu, and so on. The question as to what happens when h is increased still further is discussed u r 2 0 ] . For large h/h! the distribution of N^ is very sensitive to the fine structure of the quantities Vj^ and S j^' . In some cases, a continuous distribution of pairs over the resonance surface is established, whilst in other cases the limitation mechanism cuts off and an essentially nonstaIt is clear from these formulas that the imaginary susceptibility χ"characterizes only the integral pair intensity, whereas the real susceptibility χ' is also a function of the phase relationships between the pairs. The quantity χ' is thus a better characteristic of the system because it is sensitive to the details of the pair distribution in space, auto-oscillations, inhomogeneities, and so on. This is the reason for the considerable spread in the experimental values of χ' reported by different workers. Thus, for example, in one of the first papers t 2 5 ] it was reported that χ '/χ" « 0 . 1 for YIG, and that this ratio is not very dependent on the magnetic field. The low value of this ratio was used as a basis for the suggestion that the limiting mechanism is some kind of nonlinear damping leading to χ' «* ο [ 3 5 > 3 β ] . The behavior of the spin waves beyond the parametric excitation threshold is described in t 3 7 ) . In particular, this monograph describes the "self-suppression" mechanism for the amplitude, but again assumes that x'/x"«i. 
have no substantial influence on χ", but may reduce χ' by a substantial factor." This fact can be explained as follows. When the excess above the instability threshold is large sin φ «s ln/h < 1, i.e., the cosine of the phase shift for the pairs relative to the pump, which determines χ', is near its extremal value. The development of auto-modulation which leads to a periodic variation in the angle ψ does not affect the average of sin φ but reduces the mean value of cos ψ and at the same time the magnitude of the susceptibility χ'.
The fact that χ'/χ" » 1 is an unambiguous indication of an important phase mismatch between the pump and the spin-wave pairs, which follows from the S-theory. Comparison with the experimental dependence of χ' and χ" on h is greatly facilitated when the excess above the threshold is small (h < 2h x ) and only the equatorial pairs with θ = 1/2ττ are excited. In this case, we have from (3.27) and (3.22) Graphs of these functions are shown in Fig. 2 . It is clear that there is a similarity between the theoretical and experimental curves. For example, in accordance with the theory, the curve showing χ' cuts the χ" curve at the maximum. The discrepancy between the theoretical and experimental curves representing x'(h 2 ) for h 2 > 8 dB is naturally explained by the excitation of the second group of pairs which are not taken into account in (3.28).
Numerical calculations were carried out on a computer in order to compare the S-theory with experiments for large excesses above the threshold 1231 . The first step was to compute the coefficients See' f°r particular experimental situations involving YIG. In this calculation, use was made of only the known values of the main YIG parameters, i.e., magnetization, crystallographic anisotropy field, and exchange field. The values of See' obtained in this way were substituted into the nonstationary equation of motion (3.3), which was then solved on the computer by time iteration from the thermal noise level. The computed stationary values of the amplitude and phase for different excesses above the threshold were then used to determine χ' and χ" from (3.27). The results of these calculations are shown in Fig. 6 together with the laboratory data. It is clear there is not only a qualitative but also good quantitative agreement between theory and experiment. It is clear from Table I that the simple formula given by (3.30) provides a good description of the absolute post-threshold susceptibility for a broad class of cubic ferromagnets. The discrepancy between theory and experiment in the case of Ni Fe2O 4 (the ( i l l ) orientation) is probably connected with the fact that, in this case, the susceptibility maximum lies beyond the threshold for the second group of pairs, when (3.30) is no longer valid.
The susceptibility x m was measured in [ 4 7 ] for the uniaxial ferromagnet Ba 2 Zn 2 Fe 1 2 O 1 4 with "easy plane" anisotropy, and the anomalously large result x m = 0.2 was obtained. Theoretical estimates of this parameter based on (3.29) using Vi and Sn without taking into account the dipole-dipole interaction (for ω^ < w a , ω ρ <, w a ) yields
If, following [47] , we assume for Ba 2 Zn 2 Fe i 2 O l 4 that 4M = 2850 G, w a /g = 9900 Oe, and suppose that the pump frequency is w p /g = 6300 Oe, we obtain x m = 0.1, which is in qualitative agreement with experiment.
The sign of the real susceptibility χ' is also of major interest. According to (3.28) , the sign of χ' is the same as the sign of Sn, and for cubic ferromagnets is determined by the sign of the denominator in (3.30). In agreement with experiment, theory predicts that for weekly anisotropic crystals (Nos. 1,2, and 3 in Table I ) χ' > 0; for crystals with considerable anisotropy (Nos. 4 and 5) χ' > 0 for the (lOO) orientation and χ' < 0 for the ( i l l ) orientation.
(e) Effect of nonlinear damping. We must now consider the role of nonlinear damping of spin waves in the limitation of their parametric instability. In a perfect crystal, the damping of parametric waves appears as a result of the interaction with the thermal spin-wave reservoir, and is due to coalescence processes between the parametric wave and the thermal wave
00^, k o + k,=k s , (3.32)
or the decay of the parametric wave into two thermal waves:
where ω^ refers to the parametric wave, and tfjj and ω^ to thermal waves. Decay processes are allowed only for sufficiently short spin waves k > k s . The quantity k s can be calculated by analyzing the dispersion relation (2.6). For YIG it turns out that k s ~ 10 5 cm" 1 . The damping rates due to these processes can be calculated from the kinetic equation for the thermal wave (see, for example, [ 3 1 1 ). These rates are given by Vk 0 = 4n j |V 01 , \* ( Bkl -m») δ (k 0 + k, -k,) 6 (ο*, -<B kl -a*,) dk, dk 2 (3.34) in the case of coalescence, and by
in the case of decay.
To calculate the linear damping, it is sufficient to substitute the thermodynamic equilibrium spectrum for njj in (3.34) and (3.35). The presence of parametric waves leads to a dependence of njj on their intensity. This effect was discussed qualitatively by Schl5mann, t35] by Le Gall et a l . , t 2 e l and by others. It was considered quantitatively in ' and is the reason for the nonlinear damping of spin waves. When the magnitude of this effect is calculated, it is essential to take into account the fact that only a small fraction of the thermal waves interacts with the parametric waves. Their number is determined by the conservation laws (3.32) and (3.33). The change in n^ in this region may not therefore be small.
The character of the nonlinear damping depends on which of the three-wave relaxation mechanisms predominates. An unexpected result is that, in the decay part of the spectrum, where γ^0 is determined by coalescence processes, the differential nonlinear damping turns out to be negative: 9y/3N < 0 (N is the number of parametric waves). In fact, in each coalescence event defined by (3.32), there is an increase in the number N 2 of magnons in the region k 2 , and a reduction in the number Ni of magnons in the region ki . As a result, the difference nj^ -n^ and also the damping rate yĝ iven by (3.34) are reduced. On the other hand, relaxation processes in a system of thermal magnons tend to return this difference to the thermodynamic equilibrium value. The competition between these processes determines the steady state value of γ^0. To estimate it, let us write the balance equations in the form
where N? and N? are the thermodynamic equilibrium values of N! and N 2 . In the stationary state, lii =ti 2 =0 and According to (3.34) , the damping of parametric waves is given by γ = c(Ni -N 2 ). Substituting (3.36) into this expression, we obtain^.
0.37)
When the amplitude of the parametric waves is small (cN < yi, y 2 The fact that the differential nonlinear damping is negative means that it does not reduce, but on the contrary, increases the amplitude of the parametrically excited waves. Thus, when k 0 < k s , the limitation of the parametric instability occurs only as a result of the phase mechanism.
It follows from (3.38) that the coefficient of negative nonlinear damping η^ is proportional to the ratio of the damping of parametric and thermal waves, yo/Vi,2. Analysis of (3.32) shows that when k 0 -0, we have kj ,k 2 -· °° and, as the damping of spin waves increases with increasing k, the influence of the negative nonlinear damping is unimportant when k < k s , whereas for k 0 ~ k s it is comparable in order of magnitude with the effects of phase interactions. When k > k s , the decay of parametric waves comes into play, and we can readily show that it leads to positive nonlinear damping. The sign of the nonlinear damping is determined by the competition between coalescence and decay. It is shown in [48^ that when k > k s the resulting nonlinear damping is positive 'S, and provides a contribution to the amplitude limitation, which is comparable with the contribution of the phase mechanism.
There is one further nonlinear damping mechanism, namely, the coalescence of two or more parametrically excited spin waves. This was put forward by Suhl and Gottlieb l3e \ It leads to positive differential nonlinear damping. In the simple case of coalescence of two waves
In general, this process may compete with the phase mechanism. It is allowed for wave vectors k 0 , ko which are greater than some characteristic value k 3 m . For example, if ko and ko lie in the plane of the equator, then
We note, however, that for cubic ferromagnets the coalescence of parametric waves is unimportant up to the threshold h 2 for the creation of the second group of pairs for any k. This is explained by the fact that the the first group of waves is excited exactly on the equator of the resonance surface (Θ = l/2ir), and the coefficient 77koko is then identically zero (see [ 3 l ] ). Nonlinear damping can readily be introduced into the S theory calculations. All that is required is to replace γ by γ + ηΝ. Figure 7 shows a graph of the function x'th 2 ) for different magnitudes and signs of the parameter tf/S. Let us consider some of the characteristic features of these curves.
When η > 0, the x"(h 2 ) curve has a finite slope at the threshold point, which is equal to Vl/η, and the final value is given by χ"(°< that when η < I Si = τ]Υ\/η 2 + S?i. It is interesting the maximum value of χ" is dependent on η and is given by (3.29). The nonlinear damping affects only the position h m of the maximum, which shifts toward greater h as η increases: h m = yifhjJSnl/lSnl -η. When η > \S n \ the susceptibility χ ' increases monotonically with increasing h.
It is interesting to note that, even when \η\ <C |S|, η > 0, the susceptibility χ' decreases rapidly (as compared with the case η = 0) in a narrow region near the threshold, and the x'(h) curve has a zero tangent at h = h i :
It may be that this is the reason why nonzero values of χ' were not established in [ 4 8 ) for YIG for excesses above the threshold less than ~1-2 dB.
For η > 0 hard excitation of parametric waves takes place and is accompanied by a hysteresis of the function x"(h 2 ). When | η\ <SC S u the reverse jump χ" amounts to half the direct jump χ.: χ." = 1/2χ;' = 2|VSnlx m . It occurs for the pump amplitude h-= hi|S n |/(Sii + if) 112 .
The phenomenon of hard excitation and the hysteresis of χ" were discovered by Le Gall et al.
f 2 8 ] in single crystals of YIG at ω ρ = 9.8 GHz. The phenomenon was observed for fields in the range H 2 < Η < H^ the decay processes were "released" at H 2 and positive nonlinear damping was switched on, and for sufficiently large Hi the effect vanished because the negative nonlinear damping was small.
Negative nonlinear damping will also lead to a characteristic dependence of χ" on the constant magnetic field as shown in Fig. 8 [ 3 8 ] . As can be seen, the value of χ" increases sharply at Η = Hj and Η = Η 2 . The function χ "(H) exhibits an anomaly near Η = H3j^ at which the coalescence of two parametric waves (k = k S i ) comes into play. Near Η = Η 3Μ there is a narrow resonance minimum which goes over into a resonance maximum as the excess above the threshold increases. This is in conflict with the original theory of Siihl and Gottlieb which predicted a sharp reduction in the susceptibility for fields Η < Ηβ Μ due to the introduction of the threemagnon coalescence mechanism. It is clear from Fig. 8 that a small jump (10%) is observed only for large excesses above the threshold. These facts are readily understood within the framework of the foregoing discussion. Thus, for small excesses above the threshold, only waves with θ = 1/2π are excited and for these waves the coefficient V in (3.34), which describes the coalescence process, is equal to zero, as already noted. The slight spread of the distribution function N o , which is due to inhomogeneities and other factors, leads to a finite but small value of η 3 . The sharp increase in 773 occurs only when the field reaches the value H$y[ where, as can be readily verified, the integral in (3.40) has a resonance peak which is connected with the singularity of the density of states for which the coalescence process is allowed. The change in the sign of the resonance peak is explained by the fact that, for small excesses above the threshold, positive nonlinear damping reduces the magnitude of χ", and for large excesses it increases it (Fig. 7) . It is also clear that the appearance of a jump in χ" when the excess is greater than 8 dB is connected with the creation of a group of pairs with θ f 1/2 ir.
COLLECTIVE EXCITATIONS AND AUTO-OSCILLATIONS OF MAGNETIZATION.
(a) The spectrum of collective oscillations. So far, we have confined our attention to stationary states of a system of parametric waves. In this section, we shall consider the behavior of the system as it departs from the stationary state. For the sake of simplicity, we shall initially neglect dissipation. The Hamiltonian of the system, <£, is then a constant of motion. Suppose that the perturbed-state Hamiltonian JP differs from the Hamiltonian <#Ό in the ground state. This means that the system can never reach the ground state, and since it has no other stable stationary states, it behavior will be essentially nonstationary. Two types of behavior are then possible: the system either executes small oscillations about the ground state, or departs completely from it. We shall show that both types of behavior are possible in the case of parametric excitation of spin waves.
Since we shall eventually have to compare theory with experiment, let us begin by considering the cubic ferromagnet magnetized along the ( i l l ) or (lOO) axes. For excesses above the threshold which lie below the second threshold, the spin waves are excited in the plane of the equator in the ground state.
Let ajj be the deviation of the complex amplitudes cjj from the ground state (3.21), (3.22) , and let us isolate in the S-theory Hamiltonian (3.9) the part Jf m which corresponds to the ground state, and the parts jf (1) andjf (2) which contain the linear and quadratic terms in a. Using the equations of motion, we can readily verify that the ground state is an extremum:
The part of the Hamiltonian which is quadratic in small perturbations, assumes the form
where we have replaced summation by integration and Ύφφ' =T)fc>,S(p<p' = T^, for θ = θ ' = 1/2π, |k|= Ik'l =k 0 .
Transforming to the Fourier components
If -7V+a The fact that n m is negative means that the energy of the spin-wave system decreases as a result of the excitation of collective oscillations. The energy of the system increases in the course of their relaxation. This is not inconsistent with the conservation of energy because the system of parametrically excited waves receives its energy from the pump.
The quantities S m and T m can be calculated for a cubic ferromagnet in the symmetric directions ( i l l ) and (lOO). It turns out that they differ from zero only when m =0, ± 2 . The coefficients S m and T m corresponding to these modes a r e These formulas show the dependence of the frequency of collective oscillations on the experimental conditions, namely, the excess above the threshold, pump frequency, magnetization, external magnetic field, shape of the specimen, and crystallographic anisotropy.
We must now consider the effect of the damping of spin waves on collective oscillations, especially since the damping y^ may be of the same order as the frequency a m .
Linearizing the equations of motion (3.3) with respect to a, against the background of the ground state (3.22) , and assuming that α,α* ~ exp(-ii2t), we obtain a set of algebraic equations which are homogeneous in ot t a*. The condition that these equations are consistent, determines the frequency and damping of the collective oscillations:
This formula leads to the important conclusion that the criterion for internal instability on the m-th collective mode is independent of the amount of damping and is determined, just as in the conservative case, by the condition S m (2T m + S m )<0. (4.11) Within the framework of the S theory, the collective oscillations of a system of parametric spin waves are spatially homogeneous. When spatial dispersion is taken into account, each normal mode corresponds to a whole branch of n m (κ), where (4.10) defines the gap. Spatiallyinhomogeneous collective oscillations δ η ,δψ ~ exp[((Cr -O m t)] have a definite analogy with second sound. In contrast to the usual second sound, a gas of thermal magnons in a system of parametric waves exhibits oscillations not only in the number njj of pairs, but in their phase ψ^ as well.
The spectrum n m («) of these waves is investigated in [ 4 9 ) . In the simple case when κ II M, (b) Resonance excitation of collective oscillations. The collective oscillations discussed above are seen experimentally as low-frequency (ft * sec' 1 ) oscillations of the longitudinal magnetization M z . Pulsed excitation of these oscillations can frequently be observed during the transient state after the end of the pump pulse.
The resonance method is the most convenient way of exciting collective oscillations. The procedure is to apply to the ferromagnet both the pump field h(t) ~e~i' i) p t;
and a weak field h s ιι Μ with frequency close to ωρ, i.e., ω δ = ω ρ + Ω [ 2 7 ] . Calculations reported in/ 2 7 1 based on the equations of motion (3.3) , show that the susceptibility K&p-Hi resonance frequencies, namely, H = ±Ωο which coincide, as expected, with the natural frequency of the zero mode, \l 0 , in the absence of damping:
Χω +a = For large excesses above the threshold, when Ωο ^* y 2 , the line shape is nearly Lorentzian, with width equal to the spin-wave damping γ. At resonance, the susceptibility is given by η (4.12)
The fundamental point is that the susceptibility may turn out to be negative. This corresponds not to absorption but to amplification of the weak signal. It follows from (4.12) that absorption occurs at the frequency ωρ + n, and amplification at the mirror frequency ω ρ -Ω .
The appearance of amplification can be regarded as a consequence of decay instability of the ground state (with the "slow" frequency equal to zero) into electromagnetic radiation (with slow frequency Ω) and a collective oscillation with characteristic frequency Ω ο . The law of conservation of energy in this process is 0 -Ω + Ωο. Amplification therefore occurs at the frequency -Ωο, which corresponds to (4.12). In this language, absorption is a consequence of the decay of the weak signal into the ground state and the collective mode with the conservation law Ω = 0 + Ωο· The collective resonance was observed experimentally in [ 2 7 ] in single-crystal YIG. Good quantitative agreement between theory and experiment was noted. In particular, the dependence of the susceptibility to a weak signal on the pump power (Fig. 10 ) was found to be in good agreement with (4.12) right up to the first threshold (h/hi) 2 = 8 dB. It was also noted that the collective resonance can be used as a convenient and relatively simple method of measuring the spin-wave relaxation time. Measurements show that, in accordance with the theory, the resonance absorption linewidth is practically independent of the pump power, and is in good agreement FIG. 10 . Measured susceptibility for a weak signal as a function of pump power (YIG sphere, Μ || <100».
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with the values of y obtained from the threshold for parallel excitation' 271 .
(c) Auto-oscillations of magnetization. It is well known that, in the case of parametric generation of spin waves, the stationary state is frequently not established, and the magnetization executes complicated auto-oscillations about some mean value.
The main experimental facts on these auto-oscillations, obtained for high-quality YIG crystals under parallel excitation are as follows 1 "' 50> 5 1 ] :
(1) The auto-oscillation frequencies lie in the range between 10 4 and approximately 10 7 Hz (depending on the pump power and the constant magnetic field). For a small excess above the threshold, the auto-oscillation spectrum consists of a single line. As the power level increases, there is an increase in the number of lines which also shift toward higher frequencies. For large excesses above the threshold, noise-type spectrum is observed.
(2) The threshold for auto-oscillations is usually very low: 0.1-1 dB relative to the parametric excitation threshold, with the exception of small wave vectors (H > H c ) where the auto-oscillation threshold is appreciably higher. The threshold also rises when internal inhomogeneities are introduced into the crystals .
(3) Giant crystallographic anisotropy in auto-oscillation properties, which substantially exceeds the anisotropy in the spin-wave spectrum, has been observed. Thus, the auto-oscillation intensity in YIG when the magnetization lies along the ( i l l ) axis exceeds the intensity for the (lOO) axis by a factor of roughly 100.
The physical nature of these auto-oscillations is one of the basic problems for the parametric excitation of spin waves.
Various hypotheses have been put forward in this connection. The simplest hypothesis 1531 is that several discrete frequencies corresponding to the natural oscillations of the crystal are present in the spectrum of parametrically excited spin waves. Beats between these frequencies lead to the appearance of the auto-oscillations. This hypothesis explains [53] a number of experimental facts (the dependence of the auto-oscillation frequency on the magnetic field and the crystallographic orientation of magnetization), but it totally ignores the dependence of the auto-oscillation frequency on the pump power, and the question of the origin of the few discrete frequencies. We note that the S-theory predicts the existence of the single frequency 1/2ωρ in the stationary state.
Another group of hypotheses is based on the effect of excited waves on magnetization (see, for example, the paper by Green &Schlomann L54] ). If the mean magnetization of the crystals follows the amplitude of the spin waves with a certain delay, then the auto-oscillations in magnetization may build up in the crystal. Monosov's monograph [37] is written from this point of view and is based on the phenomenological equations of Bloch and Bloembergen. In fact, however, the appearance of the auto-oscillations can be influenced only by the inertia of the thermal spin waves with frequency of the order of Wp. This problem should be solved with the aid of the kinetic equation for the waves. So far, it has not been solved. Nevertheless, it might be expected that, in most experimental situations, the effect of inertia can be neglected.
The auto-oscillations find a natural explanation within the framework of the S-theory as the result of the instability of the stationary state against the excitation of collective oscillations, which was described in Sec. 4(a). If the instability conditions S m ( 2 T m +S m )< 0 are satisfied for at least one mode (of number m), the system of parametrically excited spin waves has no stable stationary state within the framework of the S theory. There are then two conceivable possibilities: either the system is brought out of the region within which S theory is valid (this should be accompanied by a strong increase in the amplitude of the excited waves), or the oscillations should settle down around the stationary state. These oscillations (if they develop) are observed experimentally as auto-oscillations of magnetization. General considerations suggest that the auto-oscillations may be both regular and random. In the latter case they can be looked upon as "secondary" turbulence with time scale much greater than the scale of the "main" turbulence (the period of the spin waves).
It is clear from (4.10) that the instability of the stationary state is purely aperiodic (Re n m = 0) and, therefore, the secondary turbulence is strong. This means that the analytic solution for the nonlinear stage of development of collective instability and the description of secondary turbulence (if it appears) are extremely difficult to obtain. Computer simulation of secondary turbulence would therefore seem to be useful. This however requires an inordinate amount of machine time and is hardly practicable in a real situation, for example, in YIG. This forces us to turn again to a numerical experiment, using simple models of the ground state.
A numerical experiment on the excitation of autooscillations was described in t 2 e ] . It was based on the two-beam model in which it was assumed that the spin waves were localized around two fixed angles θ ι = 1/2ττ θ 2 = 1/40. The coefficients S o and P o were chosen to be close to those calculated for YIG, with the magnetic field along the ( i l l ) axis (see below), so that the instability conditions were satisfied for the zero mode.
The numberical experiment showed that steady autooscillations of amplitudes and phases were established in this model (Fig. 11) . The dependence of the frequency in these auto-oscillations on the pump level is qualitatively in agreement with the analogous result usually observed experimentally. The above model was also used to carry out an experiment simulating the development of collective instability for m f 0. The behavior of the resultant amplitude during the nonlinear stage of development of the instability was investigated. This is interesting because there is no change in the resultant amplitude during the linear stage, we chose beams with 0i = 02 = l/2ir and φ 2 = ψ\ + 1/2π. The experiment showed (Fig. 12 ) that states were established in which both the sum and the difference of the wave amplitudes underwent oscillations. The oscillations in the amplitudes appear as a result of the interaction between collective modes with different m.
The numerical experiment based on the above models thus shows that, within the framework of the S theory, the development of the internal instability of the ground state does indeed lead to auto-oscillations. The properties of these auto-oscillations, i.e., the dependence of frequency and spectral composition on the pump power, are comparable with the properties of auto-oscillations observed in laboratory experiments. Thus, both numeri- cal and laboratory experiments show that the development of auto-oscillations has no substantial effect on the mean level of parametrically excited waves. The numerical experiment shows moreover that, during the development of instability, the zero mode pronounced oscillations in the resultant amplitude. Smaller oscillations in the resultant amplitude which are accompanied by a reduction in the measured χ" are found for higher-mode instabilities. It is interesting that the appearance of the auto-oscillations in the numerical experiment is usually accompanied by a reduction in mean value of χ'. This has also been observed in laboratory experiments.
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The above result can be used to predict situations in which auto-oscillations should be observed in a real experiment. We have calculated S m and T m for YIG using (4.5)-(4.8) for a typical experimental situation: N 2 = 1/3 (sphere), ω ρ = 9.4 Hz, k = 0 (Η = H c ), ω Μ = 4.5 Hz, co a = 0.23 Hz (room temperature) (Table Π) .
It is clear that not only the magnitudes but also the signs of the coefficients depend on the direction of magnetization. Substituting the tabulated data in the instability criterion (4.11), we can readily verify that in the "easy" direction ( i l l ) we have an instability for the zero mode, whereas in the "difficult" direction (lOO) all the modes are stable in this situation. In the experiment with Η = H c , in the difficult direction the autooscillations are in fact absent up to h 2 » 6-7 dB, which corresponds to the second threshold. On the other hand, in the "easy" direction there are strong auto-oscillations virtually immediately after the threshold hi t 3 7 ] .
The condition for the appearance of the auto-oscillations in different experimental situations was analyzed in detail in [ 5 5 ] where use was made of the graphical •representation of the instability criterion (4.11) in the form of a phase diagram. Using the expressions for So and To given by (4.5)-(4.7), we can construct the lines So = 0 and 2P 0 + S o = 0 on the ">ρ/ω Μ , Ν ζ ο plane, which represents the boundaries of the instability region for the zero mode (Fig. 13) . The unstable "phase" lies between these curves. Similarly^one can construct phase diagrams on the w p /u) M , N Z 2 plane, which represent the instability regions for the m = 2 and m = -2 modes (Fig. 14) . By varying the experimental conditions, for example, by varying the temperature, the specimen shape, and so on, it is possible to move the point on the phase diagram corresponding to the given experimental situation and, in the course of this, the boundaries of the instability region may be intersected.
In an experiment in which measures have not been taken to increase the sensitivity, one usually observes the only zero-model instability which leads to very strong auto-oscillations of magnetization. The results of such experiments ((·>" = 9.4 Hz and Τ = 300°Κ) with pure YIG single crystals and YIG crystals doped with scandium (which reduces the anisotropy field) are summarized in Table ΙΠ. The phase diagram in Fig. 13 shows points representing the experimental situations defined in Table IE . It is clear that strong auto-oscillations are observed in those and only those situations where the representative point enters the instability region. It is interesting that points 2 and 8 lie near the instability boundary and cut this boundary after a small change in the temperature. For example, for point 2 calculations show that this occurs for Τ *> 330°K, whereas experiment shows that the oscillations occur for Τ > 36CTK.
Experiments performed with increased sensitivity showed the presence of weak auto-oscillations in those cases where the theory predicts instability for the m = -2 mode and stability for the m = 0 mode 155 '. Figure 15 shows the dependence of the threshold for weak auto-oscillations on the constant magnetic field for this particular experimental situation. It is clear that the auto-oscillations appear in two magnetic-field intervals. The appearance of the auto-oscillations in region I is explained in a natural fashion by the phase diagram which shows the instability region for m = -2 (Fig. 14) . This diagram gives the trajectory of the representative point as the magnetic field is varied. The initial point O, which corresponds to k = 0 (H = H c ), lies in the stable region. As Η is reduced, the wave number increases, Oe. The Width of this region decreases with decreasing temperature, and disappears altogether at temperatures below 275Έ. This is explained by an increase in anisotropy and magnetization, which shifts the initial point on the phase diagram along the 00 line (Fig. (14) . It is clear that the trajectory corresponding to changes in Η at low temperatures does not cut the instability region for the m = -2 mode.
Auto-oscillations in region II in Fig. 15 have a more complicated origin. The limits of this region coincide with the field interval in which one observes hard parametric excitation of spin waves due to negative nonlinear damping (sec. 5). The conditions for the appearance of these auto-oscillations are analyzed ίη ί 4 8 1 in terms of the kinetic equation.
In conclusion, we must recall that the simple theory of auto-oscillations discussed in this section predict that the threshold h a for the auto-oscillations coincides with the parametric excitation threshold hi and that the frequency of the auto-oscillations is zero for h = ha· Experiment shows, however, a finite threshold for the auto-oscillations and a nonzero initial frequency. In single-crystal YIG, the threshold for the auto-oscillations is usually 0.1-1 dB, and the initial frequency does not correlate with the size of the threshold and varies in the range 10 4 -10 5 Hz, [37> 51) depending on the constant magnetic field. These facts can be explained by the influence of weak nonlinear damping which has no substantial effects on the magnitudes of χ' and χ", by the presence of random inhomogeneities in the crystals^4 9 , by the absence of exact axial symmetry, by the reaction of the specimen on the resonator 1565 , and so on. Further theoretical and experimental studies of the auto-oscillations will be necessary to establish the relative contributions of these mechanisms.
OTHER PROBLEMS IN SPIN-WAVE TURBULENCE.
(a) Effect of random inhomogeneities. The elementary theory of the nonlinear stage of parametric excitation of waves (the S theory) described above is only the first important step along the way to an understanding of the phenomena which occur in real crystals during parametric resonance. A relatively large volume of data has now accumulated on the way in which parametric excitation of waves is affected by factors which have not been taken into account in the simple S theory. These results were obtained with the aid of a formalism which is occasionally quite complicated and cannot therefore be outlined in the present review to the same degree of completeness as the S-theory. The present section is concerned with a very brief review of these results, and most of the material is theoretical. Experimental studies of phenomena outside the framework of the S theory are only just beginning.
We start with the influence of random magnetic inhomogeneities on the parametric excitation of waves.
With very rare exceptions, real ferromagnets contain various types of magnetic inhomogeneities, including random distributions of magnetic ions over the crystal lattice sites, impurities, nonmagnetic inclusions, surface roughness, polycrystalline structure, and so on. These inhomogeneities are known to lead to the very effective two-magnon relaxation process which conserves the frequency but not the momentum of the magnons. The nature of the magnetic inhomogeneities and their influence on the ferromagnetic resonance linewidth were investigated extensively in many papers (see, for example, the monograph by Sparks' 5 7 1 and the paper by Schl6mann teo] in the case of unstable homogeneous second-order precession. In this case, the frequency of homogeneous precession is equal to the frequency of parametric spin waves, and the spin waves which arise as a result of the two-magnon relaxation of homogeneous precession (ω 0 -ω^) are involved in the four-magnon parametric process (2ω 0 -ω^ +<*>_ k ) as well. Parametric waves therefore reach a substantial excitation level and produce an effective reaction on the homogeneous precession even before the instability threshold. This phenomenon leads to a "spread" in the threshold even in the case of a small number of inhomogeneities.
In the case of unstable homogeneous first-order precession and parallel excitation, the frequency of the parametric spin waves is equal to one half of the pump frequency and there is no spread in the threshold. This does not mean, however, that inhomogeneity has no effect on the threshold or the behavior of spin waves beyond the threshold.
The effect of inhomogeneities on parallel excitation is discussed in a large number of experimental papers : 6 1 J . The experiments were largely performed on polycrystals. They showed that a reduction in grain size to a value of the order of the parametric wavelength leads to a substantial increase in the threshold. The results are usually treated in terms of simple representations: the parallel excitation threshold is determined from the formula
where yimp i s t n e damping rate for the spin wave due to scattering by grain boundaries and y^ is the damping rate due to intrinsic relaxation processes.
Sparks' book C57 ' contains a criticism of this approach, which can be summarized as follows. Two-magnon processes do not remove energy from the parametric-wave system and, therefore, the energy balance condition for them has the same form as before, i.e., (2.22) , but this condition takes into account only the intrinsic damping >Ίς. However, the effect of the inhomogeneities is that the normal modes are no longer plane waves, but some linear combinations of them, and these are in fact excited by the pump. To determine the threshold, one must obviously average the balance condition (2.22) over the waves which make up the normal mode with the minimum threshold. In our notation, the Sparks threshold formula takes the form Κ j I V o I iV e sin θ άθ = j γ θ^θ sin θ άθ.
(5.2)
It predicts that hi is a slow function of the inhomogeneity density. In fact, in the limiting case of a highly inhomogeneous medium, the parametric waves fill the entire resonance surface cKj j = 1/2ωρ uniformly. It then follows from (5.2) that V e sin θ d9 = f γ θ sin θ άθ.
Substituting YQ = const and Vg from (2.26) for isotropic ferromagnets, we obtain hi = 3V/2y, i.e., there is an increase by a factor of 1.5 in the threshold as compared with the homogeneous case.
The threshold for the parametric excitation of spin waves in a medium with random inhomogeneities is discussed in [ 3 4 ] subject to the approximation Yi m n ^ ω · It is shown that the inhomogeneities not only spread out the pair distribution function, but violate the strict phase correlations within each pair: (cfccj£) > c^c-^) (the bar represents averaging over the impurity ensemble). This weakens the interaction between the spin waves and the pump, and leads to an additional increase in the threshold over and above the increase predicted by the Sparks formula (5. The logarithm in this formula appears because loss of energy from the equator becomes important in this limit as a result of the two-magnon scattering.
When Vimp 5^ y, the distribution Ng clearly becomes isotropic, and the threshold amplitude is determined from the expression V §sin( (5.5) Therefore, the magnitude of hi in this case is greater by a factor of (Yimp/y) 1 ' 2 than predicted by (5.3) because the latter does not take into account the violation of the phase correlation. When (5.4) and (5.5) are compared with experiment, it must be remembered that they are not valid if the size of the inhomogeneities is much greater than the spin wavelength.
The post-threshold behavior of spin waves in a ferromagnet with random inhomogeneities is also discussed in [ 3 4 ) within the framework of the S-theory. The inhomogeneities lead to an increase in the stationary level of wave limitation by a factor of n^by^p/y. This effect is also explained by a reduction in the pair phase correlation due to the two-magnon scattering. The quantity σ^ is not substantially altered because the amplitude limitation conditions for large excesses above the threshold |p| <S hV remains in force even in the presence of inhomogeneities. This ensures that the nonlinear susceptibilities given by (2.33) and (2.34) are not very sensitive to inhomogeneity density. A serious comparison between the conclusions given in [ 3 4 ] and experimental data has not as yet been carried out.
(b) Initiation and fine structure of parametric turbulence. All real systems exhibit thermal fluctuations, and there is considerable interest in their behavior during parametric excitation of waves. It is clear that, as the instability threshold is approached, there is an increase in the level of fluctuations in the system. Beyond the instability threshold there are at least two possible cases: either the fluctuations in the region of k space near the instability wave vector ko increase to the macroscopic level, in which case a wave packet is produced with a certain width κ, or we have a state which is singular in k and the fluctuations become frozen at a certain level. The appearance of the singular state can be compared with a phase transition of the second kind, for example, condensation of a Bose gas, or a transition to the superconducting state.
A phase transition is a change in the state of a system due to its instability for Τ < Ti , where Ti is the transition temperature. This results in the appearance of long-range order in the system, and the order parameter is a function of temperature of the form (Ti-T) 1 / 2 . When a stationary spectrum is established in the form of one angular pair of waves againsi the background of fluctuations, we again observe long-range order, i.e., the phase coherence of waves forming the pair. If we continue this analogy with phase transitions, we can compare the pair amplitude with the order parameter, and the temperature with the pump power. Near the phase transition, the fluctuations also undergo a rapid increase and it is precisely the behavior of fluctuations for Τ -Ti which determines whether or not the phase transition will take place.
We shall now describe the behavior of fluctuations during the parametric excitation of waves. Well away from the excitation threshold (hVjj < yjj) the fluctuations can be described in terms of the linear approximation. The pump field produces a deviation of the wave distribution function n^ from the thermodynamic equilibrium value nj^:^n^-
where
The formula given by (5.6) may be regarded as the resonant response of the system under the conditions of parametric excitation to a random Langevin force which represents the interaction between the system and the thermostat. Thus, the application of the pump and the random force results in the appearance of a wave packet with maximum at ω^ = l/2u>p and frequency width v^. It is clear that as hVy. -yjj, the distribution width Vfc -• 0 and the integrated fluctuation intensity in a particular direction increases as v^, whereVQ is the value of νγ. on the resonance surface.
The behavior of the fluctuations near the threshold and when hVfc > y^ must be described by the nonlinear equations. It is shown in [ e 2 1 that the character of the "phase transition" is very dependent on the quantity δ, i.e., the dimensionality of the distribution njj in the ground state of the S-theory. When 5 = 0 , the waves are located at a pair of points, and when δ = 1, they lie on a line (this case is usually realized in isotropic ferromagnets). Finally, when δ = 2, they lie on a surface in the k space.
The singular distribution of parametric waves, which appears for h > hi, modifies the fluctuation damping rate in the neighbourhood of the resonance surface. It turns out that in the diagonal-Hamiltonian approximation the fluctuation intensity is given by (5.6) as before, except that ω^ is now replaced by ώ^ and hV^ by P^. In the linear approximation, their contribution to the renormalization of frequency and pump need not be taken into account. It is then clear that UQ = 0 at those points on the resonance surface where the parametric-wave amplitudes are nonzero. In the neighborhood of these points where V g is the group velocity and κ χ and κ η are the deviations of the wave vector k across and along the resonance surface respectively.
The spread in the singular distribution will obviously occur for δ = 2 or 1 if the integrated fluctuation intensity given by (5.8) becomes infinite. This formula is then no longer valid, and we must take into account the contribution of fluctuations to the self-consistent pump and the renormalization of the frequency. . In these expressions I is the lattice constant and T c is the Curie temperature. For excesses above the threshold that are not too small h -hi > hii· 2 , we have When 6 = 1, the thermal fluctuation divergence is logarithmic, and the distribution width ν is exponentially small '. The integrated fluctuation intensity is finite for one pair (δ = 0) and it is only in this case that one might hope for the appearance of a state which is singular in k in the presence of thermal fluctuations. However, calculations show 162 ' 631 that these hopes are unjustified because, as a rule, the ground state is unstable against the excitation of spatially-inhomogeneous collective oscillations. The nonlinear stage of development of this instability will be described in the next section.
It is important to note that, in addition to the broadening in k, the distribution function for the parametric waves has a finite spectral width Δω. in the diagonalHamiltonian approximation "
The multifrequency character of parametric turbulence is a consequence of the fact that the Langevin random force to which the parametric waves are the response has a broad frequency spectrum. However, all this is valid only so long as we need not take into account the nondiagonal terms of the Hamiltonian which have been neglected and which were shown in t 3 3 ] to lead to a substantial change in the random-force spectrum. In particular, in addition to the Langevin random-force with a white spectrum there is an additional random force fk(k, ω) with a narrow spectrum whose width is of the order of the spectral width of the parametric wave packet, Δω, and a maximum at the frequency 1/2ωρ. The square of its amplitude is proportional to εΝ 3 /Δω where Ν is the integrated wave intensity. At a certain critical pump amplitude h* h ~ h 56/5 / ω \ ^5 , n the "intrinsic" noise level f| is comparable with the thermal noise level f| _,. When h > h*, the system of parametric waves becomes unstable against the "buckling" of the frequency spectrum. In fact, a random reduction in the spectral width Δω of the packet gives rise to a narrowing of the spectrum of the random force f s and an increase in its amplitude. This enhances the reduction Δω, as a result of which the force f s becomes even "narrower and stronger" and so on. The contraction process continues so long as the distribution widths of these parametric waves and of the intrinsic noise spectrum do not vanish. This process cannot occur in the direction of increasing widths of these distributions. This is prevented by the resonance character of the effect of the pump.
We thus see that, when h = h*, we have a phenomenon which is analogous to a phase transition, i.e., the appearance of a "condensate." A new packet of waves appears against the background of the above multifrequency parametric turbulence, with the same spread in k but oscillating at the strictly fixed frequency 1/2^,. Analysis of this transition is a very complicated task. It may be that this is a phase transition of first order but close to second, i.e., when h = h* the single-frequency turbulence appears suddenly, but the size of this jump is small. When h > h* the amplitude of the single-frequency part of the turbulence N s is found to increase, rapidly reaching the asymptotic value given by the S theory: whereas the multifrequency part rapidly decreases and may be looked upon as fluctuations against the background of the single-frequency turbulence. The spectral width of these fluctuations is of the order of Here ν is the width of the distribution over the natural frequencies on both the multi-and single-frequency parts of the turbulence.
In addition to fluctuations at frequencies close to l/2u>p there are also fluctuations due to thermal excitation of collective oscillations (cf. section 4(a)), which lie at frequencies separated from l/2(*>p by an amount of the order of SNg 3> Δω.
The above picture of the initiation of single-frequency turbulence refers only to the case where the ground state is stable against the excitation of collective oscillations. It is well-known that, in the opposite case, autooscillations are produced and can be looked upon as giant fluctuations, destroying the single-frequency turbulence and leading to strong multi-frequency turbulence with the spectral width of the order of SNg which is equal to the width of the region excited in k space.
(c) Strong turbulence and self-focusing of narrow parametric-wave packets. We shall now consider the situation where the excitation threshold is a minimum for a single pair of waves. This occurs, for example, when spin waves are excited by homogeneous precession in the case of second-order instability (2ω^ = 2ωρ) and for parallel excitation in uniaxial ferromagnets with "easy plane" anisotropy. It follows from the S theory (see ' 20] ) that, in this case, a monochromatic standing wave which is coherent throughout the crystal will be excited below the second threshold. This wave can be used to amplify and excite hypersonic waves, to modulate light, and so on. However, a necessary condition for the realization of the single-mode state is that it must be stable. In the nondecay part of the spectrum the main processes leading to instability are the following four-wave processes [62> 6 3 ] : The process defined by (5.10) describes the interaction of pairs and corresponds to the diagonal Hamiltonian (3.1). The process defined by (5.9) defines the instability of one wave and was previously ignored on the ground that in the case of a large number of waves it has a high threshold because of the randomization of the individual phases.
The instability growth rate for the processes (5.9) and (5.10) is very dependent on the sign of the coefficients S and Τ of the Hamiltonian. For small κ we must have S > 0 and Τ > 0 for stability. However, even when these conditions are satisfied, perturbations with κ « κ 0 may turn out to be unstable, where ω χ = ΐ/(ΜΤ-γ 2 · (5.11)
To ensure stability for these values of «, we must satisfy the additional requirement 0 < hV -γ < y(y./w) 2 (S/T) 4 which defines a very narrow interval of pump intensities h.
The nonlinear stage of development of the instability of one pair was investigated in [ 6 4 ' " 5 l . The basic feature of this problem is the narrowness of the wave packets excited in k space, which has meant that the problem could be described in the language of wave envelopes. The simplest variant of the nonlinear behavior of the system is its transition into one of the possible stationary states which take the form of a periodic modulation wave A(r -Vt), which is either at rest or moves with constant velocity. Analysis of the stability of such waves in the case of small modulation depth suggests that all the stationary states are unstable and, therefore, the nonlinear behavior of the system is essentially nonstationary. Such a state is highly turbulent and can be represented by a stochastic superposition of envelopes propagating mainly in the direction perpendicular to ko. The modulation depth is of the order of unity, and the characteristic wavelength is ~ κΌ a way that the amplitude at the center of the packet rises rapidly and is restricted by the nonlinear damping to a level much higher than the mean turbulence level. This can be compared with self-focusing in nonlinear media in optics, which in certain cases leads to the collapse of a beam in a finite time [ 6 6 > 6 7 1 .
Computer calculations show t65] that, when the excess above the threshold is small, these collapse regions are practically unnoticeable, and for h > 3hj practically every amplitude maximum with collapse. The energy dissipation in these collapses leads to an effective nonlinear damping described by y(N) » γ + ?;N, η « |S|.
A promising experimental method of studying strong turbulence is measurement of the spectral density of electromagnetic radiation emitted by a ferromagnet at frequencies around ωρ and 1/2ωρ. In the absence of the collapses, the spectral width of the emission is [(hV) 2 -y 2 ] 1 / 2 . The appearance of collapses, on the other hand, is accompanied by a substantial broadening of the emission spectrum, which can probably be used as a means of detection.
CONCLUSION
The results summarized in this review show that substantial progress has now been achieved in the understanding of the phenomena which occur in ferromagnets in the case of parallel excitation of spin waves. Physical ideas developed in this connection are also valid for a number of other similar problems.
This refers above all to nonlinear phenomena in the case of "transverse" excitation of spin waves, i.e., the parametric excitation of spin waves by homogeneous precession of magnetization. In the simplest case of first order instability and ferromagnetic resonance (ω 0 « ίΰρ ^ 2ω^) the main nonlinear mechanism is the reaction of spin waves on homogeneous precession 1221 .
Well away from the resonance, the phenomena which occur during transverse excitation are essentially similar to those found for parallel excitation. It is shown in [ 2 2 ] that the interaction of the waves with one another is appreciable even at small excesses above the threshold. All three nonlinear damping mechanisms discussed in Sec. 3 play an important role in this connection. A substantial volume of experimental data is now available in this field, but detailed comparisons with the theory are inhibited by various complicating factors.
In particular, even in the linear approximation, the dependence of γ on θ and |k| means that the question as to which waves are excited first is difficult to answer.
For second-order instability, ω 0 » ω ρ = ω^, twomagnon scattering plays an important role in addition to the above factors and must be taken into account at the same time as the pair interaction. For large excesses above the threshold, this is accompanied by phenomena which are not as yet understood, for example, the "valley" on the resonance curve [ 6 8 ] .
The phenomena observed in the course of parametric excitation of spin waves in antiferromagnets are at least in principle, much richer because of the presence of several spectrum branches.
Cubic antiferromagnets with weak anisotropy, and uniaxial antiferromagnets of the "easy plane" type, are of particular interest and have been investigated by Seavey 1691 , Borovik-Romanov and Prozorova [701 , and Ozhogin [71] . It is shown i n [ 7 2 ) 7 3 ] that all the predictions of the S theory are fully applicable to antiferromagnets. The interpretation of experimental results is complicated by the fact that defects play an important role in typical experimental situations involving antiferromagnets.
An interesting and important range of problems is associated with the study of the parametric excitation of waves in media with large scale (in comparison with the wavelength) inhomogeneities. In this case, we have an additional "linear" limiting mechanism because of the loss of energy to the region with the higher threshold. This mechanism was investigated in detail in [ 7 4 ] in the case of waves in plasmas. It is also important to note the interesting phenomenon of parametric echo which is observed during transverse excitation in weakly inhomogeneous ferromagnets. A qualitative explanation of this phenomenon is given in [ 7 5 ] . It would be interesting to elucidate the role of wave interaction using short intense pump pulses. Studies in this area may be of practical importance in the sense that they may lead to the development of amplifiers, amplifying delay lines, and other devices for pulse shaping.
The importance of the theory outlined in the present review extends beyond the framework of ferromagnetism. It is, essentially, the general theory of parametric excitation of waves in nonlinear media with a nondecay spectrum. In particular, it is valid for certain problems in the physics of plasmas, [ 7 6 ] and can be used to investigate the parametric excitation of waves on the surface of a liquid. It is therefore hoped that this theory reflects many of the essential features of turbulence established in an unstable continuous medium when the excess above the threshold is not too large. ' We note that the dependence of χ' and χ" on h 2 found in [ 46 ] is qualitatively in agreement with Fig. 5 for all excesses above the threshold with the exception of the ~l-2 dB region near the threshold.
