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1
Introduction générale
Le travail présenté dans ce document a été effectué, depuis début 2010, dans le contexte de
mon activité de responsable scientifique de l’équipe-projet Inria appelée Clime.
Clime a été, jusque fin 2014, une équipe-projet commune avec l’École des Ponts ParisTech,
créée en décembre 2005 par des chercheurs en traitement d’images et des chercheurs en as-
similation de données. En tant qu’équipe de l’École des Ponts ParisTech, Clime appartient au
CEREA (Centre d’Enseignement et de Recherche en Environnement Atmosphérique), lui-même
laboratoire commun de l’École des Ponts ParisTech et de EDF R&D.
L’assimilation de données, telle qu’étudiée dans l’équipe Clime, doit être comprise au sens
le plus large : cela inclut toutes les méthodes mathématiques de couplage des données d’ob-
servation et des modèles de simulation. Le système observé est généralement un fluide géo-
physique. L’équipe s’intéresse à quatre axes scientifiques principaux :
— Estimation de l’état d’un système en combinant sorties du modèle et observations. Le
but est de calculer une analyse, estimation optimale du vecteur d’état caractérisant le
système, ou d’effectuer une prévision. L’équipe Clime contribue à la définition de nou-
velles méthodes d’assimilations de données, en s’intéressant par exemple aux aspects
non-gaussiens, aux filtres minimax et aux approches multi-échelles.
— Modélisation inverse. Il s’agit par exemple de l’estimation de termes sources ou de para-
mètres sous-mailles présents dans les modèles.
— Quantification d’incertitude et estimation du risque. L’approche principale de l’équipe
repose sur des méthodes d’ensemble. Celles-ci sont abordées dans le chapitre 5 pour le
calcul du mouvement par un filtre de Kalman d’ensemble.
— Assimilation d’images. Ces travaux font l’objet du présent mémoire et sont décrits dans
les chapitres 2 à 4.
Ce document est donc lié à mon activité de recherche sur le thème de l’assimilation d’images.
Cette activité, débutée en 2008, correspond à une reconversion scientifique par rapport à mes
précédents travaux en traitement d’images. Ces derniers ont principalement été menés pour
l’imagerie médicale, dans l’équipe-projet Inria EPIDAURE dirigée par Nicholas Ayache, puis
pour l’imagerie satellite, dans l’équipe-projet AIR, que j’ai créée en collaboration avec Isaac Co-
hen et Hussein Yahia, et enfin dans l’équipe-projet Clime.
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Les quatre chapitres du document principal synthétisent une thématique de recherche ef-
fectuée en collaboration avec un ou plusieurs membres de l’équipe. Les personnes listées ci-
dessous sont les principaux contributeurs des travaux décrits dans ce manuscrit et sont co-
auteurs des articles associés :
— Dominique Béréziat, maître de conférences de l’Université Paris 6. Dominique est venu
en délégation chez Inria en 2007-2008. Depuis cette date, je poursuis une collaboration
régulière avec lui et nous avons réalisé plusieurs publications communes sur l’assimila-
tion d’images, l’estimation du mouvement et l’estimation de l’accélération.
— Karim Drifi, doctorant, de décembre 2009 à janvier 2013. Mes activités de recherche sur
la réduction de modèle en imagerie et sur l’assimilation d’images dans les modèles ré-
duits ont débuté dans le cadre de l’encadrement de la thèse de Karim.
— Étienne Huot, maître de conférences de l’Université de Versailles. Étienne est mis à dis-
position par l’université pour exercer son activité de recherche chez Inria. J’ai collaboré
avec Étienne sur l’assimilation d’images dans un modèle shallow-water, sur l’assimila-
tion de pseudo-observations (calculées à partir des images) dans un modèle de circu-
lation océanique paramétrisé pour la mer Noire et sur l’assimilation d’images dans des
modèles réduits.
— Yann Lepoittevin, doctorant Inria depuis octobre 2012 et dont la soutenance est pré-
vue en fin d’année 2015. Les activités de suivi d’objets par assimilation d’images sont
effectuées dans le contexte de l’encadrement de la thèse de Yann. L’étude de méthodes
d’ensemble pour les modèles image a également été initialisée dans le contexte de cette
thèse et va se poursuivre en collaboration avec Julien Brajard du LOCEAN.
— Nicolas Mercier, ingénieur chez Inria de novembre 2008 à août 2011. Nicolas a réalisé un
cadre générique pour la conception des méthodes d’assimilation d’images dans l’équipe.
Après son départ, nous avons pris la décision de développer une bibliothèque image,
basée sur ITK (Insight Segmentation and Registration Toolkik, www.itk.org), afin de per-
mettre la diffusion des logiciels d’assimilation d’images réalisés dans l’équipe. Cette bi-
bliothèque est réalisée par un ingénieur de recherche Inria, David Froger, avec une col-
laboration intensive de Dominique Béréziat.
— Giuseppe Papari, post-doctorant ERCIM, accueilli dans Clime de juillet 2011 à août 2012.
Avant de rejoindre l’équipe Clime, Giuseppe s’intéressait à la définition de bases pour
la représentation des images. Nous avons collaboré sur la problématique de la défini-
tion d’espaces réduits permettant de caractériser les propriétés spécifiques des Modèles
Images, afin d’améliorer les performances de l’assimilation d’images. Giuseppe Papari
est maintenant chercheur de l’entreprise FEI, à Trondheim en Norvège.
— Sergey Zhuk, post-doctorant ERCIM, accueilli dans Clime de octobre 2009 à décembre
2010. Avant de rejoindre Clime, Sergey travaillait à l’université Taras Chevtchenko de
Kiev en Ukraine, sous la direction d’Alexander Nakonechniy. Nous avons collaboré sur
les problèmes d’estimation du mouvement et de restauration d’images par des méthodes
minimax. Sergey est maintenant chercheur chez IBM à Dublin.
— Plusieurs stagiaires venus effectuer un master dans Clime : en particulier, sur les deux
dernières années, Said Dayabzeg, Tristan Perotin et Marius Sokeng.
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Mon activité de recherche s’est naturellement effectuée dans le contexte de collaborations
avec d’autres laboratoires et par l’intermédiaire de projets de recherche. Je souhaite en particu-
lier citer :
— le projet ANR Addisa (de 2007 à 2010, coordonné par François-Xavier Le Dimet) en col-
laboration avec l’équipe-projet Inria Moise (https://team.inria.fr/moise/), le LEGI
(laboratoire CNRS, http://www.legi.grenoble-inp.fr/web/), le laboratoire CNRM
de Météo-France (http://www.cnrm.meteo.fr/gmap/) et l’institut de mathématiques
de Toulouse (http://www.math.univ-toulouse.fr/). L’objectif est d’étudier le poten-
tiel et les difficultés de l’assimilation d’images dans les modèles de prévision environne-
mentale.
— le projet ANR Geo-Fluids (de 2010 à 2013, coordonné par Étienne Mémin) en collabora-
tion avec les équipes-projets Inria Fluminance (http://www.irisa.fr/fluminance/)
et Moise, l’Ifremer (http://www.ifremer.fr/brest), le laboratoire de Météorologie
Dynamique (LMD, http://www.lmd.jussieu.fr/) et le laboratoire CNRM de Météo-
France. L’objectif du projet est d’explorer les méthodes de couplage des images et des
modèles de dynamique afin de décrire l’évolution de fluides géophysiques, par exemple
l’océan ou l’atmosphère.
— le projet IRD Addisaaf (de 2008 à 2010, coordonné par moi-même) en collaboration avec
l’équipe-projet Inria Moise, l’ENIT en Tunisie (http://www.enit.rnu.tn/) et l’univer-
sité de Yaoundé au Cameroun (http://www.uy1.uninet.cm/). Les objectifs scienti-
fiques, en parallèle de l’ANR Addisa, concernent le développement de méthodes d’as-
similation de données et d’images. L’assimilation de pseudo-observations, calculées à
partir des images, a en particulier été étudiée dans ce contexte.
— l’équipe associée Adams (de 2008 à 2010, coordonnée par Etienne Huot et Arthur Vi-
dard) en collaboration avec l’équipe-projet Inria Moise, le Marine Hydrophysical Insti-
tute (MHI) de Sébastopol (http://mhi.nas.gov.ua/en/), l’Institute of Numerical Ma-
thematics de Moscou (http://www.inm.ras.ru/inm_en_ver/) et le Mikheil Nodia Ins-
titute of Geophysics à Tbilissi en Géorgie (http://www.ig.acnet.ge). Les objectifs de
travail concernent le développement de méthodes avancées d’assimilation de données
et d’assimilation d’images. Après la fin de cette équipe associée, les collaborations aca-
démiques se sont poursuivies sur les mêmes thématiques, en particulier avec Gennady
Korotaev du MHI, qui a fourni les images satellite de la mer Noire présentées dans ce
document. Les difficultés récentes en Crimée sont toutefois une gêne à la poursuite des
travaux communs.
— le projet Hubert Curien DNIPRO avec l’université nationale Taras Chevtchenko (http:
//www.univ.kiev.ua/) de Kiev (de 2011 à 2012, coordonné par moi-même). Le projet
concerne l’estimation du mouvement d’un fluide par méthode minimax et la restaura-
tion d’images (“inpainting”). Le domaine d’application est l’océanographie. Les collabo-
rations perdurent depuis la fin de ce projet, même si les circonstances politiques rendent
les visites difficiles.
— le laboratoire LOCEAN (https://www.locean-ipsl.upmc.fr/), en particulier Julien
Brajard, Michel Crépon et Sylvie Thiria. Afin d’intensifier cette collaboration, Julien Bra-
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jard est accueilli en délégation dans Clime (de septembre 2014 à septembre 2016), pour
étudier l’assimation d’images dans le modèle d’océan NEMO 1 et analyser l’impact de
l’assimilation des structures sous méso-échelles, visibles sur les images satellite. D’autres
études concernant l’aggrégation de modèles image sont également en cours de défini-
tion.
— la société NUMTECH (http://www.numtech.fr/) avec laquelle l’équipe Clime a défini
un Inria Innovation Lab 2. La collaboration avec cette société est, par exemple, à l’origine
des travaux sur la prévision immédiate de la pluie à partir d’images de radars au sol.
Cette application offre un cadre opérationnel, et temps réel, aux études effectuées sur le
mouvement et le suivi d’objets.
La suite de cette introduction générale présente succinctement le contexte global des acti-
vités de recherche que j’ai menées, afin de mieux appréhender les différents chapitres du docu-
ment.
La motivation principale de ce travail est l’étude de la dynamique sous-jacente aux sé-
quences d’images, en particulier les données acquises par satellite. L’approche scientifique re-
pose sur l’utilisation d’un modèle mathématique de la dynamique du système observé par le
capteur et sur son couplage avec les images par des méthodes d’assimilation de données. Les
méthodes d’assimilation d’images ont émergé dans la communauté scientifique depuis une di-
zaine d’années [11, 43, 94, 75, 74], afin de permettre l’estimation du mouvement des fluides géo-
physiques à partir des images. L’impulsion initiale a été donnée par François-Xavier Le Dimet et
moi-même dans la préparation d’une action concertée incitative (ACI) appelée Assimage. Dans
ce document, le modèle considéré est appelé “Modèle Image”, car il décrit les phénomènes tem-
porels sous-jacents à l’évolution des images. Son élaboration repose soit sur des heuristiques
soit sur une simplification de lois physiques (par exemple un modèle shallow-water est utilisé
pour caractériser les images acquises par satellite sur l’océan).
La figure 1.1 présente une séquence d’images de température de surface de la mer Noire 3
acquise par les radiomètres imageurs de la NOAA. Ces radiomètres ont une large fauchée, en-
viron 2900 km pour AVHRR/3, et une résolution spatiale de 1,1 km au nadir. Les mesures de
température de brillance, acquises dans les canaux infrarouges thermiques avec une résolution
radiométrique de 0,12°C, permettent de produire les champs de température de la surface de la
mer. Les séquences temporelles révèlent alors la dynamique sous-jacente à la formation de ces
données. Les anomalies de température, qui peuvent être observées sur ces acquisitions, sont
caractéristiques d’événements climatiques particuliers, comme par exemple le phénomène El
Nino dans l’océan Pacifique. La localisation des principaux fronts thermiques, tourbillons ou
résurgences d’eau froide est une information d’importance pour l’aide à la pêche, la lutte contre
les pollutions marines, et la connaissance de la propagation des ondes sonores sous-marines.
Modéliser et estimer cette dynamique de surface est un enjeu applicatif fondamental pour les
secteurs économiques concernés par ces sujets. Effectuer cette estimation à partir des seules
1. http ://www.nemo-ocean.eu/
2. http ://www.inria.fr/innovation/inria-pme/labos-communs-inria-pme/inria-innovation-labs
3. Copyright : Marine Hydrophysical Intitute, Sebastopol, www.mhi.nas.gov.ua/eng/
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+Figure 1.1 – Images de Température de Surface (Sea Surface Temperature, SST) de la mer Noire.
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images permet de réaliser une prévision court terme, voire temps réel, à haute résolution spa-
tiale, celle des images.
Étudier la dynamique sous-jacente à une séquence d’images peut se faire au moyen de ce
qu’on appelle, en traitement d’images, les méthodes “d’estimation du mouvement”. Il s’agit de
calculer un champ de vitesse entre deux images consécutives en faisant des hypothèses sur
l’évolution de la luminosité entre les deux dates d’acquisition. L’estimation du mouvement est
un problème mal posé au sens d’Hadamard [35], puisque l’équation de conservation de la lu-
minosité (ou équation du flot optique), classiquement utilisée en traitement d’image, ne per-
met pas un calcul unique des deux composantes du vecteur mouvement. Une infinité de so-
lutions vérifient cette équation, et il est nécessaire d’ajouter des informations, objectives ou
heuristiques, pour résoudre le système de manière unique. Des contraintes de régularisation
du champ de mouvement de type Tikhonov [93] sont fréquemment utilisées dans la littéra-
ture [70, 87, 71, 98, 99]. Une large bibliographie est disponible sur le sujet de l’estimation du
flot optique et des comparaisons des méthodes de l’état de l’art sur des bases de données de
test sont disponibles [1, 7, 19]. Afin de prendre en compte l’information temporelle disponible
dans les séquences d’images, des méthodes utilisant l’ensemble des images d’une séquence
ont été définies [97, 96], sans toutefois recourir à une modélisation de la dynamique. Une autre
approche, discutée dans ce document, est celle du recours à des informations heuristiques et à
des connaissances physiques sur l’évolution du champ de mouvement afin de permettre la dé-
finition d’un modèle mathématique, appelé Modèle Image (il sera régulièrement noté MI dans
ce document). Cette façon de considérer l’observation d’un système par des images présuppose
que celui-ci n’est pas aléatoire et qu’il obéit à des lois, partiellement connues. Le Modèle Image
inclut généralement l’équation de conservation de la luminosité afin de caractériser l’évolu-
tion temporelle des images. Il faut noter que cette équation de conservation est, dans sa forme
initiale, non linéaire par rapport à la vitesse w que l’on souhaite estimer :
I(x+4tw(x,t),t+4t)= I(x,t) (1.1)
C’est pourquoi elle est généralement utilisée après développement du premier ordre :
∂I
∂t
(x,t)+w ·∇I(x,t)= 0 (1.2)
D’autres équations peuvent être mieux appropriées, selon la nature physique des images, telles
que l’équation de conservation de la masse [14, 100]. Cette dernière équation permet ainsi de
caractériser le mouvement des nuages sur les images infrarouges de l’atmosphère.
Le Modèle Image caractérise également la dynamique du système observé au moyen d’une
équation d’évolution du champ de mouvement. On peut, par exemple, utiliser l’hypothèse de
conservation lagrangienne du mouvement le long de la trajectoire d’un point :
dw
dt
= 0, équiva-
lente à :
∂w
∂t
+(w.∇)w= 0 (1.3)
En posant w = (u v)
T
, où u et v sont les deux composantes du vecteur mouvement, cette
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équation se réécrit sous la forme du système d’équations d’évolution de u et v :
∂u
∂t
+u
∂u
∂x
+v
∂u
∂y
= 0 (1.4)
∂v
∂t
+u
∂v
∂x
+v
∂v
∂y
= 0 (1.5)
D’autres lois dynamiques, comme les équations shallow water [72, 95], sont également utilisées
pour le MI, lorsqu’elles permettent de mieux caractériser la physique sous-jacente au phéno-
mène observé, en particulier dans le cas des images satellite de l’océan (les applications sont
majoritairement effectuées sur la mer Noire dans ce document). Ces équations sont obtenues
par intégration verticale des équations de Navier-Stokes dans le cas où la vitesse verticale du
fluide est faible. Dans le modèle shallow water, la circulation de surface est représentée par le
mouvement bidimensionnel et par l’épaisseur h de la couche de mélange. La température de
surface T, qui correspond aux acquisitions réalisées par satellite, est linéairement transportée
par le champ de mouvement. On obtient ainsi les quatre équations suivantes :
∂u
∂t
= −u
∂u
∂x
−v
∂u
∂y
+fv−g ′
∂η
∂x
+Kw∆u (1.6)
∂v
∂t
= −u
∂v
∂x
−v
∂v
∂y
−fu−g ′
∂η
∂y
+Kw∆v (1.7)
∂η
∂t
= −
∂(uη)
∂x
−
∂(vη)
∂y
−hm (
∂u
∂x
+
∂v
∂y
) (1.8)
∂T
∂t
= −u
∂T
∂x
−v
∂T
∂y
(1.9)
où :
— η est l’anomalie de surface définie par : η=h−hm, avec hm la valeur moyenne de h,
— f est le paramètre de Coriolis, qui dépend de la latitude.
— Kw est le paramètre de viscosité, et
— g ′= g(ρ0−ρ1)/ρ0 est la gravité réduite. ρ0 est la densité de référence et ρ1 est la densité
moyenne de la couche de mélange.
Dans ce mémoire, nous utilisons principalement le formalisme de l’assimilation variation-
nelle de données et nous le déclinons pour résoudre différents problèmes de traitement de sé-
quences d’images. La méthode d’assimilation de données 4D-Var a été définie, en 1986, par
François-Xavier Le Dimet et Oliver Talagrand [59], qui ont contribué à son utilisation dans les
centres de prévision météorologique opérationnels en France et en Europe. Dans le cas de l’es-
timation du mouvement à partir d’une séquence d’images, le problème posé est le calcul d’une
solution qui soit un bon compromis entre les équations d’évolution du champ de mouvement
et des images, incluses dans le Modèle Image, et les observations disponibles sur le système
étudié, définies au moyen de la séquence d’images dont on souhaite modéliser la dynamique.
Trois composantes fondamentales sont donc à considérer : la définition du Modèle Image, la
définition des observations et l’élaboration de la méthode d’assimilation de données.
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La suite de ce manuscrit comporte quatre chapitres principaux, qui ont chacun pour objet
de synthétiser les travaux de recherche sur un sujet particulier.
Le chapitre 2 présente brièvement l’assimilation variationnelle de données dans le cadre
de son utilisation pour le traitement des images. Ce chapitre synthétise plusieurs contributions
concernant l’étude de la dynamique des images : le calcul du flot optique [11, 41], l’estimation
de l’accélération [13] à partir d’une séquence d’images, la restauration des valeurs de l’image
contaminées par du bruit d’acquisition ou occultées par des nuages [40], et l’analyse de la non-
linéarité de l’équation de conservation de la luminosité [12].
Le chapitre 3 discute la problématique de réduction d’un modèle et met en valeur l’intérêt
de ce type d’approche pour estimer la dynamique sur des domaines complexes. Différentes ap-
proches permettant d’effectuer cette réduction sont considérées. Tout d’abord, nous avons uti-
lisé l’Analyse en Composantes Principales [8, 9] sur les images et sur des “snapshots” représen-
tant l’espace mouvement [32]. Dans ce contexte, le traitement de longues séquences d’images
a été effectué par une méthode dite de fenêtre glissante, de façon à pouvoir utiliser l’estimation
obtenue à partir d’une fenêtre temporelle pour initialiser l’estimation sur la suivante [33, 42].
Les limitations constatées sur cette approche nous ont conduit à rechercher des bases mieux
adaptées [78] et à concevoir des méthodes permettant de réaliser des bases spécifiquement
dédiées aux domaines d’étude [51, 52, 53].
Le chapitre 4 décrit les travaux effectués sur le suivi d’objets au moyen de méthodes d’assi-
milation de données [60, 61, 63, 62]. L’accent est mis en particulier sur la nécessité d’utiliser des
opérateurs d’observation implicites, afin de permettre l’assimilation d’une information image
plus riche que la seule valeur des pixels.
Le chapitre 5 discute ensuite l’utilisation du filtre de Kalman d’ensemble [34], à la place de la
méthode 4D-Var, pour estimer la dynamique. Il préfigure ainsi les objectifs de recherche future
sur les méthodes d’ensemble.
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2
Étude de la dynamique des images
Visualiser une séquence d’images permet aux spécialistes, dans un bon nombre de do-
maines scientifiques, de comprendre et d’analyser les phénomènes sous-jacents. C’est le cas
pour les acquisitions des satellites météorologiques : observer les images, et surtout leur évo-
lution temporelle, permet d’appréhender le développement et le déplacement de phénomènes
tels que tornades et ouragans. C’est le cas en imagerie médicale, où les échographies, par exem-
ple, permettent aux médecins de diagnostiquer les pathologies cardiaques. C’est encore le cas
en océanographie, où l’imagerie permet de suivre le déplacement de nappes de polluants et
d’anticiper leur impact sur le littoral. C’est enfin le cas pour l’agriculture, où les images, acquises
par des drones, permettent à l’exploitant de décider des actions d’arrosage ou de sulfatage et de
prédire les rendements. Mais les phénomènes observés par imagerie ont généralement été étu-
diés depuis longtemps par les scientifiques et les lois physiques qui les régissent sont connues.
Ces équations mathématiques fournissent une composante supplémentaire pour la compré-
hension du système, même si elles ne modélisent pas l’ensemble des phénomènes. L’étude de
tels systèmes physiques dispose donc de sources d’information complémentaires : les équa-
tions mathématiques, traduites sous forme de modèle numérique, les observations, des sé-
quences d’images dans le contexte de ce manuscrit (mais il existe de nombreux autres types
d’observations in situ), et les connaissances, sous forme de statistiques et/ou d’heuristiques,
sur le domaine étudié.
Ce chapitre montre, dans la section 2.2, comment utiliser les lois physiques, ou les heu-
ristiques, sur la dynamique sous-jacente à une séquence d’images pour résoudre le problème
mal posé de l’estimation du mouvement au moyen d’une méthode d’assimilation de données.
La méthode décrite est celle de l’assimilation de données variationnelle 4D-Var, qui permet
d’utiliser l’ensemble des observations disponibles sur un intervalle temporel pour corriger la
condition initiale. À partir de ce point de départ seront discutées les différentes questions qui
apparaissent lors de la mise en place d’un système d’assimilation de données dans le contexte
des images : choix des lois d’évolution des grandeurs étudiées dans la section 2.3, définition
de l’opérateur d’observation dans la section 2.4, initialisation du processus d’estimation par
la définition de l’ébauche, définition des erreurs d’ébauche et d’observation, non validité de
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l’heuristique lagrangienne dans la section 2.5. Les applications illustrées dans ce chapitre sont :
l’estimation du mouvement et l’estimation de l’accélération. La section suivante, section 2.1,
présente tout d’abord le formalisme mathématique et les différentes notations, qui sont utili-
sées dans l’ensemble du manuscrit.
2.1 Contexte et notations
Soit Ω un ensemble convexe de IR2, sur lequel les images sont acquises. La frontière de
ce domaine est notée ∂Ω. L’intervalle temporel [0,T ] représente l’intervalle d’acquisition des
images etA=Ω× [0,T ] est le domaine d’étude spatio-temporel.
〈·, ·〉 représente le produit scalaire associé à la norme ‖.‖2
H
dans un espace de HilbertH.
L2(Ω) est l’espace de fonctions f : R
2→R telles que :
‖f‖2L2 =
∫
Ω
f2(x,y)dxdy<+∞
Soient f et g deux fonctions de L2(Ω), on a ;
〈f,g〉=
∫
Ω
f(x,y)g(x,y)dxdy
Hm(Ω) est l’espace de Sobolev des fonctions f : R2→R avec la norme :
‖f‖2Hm =
∑
α1+α2≤m
‖∂α1x ∂α2y f‖2L2
sachant que ∂x=
∂
∂x et ∂y=
∂
∂y sont les dérivées partielles par rapport à x et y.
Ł2(0,T,H) est l’espace des fonctions f : [0,T ]→H, telles que :
‖f‖2=
∫ T
0
‖f(t)‖2Hdt<+∞
Les images, les deux composantes u et v du champ de mouvement w et autres fonctions étu-
diées dans ce document sont définies sur Ł2(0,T,H
1(Ω)).
Un pixel deΩ est noté x=(x y)
T
et le champ de mouvement s’écrit : w=(u v)
T
.
Dans le manuscrit, nous notons u la fonction de Ł2(t0,T,H
1(Ω)), u(t) la fonction de H1(Ω)
et u(x,t) la valeur en un point x de Ω. La même convention vaut pour toutes les grandeurs
spatio-temporelles utilisées.
Le système étudié est caractérisé par un vecteur d’état X et par les lois d’évolution tempo-
relle des composantes de X. Le vecteur d’état X est une fonction qui dépend de la position et du
temps. Il évolue temporellement selon l’équation :
∂X
∂t
(x,t)+ IM(X(x,t))= 0 (2.1)
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IM est appelé modèle d’évolution. Pour intégrer l’équation (2.1), il faut disposer d’une condi-
tion initiale sur X, notée X(x,0). On connait généralement une valeur approchée de cette condi-
tion initiale, appelée ébauche et notée Xb(x). Le résultat recherché lors de l’assimilation de don-
nées vérifie :
X(x,0)=Xb(x)+εB(x) (2.2)
εB(x) est l’erreur d’ébauche, qui représente l’écart entre la vérité et la valeur d’ébauche. Cette
erreur est supposée gaussienne, de moyenne nulle, et caractérisée par sa matrice de covariance
B(x).
Dans le contexte de ce document, le sytème étudié est observé par imagerie. L’observation,
notée Y, est calculée à partir des acquisitions images. Il n’y a a priori aucune raison pour que
Y soit systématiquement égale à la séquence d’images. Elle peut, par exemple, être un vecteur
calculé à partir de l’image, comme c’est le cas si on assimile le gradient spatio-temporel de la
fonction d’intensité lumineuse. Y dépend également de x et t. Puisque Y(x,t) est une observa-
tion du système caractérisé par X(x,t), il faut établir la relation entre les deux grandeurs afin
de permettre leur utilisation conjointe. Dans la littérature de l’assimilation de données, Y est
souvent une observation de certaines des composantes du vecteur d’état et l’équation d’obser-
vation s’écrit alors sous la forme :
Y(x,t)= IH(X)(x,t)+εR(x,t) (2.3)
où IH est l’opérateur de projection permettant de passer de l’espace du vecteur d’état à celui des
observations. Dans le cas général, et en particulier si l’observation Y(x,t) est un vecteur calculé
à partir des acquisitions image, il est nécessaire d’avoir recours à un opérateur implicite liant X
et Y :
IH(Y,X)(x,t)= εR(x,t) (2.4)
Dans les deux cas (équations 2.3 et 2.4), IH est appelé opérateur d’observation et εR(x,t) est
l’erreur d’observation, qui mesure à la fois le bruit d’acquisition des observations et l’erreur sur
la connaissance du vecteur d’état X(x,t). Cette erreur d’observation est supposée gaussienne,
de moyenne nulle, et caractérisée par sa matrice de covariance R(x,t). Il est important de gar-
der à l’esprit que les données étudiées dans ce document sont des images satellite fortement
bruitées telles que le montre la figure 2.1 (extraite de la publication [10]), qui illustre le propos
en visualisant des images satellite acquises sur la mer Noire. Dans ce cas, le bruit est à la fois
un bruit d’acquisition, lié au capteur lui-même, et une occultation par les nuages. Cette infor-
mation sur la qualité de l’acquisition est intégrée dans les valeurs données à la matrice R(x,t),
comme nous l’avons discuté, de façon détaillée, dans l’article [11].
Le problème sous-jacent à l’assimilation de données est de trouver une solution X, qui sa-
tisfasse au mieux les équations (2.1), (2.2) et (2.4). C’est ce qui est discuté dans la section 2.2
pour le cas particulier de la méthode d’assimilation variationnelle 4D-Var.
Pour finir cette section de définition du contexte mathématique, il est intéressant d’illustrer
brièvement le système d’équations (2.1), (2.2) et (2.4) sur le problème de l’estimation du flot
optique à partir d’une séquence d’images.
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(a) Image de température de surface (SST) de la mer Noire. Définition d’une région
d’intérêt, symbolisée par un carré bleu.
(b) Trois acquisitions consécutives de la région d’intérêt. Occultation par les nuages
sur le troisième plan.
Figure 2.1 – Illustration du problème d’occultation par les nuages.
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Considérons donc que le vecteur d’état soit équivalent au vecteur de vitesse apparente w.
X(x,t) s’écrit w(x,t)= (u(x,t),v(x,t))
T
oùu(x,t) et v(x,t) sont les deux composantes horizon-
tale et verticale du vecteur vitesse. Considérons que ce vecteur d’état obéisse à la loi de conser-
vation lagrangienne, c’est-à-dire que la vitesse est constante sur la trajectoire d’un point :
dw
dt
= 0 (2.5)
⇔ ∂w
∂t
+(w ·∇)w = 0 (2.6)
où ∇ représente l’opérateur de gradient spatial bidimensionnel. Le modèle d’évolution (2.6) se
réécrit sous forme scalaire :
∂u
∂t
+u
∂u
∂x
+v
∂u
∂y
= 0 (2.7)
∂v
∂t
+u
∂v
∂x
+v
∂v
∂y
= 0 (2.8)
L’équation d’observation, qui relie les images au vecteur d’état, est choisie identique à l’équa-
tion du flot optique sous sa forme linéarisée :
∂I
∂t
+w ·∇I= 0. (2.9)
ou encore :
∂I
∂t
+u
∂I
∂x
+v
∂I
∂y
= 0. (2.10)
Si aucune information n’est disponible sur le champ de vitesse initial, l’ébauche wb(x) est choi-
sie nulle. Aucun terme de rappel à cette valeur ne sera appliqué lors du processus d’optimisa-
tion utilisé pour déterminer la solution. L’estimation du flot optique ainsi modélisé est effectuée
sur des images satellite de la mer Noire. La figure 2.2 présente quatre observations consécutives
et le flot optique obtenu à partir de ces données.
2.2 Assimilation variationnelle de données 4D-Var
L’assimilation de données, dans son sens général, désigne les méthodes qui permettent de
corriger, à l’aide d’observations, l’état tel que calculé au moyen d’un modèle numérique. Cette
correction fournit ce qu’on appelle une analyse, qui est utilisée pour réaliser des prévisions
dans le futur. Les équations mathématiques qui formalisent le processus d’assimilation de don-
nées ont été définies dans la section 2.1. Dans le contexte de l’assimilation variationnelle, ces
équations permettent de définir une fonction de coût, dont la minimisation fournit la solution
recherchée. L’algorithme d’assimilation 4D-Var, auquel nous nous intéressons, assimile l’en-
semble des observations acquises sur l’intervalle temporel [0,T ] afin de corriger l’état initial
X(0). Écrivons la fonction de coût, contrôlée par l’erreur d’ébauche εB :
J(εB)=
∫
Ω
(εB(x))
TB−1(x)(εB(x))dx+
∫ T
0
∫
Ω
(εO(x,t))
TR−1(x,t)(εO(x,t))dxdt (2.11)
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Figure 2.2 – Quatre images de la mer Noire et l’estimation du mouvement.
ou encore en utilisant la définition du produit scalaire :
J(εB)= 〈εB,B−1εB〉+
∫ T
0
〈εO(t),R−1(t)εO(t)〉dt (2.12)
Cette fonction s’écrit également en remplaçant εB(x) et εO(x,t) par leurs équivalents dans les
équations (2.2) et (2.4) :
J(X(0))= 〈X(0)−Xb,B−1(X(0)−Xb)〉+
∫ T
0
〈IH(Y,X)(t),R−1IH(Y,X)(t)〉dt (2.13)
Cette seconde écriture permet de mieux visualiser que la solution X(x,0) recherchée doit rester
proche de la valeur d’ébauche Xb(x) et doit réaliser un compromis avec les observations Y(x,t).
Pour minimiser la fonction J(εB), une méthode d’optimisation de type Quasi-Newton est
utilisée [20, 103]. Il faut pour cela calculer le gradient de la fonction J, noté ∇J. Soit λ(t) la
variable adjointe, calculée au moyen d’une intégration rétrograde par les deux équations sui-
vantes :
λ(T) = 0 (2.14a)
−
∂λ(t)
∂t
+(
∂IM
∂X
)
∗
λ(t) = (
∂IH
∂X
)
∗
R−1IH(Y,X)(t) (2.14b)
avec (∂IM∂X )
∗
le modèle adjoint de IM et (∂IH∂X )
∗
celui de IH. Le modèle adjoint vérifie la propriété
suivante. Pour tout couple (η,λ),on a :
〈∂IM
∂X
η,λ〉= 〈η,(∂IM
∂X
)
∗
λ〉 (2.15)
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Le vecteur d’état X et la fonction J (équation 2.12) dépendent de εB. Soient δX et δJ les incré-
ments de X et J obtenus si la variable εB est incrémentée d’une valeur δεB. On a tout d’abord :
δX(0)= δεB (2.16)
En utilisant la définition de δJ dans l’équation (2.13), on obtient :
δJ
2
= 〈δεB,B−1εB〉+
∫
t
〈δX(t),(∂IH
∂X
)
∗
R−1IH(Y,X)(t)〉 (2.17)
L’équation d’évolution (2.1) de X fournit :
∂δX(t)
∂t
+
∂IM
∂X
δX(t)= 0 (2.18)
Après multiplication par λ(t) et intégration en espace et en temps, l’équation (2.18) conduit à
l’égalité suivante : ∫
t
〈∂δX(t)
∂t
,λ(t)〉+
∫
t
〈∂IM
∂X
δX(t),λ(t)〉= 0 (2.19)
Une intégration par parties est appliquée sur le premier terme et la propriété du modèle adjoint
(équation (2.15)) est utilisée dans le deuxième pour obtenir :
−
∫
t
〈δX(t), ∂λ(t)
∂t
〉+< δX(T),λ(T)>−< δB,λ(0)>+
∫
t
〈δX(t),(∂IM
∂X
)
∗
λ(t)〉= 0 (2.20)
L’équation (2.14a)) montre que < δX(T),λ(T)> a une valeur nulle.
L’équation (2.14b) fournit, après multiplication par δX(t) et intégration en espace et en temps :
− 〈δX(t), ∂λ(t)
∂t
〉+ 〈δX(t),(∂IM
∂X
)
∗
λ(t)〉=< δX(t),(∂IH
∂X
)
∗
R−1IH(Y,X)(t)> (2.21)
L’équation (2.21) permet de réécrire l’équation (2.20) sous la forme suivante :∫
t
< δX(t),(∂IH
∂X
)
∗
R−1IH(Y,X)(t)>=< δB,λ(0)> (2.22)
En utilisant les équations (2.22) et (2.17), nous obtenons :
δJ
2
=< δεB,B−1εB >+< δεB,λ(0)> (2.23)
Le gradient de J vaut donc :
∇JεB(εB)= 2(B−1εB+λ(0)) (2.24)
À chaque itération du processus, l’intégration en temps de X est effectuée selon l’équa-
tion (2.1). Elle permet d’obtenir la valeur de J. Puis une intégration rétrograde de λ est effectuée
au moyen des équations (2.14a) et (2.14b), afin d’obtenir la valeur de λ(0) et de calculer ∇J par
l’équation (2.24).
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2.3 Lois d’évolution
Dans le contexte de ce document, on souhaite caractériser la dynamique d’un système à
partir d’acquisitions images. Le modèle mathématique sur lequel repose cette caractérisation
est basé sur les lois d’évolution temporelle des différentes grandeurs contenues dans le vecteur
d’état. Le modèle numérique, quant à lui, repose sur un schéma de discrétisation associé à ces
lois d’évolution.
Dans le cas du flot optique, nous avons considéré l’évolution du champ de mouvement
selon une hypothèse de conservation lagrangienne (équation (2.5)) et le transport de l’image
par le mouvement (équation (2.9)). D’autres heuristiques sur le mouvement ont été utilisées
dans nos travaux, telles que les équations dites shallow water [50]. Ces équations permettent
de calculer non seulement le mouvement, mais également les forces de gravité et de Coriolis
sous-jacentes à l’évolution des images océanographiques. La section 2.5 discute comment ces
forces peuvent être estimées en ajoutant un terme d’accélération à l’équation (2.5). Des équa-
tions d’évolution pour l’estimation de champs de mouvement particuliers, comme le mouve-
ment à divergence nulle (voir [41]), modélisé par sa vorticité, ont été considérées afin d’assurer
les propriétés requises sur les résultats d’estimation. D’autres hypothèses d’évolution des ima-
ges ont également été étudiées, comme l’hypothèse de conservation de la masse, qui permet
une meilleure modélisation de l’information des images dans le cas du suivi des nuages sur les
images satellite météorologiques [14].
Enfin, il faut signaler qu’un effort important a été consacré pour définir des espaces réduits
pour représenter le mouvement et les images, afin d’obtenir, au moyen de la projection de Ga-
lerkin, des modèles réduits (voir chapitre 3) à partir des équations d’évolution précédemment
listées.
2.4 Opérateur d’observation
L’assimilation de données, telle que classiquement utilisée en météorologie et en océa-
nographie, concerne l’observation de certaines des variables du vecteur d’état X. Dans notre
contexte, la situation est différente, puisque nous disposons d’acquisitions images, notées IO
k
,
pour k = 1, · · · ,NO, qui n’ont pas vocation à faire partie des variables d’état du modèle. Afin
d’améliorer la lisibilité, la fonction, continue en temps, associée aux observations image est
notée IO(t). Les valeurs en un point x de l’espace continu ou discret sont notées : IO(x,t) en
version continue et IO
k
(x) en version discrète. Nous souhaitons estimer des grandeurs, telles que
le mouvement, à partir de ces images. Pour cela nous définissons un modèle, le Modèle Image,
qui inclut les lois d’évolution temporelle de ces grandeurs. Plusieurs possibilités d’utilisation
des images sont donc à considérer :
— Dans le premier cas, le vecteur d’état X contient un traceur Idéfini sur le domaine d’étude
spatio-temporel A. Si le problème étudié est l’estimation du mouvement, le vecteur
d’état X sera égal à X(x,t) = (u(x,t) v(x,t) I(x,t))
T
, dans le cas de l’heuristique de
conservation lagrangienne ou à X(x,t) = (u(x,t) v(x,t) h(x,t) I(x,t))
T
, dans le cas
des équations shallow water. L’équation d’observation est alors écrite sous forme linéaire,
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comme dans l’équation (2.3). L’opérateur d’observation IH est défini comme la projec-
tion sur la composante I et son adjoint est obtenu par simple transposition :
— IH(X(x,t))= I(x,t)
— (
∂IH
∂X
)
∗
= IHT
— Dans le deuxième cas, on souhaite assimiler les images en les couplant directement
aux variables étudiées, sans inclure de traceur dans le vecteur d’état. Considérons par
exemple que l’on souhaite résoudre le problème de l’estimation du mouvement en uti-
lisant l’équation du transport de l’image dans sa forme non linéaire :
IO(x+4tw(x,t),t+4t)= IO(x,t) (2.25)
On peut choisir le vecteur d’état du modèle égal à X(x,t) = (u(x,t) v(x,t))
T
et utiliser
l’équation de transport (2.25) comme équation d’observation. L’opérateur IH est alors
un opérateur implicite : l’assimilation des images n’est plus faite par comparaison di-
recte avec un traceur inclus dans le vecteur d’état. Ce type d’opérateur d’observation est
nécessaire dès que l’information image n’est pas limitée à la seule valeur des pixels, mais
caractérise des formes complexes, structurées en espace ou en temps.
2.5 Prise en compte de l’accélération
Depuis le début de ce document, nous discutons le problème de l’estimation du mouve-
ment pour un système partiellement observé par des acquisitions images. Nous avons pour cela
effectué des hypothèses sur la dynamique sous-jacente, en particulier nous avons utilisé l’hypo-
thèse de conservation lagrangienne de la vitesse sur la trajectoire d’un point. Dans le cas géné-
ral, la dérivée totale du mouvement n’est pas nulle et correspond à l’accélération. Cette section
décrit donc la prise en compte de l’accélération dans l’estimation du mouvement. La question
de l’estimation de l’accélération est naturellement étudiée dans la vision par ordinateur. On
peut, par exemple, considérer les travaux de Arnspang [5], Hue [48], et Stankovic [88]. La princi-
pale limitation de ces approches est qu’elles estiment une accélération constante. Notre étude
repose donc à nouveau sur le concept de l’assimilation d’images, afin de permettre l’estimation
d’une accélération variable en espace et en temps.
Les notations et équations sont tout d’abord actualisées pour cette nouvelle problématique
dans le paragraphe suivant.
Le vecteur d’état X est défini par les deux composantes u and v du vecteur mouvement w
et par un traceur image I, muni de propriétés similaires aux observations images IO
k
(x) dis-
ponibles pour l’étude : X(x,t) = (u(x,t) v(x,t) I(x,t))
T
. Dans les expériences d’assimila-
tion, la fonction I(x,t) est initialisée avec la première acquisition image IO
1
(x) et transportée
par le champ de mouvement w(x,t). Si celui-ci est correctement estimé, alors le traceur I, ob-
tenu en sortie du processus d’assimilation, est presque identique aux images observées IO
k
aux
dates d’acquisition. Leur différence est liée au bruit d’acquisition des images, aux erreurs de
discrétisation introduites par les schémas numériques utilisés pour l’intégration temporelle et
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à l’inexactitude des lois d’évolution. L’assimilation de données doit donc estimer au mieux le
mouvement et l’accélération afin de minimiser cette différence autant que faire se peut.
L’accélération se définit de la façon suivante :
dw
dt
(x,t)=
∂w
∂t
(x,t)+(w ·∇)w(x,t)= a(x,t) (2.26)
Le traceur I satisfait l’équation du transport :
∂I
∂t
+w ·∇I= 0 (2.27)
Pour simplifier l’écriture, le même symbole a est utilisé pour représenter l’accélération et son
équivalent dans l’espace du vecteur d’état : a = (
a
0
). L’équation (2.28) résume ainsi l’évolution
temporelle du vecteur d’état X par le modèle image IM :
∂X
∂t
+ IM(X)= a (2.28)
Dans ce contexte, l’opérateur d’observation IH projette le vecteur d’état sur l’espace image,
IH(X)= I, et l’équation d’observation s’écrit :
IO(x,t)= I(x,t)+εR(x,t) (2.29)
Lors de l’estimation du mouvement et de l’accélération par assimilation de données, l’équa-
tion (2.28) est intégrée en temps à partir de la valeur d’ébauche Xb. Le résultat final est différent
de Xb puisque le processus d’assimilation estime le mouvement et l’accélération par la prise en
compte des observations :
X(x,0)=Xb(x)+εB(x) (2.30)
Les variables εR and εB sont supposées indépendantes, non biaisées, gaussiennes et carac-
térisées par leurs matrices de covariance respectives R(x,t) et B(x).
Pour estimer le mouvement w et l’accélération a à partir des acquisitions images et des
équations (2.28), (2.29) et (2.30), les variables εR(x,t) (ou IO(x,t)−I(x,t)) et εB(x) (ou X(x,0)−
Xb(x)) sont minimisées. La condition d’unicité est obtenue en recherchant la solution dans un
sous-espace pertinent de l’espace d’état, au moyen de contraintes sur le gradient du mouve-
ment et de l’accélération. Une fonction de coût est définie, puis minimisée, qui dépend simul-
tanément de X(0) et de a :
J(X(0),a)=〈X(0)−Xb,B−1(X(0)−Xb)〉+
∫ T
0
〈IO(t)− I(t),R−1(IO(t)− I(t))〉dt
+α‖∇w(0)‖2+
∫ T
0
γ‖∇a(t)‖2dt
(2.31)
Le premier terme de cette fonction provient de l’équation (2.30) et le second de (2.29). Les
deux derniers termes imposent la régularité spatiale du champ de mouvement initial w(0) et
de l’accélération a(t).
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Le gradient de J, noté ∇J, est à nouveau obtenu par un calcul de variations [65]. Ses deux
composantes sont :
∂J
∂X(0)
(X(0),a) = 2(B−1(X(0)−Xb)+λ(0)−α∇2w(0)) (2.32a)
∂J
∂a(t)
(X(0),a) = 2(λ(t)−γ∇2a(t)) (2.32b)
où λ(t) est la variable adjointe calculée par intégration rétrograde selon les équations :
λ(T) = 0 (2.33a)
−
∂λ(t)
∂t
+(
∂IM
∂X
)
∗
λ(t) = −IHTR−1(IO(t)− I(t)) (2.33b)
2.6 Implémentation numérique
Cette section a pour objet de résumer les principales informations nécessaires à la réalisa-
tion des expériences présentées dans ce document.
L’implémentation de la méthode présentée dans la section 2.5 est obtenue au moyen d’un
modèle numérique représentant la discrétisation des équations (2.26) et (2.27). La discrétisa-
tion temporelle est effectuée par un schéma d’Euler ou un schéma Runge Kutta d’ordre 4. Les
termes d’advection linéaires dans ces équations sont discrétisés en espace selon un schéma up-
wind d’ordre un, comme décrit par [49]. Les termes d’advection non linéaires sont tout d’abord
réécrits sous forme conservative, avant d’être approximés par un schéma de Godunov d’ordre
un [64].
L’intégration temporelle backward de la variable adjointe λ fait intervenir l’opérateur ad-
joint (
∂IM
∂X
)
∗
(voir l’équation (2.33b). La version discrète de cet adjoint est obtenue par le lo-
giciel de différentiation automatique Tapenade [37, 38] 1 à partir de la version numérique du
modèle IM. Il faut signaler toute l’importance et l’intérêt de disposer de Tapenade pour l’ob-
tention des modèles adjoints. La hotline réalisée par l’équipe Inria Tropics permet également
de résoudre de nombreux problèmes d’implémentation. Des informations plus complètes sur
la différentiation automatique et sur les outils sont disponibles sur le portail internet de la com-
munauté [2].
Les expériences d’assimilation de données sont effectuées en utilisant les paramétrisations
suivantes :
— Xb = (0 0 IO1 )
T
. L’ébauche du champ de mouvement est nul, dans les cas où nous ne
disposons pas d’information a priori sur sa valeur. Celui de la fonction image est pris
égal à la première acquisition IO
1
.
— Le terme de rappel à l’ébauche 〈X(0)−Xb,B−1(X(0)−Xb)〉, qui apparaît dans la fonction
de coût définie par l’équation (2.31), se limite à 〈I(0)− IO
1
,B−1(I(0)− IO
1
)〉, puisque le
mouvement estimé à la date 0 n’a pas de raison de rester proche de la valeur nulle.
1. www-tapenade.inria.fr :800/tapenade/index.jsp
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— Le terme de variance B(x) concerne l’acquisition image IO
1
. Il est donc choisi égal à la
variance du bruit d’acquisition du capteur.
— La même règle est appliquée pour la varianceR(x,t). Toutefois, afin de ne pas prendre en
compte certains pixels lors du processus d’assimilation, par exemple les pixels occultés
par les nuages, nous leur affectons une valeur importante de variance : R(x,t)= 108. De
cette façon, leur contribution dans la fonction de coût (2.31) est infinitésimale. Ce point
est rediscuté dans les illustrations fournies dans la section 2.7.
— Les paramètres α and γ, qui apparaissent dans l’équation (2.31), sont choisis empiri-
quement, de façon à ce que les termes qu’ils pondèrent aient un ordre de grandeur équi-
valent au terme d’ébauche dans la fonction de coût. Ceci est nécessaire pour qu’ils aient
un effet significatif dans l’obtention du résultat.
Dans un grand nombre d’expériences, afin de mieux contraindre le résultat obtenu sur le
vecteur d’état à être proche des acquisitions images, la fonction image I est réinitialisée à l’ob-
servation image correspondante, à chaque date d’acquisition, lors de l’intégration temporelle
du modèle. Conjointement, la composante image de la variable adjointe λ est mise à zéro, lors
de l’intégration rétrograde.
Afin de permettre l’étude d’intervalles temporels de longue durée, une approche par fe-
nêtres glissantes a été mise au point [33, 42]. L’intervalle étudié est ainsi partagé en sous-fenêtres
de quelques acquisitions images et la valeur donnée au mouvement, au début de chaque sous-
fenêtre, est le résultat obtenu lors de l’analyse de la sous-fenêtre précédente. Cette modification
permet de réduire le nombre d’itérations nécessaire et donc le temps de calcul du processus
global.
2.7 Estimation conjointe du mouvement et de l’accélération
Une expérience synthétique est tout d’abord effectuée en utilisant une simulation réalisée
par le modèle shallow water. Soit w le mouvement 2D de composantes u et v. Soit h l’épaisseur
de la couche de mélange et η= h−hm, l’écart à la moyenne hm. Le Modèle Image, qui inclut
l’équation de transport de la fonction image, s’écrit :
∂u
∂t
+u
∂u
∂x
+v
∂u
∂y
= +fv−g ′
∂η
∂x
+Kw∆u (2.34)
∂v
∂t
+u
∂v
∂x
+v
∂v
∂y
= −fu−g ′
∂η
∂y
+Kw∆v (2.35)
∂η
∂t
+
∂(uη)
∂x
−
∂(vη)
∂y
= −hm (
∂u
∂x
+
∂v
∂y
) (2.36)
∂I
∂t
+u
∂I
∂x
+v
∂I
∂y
= 0 (2.37)
où f est le paramètre de Coriolis, Kw le coefficient de viscosité, g ′= g(ρ0−ρ1)/ρ0 la gravité ré-
duite. ρ0 correspond à la densité de référence et ρ1 à celle de la couche de mélange.
Cette simulation permet non seulement d’obtenir les observations images, utilisées pour esti-
mer, par assimilation, le mouvement, l’accélération et les forces de gravité et de Coriolis, mais
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aussi d’obtenir la vérité terrain sur ces différentes grandeurs. Ce type d’expérience est appelée
expérience jumelle et permet en première approche de valider quantitativement les méthodes.
La figure 2.3 montre, en représentation couleur, le résultat de l’estimation de la force de Coriolis
et la comparaison avec la vérité terrain.
Figure 2.3 – Force de coriolis estimée et vérité terrain, aux dates d’observation.
La méthode a ensuite été testée sur des données réelles et en particulier des vidéos de trafic
routier. Les résultats de ces expériences sont présentées dans la suite de cette section.
La première séquence est la séquence inter de la base de données [47]. Elle est illustrée sur
la figure 2.4. Un cadre rouge permet de caractériser une voiture qui fait demi-tour au carrefour.
Les résultats de l’estimation du mouvement sont visualisés sur la figure 2.5. L’accélération est
visualisée sur la figure 2.6, où figure à nouveau le cadre rouge, pour une meilleure compréhen-
sion. La norme de l’accélération est importante jusqu’au deuxième plan image, car les véhicules
accélèrent au feu. Ensuite les valeurs d’accélération décroissent. La double représentation vec-
torielle et colorée permet de juger de la qualité des orientations calculées.
Il n’existe pas de vérité terrain concernant cette séquence. L’évaluation de la méthode ne
peut donc se faire que par comparaison avec l’état de l’art. Nous avons choisi de comparer
avec la méthode de Sun et al. [89], dont les résultats sont visibles sur la figure 2.5. Nous avons
ensuite utilisé le suivi de points caractéristiques pour évaluer quantitativement l’approche. En
effet, si la vitesse et l’accélération sont correctement estimées, leurs valeurs doivent permettre
de calculer correctement la trajectoire d’un point caractéristique à partir de sa position initiale.
Ce type d’évaluation est assez sévère, puisqu’il conduit à sommer les erreurs sur l’intervalle
d’étude. La figure 2.7 présente la trajectoire (visualisée par une courbe pointillée) et la position
courante (visualisée par un cercle) de chacun des cinq points caractéristiques choisis (notés
de a à e sur l’image en haut à gauche). La couleur rouge est affectée à notre méthode et le
bleu à celle de Sun. Chaque point caractéristique est situé sur l’avant d’un des véhicules. Les
résultats démontrent l’intérêt de l’approche. Le modèle de Sun ne peut pas, par exemple, suivre
les points c et e alors que notre méthode le permet.
La seconde illustration porte sur la séquence dt_passat03de la même base de données [47].
Une approche par fenêtre glissante est utilisée afin de réduire les temps de calcul et de per-
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Figure 2.4 – Images 1, 11, 21 et 31 de la vidéo inter (de haut en bas et de gauche à droite).
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Figure 2.5 – Résultats aux dates d’acquisition des images 1, 11, 21 et 31. De haut en bas : le
résultat de notre méthode, en représentation vectorielle superposée à l’image puis à la repré-
sentation colorée. Idem pour la méthode de Sun.
Figure 2.6 – Accéleration a aux dates d’acquisition des images 1, 11 et 21.
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Figure 2.7 – Trajectoires de 5 points d’intérêt. Rouge : notre approche. Bleu : celle de Sun.
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mettre de traiter la séquence complète. Celle-ci est ainsi subdivisée en sous-fenêtres tempo-
relles de 10 images, avec une date commune. La figure 2.8 visualise trois images de la séquence.
Un feu de signalisation est présent sur la partie supérieure centrale de l’image. Au cours de la
Figure 2.8 – Images 1, 41 et 81.
séquence, les véhicules se déplacent derrière ce feu et sont donc partiellement occultés. Les
pixels correspondant sont exclus du processus d’assimilation au moyen de la matrice de co-
variance d’erreur R(x,t), comme cela a été expliqué dans la section 2.6 du document et dans
Béréziat et al. [11]. Ils ne sont donc pas pris en compte dans le calcul de la fonction de coût par
l’équation (2.31). La stratégie appliquée dans ce contexte est d’effectuer un prétraitement de la
scène étudiée, comme illustré par la figure 2.9, afin d’identifier les zones d’occultations fixes.
Figure 2.9 – Segmentation de la zone d’occultation.
Les résultats obtenus par la méthode sont visualisés sur la figure 2.10. Une dégradation des
résultats liée à l’occultation par le feu de circulation est visible si on observe les trajectoires, sur
la figure 2.11, de deux points caractéristiques choisis sur le véhicule blanc. Les trajectoires cal-
culées à partir de nos estimations de w(x,t) et a(x,t) sont déformées dans la zone d’occultation,
mais notre méthode permet de réaliser un suivi correct du véhicule, alors que ce n’est pas le cas
de la méthode de Sun. Pour poursuivre la comparaison, nous visualisons, sur la figure 2.12, la
trajectoire de points caractéristiques, choisis après que le véhicule blanc ait dépassé la zone
d’occultation. Notre méthode permet à nouveau un meilleur suivi que celle de Sun.
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Figure 2.10 – Résultats aux dates 1, 41 and 81. De haut en bas : notre méthode en représentation
vectorielle puis couleur. La méthode de Sun en représentation vectorielle puis coloriée.
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Figure 2.11 – Les trajectoires sont visualisées par des courbes. Les positions courantes sont re-
présentées par des cercles colorés. Notre méthode est visualisée en rouge et celle de Sun en
bleu, aux dates 1, 36 et 91.
Figure 2.12 – Trajectoires après la zone d’occultation.
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2.8 Conclusion
Ces travaux, menés sur une durée de quatre à cinq ans et portant sur le sujet de l’estima-
tion du mouvement au moyen de méthodes variationnelles d’assimilation de données, nous
ont permis d’appréhender le sujet dans son ensemble et d’en approfondir les différentes com-
posantes.
Nous avons en particulier analysé le fait d’inclure ou non un traceur dans le Modèle Image,
de considérer l’équation de transport de la luminosité dans sa forme linéaire ou non-linéaire,
d’utiliser d’autres équations d’évolution de l’image et de concevoir des opérateurs d’observa-
tion complexes.
Concernant la dynamique, des méthodes spécifiques ont été mises au point, par exemple pour
les mouvements à divergence nulle.
Enfin, l’assimilation de données variationnelles 4D-Var a été utilisée, selon le contexte, dans
un modèle à contrainte forte ou à contrainte faible, avec une formulation incrémentale ou par
méthode adjointe.
Les perspectives concrètes de ce travail concernent, d’une part, l’estimation des forces géo-
physiques (Coriolis, gravité) au moyen du modèle présenté dans la section 2.5 et, d’autre part,
l’assimilation dans le modèle d’océan NEMO des champs de mouvement et de topographie
pycnocline obtenus par Modèle Image.
L’assimilation de données variationnelle 4D-Var, mise en place dans ces travaux, permet
d’estimer la condition initiale à partir des observations passées (utilisées dans l’ébauche) et
des observations futures (la séquence d’images). D’autres approches d’assimilation de données
sont disponibles dans la littérature, telles que les méthodes d’ensemble. Elles sont présentées
dans le chapitre 5. Des travaux ont ainsi débuté dans l’équipe-projet Clime sur l’utilisation du
filtre de Kalman d’ensemble [34] pour l’estimation du mouvement, au moyen d’une approche
pilotée par les images pour la construction de l’ensemble et pour son intégration temporelle.
Des perspectives concernent l’aggrégation de l’ensemble [69] en calculant les poids à partir des
images de la séquence afin d’éviter la phase dite d’analyse du filtre de Kalman [58].
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3
Réduction de modèle
L’assimilation d’images, telle que présentée dans le précédent chapitre, et le traitement
d’images dans un contexte plus général, sont directement confrontés au problème de la taille
des données d’entrée et de celle des sorties recherchées. Dans ce contexte, l’intérêt pour la
réduction de dimension est naturel. La définition d’un modèle réduit, obtenu en projetant
les équations d’évolution sur un sous-espace approprié, est largement étudiée dans la litté-
rature (voir les articles [27, 81, 83, 44, 84]) et fait l’objet de travaux de recherche dans de nom-
breux domaines d’application. La pertinence du modèle réduit dépend de la définition de sous-
espaces adaptés à la représentation des images et à la représentation du mouvement. Des mo-
dèles réduits, définis sur des sous-espaces obtenus par Décomposition Orthogonale aux va-
leurs Propres (l’acronyme POD est utilisé dans ce document), ont été utilisés par D’Adamo et
al. [26, 77] afin de restituer une dynamique temporellement dense à partir de données acquises
par “Particle Image Velocimetry” [80]. Dans le cadre de l’estimation à partir des images, le pro-
blème de réduction de l’espace mouvement est fortement contraint, puisque ce mouvement est
justement l’inconnue recherchée. La projection sur le sous-espace choisi ne doit pas détruire
les caractéristiques principales de la dynamique, afin que le processus d’estimation puisse s’ef-
fectuer de façon optimale. Les approches classiques sont basées sur l’Analyse en Composantes
Principales (ACP) [8, 9], également appelée transformation de Karhunen-Loeve [66] ou Décom-
position Orthogonale aux valeurs Propres dans la littérature de la dynamique des fluides [67].
Après avoir considéré l’approche POD [32, 39, 33, 42, 31], nous nous sommes intéressés à la
définition de sous-espaces ne dépendant pas des données et à l’utilisation de bases fixes pour
la représentation du mouvement. Dans les publications [55, 91, 92], le mouvement est repré-
senté comme une combinaison linéaire de fonctions splines. Le champ de mouvement est
décomposé selon une base d’ondelettes dans [28, 29, 101]. Dans [25], des bases composées
d’ondelettes à divergence nulle et d’ondelettes à rotationnel nul sont utilisées pour l’estimation
du mouvement. Ces bases ont été définies dans [22] et utilisées dans [24] pour la simulation
d’écoulements fluides. Mais ces méthodes d’estimation de mouvement ne permettent pas de
restituer une dynamique dense sur tout l’intervalle temporel étudié.
Une fois choisis des espaces de représentation adéquats, la réduction du modèle complet,
associé à des équations aux dérivées partielles, est obtenue par la projection de Galerkin. Ce
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nouveau modèle est d’ordre réduit et caractérisé par des équations différentielles ordinaires.
L’assimilation de données est ensuite effectuée avec ce modèle réduit et les projections des
images observées dans le sous-espace de représentation des images. Elle permet d’estimer les
coefficients du champ de mouvement et de restituer la dynamique sous-jacente à la séquence
d’images observée.
La section 3.1 présente la projection de Galerkin et l’assimilation dans le modèle réduit tan-
dis que les sections 3.2 et 3.3 présentent une méthode de calcul de bases à partir de la définition
des propriétés des images et des champs de mouvement. Ces travaux ont été appliqués à l’esti-
mation de la dynamique de surface de la mer Noire et illustrés dans la section 3.4.
3.1 Assimilation dans des modèles d’ordre réduit
Soit X le vecteur d’état, formé, pour illustrer la discussion, du champ de mouvement bi-
dimensionnel w et du traceur image I, défini sur l’espace spatio-temporel A = Ω× [0,T ] :
X(x,t)= (w(x,t)T I(x,t))
T
. Les équations d’évolution du mouvement et de l’image sont celles
décrites dans le chapitre 2 : 
∂w
∂t
(x,t)+(w ·∇)w(x,t)= 0
∂I
∂t
(x,t)+w ·∇I(x,t)= 0
(3.1)
ou, en faisant apparaitre le modèle IM, dit complet car défini sur le domaine image :
∂X
∂t
(x,t)+ IM(X(x,t))= 0 (3.2)
Supposons que des espaces vectoriels réduits de champs de mouvement et de champs image
aient été choisis. Supposons également que ces espaces soient associés à des bases orthogo-
nalesΦ= {φi}i=1...K pour le mouvement et Ψ= {ψj}j=1...L pour les images. Les fonctions φi et
ψj dépendent uniquement de x et sont définies sur Ω. Les fonctions w et I peuvent être ap-
proximées par leurs projections sur ces sous-espaces :
w(x,t)≈
K∑
i=1
ai(t)φi(x)
I(x,t)≈
L∑
j=1
bj(t)ψj(x)
(3.3)
avec des coefficients ai et bj définis sur [0,T ]. En utilisant cette approximation, ainsi que la
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linéarité du produit scalaire et du gradient, dans le système (3.1), on obtient :
K∑
i=1
dai
dt
φi(x)+
K,K∑
i,j=1
aiaj (φi(x) ·∇)φj(x)= 0
L∑
j=1
dbj
dt
ψj(x)+
K,L∑
i,j=1
aibjφi(x) ·∇ψj(x)= 0
(3.4)
La première équation est projetée sur φk, pour k= 1.. .K, et la seconde surψl, pour l= 1.. .L,
et la propriété d’orthogonalité conduit à :
dak
dt
〈φk,φk〉+
K,K∑
i,j=1
aiaj 〈(φi ·∇)φj,φk〉= 0,
dbl
dt
〈ψl,ψl〉+
K,L∑
i,j=1
aibj 〈φi ·∇ψj,ψl〉= 0
(3.5)
où 〈·, ·〉 représente le produit scalaire. En divisant par 〈φk,φk〉 et 〈ψl,ψl〉, nous obtenons :
dak
dt
+
K,K∑
i,j=1
aiaj
〈(φi ·∇)φj,φk〉
〈φk,φk〉
= 0
dbl
dt
+
K,L∑
i,j=1
aibj
〈φi ·∇ψj,ψl〉
〈ψl,ψl〉
= 0
(3.6)
Définissons les grandeurs suivantes :
— a(t)= (a1(t) . . . aK(t))
T
est le vecteur des coefficients mouvement, obtenu en proje-
tant le champ de mouvement w(t) sur la baseΦ,
— b(t)= (b1(t) . . . bL(t))
T
est le vecteur des coefficients images, obtenu en projetant le
champ image I(t) sur la baseΨ,
— B(k) est une matrice de dimension K×K dont l’élément (i, j) vaut :
B(k)i,j=
〈(φi ·∇)φj,φk〉
〈φk,φk〉
(3.7)
— G(l) est une matrice de dimension K×L dont l’élément (i, j) vaut :
G(l)i,j=
〈φi ·∇ψj,ψl〉
〈ψl,ψl〉
(3.8)
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En utilisant ces notations, le système (3.6) devient :
dak
dt
(t)+aTB(k)a= 0, k= 1.. .K
dbl
dt
(t)+aTG(l)b= 0, l= 1.. .L
(3.9)
Après avoir défini un vecteur d’état réduit XR(t)= (
a(t)
b(t)
), le système (3.9) s’écrit :
dXR
dt
(t)+ IMR(XR(t))= 0 (3.10)
Le modèle réduit IMR est la projection de Galerkin du modèle complet IM sur la base mouve-
mentΦ et la base imageΨ.
L’estimation du mouvement s’effectue par assimilation des images dans le modèle réduit
vérifiant l’équation (3.10). Les observations sont les coefficients, notés bO(t), associés aux pro-
jections des images observées IO(t) sur la baseΨ. Soit IPb la projection du vecteur d’état réduit
XR sur la composante b. L’équation d’observation, qui lie le vecteur d’état aux observations,
s’écrit :
bO(t)= IPbXR(t)+εR(t)=b(t)+εR(t) (3.11)
L’erreur d’observation εR(t) représente l’incertitude sur les observations (bruit d’acquisition,
projection sur le sous-espace image) et sur la valeur du vecteur d’état réduit.
Des heuristiques sont utilisées pour approximer la valeur d’ébauche XR,b du vecteur d’état
réduit à la date 0. L’équation d’ébauche exprime alors que le résultat de l’assimilation de don-
nées doit rester proche de cette valeur :
XR(0)=XR,b+εB (3.12)
L’erreur d’ébauche εB décrit l’incertitude sur cette condition initiale.
Les variables εR(t) et εB sont des variables gaussiennes de moyenne nulle et de matrice
de covariance R et B (nous utilisons abusivement les mêmes notations que pour le modèle
complet).
La fonction de coût utilisée pour l’estimation de XR(0) à partir des observations s’écrit :
J(XR(0))= (XR(0)−XR,b)
T B−1 (XR(0)−XR,b)+
∫ T
0
(bO(t)−b(t))
T
R−1 (bO(t)−b(t))dt
(3.13)
La méthode duale décrite dans [59] est utilisée pour minimiser J à partir d’une variable adjointe
λR, définie par les équations :
λR(T)= 0 (3.14)
−
dλR
dt
+(
∂IMR
∂XR
)
∗
λR=−IP
T
bR
−1 (bO(t)−b(t)) (3.15)
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où (∂IMR∂XR )
∗
est le modèle adjoint de IMR. Le gradient de J, noté ∇J, est calculé par la méthode
des variations [65] et vaut :
∇J(XR(0))= 2(B−1 (XR(0)−XR,b)+λR(0)) (3.16)
La fonction de coût J est minimisée par la méthode de descente de gradient : à chaque
itération, l’intégration temporelle de XR par l’équation (3.10) permet de calculer J selon l’équa-
tion (3.13), puis l’intégration rétrograde de λR par l’équation (3.15) fournit la valeur de λR(0)
puis celle de ∇J en utilisant l’équation (3.16). Le minimiseur BFGS [20] est utilisé pour obtenir
la nouvelle estimation de XR(0) à partir des valeurs de J et ∇J.
3.2 Calcul de bases
Commençons tout d’abord par définir les notations utilisées dans cette section. Soit F un
espace de Hilbert, muni du produit scalaire 〈·, ·〉. SoitQ : F 7→Rune fonction quadratique définie
positive, qui vérifie : Q(f) = 〈L(f),f〉, où L est un opérateur linéaire auto-adjoint. L’hypothèse
queL soit auto-adjoint n’est pas restrictive, puisque la fonctionQ est inchangée si on remplace
un opérateurL quelconque par l’opérateur auto-adjoint associé L+L
∗
2 , oùL
∗ est l’adjoint deL.
On peut facilement démontrer que le gradient de Q est égal à 2L :
lim
→0Q(f+h)−Q(f) = 〈2L(f),h〉 (3.17)
Soient ψ1, ...,ψn les fonctions obtenues comme solutions du problème de minimisation
sous contrainte suivant : 
min
(ψ1,...,ψn)∈Fn
n∑
k=1
Q(ψk)
B(ψk)= 0, k= 1,...,n
〈ψj,ψk〉= δj,k
(3.18)
où B est un opérateur linéaire défini sur F et δj,k le symbole de Kronecker, qui a pour valeur 1
si j= k et 0 sinon.
Soit FB ⊂F le sous-espace linéaire de F tel queB(f)= 0,∀f ∈FB. La linéarité de FB découle
de celle deB. De plus, FB hérite du produit scalaire de F, qui est noté 〈·, ·〉B. SoitLB : FB 7→FB
la restriction de l’opérateurL à FB, et soit QB définie par QB(ψ), 〈LB(ψ),ψ〉B.
Nous disposons de deux théorèmes pour calculer les éléments (ψ1, ...,ψn).
Théorème 1. Les fonctionsψ1, ...,ψn obtenues par le système (3.18) sont les fonctions propres de
LB correspondant aux n plus petites valeurs propres.
Démonstration. Nous commençons par effectuer une relaxation du problème de minimisa-
tion (3.18) en remplaçant la contrainte de base orthonormale par une contrainte moins forte
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de simple normalisation : : 
min
(ψ1,...,ψn)∈FnB
n∑
k=1
QB(ψk)
|ψk|
2= 1
j 6= k → ψj 6=ψk
(3.19)
Les équations d’Euler-Lagrange associées àψ1, ...,ψn sont :
LB(ψk)= λψk (3.20)
Leur solution est l’ensemble desn fontions propres deLB qui correspondent auxn plus petites
valeurs propres.
Ces fonctions propres sont orthonormales, en raison du théorème spectral et du fait que LB
soit auto-adjoint. Comme l’ensemble des solutions de (3.19) inclut celui des solutions de (3.18),
on en déduit que ces fonctions propres sont les solutions du problème de minimisation décrit
par (3.18).
Théorème 2. Les fonctions ψ1, ...,ψn, qui sont solutions du système (3.18), sont les n premières
solutions du problème de minimisation (3.21) et les n premières fonctions propres deLB :
ψ1= arg min
ψ∈FB
QB(ψ), |ψ|
2= 1
ψ2= arg min
ψ∈FB
QB(ψ), |ψ|
2= 1, ψ⊥ψ1
...
ψk= arg min
ψ∈FB
QB(ψ), |ψ|
2= 1, ψ⊥ψj, j= 1,...,k−1
...
(3.21)
Démonstration. Faisons une démonstration de ce théorème par récurrence.
Pour n= 1, le problème décrit par (3.18) coïncide avec la première équation de (3.21). L’équa-
tion d’Euler-Lagrange associée s’écrit :
LB(ψ)−λψ= 0 (3.22)
où λ est un multiplicateur de Lagrange. Cette équation a pour solution λ= λ1 etψ=ψ1, où λ1
est la plus petite valeur propre deLB etψ1 est la fonction propre deLB associée àλ1. L’assertion
est donc valide pour n= 1.
Supposons que l’assertion soit valide pour la valeur n et démontrons qu’elle est alors valide
pour n+1. Le problème de minimisation s’écrit :
min
ψ∈FB
QB(ψ), |ψ|
2= 1, ψ⊥ψj, j= 1,...,n (3.23)
avec pour équation d’Euler-Lagrange :
LB(ψ)−λψ−
n∑
k=1
µkψk= 0 (3.24)
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ou encore :
(LB−λI)ψ=
n∑
k=1
µkψk (3.25)
où I représente l’opérateur identité. Cette équation doit être résolue par rapport àψ, λ et µk en
imposant les contraintes d’orthonormalité : |ψ|2= 1 et 〈ψ,ψj〉= 0, j= 1,...,n.
Si tous les coefficientsµj sont égales à zéro, l’équation (3.25) est identique à l’équation (3.22).
Ce qui démondre queψn+1 est une fonction propre de LB. Nous allons à présent faire une dé-
monstration par l’absurde et montrer que l’hypothèse selon laquelle au moins un coefficient µi
est différent de zéro conduit à une contradiction.
Si µi 6= 0, λ n’est pas une valeur propre de LB et l’opérateur (LB−λI) est inversible. Nous
obtenons donc :
ψ =(LB−λI)
−1 (
n∑
k=1
µkψk)
=
n∑
k=1
µk(LB−λI)
−1ψk
(3.26)
en utilisant la propriété de linéarité de (LB−λI)
−1. Par ailleurs, si ψk est une fonction propre
deLB associée à la valeur propre λk, alors c’est aussi une fonction propre de (LB−λI) associée
à la valeur propre λk−λ et de (LB−λI)
−1 pour la valeur propre (λk−λ)
−1. Nous obtenons
donc :
ψ=
n∑
k=1
µk
λk−λ
ψk (3.27)
et la condition d’orthogonalité 〈ψ,ψj〉 = 0 conduit, en utilisant la propriété d’orthonomalité
des fonctions propres deLB, à :
〈ψ,ψj〉 =
n∑
k=1
µk
λk−λ
〈ψk,ψj〉
=
n∑
k=1
µk
λk−λ
δk,j
=
µj
λj−λ
= 0
(3.28)
où δk,j est le symbole de Kronecker.
L’équation (3.28) implique que tous les µj sont nuls, ce qui contredit l’hypothèse µi 6= 0.
3.3 Bases dédiées à l’estimation du mouvement
Cette section décrit la définition de bases scalaires (pour permettre la représentation des
images) et de bases vectorielles (pour la représentation des champs de mouvement), en utili-
sation la méthode décrite dans la section 3.2. Deux domaines géométriquesΩ sont illustrés. Le
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bassin de la mer Noire démontre le potentiel de la méthode à caractériser des domaines géomé-
triquement complexes. Un domaine rectangulaire de petite taille est également utilisé afin de
permettre un grand nombre de tests et de quantifier les résultats d’estimation du mouvement
par des méthodes d’assimilation de données dans des modèles réduits. À partir de la définition
deΩ, les bases calculées dépendent du choix de la fonction quadratique Q et de l’opérateurB.
La définition de ces deux grandeurs mathématiques permet d’assurer que les champs image et
mouvement possèdent les propriétés requises.
En ce qui concerne les images satellite acquises sur le domaine de la mer Noire, nous consi-
dérons les solutions du problème de minimisation (3.21), pour la fonction Q définie par :
Q(ψ),
∫
Ω
||∇ψ(x)||2dx (3.29)
oùψ :Ω→R est un champ scalaire vérifiant des conditions aux bords de Neuman. Des exemples
de résultats sont visualisés sur la figure 3.1. La figure 3.2 visualise les reconstructions obtenues,
Figure 3.1 – Fonctions propresψ4,ψ20 etψ50.
à partir des coefficients, sur les bases à 50, 100 et 500 éléments. Plus la taille de la base augmente,
mieux sont représentées les petites échelles spatiales présentes dans les données. Il est possible
de calculer le nombre d’éléments de la base en fonction de la taille des structures étudiées sur
les images.
Pour définir le sous-espace associé au mouvement, nous considérons les solutions du pro-
blème de minimisation (3.21) avec la fonction Q :
Q(φ),
∫
Ω
|∇φ(x)|2dx (3.30)
oùφ :Ω→R2 est un champ vectoriel. Différents choix peuvent être considérés pour l’opérateur
B(φ). Dans cette section, nous considérons un mouvement à divergence nulle etB(φ) vérifie :
{B(φ)}(x)=
{
n(x) ·φ(x), x ∈ ∂Ω
{divφ}(x), sinon
(3.31)
Des éléments de la base obtenue sont visualisés sur la figure 3.3, où les champs de vecteurs sont
représentés par les lignes de courant correspondantes.
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Figure 3.2 – Image satellite. Reconstruction à 50, 100 et 500 éléments.
Figure 3.3 – Éléments 1, 20 et 50 de la base mouvement à divergence nulle.
45
3.4 Estimation du mouvement sur les bases réduites
Les résultats de cette section sont principalement issus de l’article [51].
Afin d’illustrer le propos, un modèle réduit est construit en utilisant, pour le domaine rec-
tangulaire visualisé sur la figure 3.4, une base scalaire pour les images et une base vectorielle à
divergence nulle pour le mouvement. Ce modèle réduit est utilisé pour estimer le mouvement
par assimilation des six images satellite, acquises par les capteurs NOAA/AVHRR les 14 et 15
mai 2005 et visualisées sur la figure 3.4. La base scalaire est composée de 240 éléments (voir
Figure 3.4 – Images satellite.
figure 3.5) et la base vectorielle de 24 éléments (voir figure 3.6).
Il n’est pas possible de disposer de vérité terrain lors de l’utilisation d’images satellite. Les
méthodes doivent donc être préalablement validées avec des expériences jumelles. Il est pré-
férable que celles-ci aient des caractéristiques proches des conditions réelles. Une simulation
est donc effectuée en utilisant, en conditions initiales, le champ de mouvement visualisé en
Figure 3.5 – Les élémentsψ30,ψ60,ψ120 etψ240 de la base image.
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Figure 3.6 – Quatre élémentsφ3,φ6,φ12 etφ24 de la base mouvement.
minimum moyenne maximum
vitesse (m/s) 3.6e-04 1.4e-01 3.5e-01
Tableau 3.1 – Statistiques du champ de mouvement initial.
haut à gauche de la figure 3.7 (au moyen d’une double représentation, flèches et couleurs, du
vecteur mouvement) et la première image de la séquence. Les statistiques du champ de mou-
vement initial sont données dans le tableau 3.1 : valeurs minimale, maximale et moyenne.
La simulation permet d’obtenir une séquence de six pseudo-images aux mêmes dates que les
vraies images satellite. Celles-ci sont assimilées avec le modèle réduit afin d’estimer le mou-
vement à la date 0, visualisé sur l’image en bas à droite de la figure. 3.7. L’approche est com-
parée à d’autres méthodes de l’état de l’art sur la même figure. Les statistiques d’erreur sont
quantifiées sur le tableau 3.2. Pour chaque méthode de l’état de l’art, nous avons naturellement
recherché les paramètres optimaux. Les méthodes [45, 89] reposent sur une régularisation du
mouvement par une norme L2, tandis que les approches [23, 91] reposent sur une régularisa-
tion du second ordre de la divergence. Afin de continuer la comparaison entre les approches,
Erreur en norme (m/s) Erreur angulaire
Méthode min moy max min moy max
Horn et al [45] 2.0e-06 6.9e-02 3.5e-01 1.1e-03 3.4e+01 1.8e+02
Suter [91] 0.0e+00 6.3e-02 2.7e-01 3.6e-03 3.7e+01 1.8e+02
Corpetti et al [23] 6.0e-06 7.3e-02 2.5e-01 5.6e-03 3.2e+01 1.8e+02
Sun et al [89] 5.4e-05 6.3e-02 2.8e-01 1.2e-03 2.2e+01 1.8e+02
Notre approche 0.0e+00 2.8e-04 1.7e-03 2.3e-04 1.9e-01 5.8e+01
Tableau 3.2 – Statistiques d’erreur entre l’estimation du mouvement et la vérité terrain.
nous avons indiqué cinq points caractéristiques sur la figure 3.8, au moyen de croix rouges. Ces
points caractéristiques sont transportés par le champ de mouvement correspondant à la vérité
terrain (en rouge), par notre méthode (en vert) et par celle de Sun et al. [89] (en bleu). Cette
dernière méthode a été choisie car étant celle qui obtenait les meilleures statistiques dans le
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Figure 3.7 – Résultats de l’expérience jumelle. De haut en bas et de gauche à droite : vérité
terrain, Horn et al [45], Suter [91], Corpetti et al [23], Sun et al [89], et notre approche.
Figure 3.8 – Points caractéristiques.
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tableau 3.2. Les deux premiers types de trajectoires vérifient l’équation (3.10), tandis que celles
obtenues par Sun sont linéaires par morceaux. Les positions des points caractéristiques sont
visualisées sur la dernière observation sur la figure 3.9. La couleur de l’ellipse entourant chaque
ensemble de points est un indicateur qualitatif : une ellipse verte signifie que notre méthode
est la meilleure tandis qu’une bleue signifie que c’est l’algorithme de Sun.
Figure 3.9 – Position des points caractéristiques sur la dernière observation.
Après avoir été analysée sur des expériences jumelles, la méthode est testée sur la séquence
d’images satellite, visualisée sur la figure 3.4. Le résultat est donné sur l’image du bas de la fi-
gure 3.10. L’expérience a également été menée avec une base scalaire de taille plus petite, dont
la valeur a été fixée à 120 au lieu de 240. Cela a permis de constater que si les petites échelles
des images ne sont pas correctement prises en compte par la base alors le mouvement ne peut
être estimé de façon satisfaisante. Mais augmenter la taille de la base, pour prendre 480 élé-
ments, ne permet pas d’améliorer les résultats et a pour conséquence d’augmenter fortement
la taille du modèle réduit et le coût de calcul. Le nombre d’éléments doit être choisi en cohé-
rence avec la taille des structures spatiales impactées par le mouvement. L’image du milieu,
dans la figure 3.10 montre le résultat de l’assimilation par le modèle complet correspondant
aux équations du système (3.1). On peut observer que des caractéristiques globales, telles que
les deux tourbillons principaux, sont sous-estimées, en raison du processus de lissage intro-
duit par le processus d’assimilation de données. Au contraire, le modèle réduit correspondant
à la taille des structures permet une modélisation optimale des images et une bonne estima-
tion du mouvement. Les points caractéristiques de la figure 3.8 sont transportés par le champ
de mouvement de Sun (voir l’image du haut de la figure 3.10), le modèle complet (milieu de la
figure 3.10) et le modèle réduit (bas de la figure 3.10). Les positions sur la dernière observation
sont visualisées sur la figure 3.11 : bleu pour Sun, jaune pour le modèle complet et vert pour le
modèle réduit.
La figure 3.12 visualise une deuxième séquence de cinq images satellite de température de
surface de la mer, acquises les 27 et 28 juillet 2007. La figure 3.13 fournit l’estimation du mou-
vement : Sun et al. en haut à gauche, modèle complet en haut à droite, et modèle réduit en bas.
Les structures sont qualitativement mieux retrouvées par le modèle réduit. Un ensemble de
points caractéristiques est visualisé sur la figure 3.14 (rouge : initialisation, bleu : Sun, jaune :
modèle complet, vert : modèle réduit).
L’un des atouts de la méthode de calcul des bases présentée section 3.2 est qu’elle peut s’ap-
pliquer à des domaines à la géométrie complexe. C’est le cas lorsqu’on étudie le bassin de la mer
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Figure 3.10 – Haut : méthode de Sun et al [89]. Milieu : modèle complet. Bas : modèle réduit.
Figure 3.11 – Position des points caractéristiques sur la dernière observation.
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Figure 3.12 – Quatre images de la deuxième séquence.
Noire. La figure 3.15 visualise trois images satellitaires issues d’une séquence de température
de surface (SST) acquise avec le capteur NOAA/AVHRR en juillet 1998. À l’ouest du domaine,
la représentation en fausses couleurs fait apparaître des structures océanographiques mésoé-
chelles telles qu’un vortex (A), un “champignon” (B) et un filament (C), qui correspond à une
entrée d’eau plus froide au niveau de la péninsule de Crimée. La figure 3.16 visualise le mouve-
ment estimé à la date de la première observation. La figure 3.17 visualise la moitié ouest de la
mer Noire et le résultat de l’estimation de la vitesse de surface. Sur ce zoom, on observe que le
mouvement des trois structures (A), (B) et (C) est correctement appréhendé.
3.5 Conclusion
Les principales contributions de ce chapitre concernent l’estimation du mouvement par as-
similation dans un modèle réduit et la définition de nouvelles bases, adaptées pour le problème.
Les fonctions propres pour les images et le mouvement sont obtenues automatiquement en
optimisant une contrainte de régularité et en imposant des propriétés, telles que la divergence
nulle ou les conditions aux bords.
Les bases que nous avons définies ont des similarités avec les ondelettes décrites dans [56,
57], qui ont été utilisées pour l’estimation du flot optique [28, 29]. Cette famille de fonctions dia-
diques bi-orthogonales, utilisées pour projeter le mouvement dans [56, 57] est définie comme
le rotationnel d’ondelettes bi-orthogonales sur un domaine carré. Ces fonctions satisfont les
conditions de Dirichlet sur un domaine rectangulaire. Elles ne permettent donc pas d’étudier
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Figure 3.13 – Estimation du mouvement. Haut à gauche : Sun et al [89]. Haut à droite : modèle
complet. Bas : modèle réduit.
Figure 3.14 – Position des points caractéristiques sur les première et dernière images.
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AB
C
Figure 3.15 – Images de température de la Mer Noire visualisées en fausses couleurs. Acquisi-
tions du 14 au 15 juillet 1998. Caractérisation des trois structures A, B et C.
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Figure 3.16 – Mouvement estimé à la date de la première observation.
le mouvement sur des domaines géométriques complexes. Ces limitations sont résolues par
les fonctions proposées dans ce document. Une autre différence est que [56, 57] proposent un
formalisme de représentation des vecteurs mais pas des fonctions image. Notre approche per-
met, au contraire, de traiter de la même manière les deux types de champs et d’utiliser le même
algorithme pour tous les types de données possibles.
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Figure 3.17 – De gauche à droite et de haut en bas : partie occidentale du bassin, champ de
vitesse estimé, représentation colorée, représentation par lignes de flux (streamlines).
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4
Suivi d’objets
Après s’être intéressés, aux chapitres 2 et 3, au problème de l’estimation du mouvement,
nous considérons, à présent, une autre composante fondamentale du traitement des séquences
d’images : le suivi des objets. Une description détaillée de la littérature est disponible, par
exemple, dans Yilmaz et al. [102]. À notre connaissance, il n’existe actuellement pas de mé-
thode permettant simultanément d’estimer le mouvement sur tout le domaine image Ω et
de suivre un (ou des) objet particulier au cours de la séquence. Cependant, il existe des ap-
proches [6, 79, 82] qui segmentent et suivent un objet avec, en entrée, le champ de vitesse au
cours de la séquence et la segmentation de l’objet sur la première image. D’autres méthodes,
telles que celle décrite dans Bertalmio et al. [15] permettent de suivre une structure et d’esti-
mer son déplacement à partir de sa segmentation initiale. Si les images étudiées sont bruitées
et présentent des zones d’occlusion, comme c’est le cas pour les acquisitions satellite, les hy-
pothèses sur la dynamique du système observé permettent malgré tout d’obtenir un résultat
de qualité. L’assimilation de données dans un modèle dynamique est l’approche évaluée dans
ce chapitre. Elle a deux spécificités lorsque comparée à l’état de l’art. Tout d’abord, le suivi ne
repose pas sur la mise en correspondance de caractéristiques préalablement détectées sur les
images, mais correspond à une fonction continue en temps. Deuxièmement, le suivi est cou-
plé avec le calcul du mouvement de l’objet et, ainsi que les résultats l’illustrent, permet même
d’améliorer l’estimation de celui-ci, en particulier sur la frontière des objets.
La section 4.1 présente l’utilisation de la méthode d’assimilation de données variationnelle
4D-Var pour le suivi d’objets et en décrit les différentes composantes. La section 4.2 présente,
analyse et quantifie les résultats obtenus sur des séquences synthétiques et sur des images sa-
tellite météorologiques. La section 4.3 analyse les études réalisées et propose des perspectives
pour ce travail de recherche.
4.1 Suivi d’objets par assimilation variationnelle d’images
Peu de travaux de la littérature reposent sur une approche variationnelle pour le suivi d’ob-
jets dans les séquence d’images. Papadakis et al. [76] décrivent une méthode d’assimilation de
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données variationnelle incrémentale, qui permet de calculer le mouvement et de suivre un ob-
jet en utilisant, comme données d’entrée, la séquence d’images et la segmentation de l’objet
sur l’intervalle temporel étudié. Cette contrainte de segmentation préalable de l’image est la
principale différence avec la méthode présentée dans ce document, qui requiert uniquement
des données dites de bas niveau : la séquence d’images et les points de contour préalablement
calculés.
L’objectif est de suivre un objet, par exemple un nuage sur une séquence d’images satellite
ou un véhicule sur une vidéo de trafic. L’objet (ou les objets) est caractérisé par une courbe
ferméeC(t), dont la topologie peut varier au cours du temps. Le modèle mathématique associé
à la courbe C(t) est une fonction implicite φ(x,t), dont les valeurs sont nulles pour les points
de la courbe C(t) et correspondent, en tout autre point du domaine, à la distance signée à la
courbe.
Les données d’entrée, utilisées pour définir le vecteur d’observation Y de la méthode d’as-
similation, sont les images et les points de contour. Ces derniers sont calculés par seuillage des
maxima locaux de la norme du gradient dans la direction du vecteur gradient [21, 30].
Des heuristiques sont considérées pour définir le modèle dynamique sur lequel repose l’as-
similation de données. Ces heuristiques concernent le champ de mouvement w, les images et
la carte de distance signéeφ.
L’évolution du mouvement est supposée satisfaire l’hypothèse de constance lagrangienne :
du
dt
= 0⇔ ∂u
∂t
+u
∂u
∂x
+v
∂u
∂y
= 0 (4.1)
dv
dt
= 0⇔ ∂v
∂t
+u
∂v
∂x
+v
∂v
∂y
= 0 (4.2)
Le traceur image I a des propriétés physiques similaires aux acquisitions image et vérifie l’équa-
tion du flot optique :
∂I
∂t
+∇I.w= 0 (4.3)
La fonction implicite φ est supposée satisfaire aux mêmes heuristiques que le traceur I car le
déplacement de l’objet correspond à celui des pixels qu’il contient :
∂φ
∂t
+∇φ.w= 0 (4.4)
Le vecteur d’état s’écrit X = (u v I φ)
T
. Il satisfait le modèle dynamique (4.1, 4.2, 4.3, 4.4),
ou l’équation d’évolution :
∂X
∂t
+ IM(X(t))= 0 (4.5)
Estimer le mouvement w sur la séquence d’images et réaliser le suivi d’un (ou plusieurs)
objet caractérisé par une fonction implicite φ peut se faire en estimant le vecteur d’état X au
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moyen d’un algorithme d’assimilation variationnelle, dit 4D-Var, qui repose sur les équations
d’évolution, d’ébauche et d’observation suivantes :
∂X
∂t
(x,t)+ IM(X)(x,t) = 0 (4.6)
X(x,0) = Xb(x)+B(x) (4.7)
IH(Y,X)(x,t) = R(x,t) (4.8)
Tout comme dans le chapitre 2, l’ébauche du champ de mouvement est choisi avec une va-
leur nulle, si aucune information n’est disponible sur sa valeur initiale. L’ébauche Ib du traceur
image est à nouveau égale à la première image de la séquence. L’ébauche de la courbe C(t) est
une courbeCb, obtenue en segmentant grossièrement l’objet sur l’image Ib. L’ébaucheφb de la
fonction impliciteφ est obtenue en calculant la carte de distance signée par rapport à la courbe
Cb. Notons IP la projection du vecteur d’état X sur les deux composantes I etφ, l’équation (4.7)
se réécrit :
IP(X(x,0))= IP(Xb(x))+B(x) (4.9)
L’équation d’observation (4.8) traduit les liens entre les observations utilisées et le vecteur
d’état X. Dans le cas de cette étude, le vecteur d’observation Y contient bien entendu les acqui-
sitions image, représentées sous forme continue par la fonction IO(t). Pour chacune d’elles, on
calcule les points de contours, puis une carte de distance non signée, notéeDc(t) : en chaque
pixel x,Dc(x,t) représente la distance au point de contour le plus proche. Ces cartes de distance
viennent compléter le vecteur d’observation qui s’écrit Y=(I Dc)
T
. L’opérateur d’observation
IH est défini afin de comparer le vecteur d’état et les observations. IH s’écrit en deux parties :
IH=(IHI IHφ)
T
.
IHI compare le traceur image I aux acquisitions images I
O :
IHI(Y,X)(x,t)= I
O(x,t)− I(x,t) (4.10)
et l’équation d’observation associée s’écrit :
IO(x,t)− I(x,t)= I(x,t) (4.11)
IHφ compare φ(x,t) à la distance Dc(x,t). Comme φ est signée, sa valeur absolue doit être
quasiment égale à Dc, afin que la frontière C(t) de l’objet soit bien positionnée sur les points
de contour. La courbe C(t) est supposée ne pas se déplacer de plus de s pixels, d’un pas de
temps au suivant. Elle évolue donc à l’intérieur d’un voisinage V. Il suffit de comparerDc et |φ|
dans ce voisinage. On introduit une fonction de pondération ζs(x), qui vérifie ζs(x) = 1 si x est
situé sur la courbe C(t), puis la valeur de ζs(x) décroit au fur et à mesure que x s’éloigne de
C(t) et ζs(x) est infinitésimal (< 10−5) en dehors de V. L’opérateur d’observation IHφ est défini
par :
IHφ(Y,X)(x,t)= ζs(x)(|φ(x,t)|−Dc(x,t)) (4.12)
et l’équation d’observation associée s’écrit :
ζs(x)(|φ(x,t)|−Dc(x,t))= φ(x,t) (4.13)
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Les termes d’erreur B, I et φ sont des variables gaussiennes, de moyenne nulle et non
corrélées. La matrice de covariance de B s’écrit B. Les variances respectives de I et φ sont
notées RI et Rφ. Pour résoudre le système (4.6, 4.9, 4.11, 4.13), il faut minimiser les erreurs B,
I et φ. Le problème se réécrit donc sous la forme de la minimisation de la fonction de coût :
J(X(0))=
∫ T
0
〈I(t),RI(t)−1I(t)〉dt+ 〈φ(t),Rφ(t)−1φ(t)〉dt+ 〈εB,B−1εB〉 (4.14)
La carte de distance φ(t) est advectée par le champ de mouvement w(t) selon l’équa-
tion (4.4). La propriété qui permet de caractériser la fonction φ comme une carte de distance
s’écrit : ||∇φ(x,t)||= 1 pour tout point x du domaine Ω. La plupart des schémas numériques
d’advection perdent cette propriété lors de l’intégration temporelle. Il faut donc définir une
méthode qui assure que cette propriété reste vérifiée au cours de l’intégration temporelle de
l’équation (4.4). De plus, étant donné que la courbeC(t), qui correspond àC(t)=
{
x | φ(x,t))=
0
}
, est initialisée par une courbe ferméeCB, la méthode développée doit assurer queC(t) reste
une courbe fermée au cours de l’advection, afin de caractériser l’objet suivi.
Deux approches sont considérées pour assurer ces propriétés. La première approche consiste
à définir un champ de mouvement modifié, noté wm(t), calculé à partir du champ de vitesse
w(t), et d’utiliser wm(t) pour advecter φ(t) en préservant la propriété ||∇φ(x,t)||= 1 au cours
de l’intégration. Un champ wm, possédant cette propriété, peut être calculé sur tout le domaine
image au moyen de la méthode dite de Fast Marching [86]. En utilisant de plus les schémas de
discrétisation proposés par Sethian [86], on assure que C(t) reste une courbe fermée. La mé-
thode de Fast Marching a donc été examinée comme candidate pour le système d’assimilation
d’images. Mais utiliser l’adjoint de la méthode du Fast Marching dans l’assimilation variation-
nelle 4D-Var nécessite de conserver en mémoire un tableau avec l’ordre dans lequel les pixels
de l’image sont examinés. Le processus d’assimilation effectue de nombreux appels à ce ta-
bleau au cours des itérations de la minimisation et des intégrations directe et rétrograde. La
conséquence immédiate est un besoin important en capacités mémoire et calcul, et une im-
possibilité de parallélisation du code. Nous avons donc abandonné l’idée d’utiliser ce champ
modifié et avons considéré une seconde approche proposée par Sussman et al. [90]. À chaque
date t, φ(t) est tout d’abord advecté par w(t). Le résultat obtenu n’est plus une carte de dis-
tance, il faut donc le modifier afin de retrouver en tout point la propriété ||∇φ(x,t)|| = 1. Le
module qui effectue cette modification est appelé module de réinitialisation.
Expliquons rapidement les grandes lignes de ce module. À une date t donnée, notonsφt la
fonction obtenue en advectantφ(t−1) par le champ de mouvement w(t−1).φt n’est plus une
carte de distance. Considérons alors la valeur limiteψl de l’équation différentielle partielle :
∂ψ
∂τ
= sign(φt)(1− ||∇ψ||) (4.15)
avec la condition initiale ψ(0) =φt. ψl, est une carte de distance car elle vérifie ||∇ψl(x)||= 1
pour tout x. Siψl a la même isocourbe de valeur 0 queφt, alorsψl est une carte de distance qui
caractérise la courbe C(t). Cette fonction ψl peut être affectée comme valeur à φ(t) avant de
poursuivre l’intégration de t à t+1. La question de l’isocourbe de valeur 0 est discutée dans le
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paragraphe suivant. Il faut rappeler que la fonction φ ne doit être calculée que dans la région
V, qui entoure la courbe frontière de l’objet, puisqu’on considère que le déplacement de l’objet
d’une image à la suivante est borné par une valeur s. Le processus de réinitialisation, réalisé
par l’intégration de l’équation (4.15), s’arrête donc quand la propriété ||∇ψl(x)||= 1 est vérifiée
pour tout x tel que |ψl(x)| < s. Sussman et al. [90] démontrent qu’il faut s∆τ intégrations de
l’équation (4.15), où ∆τ représente le pas de discrétisation de la variable τ. Puisque le nombre
de pas d’intégration est connu à l’avance, il devient possible d’écrire le programme de façon
à ce que l’utilisation de l’adjoint par la méthode 4D-Var devienne raisonnable, en termes de
capacité mémoire et temps de calcul.
Revenons à la courbe d’isovaleur nulle. Dans le cas continu, Sussman et al. [90] ont démon-
tré que ψl a la même courbe d’isovaleur nulle que φt, appelée Ct. Toutefois, cette propriété
n’est plus vérifiée après discrétisation. Définissons C, un petit anneau de taille 2 autour de
Ct. Notons Pij le pixel d’indices i et j. Au cours de l’intégration de l’équation (4.15), il faut que
la valeur ψij de ψ soit proche de la valeur φt,ij, pour tout pixel Pij qui intersecte l’anneau C.
De même, la valeur ||∇ψij||, dans C, doit rester proche de ||∇φt,ij||. La solution est d’ajouter
un terme de contrainte µf(φt) dans le terme de droite de l’équation (4.15), de façon à ce que
sign(φt)(1−||∇ψ||)+µf(φt) soit de valeur quasi nulle dansC. Ainsi la valeur deψ(x) n’évolue
pas dans l’anneauC. L’équation (4.15) devient :
∂ψ
∂τ
= sign(φt)(1− ||∇ψ||)+µf(φt) (4.16)
La définition de µ et f est décrite en détails dans [62].
Le module de réinitialisation est ajouté à l’évolution de φ dans l’équation (4.4). Après dis-
crétisation spatio-temporelle, l’intégration du modèle d’évolution (4.5) s’écrit :
1. Initialisation de w(0), I(0) etφ(0).
2. Pour t= 0, . . . , T −1
(a) Réaliser l’advection par w(t) de w(t), Is(t), φ(t) afin d’obtenir w(t+ 1), Is(t+ 1),
φt+1.
(b) En prenant φt+1 comme valeur initiale, réaliser
s
∆τ
pas d’intégration du processus
de réinitialisation en utilisant la loi d’évolution deψ décrite par l’équation (4.16).
(c) Prendreφ(t+1)=ψl.
4.2 Résultats
La méthode est tout d’abord quantifiée au moyen une expérience jumelle, présentée dans
l’article [62], dont sont extraits les figures présentées dans ce manuscrit. Une séquence de 18
observations IO
i
= I(ti) pour i = 1 à 18, est obtenue par intégration temporelle du modèle
d’évolution IM de l’équation (4.5) à partir des conditions initiales, champ de vitesse et image
satellite, visualisées sur la figure 4.1. Quatre des 18 observations sont visibles sur la figure 4.2.
Les contours et les cartes de distance Dc(x,ti) sont calculés sur les images IOi afin d’obtenir
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Figure 4.1 – Gauche : Champ de vitesse initial. Droite : Image initiale.
Figure 4.2 – Observations IO
2
, IO
7
, IO
12
, IO
17
.
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le vecteur d’observation Y. Une expérience d’assimilation est réalisée. On appelle we le champ
estimé et w la vérité terrain. Des statistiques sur la différence entre we et w, sont fournies par
le tableau 4.1. La première colonne concerne le résultat obtenu par notre approche, tandis que
la seconde présente l’erreur obtenue si le mouvement est estimé sans mettre de composanteφ
dans le vecteur d’état X (c’est-à-dire avec la méthode présentée dans le chapitre 2). La méthode
avecφ sansφ
Erreur sur la norme (enm.s−1) :
0.1 0.3
|(‖we‖−‖w‖)|
Erreur angulaire (en degrés) 9.6 13.0
Tableau 4.1 – Moyenne des erreurs entre champ estimé we et vérité terrain w. La valeur moyenne
de la norme de w est de 1.9 m.s−1.
est difficilement comparable à celles de l’état de l’art, puisque le modèle d’évolution temporelle
fournit un champ de vitesse différent à chaque pas de discrétisation de la fenêtre temporelle,
alors que les méthodes de flot optique donnent un champ unique entre deux dates d’observa-
tion. Afin de faire l’analyse la plus objective possible, nous avons choisi d’advecter des points
caractéristiques au moyen des différents champs de mouvement. Il est alors possible de com-
parer la position de ces points à la date finale. La figure 4.3 montre en rouge la position des
points pour la vérité terrain, en bleu les résultats obtenus avec notre approche et en vert ceux
de la méthode de flot optique décrite par Sun et al. [89]. Une ellipse bleue caractérise un point
pour lequel notre méthode permet une meilleure estimation du mouvement, une ellipse grise
correspond au cas où notre méthode est équivalente à celle de Sun, et une ellipse verte au cas
où le résultat de Sun est meilleur. Notre méthode fournit un meilleur résultat sur 5 points, elle
est équivalente à Sun pour 2 points, et le flot optique est le meilleur pour 1 point. En calculant
les trajectoires sur plus de 200 points, on constate que l’erreur moyenne est d’environ 2 pixels
pour notre méthode et dépasse les 4,6 pixels pour les autres méthodes testées [23, 45, 89].
La figure 4.4 illustre le processus de réinitilisation pour 4 pixels choisis aléatoirement dans
l’image. On présente en abscisse le nombre d’itérations (avec un pas de temps fictif) du proces-
sus de réinitialisation et en ordonnée la norme du gradient deφ. On remarque que les 4 courbes
convergent vers une valeur de norme égale à 1, afin d’assurer la propriété ||∇φ(x,t)||= 1.
L’approche d’estimation du mouvement et du suivi d’objet est ensuite appliquée à une
séquence de 18 acquisitions satellite météorologiques, visualisant un nuage tropical sur la fi-
gure 4.5. Les résultats sont extraits de l’article [60]. La figure visualise également les points de
contour, en vert, et le résultat de la méthode de suivi d’objet en rouge. Afin de mieux com-
prendre l’intérêt d’inclure une composante φ dans le vecteur d’état Y, nous avons également
visualisé, en bleu, le résultat de l’advection de φ(0) par le champ de mouvement calculé sans
prendre en compteφ dans le vecteur d’état.
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Figure 4.3 – Point rouge : vérité terrain. Point bleu : notre méthode. Point vert : flot optique de
Sun et al. [89]. Ellipse bleue : notre méthode est la meilleure. Ellipse verte : le résultat de Sun est
meilleur. Ellipse grise : résultats équivalents.
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Figure 4.4 – Évolution de la norme du gradient au cours de la réinitilisation.
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Figure 4.5 – Gauche : images satellite et mouvement. Droite : la courbe rouge correspond au
mouvement obtenu avecφ, et la bleue sansφ.
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4.3 Conclusion
La section 4.1 décrit une approche originale qui permet, simultanément, d’estimer le mou-
vement sur une séquence d’images et de suivre un objet particulier sur celle-ci. L’approche est
basée sur une technique d’assimilation variationnelle de type 4D-Var. Le vecteur d’état inclut
le champ de mouvement, les images et une fonction implicite φ, qui modélise la frontière de
l’objet suivi. Le modèle d’évolution temporel choisi correspond à la conservation lagrangienne
de la vitesse et au transport de l’image et de la carte de distance. Un module de réinitialisation
a été développé afin que l’advection de la fonction implicite φ soit réalisée en conservant la
propriété de carte de distance.
L’approche a été testée sur une expérience synthétique et sur des données météorologiques
réelles, et les résultats présentés dans la section 4.2. Ceux-ci démontrent que le mouvement est
mieux estimé si on inclutφ dans le vecteur d’état.
La méthode, en implémentation parallèle, en en cours de test opérationnel pour la prévi-
sion immédiate des pluies, et par voie de conséquence des crues rapides. Une étude en cours
concerne l’utilisation de méthodes d’ensemble pour le suivi d’objets, à fin de traitement à la
“volée” des images.
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5
Méthodes d’ensemble
Alors que les autres chapitres du document reposent sur l’assimilation variationnelle dite
4D-Var, celui-ci s’intéresse à l’estimation du mouvement au moyen du filtre de Kalman d’en-
semble [34]. Cette démarche est issue de l’analyse des limitations intrinsèques du 4D-Var : né-
cessité de calculer le modèle adjoint, temps de calcul nécessaire aux itérations avec intégrations
directe et rétrograde, et surtout la non disponibilité d’une mesure d’incertitude du résultat.
Le filtre de Kalman d’ensemble est une alternative au filtre de Kalman [58] qui ne nécessite
pas d’avoir une description analytique de la densité de probabilité associée à l’estimation, mais
utilise un simple échantillonnage de cette fonction. Un ensemble de champs de mouvement est
ainsi construit à la date initiale, qui sont intégrés en temps par le modèle. À chaque date, l’esti-
mation est obtenue par la moyenne de l’ensemble et l’incertitude est décrite par la dispersion
de l’ensemble.
La taille de l’ensemble (nombre de membres considérés dans l’ensemble) est un paramètre
important, tant pour les contraintes en taille mémoire et temps de calcul que pour une esti-
mation adéquate de l’incertitude sur le résultat. Dans les expériences présentées dans ce do-
cument, la taille de l’ensemble est limitée à 40. Dans le cas d’ensembles de petite taille, les
valeurs des différents membres ont tendance à se rapprocher les unes des autres au cours de
l’intégration. Cela s’appelle le rétrécissement de l’ensemble. Plusieurs méthodes permettent
d’atténuer ce problème. Les méthodes dites d’“inflation” et de localisation [4, 36, 73] ont pour
effet respectif d’augmenter les valeurs des variances et de diminuer les valeurs des covariances
de la matrice de covariance calculée sur l’ensemble, avant chaque phase d’analyse (analyse
au sens de l’assimilation de données : correction de l’état par les observations). D’autres mé-
thodes, comme le filtre de Kalman d’ensemble déterministe [85], corrigent les membres après
l’étape d’analyse de façon à ce que la matrice de covariance calculée à partir de ces membres
soit proche de celle définie analytiquement par la formulation du filtre de Kalman. Beyou et
al. [16] ont utilisé le filtre de Kalman d’ensemble pour l’estimation du mouvement en écrivant
chaque membre comme une valeur moyenne et une perturbation. Lors du calcul de l’analyse,
ce formalisme a l’inconvénient de nécessiter une inversion supplémentaire, si elle n’est pas dia-
gonale, de la matrice de covariance de l’erreur d’observation (et donc du temps de calcul sup-
plémentaire). Leur approche évite le rétrécissement par un rééchantillonnage de l’ensemble
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avant une nouvelle étape d’intégration. Nous avons fait un choix différent en souhaitant bâtir
la méthode d’estimation du mouvement en utilisant uniquement les images. Cette contrainte
s’applique également à la recherche d’une solution au problème de rétrécissement. Nous avons
donc examiné les solutions précédemment citées. Même si la valeur optimale du paramètre
d’inflation (optimale afin de garder un ensemble dispersé) peut être automatiquement calcu-
lée [3], son estimation repose sur des propriétés autres que les valeurs des images étudiées. Le
filtre de Kalman d’ensemble déterministe calcule la matrice de covariance des perturbations
après chaque analyse, ce qui conduit à une sucharge de calcul. L’étape de rééchantillonnage
appliquée par Beyou et al. [16] fait que la matrice de covariance, calculée à partir des membres
de l’ensemble, ne caractérise plus l’incertitude sur le mouvement. Ces trois approches ont donc
été abandonnées au profit de la définition d’ensembles d’observations [46], construits à partir
des caractéristiques des images. Nous utilisons aussi un processus de localisation afin de limi-
ter les covariances inadéquates entre pixels. Il est basé sur la distance entre points (des points
éloignés sont généralement indépendants) et leur similarité (des points d’une même structure
sont corrélés).
La section 5.1 fournit quelques rappels sur le filtre de Kalman d’ensemble. La section 5.2
présente la construction de l’ensemble et sa propagation en temps. Enfin la section 5.3 présente
les résultats obtenus sur des données synthétiques et réelles. Les notations utilisées dans ce
chapitre sont explicitées dans la section 5.1. Elles diffèrent légèrement de celles des chapitres
précédents. En particulier, le filtre est décrit de façon discrète en temps, alors que la description
des méthodes 4D-Var reposait sur des formulations continues.
5.1 Filtre de Kalman d’ensemble
Soit x= (x y)
T
un point du domaineΩ. La séquence deNO images
{
IO
l
, l ∈ 1..NO} est
acquise sur l’intervalle temporel 0..T et définie surΩ.
La valeur du vecteur d’état à l’indice temporelk est : Xk=(wTk Ik)
T
, avec w=(u v)
T
le champ
de mouvement et I le traceur image. Si une acquisition image est disponible à l’indice k, elle est
utilisée pour calculer le vecteur d’observation Yk. Le but est de calculer une analyse X
(a)
k
, afin
d’approximer au mieux la vraie valeur du vecteur d’état X
(r)
k
, à partir de la valeur d’ébauche X
(b)
k
et de l’observation Yk.
Les méthodes d’ensemble reposent sur des membres qui évoluent simultanément en temps. Xj
k
représente le vecteur d’état du jème membre de l’ensemble à l’indice temporel k.
Un ensemble d’observations est calculé à partir des images : Yj
k
est le jème membre de l’en-
semble calculé à l’indice k.
Le symbole . représente la moyenne d’une grandeur, calculée sur les membres.
Le filtre de Kalman [58] effectue une intégration temporelle du modèle et fournit une ap-
proximation de la vraie valeur X
(r)
k
du vecteur d’état ainsi que l’incertitude de cette estimation.
Il repose sur les éléments suivants :
— une valeur d’ébauche X
(b)
0
, ainsi que son incertitude, associée à une densité de probabi-
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lité supposée être une loi normale de moyenne nulle et de matrice de covariance B
(b)
0
.
— des observations Yk, aux indices k auxquels des images sont disponibles. Leur incerti-
tude est associée à des lois normales de moyennes nulles et de matrices de covariance
Rk.
— À l’indice k, le vecteur d’état Xk et le vecteur d’observation Yk sont comparés au moyen
de l’opérateur d’observation IH.
— L’intégration temporelle est effectuée par le modèle linéaire IM :
Xk= IMXk−1 (5.1)
Les équations du filtre de Kalman, dans le cas d’un opérateur d’observation IH linéaire, sont
les suivantes :
— À l’indice k, la valeur de background X
(b)
k
est obtenue à partir de l’analyse X
(a)
k−1
calculée
à l’indice k−1 :
X
(b)
k
= IMX
(a)
k−1
(5.2)
La propagation de la matrice de covariance de l’incertitude B
(b)
k
s’écrit :
B
(b)
k
= IMB
(a)
k−1
IMT . (5.3)
— Si aucune observation n’est disponible à l’indice k, l’estimation X
(a)
k
et son incertitude
B
(a)
k
sont égales à celles du background.
— Si un vecteur d’observation Yk est disponible, alors l’analyse est obtenue par :
X
(a)
k
=X
(b)
k
+B
(b)
k
IHT (IHB
(b)
k
IHT +Rk)
−1
(Yk− IHX
(b)
k
) , (5.4)
La matrice de covariance associée à l’incertitude vérifie :
B
(a)
k
= B
(b)
k
−B
(b)
k
IHT (IHB
(b)
k
IHT +Rk)
−1
IHB
(b)
k
. (5.5)
Après avoir résumé les équations du filtre de Kalman, nous devons discuter deux points.
Premièrement, la propagation temporelle de la matrice B
(b)
k
selon l’équation (5.3) conduit à des
contraintes numériques prohibitives pour des vecteurs d’état de grande taille. Deuxièmement,
si IM est non linéaire, alors le modèle tangent linéaire est utilisé dans l’équation (5.3). La va-
leur obtenue pour B
(b)
k
n’est alors qu’une approximation de la vraie valeur. Dans ce document,
le modèle IM exprime la conservation lagrangienne de la vitesse. Il inclut des équations non
linéaires et les approximations sont donc appliquées. Ces deux points sont à l’origine de l’uti-
lisation du filtre de Kalman d’ensemble. Un ensemble de vecteurs d’état X
(b),j
k
est considéré à
chaque indice k. Il échantillonne la matrice B
(b)
k
. Soit X
(b)
k
= X
(b),j
k
la moyenne des membres de
l’ensemble. Une approximation de la matrice est obtenue en calculant :
B
(b)
k
≈ (X(b),j
k
−X
(b)
k
)(X
(b),j
k
−X
(b)
k
)T . (5.6)
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L’ensemble est initialisé à la date 0, puis il est propagé en temps en intégrant chaque membre
selon l’équation (5.1). En l’absence d’observation, l’analyse X
(a)
k
est égale à X
(b)
k
et l’incertitude
est approximée selon l’équation (5.6). Si une observation est disponible à l’indice k, une analyse
est calculée pour chaque membre j :
X
(a),j
k
= X
(b),j
k
+B
(b)
k
IHT (IHB
(b)
k
IHT +Rk)
−1(Yk− IHX
(b),j
k
) . (5.7)
L’estimation est définie par X
(a)
k
=X(a),j et son incertitude est calculée en remplaçant l’exposant
(b) par (a) dans l’équation (5.6).
5.2 Estimation du mouvement
Les membres de l’ensemble sont intégrés en temps par le modèle numérique IM, obtenu
par discrétisation temporelle d’un modèle continu IMc. Les heuristiques pour l’évolution du
mouvement et des images sont les mêmes que dans les chapitres précédents et les équations
continues s’écrivent :
— conservation lagrangienne de la vitesse w :
dw
dt
=
∂w
∂t
+(w ·∇)w= 0 (5.8)
— transport du traceur image :
∂I
∂t
+w ·∇I= 0 (5.9)
Le cœur de la méthode repose sur la construction de l’ensemble initial. Il doit représenter
une base de l’espace vectoriel dans lequel évolue le vrai mouvement et il doit également repré-
senter au mieux les incertitudes. Dans la littérature, l’ensemble initial est généralement obtenu
en perturbant une valeur donnée au moyen de la méthode de Monte Carlo. Notre approche est
différente puisque l’ensemble est construit en se basant sur les propriétés image. Chaque élé-
ment de l’ensemble est composé d’un champ de mouvement et d’une image. Nous choisissons
de ne pas construire d’ensemble image : à la date initiale, tous les éléments de l’ensemble ont
la même composante image, identique à la première observation. Mais comme l’image est un
traceur de la dynamique sous-jacente, le transport de cette image identique par des champs de
mouvement différents, conduit à obtenir des champs image différents aux indices temporels
ultérieurs. De nombreuses méthodes d’estimation du mouvement existent dans la littérature
et une rapide présentation est donnée dans [89]. Les méthodes diffèrent dans la formulation
choisie pour exprimer l’équation du flot optique, dans les hypothèses de régularité utilisées,
dans l’implémentation. Pour chaque approche, des résultats différents sont obtenus selon les
valeurs des paramètres. Une méthode particulière peut être optimale sur une partie de la sé-
quence. Le même phénomène s’observe en espace, puisque différentes méthodes peuvent être
mieux adaptées aux différentes régions de l’image. Cette observation est à l’origine de travaux
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de recherche, dans lesquel le terme d’attache aux données est variable dans le domaine spatio-
temporel [68]. Dans le même esprit, nous sommes arrivés à la conclusion que la construction
d’un ensemble de champs de mouvement obtenus par des algorithmes variés, pour différentes
formulations et paramétrisations, est le meilleur moyen d’approximer l’espace vectoriel dans
lequel se trouve le vrai champ de mouvement et d’estimer l’incertitude sur l’estimation. Les al-
gorithmes de flot optique utilisés reposent sur la conservation de la luminosité [45] et estiment
le mouvement par minimisation d’une fonction de coût, incluant un terme d’attache aux don-
nées et un terme de régularisation. Le coefficient de pondération associé à celui-ci permet de
définir les propriétés de la solution. Une petite valeur implique que la solution est plus proche
des données alors qu’une grande valeur impose une solution lisse. Trois types de norme sont
utilisés pour calculer la fonction de coût : la norme quadratique [45], la norme de Charbon-
nier [18], et la norme de Lorentz [17]. Pour chaque méthode, une approche pyramidale, allant
des basses vers les fines échelles, est utilisée au cours la minimisation. À chaque changement
de résolution, le champ de mouvement est tout d’abord lissé au moyen d’un filtre médian, dont
la taille est un paramètre qui influe sur la qualité du résultat [89]. Un ensemble de champs
de mouvement mj est ainsi obtenu en utilisant toutes les possibilités décrites. Soit m = mj la
moyenne sur l’ensemble. La mesure d’incertitude de cette estimation est définie par :
B=(mj−m)(mj−m)T . (5.10)
Avoir ainsi estimé l’incertitude des méthodes de flot optique pour l’estimation du mouvement
permet de construire un ensemble, obtenu en perturbant une valeur initiale déterminée, selon
la loi normale de moyenne nulle et de matrice de covariance B. Un membre de l’ensemble est
noté wj. La valeur initiale choisie est calculée par les méthodes de Sun et al. [89] ou Isambert et
al. [54].
Au cours de la propagation, une méthode de localisation est utilisée lors du calcul des ana-
lyses selon l’équation (5.7). Cette localisation évite les covariances non significatives, qui sont
présentes dans le calcul effectué par l’équation (5.6). Ces covariances concernent des pixels
qui devraient être indépendants car éloignés ou appartenant à des objets différents, et pour
lesquels le calcul discret se révèle inexact. Soient ρ la matrice de localisation et ◦ le produit
d’Hadamard. Le processus de localisation est appliqué en modifiant la matrice de corrélation
de l’ébauche :
Ł
(b)
k
= ρ◦B(b)
k
(5.11)
et en utilisant la valeur Ł
(b)
k
au lieu de B
(b)
k
dans l’équation (5.7). Il vient donc :
X
(a),j
k
= X
(b),j
k
+Ł
(b)
k
IHT (IHŁ
(b)
k
IHT +Rk)
−1(Y(k)− IHX
(b)j
k
) (5.12)
Deux types de méthodes permettent de définir la matrice ρ. Tout d’abord, ρ (qui sera alors
notée ρd avec d pour distance) peut être définie en fonction de la distance entre points, de
façon à ce que la corrélation entre les points éloignés soient presque nulles. Soient x1 et x2 deux
points du domaine image, ρd est définie par
ρd(x1,x2)= (1+
||x1−x2||2
a
)×exp(− ||x1−x2||2
a
) . (5.13)
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Le paramètre a de l’équation (5.13) est appelé distance de décorrélation. Les valeurs de ρd en
fonction de la distance ||x1−x2|| sont représentées sur la figure 5.1 pour trois valeurs distinctes
de a. Par ailleurs, la matrice ρ est également utilisée pour annuler les corrélations entre points
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Figure 5.1 – Valeur de ρd en fonction de la distance, pour a = 1, 2 et 10.
appartenant à des objets différents. Dans ce cas, elle est notée ρs et dépend de la similarité entre
les points. Soient I1 et I2 les mesures de similarité associées aux points x1 et x2. La matrice ρs
est définie par :
ρs(I1,I2)= (1+
||I1− I2||2
al
)×exp(− ||I1− I2||2
al
) . (5.14)
La matrice ρ de l’équation (5.11) est obtenue par combinaison de ρd et ρs. Cela permet que
la corrélation entre pixels éloignés et celle entre pixels d’objets différents soit presque nulle.
Comme expliqué en introduction de ce chapitre, des ensembles d’observations sont utilisés
pour éviter le rétrécissement de l’ensemble de vecteurs d’état lors de l’étape d’analyse. Chaque
membre de l’ensemble assimile ainsi une observation distincte. L’ensemble d’observations est
défini à partir des informations disponibles sur le capteur, en particulier au moyen de la carac-
térisition du bruit d’acquisition par une loi normale de moyenne nulle et d’écart-type σ :
IOk = I
(r)
k
+N(0,σ) , (5.15)
où IO
k
représente l’acquisition, à l’indice temporelk, d’une vérité inconnue I
(r)
k
. Chaque membre
I
j
k
de l’ensemble est créé en ajoutant à l’acquisition réalisée par le capteur une perturbation se-
lon la même loi normale :
I
j
k
= IOk +N(0,σ) . (5.16)
Dans les expériences, nous considérons un ensemble d’observations de 20 éléments, ce qui
permet d’échantillonner correctement la loi normale et d’éviter le rétrécissement.
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5.3 Résultats obtenus par le filtre de Kalman d’ensemble
Considérons le champ de mouvement et l’image de la figure 5.2. Le modèle IM est inté-
Figure 5.2 – Conditions initiales.
gré en temps, selon les équations 5.8 et 5.9, à partir de ces conditions initiales. Les champs de
mouvement obtenus par cette intégration sont considérés comme la vérité terrain permettant
d’évaluer la qualité des résultats. 7 images, 1 tous les 10 pas de temps, sont utilisées en tant
qu’observations pour le processus d’assimilation. Elles sont visualisées sur la figure 5.3 et les
ensembles d’observations sont construits à partir de ces données. Un ensemble de 40 membres
Figure 5.3 – Observations images.
de champs de mouvement est construit comme expliqué dans la section 5.2.
Le filtre de Kalman d’ensemble est alors utilisé pour estimer le mouvement, avec ou sans
méthode de localisation, selon l’équation (5.12) ou l’équation (5.7). La distance de décorréla-
tion utilisée a une valeur de 1. Les statistiques d’erreur entre l’estimation et la vérité terrain sont
calculées. Celles portant sur les erreurs angulaires sont visualisées sur la figure 5.4, afin d’ob-
server l’impact de la délocalisation. Les valeurs absolues des erreurs angulaires de 20 membres
tirés au sort dans l’ensemble sont représentées par les courbes bleues. L’erreur de la moyenne
de l’ensemble est visualisée en rouge. L’ensemble initial est très dispersé. La première étape
d’analyse, à la date 10, réduit de façon très importante les erreurs. On peut observer l’impact de
la localisation : l’ensemble garde une dispersion plus importante au cours du temps. Ce point
est fondamental, car, à la limite, lorsque la matrice B
(b)
k
est presque nulle, l’étape d’analyse n’a
plus d’effet, comme le montre l’équation (5.7). Il est donc important, pour réaliser un traite-
ment online des images, au fur et à mesure de leur acquisition, de conserver une dispersion
suffisante et d’utiliser la localisation. De plus, comme on peut le voir sur la figure 5.4, la loca-
lisation permet d’améliorer l’exactitude de l’estimation. Elle conduit à des statistiques d’erreur
inférieures et à une amélioration des estimations, même après 6 ou 7 étapes d’analyse alors que
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Figure 5.4 – Haut : erreur angulaire sans localisation. Bas : avec. Bleu : un membre de l’en-
semble. Rouge : la moyenne de l’ensemble.
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sans localisation, l’analyse n’a plus aucun effet après la 5ème étape. À la date 10, l’erreur de l’es-
timation décroit de 2,3 à 1,8 ou 2,1 selon que l’on utilise ou pas la localisation. Après la 8ème
analyse, cette erreur a une valeur de 0,7 avec et de 1,7 sans localisation.
La méthode est également testée sur des images de trafic de la base de données KOGS/IAKS
de l’université de Karlsruhe [70]. 4 images de la première séquence traitée sont visibles sur la fi-
gure 5.5. L’approche est appliquée sur ces données afin d’estimer le mouvement des véhicules.
Figure 5.5 – Séquence de trafic 1.
La qualité des résultats est vérifiée en calculant les trajectoires de points caractéristiques. La fi-
gure 5.6 présente une courbe par point et chaque cercle donne la position du point sur l’image
concernée. L’intégration temporelle du mouvement, calculée pour obtenir les trajectoires, per-
met un suivi correct, qui valide a posteriori les champs de mouvement sous-jacents.
Figure 5.6 – Positions initiale et finale des points caractéristiques.
Une seconde séquence est illustrée sur la figure 5.7. Les trajectoires résultats sont fournies
Figure 5.7 – Séquence de trafic 2.
sur la figure 5.8. En raison de l’accélération des voitures lorsque le feu passe au vert, l’algorithme
sous-estime légèrement la vitesse. Une implémentation future incorporera donc, comme dans
le chapitre 2, un terme d’accélération.
Quatre images d’une troisième séquence sont visibles sur la figure 5.9. Un ensemble de 40
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Figure 5.8 – Positions initiale et finale des points caractéristiques.
Figure 5.9 – Séquence de trafic 3.
membres de champs de mouvement est construit comme expliqué dans la section 5.2 et quatre
d’entre eux sont visibles sur la figure 5.10. La figure 5.11 présente les trajectoires de trois points
Figure 5.10 – Quatre membres de l’ensemble.
caractéristiques, dont un situé sur un véhicule faisant demi-tour au carrefour.
La méthode a également été testée sur des images satellite météorologiques (voir figure 5.12),
visualisant le déplacement de cellules convectives. Les images sont acquises à 5km de résolu-
tion, toutes les 15 minutes, dans le domaine infrarouge, par le satellite MSG2. Le résultat de
l’advection de la frontière d’une cellule est donné sur la figure 5.13.
Les première et dernière images d’une seconde séquence sont visibles sur la figure 5.14.
Le résultat permet sur la figure 5.15 de suivre la frontière d’une nuage et de démontrer ainsi
l’exactitude de l’estimation du mouvement.
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Figure 5.11 – Positions initiales et finales des points caractéristiques.
Figure 5.12 – Deux images de la séquence.
Figure 5.13 – Trajectoires.
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Figure 5.14 – Deuxième séquence.
Figure 5.15 – Advection de la frontière du nuage.
5.4 Conclusion
Ce chapitre décrit une méthode d’estimation de mouvement basée sur le filtre de Kalman
d’ensemble. L’ensemble initial de champs de mouvement est défini à partir de propriétés ima-
ges et de méthodes de flot optique, disponibles dans la littérature. L’effet de rétrécissement
de l’ensemble, habituel après quelques étapes d’analyse, est pris en compte au moyen de la
construction d’ensembles d’observations et d’une méthode de localisation, toutes deux défi-
nies par les propriétés images. L’approche est testée sur des données synthétiques, qui per-
mettent de quantifier les processus, et sur des données de trafic et des acquisitions satellite.
Les perspectives de ce travail concernent la prise en compte de l’accélération dans la dy-
namique, comme nous l’avons discuté au chapitre 2 et la description des objets et structures
visualisés par les images comme dans le chapitre 4. Le traitement temps réel des données sera
effectué grâce à deux étapes supplémentaires. La réduction du modèle d’évolution, selon une
approche fenêtre glissante, permettra d’obtenir un vecteur d’état limité à une vingtaine de com-
posantes, pour lequel l’algorithme du filtre de Kalman d’ensemble pourra être appliqué à bas
coût. Par ailleurs, toutes les étapes de la méthode doivent être parallélisées : filtre pour l’assi-
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milation, calcul des bases mouvement et image, et réduction du modèle.
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Conclusion et perspectives
Les chapitres 2 à 5 de ce document ont présenté les grandes lignes de la recherche que j’ai
effectuée sur la problématique de l’assimilation d’images. Ce dernier chapitre a pour objet de
résumer brièvement l’ensemble des travaux effectués dans Clime sur une période de quatre ans,
puis de donner des indications concernant les objectifs scientifiques sur la prochaine période.
6.1 Résumé des travaux
Estimation du vecteur d’état. Application au traitement d’image
Un système d’assimilation 4D-Var a été développé et adapté aux différents types de dynamique
visualisée sur les séquences d’images : mouvement stationnaire, constance lagrangienne, équa-
tions shallow water, approximation géostrophique. Ce système a été appliqué pour différentes
applications telles que l’estimation du mouvement et le suivi d’objets. Les modèles d’évolution
implémentés ont été utilisés pour étudier des types de données variés, aussi bien des images
satellitaire de l’océan et de l’atmosphère que des vidéos de trafic routier.
Une approche d’estimation du mouvement au moyen d’un filtre minimax a également été
implémentée, qui repose sur une méthode itérative dont l’initialisation est effectuée par les
résultats du 4D-Var. Il s’agit d’assurer des propriétés d’optimalité sur le résultat et d’associer
une mesure d’incertitude à l’estimation. À chaque itération, 1- une estimation minimax de la
fonction image est obtenue à partir des acquisitions image et de l’estimation du mouvement à
l’étape précédente. Cette fonction image vérifie l’équation linéaire du transport par le mouve-
ment, 2- Le mouvement estimé à l’itération précédente est utilisé dans les équations de Navier-
Stokes afin de se ramener à un problème linéaire. Une nouvelle estimation minimax du mou-
vement est alors calculée. Les deux points sont itérés jusqu’à convergence.
L’approche 4D-Var et celle du filtre minimax ont été appliquées au problème de l’estima-
tion des données manquantes, liées au bruit d’acquisition ou aux occlusions (par exemple les
nuages sur les images satellite de l’océan). L’intérêt de l’approche est que les valeurs man-
quantes sont restituées au moyen des lois d’évolution et donc des acquisitions passées ou fu-
tures, et non en fonction du voisinage spatial.
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Utilisation de modèles réduits
La Décomposition Orthogonale Propre a été utilisée pour estimer des espaces vectoriels de
taille réduite, permettant la représentation des images et des champs de mouvement. Des mo-
dèles réduits ont alors été obtenus par projection de Galerkin des équations d’évolution sur ces
espaces. Sans information additionnelle sur le mouvement, nous avons défini une méthode
par fenêtre glissante : 1- sur la première sous-fenêtre, le mouvement est estimé par assimila-
tion d’images dans un modèle complet (sur la grille image) ou dans un modèle réduit à base
fixe, 2- sur les sous-fenêtres suivantes, la POD est réalisée sur les champs de mouvement obte-
nus par simulation à partir du résultat de la fenêtre précédente.
Un travail spécifique a été dédié à la conception de bases optimales à partir de propriétés dé-
finies par l’utilisateur : géométrie du domaine, conditions aux bords, propriétés des images et
du mouvement (par exemple mouvement à divergence nulle).
Erreur modèle. Estimation de l’accélération
Les modèles image reposent sur des heuristiques concernant l’évolution des images et du mou-
vement. Considérer que ces heuristiques ne sont que des approximations, et ajouter un terme
d’erreur modèle aux équations d’évolution conduit au développement de méthodes d’assimi-
lation 4D-Var dites à contraintes faibles. Nous avons implémenté une méthode d’assimilation
de données incrémentale pour estimer le mouvement dans ce contexte, afin de démontrer que
ce type d’approche permet une amélioration de l’estimation et une localisation en temps des
termes d’erreurs.
Une méthode d’estimation de l’accélération a également été implémentée en ajoutant ce terme
à l’équation d’évolution lagrangienne. La validation de cette accélération a été effectuée sur des
données de trafic. Pour des données satellites océanographiques, cette estimation de l’accélé-
ration permet d’obtenir une évaluation des forces de gravité et de Coriolis, sous-jacentes à la
dynamique des images.
Opérateur d’observation non linéaire
Les séquences d’images satellite montre le déplacement de structures météorologiques, comme
les nuages, ou d’objets océaniques, comme les vortex. Elles correspondent à des mesures de va-
riables physiques telle que la pression, la température de surface, la hauteur d’eau, la concen-
tration en chlorophylle, etc. Ces objets et ces variables ne sont pas forcément inclus dans les
composantes du vecteur d’état. Un opérateur d’observation non linéaire, voire implicite, est
alors nécessaire.
L’intérêt d’utiliser un opérateur d’observation non linéaire, correspondant à l’équation du flot
optique dans sa forme originale, est démontré pour l’estimation du mouvement dans le contexte
de grands déplacements.
Le problème du suivi d’objet a été étudié au moyen d’opérateurs d’observation implicites, basés
sur la fonction caractérisant l’objet. L’utilisation de telles fonctions, caractéristiques des struc-
tures images, permet une estimation du mouvement améliorée en raison de l’impact de la va-
riable adjointe de cette fonction sur la variable adjointe du mouvement lors de l’intégration
rétrograde de l’assimilation variationnelle 4D-Var.
Construction d’ensembles à partir de propriétés images
Des travaux d’estimation du mouvement ont été menés au moyen du filtre de Kalman d’en-
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semble. Celui-ci permet le calcul de la matrice de covariance d’erreur de l’estimation à partir
des membres de l’ensemble et ne nécessite pas la propagation en temps de la matrice analy-
tique, comme c’est le cas pour le filtre de Kalman. Un point clé pour l’implémentation de ce
filtre est la construction de l’ensemble initial, qui est ensuite intégré en temps par le modèle.
Dans notre approche, l’ensemble des champs de mouvement est conçu à partir d’un champ
initial, choisi en raison de sa pertinence, et d’une perturbation selon une loi normale dont la
matrice de covariance est elle-même estimée à partir des images. Un grand nombre de mé-
thodes de flot optique de la littérature est tout d’abord appliqué aux données, avec des pa-
ramétrisations optimales. Puis la matrice de covariance des champs obtenus est calculée afin
de caractériser l’incertitude initiale sur le mouvement et de permettre le calcul de l’ensemble
des champs de mouvement. Le rétrécissement qui s’observe habituellement après les phases
d’analyse du filtre de Kalman d’ensemble est résolu en construisant des ensembles d’observa-
tions et en définissant une méthode de localisation, dont la matrice associée est basée sur des
propriétés des images.
L’ensemble de ces travaux a été réalisé dans le contexte de collaborations internes à l’équipe-
projet Clime et dans le cadre de partenariat ou de contrats avec des laboratoires extérieurs.
6.2 Objectifs futurs
Les objectifs que j’ai définis sur la prochaine période reposent sur le constat suivant. De
nombreuses applications sont possibles pour les méthodes d’assimilation de données dans le
domaine de la prévision immédiate, en incluant plus ou moins de physique dans les équations
utilisées. Il s’agit par exemple de la prévision des pluies dans le domaine des crues rapides afin
de mieux maitriser les urgences d’évacuation. Il s’agit aussi de la prévision de la couverture nua-
geuse pour la prévision photovoltaïque. Il s’agit encore du déplacement de nappes polluantes
pour la surveillance du littoral. Tous ces contextes nécessitent de travailler à la résolution des
images et d’avoir des analyses et prévisions mises à jour à chaque acquisition, en temps réel
par rapport à la période d’acquisition. Il faut aussi assurer que toutes les prévisions effectuées
soient accompagnées d’une valeur d’incertitude, afin que les prises de décisions ultérieures
soient associées à un risque quantifié. À partir de ce constat, les activités que je souhaite réaliser
s’orientent autour des points décrits ci-dessous, avec en fil directeur la nécessité d’intensifier
l’aspect opérationnel des outils développés.
Réduction de modèle
La construction de bases optimales a démontré son aptitude pour l’estimation du mouvement.
Les objectifs à moyen terme concernent la construction de bases image incorporant des pro-
priétés sur les structures, en les incluant dans la fonction quadratique minimisée. D’autres
pistes sont la construction de bases multi-échelles et de bases variables en temps par appren-
tissage sur les sorties des modèles.
Les algorithmes liés à la réduction de modèles ayant été parallélisés, l’objectif est de les utiliser
pour traiter de grandes bases de données de la mer Noire, dans le contexte d’une collaboration
avec le MHI à Sébastopol, afin de tester l’intérêt de l’assimilation des pseudo-observations ob-
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tenues par les Modèles Images dans une implémentation à résolution fine (sub mesoscale) du
modèle d’océan Nemo.
Méthodes d’ensemble
Même si une grande partie des études a été consacrée aux méthodes d’assimilation variation-
nelle 4D-Var, des travaux ont débuté sur l’utilisation de méthodes d’ensemble, qui vont être in-
tensifiés dans le futur. D’une part, ces méthodes semblent plus pertinentes pour le traitement
de séquences d’images qui présentent des discontinuités de dynamique. En effet, l’algorithme
du 4D-Var, même s’il inclut un terme d’erreur modèle dans sa formulation faible, réalise un lis-
sage temporel à partir des données qui perturbe l’estimation des changements de dynamique.
D’autre part, le filtre de Kalman d’ensemble a une structure séquentielle, qui le rend particuliè-
rement intéressant pour les applications temps réel et le traitement à la volée des données au
fur et à mesure des acquisitions.
Trois points d’étude sont attendus sur les prochaines années qui concernent la définition de
l’ensemble initial au moyen des bases optimales définies pour la réduction de modèle, la ca-
libration d’ensemble pour permettre la réalisation d’estimation en évitant les étapes d’analyse
liées à l’application des équations de Kalman, avec pour conséquence le rétrécissement de l’en-
semble, et la définition des matrices de covariance d’erreur en incluant les résultats de segmen-
tation des images.
Estimation d’incertitude
Les méthodes d’ensemble permettent d’accéder directement à une mesure d’incertitude sur
l’estimation, si l’ensemble est convenablement calibré et si les erreurs d’observation et d’ébau-
che sont correctement modélisées. Ces travaux sont envisagés dans la période future comme
nous l’avons expliqué ci-dessus.
Une alternative est d’utiliser les méthodes basées sur le filtre minimax. L’objectif est d’estimer le
mouvement au moyen d’une méthode itérative, inialisée par la méthode du 4D-Var, ou d’utiliser
la version réduite du filtre minimax sur les espaces vectoriels définis par les bases optimales du
mouvement et des images. Ce thème de recherche est lié à la collaboration avec IBM Research.
Reconstruction de champs océanographiques 3D à partir de données image
L’arrivée de Julien Brajard, chercheur au Locean, et la définition d’un projet de collaboration
avec le MHI vont conduire à intensifier les activités autour du modèle d’océan NEMO http://
www.nemo-ocean.eu/ Deux buts majeurs sont identifiés : assimiler dans NEMO la circulation
de surface et la topographie pycnocline estimées par Modèle Image et reconstruire des profils
verticaux à partir d’observations de surface.
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