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Crossings of energy bands in solids that are not pinned at symmetry points in the Brillouin zone
and yet cannot be removed by perturbations are thought to be conditioned on the presence of a
nonsymmorphic symmetry. In this Letter we show that such band crossings can actually appear
also in a symmorphic crystal. A study of a class of tight-binding multiband one-dimensional lattice
models of spinful electrons reveals that chiral, time-reversal and site-mirror symmetries are sufficient
to produce such movable but not removable band degeneracies.
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Introduction - Level crossings − the appearance of de-
generacies in the spectrum of a Hamiltonian − underlie
a variety of phenomena, from quantum phase transitions
[1] to properties of topological semimetals [2]. The non-
crossing rule by von Neumann and Wigner [3] here gets
circumvented by the presence of one or several symme-
tries which inhibit level repulsion. When a level crossing
occurs through tuning a control parameter, the result-
ing degeneracy is said to be accidental ; else, if symmetry
alone dictates the presence of the degeneracy, it is com-
monly called symmetry-enforced.
Level crossings, or “nodes”, play a particularly impor-
tant role in the theory of electronic band structures of
solids [4]. Whereas the possibility of accidental band
degeneracies was pointed out early on [5], only rather
recently have their physical implications been more sys-
tematically investigated, leading to the discovery of Weyl
semimetals [6, 7]. Symmetry-enforced degeneracies, on
the other hand, have long played a key role in band
theory. Typically pinned at high-symmetry momenta in
the Brillouin zone (BZ) [8], they form the “essential” de-
generacies well known from text books [9]. A seemingly
unique situation occurs in the presence of a nonsymmor-
phic symmetry, i.e. when the crystal is invariant under
a point group transformation combined with a nonprim-
itive lattice translation [9]. In this case, the electronic
bands form a connected net [10] and while the resulting
nodes cannot be lifted by symmetry-preserving pertur-
bations, their location can be moved in the BZ by the
same perturbation, leading to the notion of movable but
not removable degeneracies.
The degeneracies which emerge from nonsymmorphic
symmetries have come to play a crucial role in the the-
ory of Dirac [11, 12] and nodal line [13] semimetals. It
has recently been shown that they may appear also in
other unconventional band structures, leading to nodal
chains [14] and surface modes with “hourglass” disper-
sions [15]. The mobility of these nodes throughout the
BZ − when unconstrained by other symmetries − sug-
gests that their robustness against perturbations is linked
to a global topological invariant [16, 17]. This is different
from the movable accidental nodes in Weyl semimetals
which are endowed with only local topological protection
[6]. For extended discussions of symmetry-enforced nodal
phenomena in semimetals, and also in unconventional su-
perconductors, see Refs. 18 and 19.
Given the importance of symmetry-enforced and yet
unpinned degeneracies, one may inquire whether similar
level crossings can appear also in a symmorphic crystal,
characterized by invariance under point group transfor-
mations and primitive lattice translations [9]. In this
Letter we show that this is indeed possible. Specifically,
we show that a pair of movable but not removable nodes
exists in the multiband spectra of a class of symmorphic
tight-binding chains of spinful electrons possessing chi-
ral, time-reversal and site-mirror symmetries. When per-
turbed, these nodes move symmetrically in the BZ, con-
spicuously making them akin to Weyl nodes [6], with the
crucial difference that here they cannot be pairwise anni-
hilated through a perturbation which respects the under-
lying symmetries. Relevant for applications, realizations
of the investigated class of models may be engineered
from a quantum wire supporting spin-orbit interactions
of arbitrary strength. The fact that the symmorphic mir-
ror symmetry enforces movable but not removable nodes
already in one spatial dimension allows for a simple and
transparent analysis. We shall build our argument start-
ing from a chain of spinless fermions, and then show how
our result emerges by by bringing in spin.
Spinless chains with chiral, time-reversal and inver-
sion symmetries - Consider a translational invariant one-
dimensional (1D) lattice with r ∈ 2N sites per unit
cell, distributed between two sublattices, one formed
out of the odd-labelled sites and the other from the
even-labelled sites. The chain is populated by spinless
fermions with nearest-neighbor hopping only. The r × r
Bloch matrix describing the system in the spinor repre-
sentation introduced in the Supplemental Material (SM)
[20] has the general form
H(k) =
[
0 Q(k)
Q†(k) 0
]
, (1)
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2FIG. 1. (Color online) Chains with a bond-inversion point
− 2b, 4b − and with a site-inversion point − 4s. The col-
ored segments represent bonds with different strengths. The
inversion point is indicated by I.
where Q(k) is the matrix containing the hopping am-
plitudes between the two sublattices. The model sup-
ports chiral symmetry, i.e. S H(k)S−1 = −H(k), with
S = σz ⊗ 1r/2×r/2 the matrix implementing the chiral
transformation. In addition, we impose time-reversal
symmetry, T H(k)T −1=H∗(−k) with T =1r×r, implying
real hopping amplitudes, which we take to be positive.
There are two ways in which a tight-binding chain with
nearest-neighbor hopping may be invariant under inver-
sion. They differ by the inversion point being located on
the bond between two sites - “bond-inversion” - or on a
site - “site-inversion”. Fig. 1 illustrates both situations
for r = 2, 4, with larger unit cells easily represented by
repeating the underlying pattern. As seen in Fig. 1, a
chain with two sites per unit cell supports only bond-
inversion symmetry (chain 2b), while for larger unit cells
both types of symmetries are possible. Chain 2b corre-
sponds to the well known spinless Su-Schrieffer-Heeger
(SSH) model [21].
In the following we will analyze the cases with r > 2.
Our goal is to establish the conditions under which the
gap closes through the appearance of a zero-energy de-
generacy. Given that chiral symmetry forces the spec-
trum of H(k) to be symmetric around zero energy [21],
the existence of such a node is guaranteed if the spectrum
has at least one zero eigenvalue. The latter requirement
is fulfilled if det[Q(k)] = 0. The Q-matrices for the chains
in Fig. 1 with r=4 read
Q4b =
[
a cz
b a
]
, Q4s =
[
a bz
a b
]
, (2)
where z = e−ik with k ∈ [−pi, pi], and a, b, c are the hop-
ping amplitudes along the blue, red, and green bonds, re-
spectively [20]. The condition det[Q(k)] = 0, subject to
|z| = 1, implies in each case: z = z4b = a2/(bc) if a2 = bc;
z = z4s = 1 for any a and b. Since z = e−ik, in both
cases the node is located at k = 0, a consequence of a, b
and c being real numbers. The crucial difference comes
from the constraint imposed on the hopping amplitudes,
in the case of bond inversion, or lack thereof, in the case
of site inversion: Bond-inversion symmetry, when com-
bined with chiral and time-reversal symmetries, leads to
an accidental node, while with site-inversion symmetry
the degeneracy becomes unavoidable. This conclusion
immediately generalizes to a unit cell with r>4 sites.
To prove that the combination of chiral (S), time-
reversal (T ) and site-inversion (I) symmetries enforces
a k = 0 node, we consider the site-inversion transforma-
tion I(k) = I(k)× ‖, where the “hard wall” operator ‖
reverses momentum and I(k) is an r×r matrix acting on
the intracell positions,
I(k) =
[
R1(k) 0
0 R2(k)
]
. (3)
The forms of the R1(k) and R2(k) matrices depend on the
size of the unit cell. If I(k) is a symmetry transformation,
then H(k) must satisfy I(k)H(−k) I−1(k) =H(k) [20].
It follows, using Eqs. (1),(3), and the identity I−1(k) =
I(−k), that R1(k)Q(−k)R2(−k) = Q(k). With r =
4 sites per unit cell, R1(k) = z adiag(1 1), R2(k) =
z diag(1 z∗) [20], with the symbol diag (adiag) denoting a
diagonal (anti-diagonal) matrix and, as before, z = e−ik.
Assuming a generic Q(k) with r = 4, it follows that the
k-independent parameters appearing in Q(k), call them
qij , must satisfy q21 = q11 and q12 = q22. This confirms
that Q4s in Eq. (2) is the most general matrix describing
a spinless STI-invariant chain with r = 4 sites per unit
cell. Again, the procedure applies to an arbitrarily large
unit cell with r > 4 once the corresponding R1(k) and
R2(k) have been obtained [20].
One can now understand how the noncrosssing rule
is bypassed in the spinless STI-invariant chain. In or-
der to avoid level repulsion, states must carry distinct
quantum numbers. This requirement is satisfied by S
which prescribes that degenerate zero-energy states are
eigenstates of the chiral operator with opposite eigenval-
ues [21]. Still, S-symmetry alone only paves the way for
the appearance of an accidental degeneracy. Adding I-
symmetry constrains the Bloch matrix in such a way that
a nodal solution exists in the whole parameter space. By
enforcing real hopping amplitudes, T -symmetry pins the
node at k = 0. As we shall see, adding spin creates a
pair of Kramers related nodes with the striking effect of
unpinning them, without disrupting the symmetry en-
forcement.
A final remark on the spinless case: At a first glance,
the k-dependance of I might appear as a signature of
a nonsymmorphic transformation, in which case our in-
version would actually be a glide operation [9]. This is
not the case: By the crystallographic definition, the k-
dependence of a nonsymmorphic transformation is along
the direction parallel to the mirror plane [22]. In the case
of a 1D system, k is, by construction, perpendicular to
the plane of inversion. The k-dependence of I instead
3FIG. 2. (Color online) The 4s-chain populated by spinful
fermions. The colored segments represent bonds with differ-
ent strengths; up and down arrows illustrate the spin degree
of freedom. A site-mirror point is indicated by M.
comes about from the lack of invariance of the unit cell
under the site-inversion transformation which, in turn,
stems from the offset between the inversion point and the
center of the cell (see Fig. 1). This is a feature of site-
inversion which does not occur with bond-inversion. Us-
ing the property I(−k) = I−1(k), it can also be seen that
I2n(k) = 1 , and thus I2n+1(k) = I(k), with n = 1, 2, ....
This means that, unlike a nonsymmorphic transforma-
tion, I(k) cannot be iterated to eventually produce a full
translation eik11. For discussions of other lattice mod-
els with symmorphic k-dependent symmetry transforma-
tions, see Refs. 23–25.
Spinful chain with chiral, time reversal and site-mirror
symmetries - Let us consider again the minimal 4s-chain
which, in the spinful case, can be represented as in Fig.
2. The matrix Q4s from Eq. (2) is now replaced by
Q˜4s =
[
A B∗z
A∗ B
]
, (4)
where the hopping amplitudes a and b became 2× 2 ma-
trices A and B whose diagonal (off-diagonal) entries ac-
count for hoppings with equal (flipped) spin [20]. An
experimental realization of both the spin-conserving and
spin-flipping terms in Q˜4s may be found in a quan-
tum wire with spatially modulated Rashba and uni-
form Dresselhaus spin-orbit interactions [26]. The Bloch
matrix, given by Eq. (1), supports S-symmetry with
S = σz ⊗ 1r×r. With T = 1r×r ⊗ (−iσy) now being
the matrix which implements a spin flip, T -symmetry is
fulfilled if (−iσy)X(iσy) = X∗, X = A,B. Applying
this relation to A and B, we get x22 = x
∗
11, x21 = −x∗12,
x = a, b. These constraints replace the stronger condition
of real hopping amplitudes imposed by T in the spinless
case, resulting in unpinned band degeneracies.
To see this, let us remove T and consider Q˜4s in Eq.
(4), now with unconstrained A and B. For general A and
B, det[Q˜4s] = p∗z2 + qz + p, where
p = detAdetB = |p| eiα, (5)
q = 2
∑
x 6=y
Re(x11x
∗
22y12y
∗
21) − 2Re(a11a∗22b11b∗22)
− 2Re(a12a∗21b12b∗21) − 4
∑
x 6=y
Im(x11x
∗
12)Im(y21y
∗
22),
with x, y = a, b. The condition det[Q(k)] = 0 yield-
ing a zero-energy node is fulfilled if z = z± = (t ±√
t2 − 1)eiα, where t ≡ −q/(2|p|). Since |z±| = 1, one
must have t ∈ [−1, 1], in which case z± = ei(±θ+α),
with θ = arctan(
√
1− t2/t) if 0 ≤ t ≤ 1 or θ =
arctan(
√
1− t2/t) + pi if −1 ≤ t < 0. Therefore, a pair
of nodes occurs at k = k± = ±θ + α and they move
(asymmetrically with respect to k = 0) as the phases θ
and α change. It follows from the definition of t and
Eqs. (5) that satisfying t ∈ [−1, 1] demands fine-tuning
the microscopic parameters, meaning that such a node
would be accidental. These nodes are shown in a movie
appended to the SM [20].
We now reintroduce the T -constraints x22 = x
∗
11,
x21 = −x∗12, x = a, b, for which p in Eq. (5) becomes
a real positive number, i.e. α = 0, |p| = p. Also, un-
der the T -constraints t ∈ (−1, 1), and hence |z±| = 1
with no further constraints on the parameters. It follows
that z± = e±iθ meaning that two nodes occur at the
BZ points k = k± = ±θ, with θ as given above but
excluding t = ±1. The effect of T is thus to turn the
former asymmetric pair of accidental nodes into a sym-
metric pair of movable but not removable degeneracies.
Fig. 3 illustrates the spectrum for two parameter con-
figurations, with the parameters xij , x = a, b, written as
xij = |xij |exp(iθxij ). At the node for positive (negative)
k, the two degenerate states have both spin down (up),
so the four zero-energy states together form two Kramers
pairs. In the SM [20] the reader will find movies of the
spectrum which fully exposes the motion of the nodes in
the BZ for different parameter variations.
The BZ locations of the nodes, given by k± = ±θ, are
shown in Fig. 4 as a function of the phase and of the
modulus of a11. Fig. 4(a) shows that as θa11 goes from 0
to 2pi, the nodes at opposite sides of the BZ bounce back
and forth between the center and the zone boundaries.
Varying |a11| causes the nodes to initially approach each
other, but they are eventually pushed apart, as shown in
Fig. 4(b). In neither case do the nodes merge at k = 0
or at k = ±pi. Mathematically, this fact follows from
z± being complex numbers, hence z± 6= ±1 and thus
k± 6= 0,±pi. Differently from the Weyl nodes [6] and
the triple point fermions discussed in Ref. 27 (which,
in both cases, are topologically protected only locally),
our symmetry-enforced nodes cannot coalesce and an-
nihilate. However, the effective repulsion between the
nodes as they symmetrically approach the center or the
boundaries of the BZ is not easily explained by symmetry
alone. Topology may conceivably also play a role, similar
to the case of nonsymmorphic degeneracies which come
with a global topological invariant [17].
To conclude our analysis, we show that the form of
Q˜4s in Eq. (4) follows from the combination of T and
a site-mirror (M) symmetries. For that we construct
the unitary site-mirror transformation M(k) = I(k)T
formed out of site-inversion I(k) = I˜(k)× ‖ times the
4FIG. 3. (Color online) Spectrum of the spinful 4s-chain for
(a) θa11 = 1.53pi and (b) θa11 = 0.04pi. For both (a) and (b):
|a11| = 2, |a12| = 1, |b11| =
√
2/2, |b12| =
√
2 and θa12 = pi/6,
θb11 = pi/3, θb12 = pi/12. Color code: Red and blue are em-
ployed on the bands to highlight the symmetry of the spec-
trum around Energy = 0 and k = 0, a consequence of chiral
and time-reversal symmetries, respectively. Up and down tri-
angles represent the two opposite spin orientations.
FIG. 4. (Color online) The locations k± of the nodes as a
function of (a) θa11 with |a11| = 1 and (b) |a11| with θa11 =
pi/5. For both (a) and (b): |a12| = |b11| = |b12| = 1 and
θa12 = 5pi/8, θb11 = 2pi/3, θb12 = pi/4.
spin flip T . For the spinful chain, I˜(k) = I(k)⊗12×2.
Employing Eq. (3),
M(k) ≡ I˜(k) T =
[
R˜1(k) 0
0 R˜2(k)
]
, (6)
with R˜1(k)=R1(k)⊗(−iσy) and R˜2(k)=R2(k)⊗(−iσy).
Demanding that M(k) is a symmetry transformation
yields: M(k)H(−k)M−1(k) = H(k) [20]. Bringing in
Eqs. (1) and (6), and using that M−1(k) = −M(−k),
it follows that R˜1(k)Q(−k) R˜2(−k) = −Q(k). Insert-
ing a generic Q(k) with r = 4 into this relation leads to:
(−iσy)Qij(iσy) = Qjj , with i 6= j = 1, 2, and Qij the
k-independent 2 × 2 matrices appearing in Q(k). Com-
bining this with the fact that T constrains these matri-
ces as (−iσy)Qij(iσy) = Q∗ij , we get Qij = Q∗jj , with
i 6= j = 1, 2. This means that Q˜4s in Eq. (4) is indeed the
most general matrix describing a spinful STM -invariant
chain with r = 4 sites per unit cell. The analysis can
be extended to unit cells with r > 4, and one concludes
that any spinful STM -invariant chain exhibits a pair of
movable but not removable degeneracies.
Symmetry classes - Let us briefly discuss the symme-
try classes of the studied models. In the presence of S-
and T -symmetries, the multiband spinless (spinful) chain
belongs to class BDI (CII) [20] of the Altland-Zirnbauer
classification [28]. This means that the spinless STI- and
the spinful STM -invariant chains are at the boundary
between trivial and topological insulating phases which,
in both cases, can be characterized by a Z-winding num-
ber. Breaking the I or M -symmetry will generically open
a gap at zero energy, driving the system into either one of
the insulating regimes. This is similar to how a nonsym-
morphic symmetry correlates with a topological phase
transition in models of 2D Dirac semimetals [12].
Summary - We have identified a class of 1D elec-
tronic tight-binding models which allow the presence of
spin-orbit interactions and whose band structures ex-
hibit movable but not removable degeneracies without the
presence of a nonsymmorphic symmetry. Chiral, time-
reversal and site-mirror symmetry comprise a sufficient
set of symmetries for the emergence of this type of de-
generacy which, in the case at hand, come in the form
of a Kramers related pair of nodes. An interesting open
problem is whether these nodes are endowed with a global
topological invariant, analogous to the case of nonsym-
morphic degeneracies [17]. Possible generalizations in-
clude adding longer-range odd-neighbor hoppings or su-
perconducting pairing that preserve the enforcing sym-
metries. Of obvious interest would be to extend our find-
ing to higher dimensions. This could open a pathway to
search for new nodal semimetals in symmorphic crystals
and, important for applications, in the presence of strong
spin-orbit interactions.
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6SUPPLEMENTAL MATERIAL
MODEL
Lattice Hamiltonian
In this Section we derive the Bloch matrix for the considered class of models - Eq. (1) in the accompanying Letter
[SM1] - starting from a tight-binding lattice Hamiltonian in position space. We consider a translational invariant
one-dimensional (1D) lattice with N unit cells, each cell containing r ∈ 2N sites, and populated by spinless or spinful
fermions with nearest-neighbor hopping. The Hamiltonian H can be written as a sum of intra-cell and inter-cell
terms,
H =
N∑
m=1
[
r−1∑
n=1
∑
τ=±
Hintra +
∑
τ=±
Hinter
]
+ H.c., (S1)
with
Hintra = ατn cτ †m,ncτm,n+1 + βτn cτ †m,nc−τm,n+1, (S2)
Hinter = ατr cτ †m,rcτm+1,1 + βτr cτ †m,rc−τm+1,1, (S3)
where cτ †m,n (c
τ
m,n) creates (annihilates) a particle at site n in unit cell m with spin projection τ = ± in the case
of spinful fermions; if spinless fermions, the τ -index is dropped. The complex scalars ατn (β
τ
n) are amplitudes for
spin-conserving (-flipping) hopping. In the case of spinless fermions, βn = 0.
Momentum space Hamiltonian
By Fourier transforming,
cτm,n =
1√
N
pi∑
k=−pi
cτk,ne
ikm, (S4)
where k = kj = ±2pij/N , j = 0, 1, ..., N/2, the Hamiltonian defined by Eqs. (S1)-(S3) turns into
H =
pi∑
k=−pi
r∑
n,n′=1
∑
τ,τ ′=±
cτ†k,nHnτ,n′τ ′(k) cτ
′
k,n′ (S5)
with
Hnτ,n′τ ′(k) =ατnδn′,n+1δτ ′,τ + βτnδn′,n+1δτ ′,−τ +
+ατ ∗n−1δn′,n−1δτ ′,τ + β
τ ∗
n−1δn′,n−1δτ ′,−τ +
+ατ ∗r e
−ikδn,1δn′,rδτ ′,τ + βτ ∗r e
−ikδn,1δn′,rδτ ′,−τ +
+ατre
+ikδn,rδn′,1δτ ′,τ + β
τ
r e
+ikδn,rδn′,1δτ ′,−τ . (S6)
Again, note that the τ -index in Eqs. (S5)-(S6) is absent in the case of spinless fermions.
Bloch matrix
We partition the lattice into two sublattices, one formed out of the odd-labelled intra-cell sites and the other from
the even-labelled ones. For spinless fermions, we define an r-dimensional row spinor c†k, ordering the creation operators
in the following way:
c†k = (c
†
k,1, ..., c
†
k,r−1, c
†
k,2, ..., c
†
k,r), (S7)
7where the first (last) r/2 entries are creation operators defined on the sublattice of odd (even) intra-cell sites. An r-
dimensional column spinor ck is defined by ordering the annihilation operators in the same way. For spinful fermions,
we define 2r-dimensional spinors also in terms of sublattice blocks, with the operators for opposite spins at the same
intra-cell site placed next to each other.
In the above spinor representation, the Hamiltonian (S5)-(S6) is written as
H =
∑
k
c†kH(k) ck, (S8)
with the r × r (2r × 2r) Bloch matrix H(k) for spinless (spinful) fermions given by
H(k) = σx
2
⊗ [Q(k) +Q†(k)] + iσy
2
⊗ [Q(k)−Q†(k)] (S9)
or, as it appears in Eq. (1) of [SM1],
H(k) =
[
0 Q(k)
Q†(k) 0
]
. (S10)
In the case of spinless fermions, Q(k) is the r/2× r/2 matrix
Q(k) =

α1 0 0 . . . 0 α
∗
rz
α∗2 α3 0 . . . 0 0
...
...
... . . .
...
...
0 0 0 . . . α∗r−2 αr−1
 , (S11)
with z = e−ik. For spinful fermions, Q(k) is an r× r matrix obtained by replacing the amplitudes αn from Eq. (S11)
by the 2× 2 matrices
An =
[
α+n β
−
n
β+n α
−
n
]
. (S12)
One sees that, in the spinor representation (S7), the Bloch matrix (S10) assumes an off-diagonal form. This is a
consequence of the lack of matrix elements within the same sublattice, a property of chiral (or sublattice) symmetry
[SM2]. We will refer to Eq. (S7) (and its extension to the spinful case) as the “chiral representation”.
DISCRETE SYMMETRIES AND SYMMETRY CLASSES
A system has chiral (S), time reversal (T ) and particle-hole (C) symmetries if its Bloch matrix H(k) satisfies the
following invariance relations:
S H(k)S−1 = −H(k), (S13)
T H(k) T −1 = H∗(−k), (S14)
C H(k) C−1 = −H∗(−k), (S15)
where S, T and C are matrices representing, in a chosen spinor representation, chiral, time reversal and particle-hole
transformations, respectively [SM3].
Considering the class of models above, Eqs. (S9)-(S11), one defines the chiral transformation as S = Po−Pe, where
Po (Pe) is the projector onto the sublattice of odd (even) intra-cell sites. With this definition, S is given, in the chiral
representation (S7) (and its extension to the spinful case), by S = σz ⊗ 11n×n, with n = r/2 (r) for spinless (spinful)
fermions, and thus S2 = 11. One easily checks that Eq. (S13) is satisfied with H(k) given by Eq. (S9).
In the case of spinless fermions, T = 1 r×r. Eq. (S14), with H(k) given by Eqs. (S10)-(S11), then implies
that αn ∈ R. If the particles are spinful, T is a spin flip operation which, in the chiral representation, reads
8FIG. S1. (Color online) Spinless 4s-chain with a site-inversion point located at site 4 of the m = 0 unit cell.
T = 11r×r ⊗ (−iσy). In this case, the symmetry relation (S14) implies: (−iσy)An(iσy) = A∗n. Also, T 2 = ±11, with
the plus (minus) sign applying to spinless (spinful) fermions.
As for particle-hole symmetry, since S = T C [SM3], it follows that C = ±T S, with the plus (minus) sign applying
for spinless (spinful) fermions. One can check that, having fulfilled equalities (S13)-(S14), Eq. (S15) for particle-hole
symmetry is satisfied automatically with C = ±T S. It follows that, in the chiral representation, C = σz ⊗ 11r/2×r/2
in the case of spinless fermions and C = σz⊗11r/2×r/2⊗(iσy) if the fermions are spinful. As a consequence, C2 = ±11,
with the plus (minus) sign applying to spinless (spinful) fermions.
Given the above possibilities for S2, T 2 and C2, we conclude that while the STC-invariant spinless realizations of
this class of models belong to symmetry class BDI of the Altland-Zirnbauer classification, the spinful cases are in class
CII, with the gapped phases of both classes being distinguished by a Z-winding number [SM3].
SITE-INVERSION AND SITE-MIRROR TRANSFORMATIONS
In this Section, we derive the operators that implement site-inversion and site-mirror transformations on a spinless
and on a spinful chain, respectively.
Starting with site-inversion, let us consider the minimal spinless 4s-chain introduced in [SM1] with the inversion
point located at site 4 of the m = 0 unit cell, as shown in Fig. S1. One can see that such a site-inversion transformation
acts on the lattice operators according to:
c1,2,3m → c3,2,1−m+1, c4m → c4−m.
Fourier transforming the above relations (by using Eq. (S4), with the spin index τ removed) one finds that the
site-inversion acts on the momentum-space spinors as:
ck =

c1k
c3k
c2k
c4k
→ c˜k = z

c3−k
c1−k
c2−k
z∗c4−k
 , (S16)
where z = e−ik.
Consider the unitary operator I(k) = I(k)×‖, where the “hard wall” operator ‖ reverses momentum and
I(k) = z

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 z∗
 ,
or, equivalently,
I(k) =
[
R1(k) 0
0 R2(k)
]
, (S17)
R1(k) = z adiag(1 1), R2(k) = z diag(1 z
∗), (S18)
with the symbol diag (adiag) denoting a diagonal (anti-diagonal) matrix. One can easily check that I(k) is the
operator which performs the site-inversion transformation (S16), i.e. I(k) ck = c˜k.
9By applying the same procedure that led to Eq. (S16) for r = 4, one arrives at the spinor transformation rule for
an arbitrarily sized unit cell with r > 4. It is then found that the corresponding site-inversion operator is defined in
the same way, i.e. I(k) = I(k)×‖, with I(k) of the same form as in Eq. (S17) (since the transformation acts only
within one sublattice), however now with the matrices in Eq. (S18) replaced by new r/2 × r/2 matrices R1(k) and
R2(k).
Since inversion is defined as a transformation on position space only (it does not act on spin space), the unitary
site-inversion operator for the spinful chain reads I˜(k) = I˜(k)× ‖, with I˜(k) = I(k) ⊗ 112×2, the same I(k) as in
Eq. (S17) and the corresponding R1(k) and R2(k). In the case of spinful fermions, we need also the unitary operator
implementing a site-mirror transformation: M(k) = I˜(k) T , formed out of site-inversion I˜(k) times the spin flip
T = 11r×r ⊗ (−iσy). We define M(k) ≡ I˜(k) T which, through substitution of I˜(k) = I(k) ⊗ 112×2 and of Eq.
(S17), writes
M(k) =
[
R˜1(k) 0
0 R˜2(k)
]
, (S19)
with
R˜1(k) = R1(k)⊗ (−iσy), R˜2(k) = R2(k)⊗ (−iσy). (S20)
SPINLESS CHAIN WITH CHIRAL, TIME REVERSAL AND SITE-INVERSION SYMMETRIES
As established above, the class of models (S10)-(S11) have built-in S-symmetry and, for spinless fermions with real
hopping amplitudes, also T -symmetry. Additionally, we now impose site-inversion (I) symmetry:
I(k)H(−k) I−1(k) = H(k). (S21)
Inserting Eqs. (S10) and (S17) into Eq. (S21) and using that I−1(k) = I(−k), we get an invariance relation for
the matrix Q(k):
R1(k)Q(−k)R2(−k) = Q(k). (S22)
Finally, we subject Q(k) from Eq. (S11) to Eq. (S22), pulling out the constraints imposed by I-symmetry on the
parameters αn. Again taking as an example the case with r = 4 for which Eqs. (S18) apply, we get a Q(k) of the
form:
Q(k) =
[
α1 α3z
α1 α3
]
, (S23)
with α1 and α3 real parameters due to T -symmetry. This shows that the matrix Q
4s in Eq. (2) of [SM1] is the most
general one supporting combined STI-symmetries in a spinless chain with r = 4 sites per unit cell. In general, the
procedure leads to the corresponding STI-invariant Qrs matrix for any r > 4.
SPINFUL CHAIN WITH CHIRAL, TIME REVERSAL AND SITE-MIRROR SYMMETRIES
As we have seen, for the spinful chain T -symmetry implies that the 2 × 2 matrices introduced in Eq. (S12) must
satisfy: (−iσy)An(iσy) = A∗n. Let us now add site-mirror (M) symmetry:
M(k)H(−k)M−1(k) = H(k). (S24)
Substituting Eqs. (S10) and (S19) into Eq. (S24) and using that M−1(k) = −M(−k), we receive the invariance
relation for Q(k):
R˜1(k)Q(−k) R˜2(−k) = −Q(k). (S25)
We now get Q(k) from Eq. (S11) with the replacement αn → An and, together with Eq. (S20), we enforce the
symmetry constraint (S25). Again we show the case r = 4 for which Eq. (S25) can be encoded in the identity:
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FIG. S2. (Color online) Chains with bond-inversion symmetry - 6b - and with site-inversion symmetry - 6s. The colored
segments represent bonds with different strengths. The inversion point is indicated by I.
(−iσy)A2n−1(iσy) = A2n, n = 1, 2. Combining this with (−iσy)An(iσy) = A∗n, we get that A∗2n−1 = A2n, n = 1, 2.
Or, in matrix form:
Q(k) =
[
A1 A
∗
3z
A∗1 A3
]
, (S26)
where the remaining matrices still have to obey (−iσy)Ai(iσy) = A∗i , i = 1, 3. With these matrices given by Eq.
(S12), this last constraint translates as: α−i = α
+∗
i , β
−
i = −β+∗i , i = 1, 3. We conclude that the matrix Q˜4s in Eq.
(4) of [SM1] (supplemented with the previous constraints in the inner structure of the 2 × 2 matrices) is indeed the
most general one describing a spinful STM -invariant chain with r = 4 sites per unit cell. As argued before, repeating
the procedure one can obtain the sequence of STM -invariant Q˜rs matrices with r > 4.
EXAMPLE: THE 6b- AND 6s-CHAINS
Adding to the analysis carried out in the accompanying Letter [SM1] for chains with r = 4 sites per unit cell, here
we present the 6b- and 6s-chains with r = 6 sites per unit cell and which are invariant under bond- and site-inversion,
respectively. These chains are illustrated in Fig. S2.
The Q-matrices for the chains in Fig. S2 can be read off from Eq. (S11), with the parameters αn, n = 1, 2, ..., 6,
taking on four (three) different values in the 6b-chain (6s-chain) (see Fig. S2). The matrices are thus
Q6b =
a 0 dzb c 0
0 b a
 , Q6s =
a 0 bza b 0
0 c c
 , (S27)
where z = e−ik and a, b, c, d are the hopping amplitudes along the blue, red, green and yellow bonds in Fig. S2,
respectively. Due to the assumed T -symmetry, a, b, c, d are real numbers which, without loss of generality, we take
to be positive.
Alternatively, the form of Q6s could have been obtained from applying the T -symmetry condition of real hopping
amplitudes together with the I-symmetry condition (S22), with
R1(k) =
0 z 0z 0 0
0 0 1
 , R2(k) =
z 0 00 0 1
0 1 0
 (S28)
the appropriate matrices when r = 6.
The condition for the existence of a zero-energy node in the spectrum is: det[Q(k)] = 0, subject to |z| = 1. Applying
this condition to the matrices Q(k) given in (S27) gives in each case: z = z6b = −a2c/(b2d) provided that a2c = b2d;
z = z6s = −1 for any a, b, c. Since z = e−ik, in both cases the node is pinned at k = ±pi, i.e. at the boundaries of
the BZ. As in the r = 4 case presented in [SM1], the existence of a bond-inversion solution relies on tuning the model
parameters to a certain condition (here a2c = b2d), making the node accidental. Differently, site-inversion invariance
produces a symmetry-enforced node by constraining the matrix Q(k) in such a way that a nodal solution exists in the
whole parameter space of the model. As shown in [SM1], adding spin has the striking effect of unpinning the node
(and also of splitting it into a pair of Kramers related nodes), without disrupting the symmetry enforcement.
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BAND STRUCTURE
Using a numerical exact diagonalization method, we obtain the spectrum of a spinful S-invariant chain described
by the Bloch matrix (S10) with Q(k) given by Eq. (S26), where here A1 and A3 are taken to be general 2 × 2
matrices not constrained by the T -symmetry condition (−iσy)An(iσy) = A∗n. Incidentally, breaking T -symmetry in
this way implies that (−iσy)A2n−1(iσy) 6= A2n, n = 1, 2, i.e. it simultaneously breaks M -symmetry. To facilitate
the interpretation of the numerical result, we now change to the same notation used in [SM1]: A1 → A, A3 → B.
The complex entries xij = |xij |exp(iθxij ), x = a, b, i, j = 1, 2, of these matrices form a set of sixteen real parameters
defining the code input. In [SM1] we also define the parameters
p = detA detB = |p| eiα,
q = 2
∑
x 6=y
Re(x11x
∗
22y12y
∗
21) − 2Re(a11a∗22b11b∗22)
− 2Re(a12a∗21b12b∗21) − 4
∑
x 6=y
Im(x11x
∗
12)Im(y21y
∗
22),
with x, y = a, b. By solving the equation det[Q(k)] = 0 in [SM1], we find that the spectrum exhibits a pair of accidental
nodes at k = k± = ±θ + α, with θ = arctan(
√
1− t2/t) if 0 ≤ t ≤ 1 or θ = arctan(√1− t2/t) + pi if −1 ≤ t < 0,
where t ≡ −q/(2|p|). This is illustrated by the sequence of snapshots obtained from the numerics, as can be seen in
Movie 1. The movie shows how the nodes wander about in the BZ as the parameters α and t are varied. When the
condition t ∈ [−1, 1] is not satisfied, the nodes get lifted, i.e. they are accidental.
Applying the same numerical method, we obtain the spectrum of the spinful STM -invariant chain described by
the Bloch matrix (S10) with Q(k) given by Eq. (S26), and (−iσy)An(iσy) = A∗n, n = 1, 3. As before, we make
the notational change A1 → A, A3 → B. The complex entries of A and B are thus constrained by x22 = x∗11,
x21 = −x∗12, x = a, b, and hence the code input is defined by eight independent real parameters. In [SM1] we showed
analytically that the spectrum of the spinful STM -invariant chain displays a symmetric pair of movable but not
removable degeneracies. This is illustrated in Movie 2 (Movie 3) which shows how the band structure of the spinful
STM -invariant chain with r = 4 changes when varying the phase θa11 (modulus |a11|) of the parameter a11, with
the other parameters fixed at the same values as in Fig. 4 in [SM1]. We note that the four complex parameters x11
and x12, x = a, b, are on equal footing in the way they influence the location of the nodes, so it is enough to look
at the behavior with respect to the phase and modulus of only one of them. In Movie 2, we see that varying θa11
in the [0, 2pi] interval makes the nodes to bounce back and forth between the center and the boundaries of the BZ.
As shown in Movie 3, varying |a11| instead causes the nodes to initially approach each other but, past a point of
maximum proximity, they are pushed apart and asymptotically move towards their initial positions, as expected (see
Fig. 4 in [SM1]. Movie 4 (Movie 5) shows the same band structure when varying θa11 (|a11|), but with the other
parameters fixed at a different set of values. These latter movies are provided in order to illustrate that the crucial
feature - namely, that the nodes do not merge at the center or at the boundaries of the BZ - does not rely on a
particular choice of the parameters.
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