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CR SINGULARITIES AND GENERALIZATIONS OF MOSER’S THEOREM II
VALENTIN BURCEA
Abstract. We study the local equivalence problems for real-analytic manifold M which is formally (biholomorphically) equivalent to the
model
(0.1) w = z1z1 + · · · + zNzN + λ1
(
z
2
1 + z
2
1
)
+ · · · + λN
(
z
2
N + z
2
N
)
,
where < 2λ1, . . . , 2λN < 1. It is proven that M is biholomorphically equivalent to this model by developing a partial normal form for
such real-formal submanifold using generalized Fischer Decompositions. These methods allow also to develop also a (formal) normal form
for a class of C.-R. Singular 2-Codimensional Real Submanifolds in Complex Spaces.
1. Introduction and Main Result
This paper continues the author’s research[4],[6],[7],[8] regarding real submanifolds in CN+1 defined near C.-R. Singularities[3] and the
local equivalence problem. If T cqM is the complex tangent space of M at q, we recall[4] that p = 0 is called C.-R. Singularity[3] of the real
submanifold M ⊂ CN+1, if p = 0 is a jumping point for the mapping M ∋ q 7→ dimC T
c
qM .
The main result presented is the following:
Theorem 1.1. Let (w, z1, . . . , zN ) be the coordinates in C
N+1. Let M ⊂ CN+1 be the following real-analytic submanifold
(1.1) w = z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)
+O(3),
where the positive real numbers λ1, . . . , λN are chosen such that
(1.2) λ1, . . . , λN ∈ (0, 1]−
{
1
2
}
.
Assume moreover that M is formally equivalent to the following model
(1.3) M∞ : w = z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)
.
Then M is biholomorphicaly equivalent to this model.
Our result has been proven in C2 by Moser[32] for λ1 = 0, being known as the Theorem of Moser[32]. More generally, Huang-Yin[21]
obtained this result for λ1 = · · · = λN = 0 in CN+1 and also the author in more general situations adapting the approach of Moser[32].
Another version of this result has been obtained by Moser-Webster[31] in C2, for 0 < 2λ1 < 1. The author proved[8] a similar result when
the model (1.3) is perturbated by terms of degree 3. Motivated by Gong-Lebl[20], his approach[8] was based on trying to understand the
C.-R. structure existent near a C.-R. Singularity. That approach[8] does not apply in this situation (1.1).
Our result is proven using the following approach. We firstly construct a partial normal form imposing convenient normalizations
derived from Fischer Decompositions[35]. More precisely, it is required to consider certain Fischer Normalization Spaces recalling the
strategy from [6]. This procedure leaves underdetermined an infinite number of parameters making the formal (holomorphic) equivalence
possibly divergent. These undetermined parameters are eliminated using compositions with formal automorphisms of the model (1.3). Then
the convergence of normalized formal (holomorphic) equivalence is concluded using[8] the iterating approach from Moser[32] after there
are made suitable estimations using the natural presence in the local computations of the following matrix
(1.4) Λ =

λ1 0 . . . 0
0 λ2 . . . 0
..
.
..
.
. . .
..
.
0 0 . . . λN
 .
Then Moser’s method[32] applies and the result follows recalling procedures from [8]. Moreover, the considered approach allows to develop
a formal normal form for a certain class of real-formal submanifolds. Again, the Fischer Decomposition[35] simplifies the local defining
equations by imposing convenient normalization conditions. In particular, we obtain a formal normal form in C2 different than Moser-
Webster’s Normal Form[31] applying indirectly the construction procedure of Huang-Yin’s Normal Form[22]. However, our considered
situation is very different due to the very complicated interactions of terms in the local defining equations. This is the reason why our
construction is just formal. The convergence of this normal form is not obvious.
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2. Ingredients
Let (z,w) = (z1, . . . , zN , w) be the coordinates in C
N+1. We approach the situation following indications from my professor[37]. In
particular, we study how a formal (holomorphic) equivalence occurs the local defining equations, from where there are derived convenient
estimations using the radius of convergence. We proceed as follows.
2.1. Transforming Equations. Let M ⊂ CN+1 be a real-formal submanifold defined near p = 0 as follows
(2.1) w = Q (z, z) +
∑
k≥3
ϕk(z, z),
where Q (z, z) is real-quadratic form and ϕk(z, z) is a polynomial of degree k in (z, z), for all k ≥ 3.
We consider also another real-formal submanifold M ′ ⊂ CN+1 defined near p = 0 as follows
(2.2) w′ = Q
(
z′, z′
)
+
∑
k≥3
ϕ′k
(
z′, z′
)
,
where ϕ′
k
(
z′, z′
)
is a polynomial of degree k in
(
z′, z′
)
, for all k ≥ 3.
Let (z′, w′) = (F (z,w), G(z,w)) be a formal equivalence between M and M ′ which fixes the point 0 ∈ CN+1. Thus, for w defined by
(2.1), we have
(2.3) G(z, w) = Q (F (z,w), F (z,w)) +
∑
k≥3
ϕ′k
(
F (z,w), F (z,w)
)
.
In order to understand better the interactions of terms in (2.3), we write as follows
(2.4) (F (z,w), G(z,w)) =
 ∑
m,n≥0
Fm,n(z)w
n,
∑
m,n≥0
Gm,n(z)w
n
 ,
where Gm,n(z), Fm,n(z) are homogeneous polynomials of degree m in z. Combining (2.3) and (2.4), we obtain
(2.5)
∑
m,n≥0
Gm,n(z)
Q (z, z) +∑
k≥3
ϕk(z, z)
n =
Q
 ∑
m,n≥0
Fm,n(z)
Q (z, z) +∑
k≥3
ϕk(z, z)
n , ∑
m,n≥0
Fm,n(z)
Q (z, z) +∑
k≥3
ϕk(z, z)
n

+
∑
k≥3
ϕ′k
 ∑
m,n≥0
Fm,n(z)
Q (z, z) +∑
k≥3
ϕk(z, z)
n , ∑
m,n≥0
Fm,n(z)
Q (z, z) +∑
k≥3
(z, z)
n
 .
We obtain that G0,0(z) = 0, F0,0(z) = 0, because the equivalence (2.4) fixes the point 0 ∈ CN+1. Collecting the terms of bidegree (1, 0)
and (1, 1) in (z, z) from (2.5), we obtain G1,0(z) = 0 and ImG0,1 = 0, because
(2.6) G0,1 (z, z) = Q (F1,0(z), F1,0(z)) .
We move forward with these computations assuming
(2.7) Q(z, z) = z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)
,
where λ1, . . . , λN satisfy (1.4).
We can thus assume that G0,1(z) = 1, F1,0(z) = z eventually composing (2.4) with an linear holomorphic automorphism of the model
(2.8) Rew = z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)
,
where λ1, . . . , λN satisfy (1.4).
The interactions of the homogeneous terms of the formal equivalence (2.4) is more complicated in this situation from (2.5) than in [4].
The computational obstacles are eliminated using iterative Fischer Decompositions[35] as follows.
2.2. Fischer Decompositions[35]. Recalling the strategy from [6], we define by (2.8) the following differential operator
(2.9) t˜r =
∂2
∂z1∂zN
+ · · ·+
∂2
∂zN∂zN
+ λ1
(
∂2
∂z21
+
∂2
∂z21
)
+ · · ·+ λN
(
∂2
∂z2
N
+
∂2
∂z2
N
)
.
This is just the Fischer differential operator associated to the polynomial (2.7). It may be seen as analogue of the trace-operator considered
by the author[4] under the supervision of his professor[37] in order to construct normal forms[4]. Recalling the Fischer Decomposition from
Shapiro[35], we write uniquely as follows
(2.10) P (z) = A(z, z)Q(z, z) +B(z, z), where t˜r (B(z, z)) = 0,
for any given homogeneous polynomial P (z). In particular, there exist the following Fischer Decompositions
(2.11)
{
zI = A(z, z)Q(z, z) + C(z, z), where t˜r (C(z, z)) = 0,
(zl + 2λlzl) z
J = Cl(z, z)Q(z, z) +Dl(z, z), where t˜r (Dl(z, z)) = 0, for all l = 1, . . . , N ,
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where we have used the following notations
(2.12)
{
zI = zi1 · · · · · ziN , where I = (i1, . . . , iN ) ∈ NN such that |I| = i1 + · · ·+ iN ≥ 3,
zJ = zj1 · · · · · zjN , where J = (j1, . . . , jN ) ∈ N
N such that |J | = j1 + · · ·+ jN ≥ 2.
Clearly, it may occur that
(2.13)

t˜r
(
zI
)
= 0, for I = (i1, i2, . . . , iN ) ∈ N
N with i1 + i2 + · · ·+ iN ≥ 3.
t˜r
(
(zl + 2λlzl) z
J
)
= 0, for J = (j1, j2, . . . , jN ) ∈ NN with j1 + j2 + · · ·+ jN ≥ 2, for all l = 1, . . . , N .
We can choose for instance N = 3 and I = (1, 1, 1) or l = 1 and J = (0, 1, 1) in order to have (2.13) satisfied. Therefore, it is naturally
required to define the following sets
(2.14)
{
S =
{
I = (i1, i2, . . . , iN ) ∈ N
N such that t˜r
(
zI
)
= 0 and i1 + i2 + · · ·+ iN ≥ 3
}
,
Tl =
{
J = (j1, j2, . . . , jN ) ∈ NN such that t˜r
(
(zl + 2λlzl) z
J
)
= 0 and j1 + j2 + · · ·+ jN ≥ 2
}
, for all l = 1, . . . , N .
These sets from (2.14) play important roles in order to define Fischer Normalization Spaces[6] that shape the partial normal form. The
generalized version of the Fischer Decomposition[35] is widely applied by separating the real parts and the imaginary parts of the local
defining equation at each degree level. We proceed as follows.
2.3. Fischer G-Decompositions[8],[7]. For fixed I˜ 6∈ S of length p, we consider the following Fischer decomposition
(2.15) zI˜ = A(z, z)Q(z, z) + C(z, z), t˜r (C(z, z)) = 0.
These homogeneous polynomials A(z, z) and C(z, z) are uniquely determined according to Shapiro[35]. We compute them straightforwardly
from (2.15) writing as follows
(2.16) A(z, z) =
∑
I,J∈NN
|I|+|J|=p−2
aI;Jz
IzJ , C(z, z) =
∑
I,J∈NN
|I|+|J|=p
cI;Jz
IzJ .
We have to understand the contributions of the terms from (2.16) in (2.15). We observe by (2.12) that
(2.17)

∂2
∂z2
k
(
zIzJ
)
= ik (ik − 1) z
i1
1 . . . z
ik−2
k
. . . z
iN
N
z
j1
1 . . . z
jN
N
, for all k = 1, . . . , N ,
∂2
∂z2
k
(
zIzJ
)
= jk (jk − 1) z
i1
1 . . . z
iN
N
z
j1
1 . . . z
jk−2
k
. . . z
jN
N
, for all k = 1, . . . , N ,
∂2
∂zk∂zk
(
zIzJ
)
= ikjkz
i1
1 . . . z
ik−1
k
. . . z
iN
N
z
j1
1 . . . z
jk−1
k
. . . z
jN
N
, for all k = 1, . . . , N .
where I = (i1, . . . , iN ), J = (j1, . . . , jN ) ∈ N
N are chosen such that i1 + j1 + · · ·+ iN + jN = p− 2.
Let’s compute. We have
(2.18)

N∑
k=1
zkAzk (z, z) =
N∑
k=1
∑
I,J∈NN
|I|+|J|=p−2
aI;J jkz
i1
1 . . . z
ik+1
k
. . . z
iN
N
z
j1
1 . . . z
jk−1
k
. . . z
jN
N
,
N∑
k=1
zkAzk (z, z) =
N∑
k=1
∑
I;J∈NN
|I|+|J|=p−2
aI;J ikz
i1
1 . . . z
iN
N
z
j1
1 . . . z
jN
N
,
N∑
k=1
Azk (z, z) zk =
N∑
k=1
∑
I,J∈NN
|I|+|J|=p−2
aI;J jkz
i1
1 . . . z
iN
N
z
j1
1 . . . z
jN
N
,
N∑
k=1
zkAzk (z, z) =
N∑
k=1
∑
I,J∈NN
|I|+|J|=p−2
aI;J ikz
i1
1 . . . z
ik−1
1 . . . z
iN
N
z
j1
1 . . . z
jk+1
k
. . . z
jN
N
.
Let’s compute more. We have
(2.19)
∂2
∂z2
k
(A(z, z)Q(z, z)) = Azkzk (z, z)Q(z, z) + Azk (z, z) (2zk + 4λkzk) + 2λkA(z, z), for all k = 1, . . . , N,
∂2
∂zk∂zk
(A(z, z)Q(z, z)) = Azkzk (z, z)Q(z, z) + Azk (z, z) (zk + 2λkzk) +Azk (z, z) (zk + 2λkzk) +A(z, z), for all k = 1, . . . , N,
∂2
∂z2
k
(A(z, z)Q(z, z)) = Azkzk (z, z)Q(z, z) +Azk (z, z) (2zk + 4λkzk) + 2λkA(z, z), for all k = 1, . . . , N,
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concluding by (2.15) that
λ1 i˜1
(˜
i1 − 1
)
z
i˜1−2
1 . . . z
i˜N
N
+ · · ·+ λk i˜k
(˜
ik − 1
)
z
i˜1
1 . . . z
i˜k−2
1 . . . z
i˜N
N
+ · · ·+ λN i˜N
(˜
iN − 1
)
z
i˜1
1 . . . z
i˜N−2
N
= t˜r (A(z, z))Q(z, z) +
N∑
k=1
Azk (z, z)
(
zk
(
1 + 4λ2k
)
+ 4λkzk
)
+
N∑
k=1
Azk (z, z)
(
zk
(
1 + 4λ2k
)
+ 4λkzk
)
+ A(z, z)
(
N + 4λ21 + · · ·+ 4λ
2
N
)
,
(2.20)
where I˜ =
(˜
i1, i˜2, . . . , i˜N
)
.
On the other hand, we combine (2.12), (2.16) and (2.17). We obtain
t˜r (A(z, z))Q(z, z) =
(
z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)) N∑
k=1
∑
I,J∈NN
|I|+|J|=p−2
aI;J ikjkz
i1
1 . . . z
ik−1
k
. . . z
iN
N
z
j1
1 . . . z
jk−1
k
. . . z
jN
N
+
N∑
k=1
∑
I,J∈NN
|I|+|J|=p−2
aI;Jλkik (ik − 1) z
i1
1 . . . z
ik−2
k
. . . z
iN
N
z
j1
1 . . . z
jN
N
+
N∑
k=1
∑
I,J∈NN
|I|+|J|=p−2
aI;Jλkjk (jk − 1) z
i1
1 . . . z
iN
N
z
j1
1 . . . z
jk−2
k
. . . z
jN
N
 .
(2.21)
The interactions of homogeneous terms in (2.21) are very complicated. We have thus to organize all these terms in (2.21) depending on
their contributions at each degree. We obtain
t˜r (A(z, z))Q(z, z) =
(
z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)) ∑
I,J∈NN
|I|+|J|=p−2
bI;Jz
i1
1 . . . z
ik−1
k
. . . z
iN
N
z
j1
1 . . . z
jk−1
k
. . . z
jN
N
+
∑
I,J∈NN
|I|+|J|=p−2
b′I;Jz
i1
1 . . . z
ik−2
k
. . . z
iN
N
z
j1
1 . . . z
jN
N
+
∑
I,J∈NN
|I|+|J|=p−2
b′′I;Jz
i1
1 . . . z
iN
N
z
j1
1 . . . z
jk−2
k
. . . z
jN
N
 ,
(2.22)
where we have used by (2.12) the following notations
(2.23)

bI;J = (i1 + 1) (j1 + 1) a(i1+1,...,ik−1,...,iN ;j1+1,...,jk−1,...,jN ) + . . .
· · ·+ ikjka(i1,...,ik,...,iN ;j1,...,jk,...,jN ) + · · ·+ (iN + 1) (jN + 1) a(i1,...,ik−1,...,iN+1;j1,...,jk−1,...,jN+1),
b′I;J = λ1 (i1 + 1) (i1 + 2) a(i1+2,...,ik−2,...,iN ;j1,...,jN ) + . . .
· · ·+ λkik (ik − 1) a(i1,...,ik,...,iN ;j1,...,jN ) + · · ·+ λN (iN + 1) (iN + 2) a(i1,...,ik−2,...,iN+2;j1,...,jN ),
b′′I;J = λ1 (j1 + 1) (j1 + 2) a(i1,...,iN ;j1+2,...,jk−2,...,jN ) + . . .
· · ·+ λkjk (jk − 1) a(i1,...,iN ;j1,...,jk...,jN ) + · · ·+ λN (jN + 1) (jN + 2) a(i1,...,iN ;j1,...,jk−2...,jN+2).
where there are used the following standard notations
(2.24) I = (i1, . . . , ik, . . . , iN ) , J = (j1, . . . , jk, . . . , jN ) .
It is obvious the non-triviality of the interactions of terms in (2.22) and (2.23). It is thus required to introduce new notations having
the purpose of better organizing further complicated computations. We consider thus by (2.12), (2.23) and (2.24) the following vectors
X1 = X1 [I;J ] =

a(i1+1,...,ik−1,...,iN ;j1+1,...,jk−1,...,jN )
..
.
a(i1,...,ik,...,iN ;j1,...,jk,...,jN )
...
a(i1,...,ik−1,...,iN+1;j1,...,jk−1,...,jN+1),

,
X2 = X2 [I;J ] =

a(i1+2,...,ik−2,...,iN ;j1,...,jN )
.
..
a(i1,...,ik,...,iN ;j1,...,jN )
...
a(i1,...,ik−2,...,iN+2;j1,...,jN )

, X3 = X3 [I;J ] =

a(i1,...,iN ;j1+2,...,jk−2,...,jN )
.
..
a(i1,...,iN ;j1,...,jk...,jN )
...
a(i1,...,iN ;j1,...,jk−2...,jN+2)

.
(2.25)
The first very consistent sum of terms in (2.22) is obviously multiplied by z1z1, . . . , zNzN . Then in (2.20), this sum generates obviously
by (1.4), (2.23) and (2.25) the following terms
(2.26) AX1, (AΛ)X1, (AΛ)X1,
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where we have used by (2.12) and (2.24) the following matrix
(2.27) A = A [I;J ] =

(i1 + 1) (j1 + 1) . . . (ik−1 + 1) (jk−1 + 1) ikjk (ik+1 + 1) (jk+1 + 1) . . . (iN + 1) (jN + 1)
...
. . .
...
...
...
. . .
...
(i1 + 1) (j1 + 1) . . . (ik−1 + 1) (jk−1 + 1) ikjk (ik+1 + 1) (jk+1 + 1) . . . (iN + 1) (jN + 1)
.
..
. . .
.
..
.
..
.
..
. . .
.
..
(i1 + 1) (j1 + 1) . . . (ik−1 + 1) (jk−1 + 1) ikjk (ik+1 + 1) (jk+1 + 1) . . . (iN + 1) (jN + 1)

.
The second very consistent sum of terms in (2.22) is obviously multiplied by λ1z21 , . . . , λNz
2
N
. Then in (2.20), this sum generates obviously
by (1.4), (2.23) and (2.25) the following terms
(2.28)
(
ΛA′
)
X2,
(
ΛA′Λ
)
X2,
(
ΛA′Λ
)
X2,
where we have used by (2.12) and (2.24) the following matrix
(2.29) A′ = A′ [I;J ] =

(i1 + 1) (i1 + 2) . . . (ik − 1) ik . . . (iN + 1) (iN + 2)
.
..
. . .
.
..
. . .
.
..
(i1 + 1) (i1 + 2) . . . (ik − 1) ik . . . (iN + 1) (iN + 2)
...
. . .
...
. . .
...
(i1 + 1) (i1 + 2) . . . (ik − 1) ik . . . (iN + 1) (iN + 2)

.
The third very consistent sum of terms in (2.22) is obviously multiplied by λ1z21, . . . , λNz
2
N . Then in (2.20), this sum generates obviously
by (1.4), (2.23) and (2.25) the following terms
(2.30)
(
ΛA′′
)
X3,
(
ΛA′′Λ
)
X3,
(
ΛA′′Λ
)
X3,
where we have used by (2.12) and (2.24) the following matrix
(2.31) A′′ = A′′ [I; J ] =

(j1 + 1) (j1 + 2) . . . (jk − 1) jk . . . (jN + 1) (jN + 2)
...
. . .
...
. . .
...
(j1 + 1) (j1 + 2) . . . (jk − 1) jk . . . (jN + 1) (jN + 2)
.
..
. . .
.
..
. . .
.
..
(j1 + 1) (j1 + 2) . . . (jk − 1) jk . . . (jN + 1) (jN + 2)

.
It is obvious that the matrix Λ does not generally commute with any of the matrices A, A′, A′′. This matrix Λ plays fundamental roles in
making convenient estimates of the radius of convergence from the local defining equations.
For a better understanding of the very complicated interactions of terms in (2.20), we use the standard lexicografic order corresponding
to (z1, z2, . . . , zN , z1, z2, . . . , zN ), considering onwards the following vectors
(2.32) Y t1 =
{(
aI;0
)}
I∈NN
|I|=p
, Y t2 =
{(
aI;J
)}
I,J∈NN
|I|=p−1,|J|=1
, . . . , Y tk =
{(
aI;J
)}
I,J∈NN
|I|=p−k+1,|J|=k−1
, . . . , Y tp+1 =
{(
a0;J
)}
J∈NN
|J|=p
,
where p = i˜1+ · · ·+ i˜N , recalling (2.15). More precisely, we construct systems of equations extracting homogeneous terms in (2.20). Defining
(2.33)
{
V t1 =
(
0, . . . , 0, λ1 i˜1
(˜
i1 − 1
)
, 0, . . . , 0, λk i˜k
(˜
ik − 1
)
, 0, . . . , λN i˜N
(˜
iN − 1
)
, 0, . . . , 0
)t
,
V t0 = (0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0)
t ,
we obtain by (2.20), (2.21) and (2.32) the following
(2.34)

M1,1 M1,2 M1,3 ONp ONp . . . ONp ONp ONp ONp
M2,1 M2,2 M2,3 M2,4 ONp . . . ONp ONp ONp ONp
M3,1 M3,2 M3,3 M3,4 M3,5 . . . ONp ONp ONp ONp
ONp M4,2 M4,3 M4,4 M4,5 . . . ONp ONp ONp ONp
ONp ONp M5,3 M5,4 M5,5 . . . ONp ONp ONp ONp
ONp ONp ONp M6,4 M6,5 . . . ONp ONp ONp ONp
..
.
..
.
..
.
..
.
..
.
. . .
..
.
..
.
..
.
..
.
ONp ONp ONp ONp ONp . . . Mp−2,p−2 Mp−2,p−1 Mp−2,p ONp
ONp ONp ONp ONp ONp . . . Mp−1,p−2 Mp−1,p−1 Mp−1,p Mp−1,p+1
ONp ONp ONp ONp ONp . . . Mp,p−2 Mp,p−1 Mp,p Mp,p+1
ONp ONp ONp ONp ONp . . . ONp Mp+1,p−1 Mp+1,p Mp+1,p+1


Y1
Y2
Y3
Y4
Y5
..
.
Yp−3
Yp−2
Yp−1
Yp
Yp+1

=

V1
V0
V0
V0
V0
..
.
V0
V0
V0
V0
V0

,
where its matrix elements are defined as follows
(2.35)

Mk−2,k =W
′
k, for all k = 3, . . . , p+ 1,
Mk−1,k = V
(0)
k
+Wk +O
′
k, for all k = 2, . . . , p + 1,
Mk,k = O
(0)
k
+Ok + V
′
k +W
′′
k , for all k = 1, . . . , p+ 1,
Mk+1,k =W
(0)
k
+ Vk +O
′′
k , for all k = 1, . . . , p,
Mk+2,k = V
′′
k , for all k = 1, . . . , p− 1.
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It remains to explain the matrices considered in (2.35). These occurring matrices are defined as follows.
The matrices O
(0)
k
,V
(0)
k
,W
(0)
k
, for all k=1,. . . ,p+1. Occurring from (2.20), we have used in (2.35) the following matrices
(2.36) O
(0)
k
=

(
i
(1)
1 + j
(1)
1
) (
1 + 4λ21
)
+K . . . 0 . . . 0
..
.
. . .
..
.
. . .
..
.
0 . . .
N∑
l=1
(
i
(α)
l
+ j
(α)
l
) (
1 + 4λ2l
)
+K . . . 0
...
. . .
...
. . .
...
0 . . . 0 . . .
(
i
(Np)
N
+ j
(Np)
N
) (
1 + 4λ2
N
)
+K

,
such that
(2.37)
N∑
l=1
i
(α)
l
= p+ 1− k,
N∑
l=1
j
(α)
l
= k − 1, for all α ∈ 1, . . . , Np and k = 1, . . . , p + 1 with K = N + 4
N∑
l=1
λ2l .
Then (2.37) defines in (2.35) also the following matrices
(2.38) V
(0)
k
=

4λ1i
(1)
1 . . . 0 . . . 0
.
..
. . .
.
..
. . .
.
..
0 . . .
N∑
l=1
4λli
(α)
l
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . . 4λN j
(Np)
N

, for k = 1, . . . , p + 1,
and respectively
(2.39) W
(0)
k
=

4λ1j
(1)
1 . . . 0 . . . 0
..
.
. . .
..
.
. . .
..
.
0 . . .
N∑
l=1
4λlj
(α)
l
. . . 0
...
. . .
...
. . .
...
0 . . . 0 . . . 4λN j
(Np)
N

, for k = 1, . . . , p+ 1.
We move forward.
The matrices Ok ,Vk ,Wk, for all k=1,. . . ,p+1. Respecting the lexicografic order, the first matrix from (2.26) induces by (2.12),
(2.21), (2.24), (2.37) and (2.27) the following matrices
(2.40) Ok [I;J ] =

1 . . . 0 . . . 0 . . . 0 . . . 0
..
.
. . .
..
.
. . .
..
.
. . .
..
.
. . .
..
.
0 . . . (i1 + 1) (j1 + 1) . . . ikjk . . . (iN + 1) (jN + 1) . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . (i1 + 1) (j1 + 1) . . . ikjk . . . (iN + 1) (jN + 1) . . . 0
..
.
. . .
..
.
. . .
..
.
. . .
..
.
. . .
..
.
0 . . . (i1 + 1) (j1 + 1) . . . ikjk . . . (iN + 1) (jN + 1) . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 0 . . . 1

∈ MNp×Np (C) ,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1.
This matrix (2.40) has the characteristic that ikjk stays on the diagonal entry of the following row
(i1, . . . , iN ; j1, . . . , jN ) ,
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries.
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Similarly, we consider by (2.12), (2.24) and (2.26) the following matrices
(2.41) Vk [I;J ] =

1 . . . 0 . . . 0 . . . 0 . . . 0
.
..
. . .
.
..
. . .
.
..
. . .
.
..
. . .
.
..
0 . . . (i1 + 1) (j1 + 1)λ1 . . . ikjkλk . . . (iN + 1) (jN + 1) λN . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . (i1 + 1) (j1 + 1)λ1 . . . ikjkλk . . . (iN + 1) (jN + 1) λN . . . 0
.
..
. . .
.
..
. . .
.
..
. . .
.
..
. . .
.
..
0 . . . (i1 + 1) (j1 + 1)λ1 . . . ikjkλk . . . (iN + 1) (jN + 1) λN . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 0 . . . 1

∈ MNp×Np (C) ,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1.
This matrix (2.41) has the characteristic that ikjkλk stays on the diagonal entry of the following row
(i1, . . . , ik + 1, . . . , iN ; j1, . . . , jk − 1, . . . , jN ) ,
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries.
Then (2.41) induces by (2.12), (2.24) and (2.26) analogously another matrices denoted as follows
(2.42) Wk [I; J ] ∈MNp×Np (C) , for all k = 1, . . . , p+ 1,
having the characteristic that ikjkλk stays on the diagonal entry of the following row
(i1, . . . , ik − 1, . . . , iN ; j1, . . . , jk + 1, . . . , jN ) ,
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries.
Therefore in (2.35), the following matrices are by (2.40), (2.41) and (2.42) naturally defined as follows
(2.43)

Ok = Ok [p− 2, . . . , 0; 0, . . . , 0]Ok [p − 3, . . . , 0; 1, . . . , 0] . . .Ok [0, . . . , 1; 0, . . . , p− 3]Ok [0, . . . , 0; 0, . . . , p− 2] ,
Vk = Vk [p− 2, . . . , 0; 0, . . . , 0]Vk [p− 3, . . . , 0; 1, . . . , 0] . . .Vk [0, . . . , 1; 0, . . . , p− 3]Vk [0, . . . , 0; 0, . . . , p− 2] ,
Wk =Wk [p− 2, . . . , 0; 0, . . . , 0]Wk [p− 3, . . . , 0; 1, . . . , 0] . . .Wk [0, . . . , 1; 0, . . . , p− 3]Wk [0, . . . , 0; 0, . . . , p − 2] ,
for all k = 1, . . . , p + 1.
It is however necessary to better explain these products from (2.43). It suffices to show their commuting property, because their presence
is obvious in (2.43). It suffices to make simple computations using the following simple matrices
(2.44) M (⋆) = INp +

0 . . . 0 . . . 0
...
. . .
...
. . .
...
0 . . . ⋆ . . . 0
...
. . .
...
. . .
...
0 . . . 0 . . . 0

, M (∗) = INp +

0 . . . 0 . . . 0
...
. . .
...
. . .
...
0 . . . ∗ . . . 0
...
. . .
...
. . .
...
0 . . . 0 . . . 0

∈ MNp (C) ,
where ⋆ and ∗ stay on different non-diagonal entries, and respectively
(2.45) M1 (⋆) =

1 . . . 0 . . . 0
...
. . .
...
. . .
...
0 . . . ⋆ . . . 0
...
. . .
...
. . .
...
0 . . . 0 . . . 1

, M1 (∗) =

1 . . . 0 . . . 0
...
. . .
...
. . .
...
0 . . . ∗ . . . 0
...
. . .
...
. . .
...
0 . . . 0 . . . 1

∈ MNp (C) ,
where again where ⋆ and ∗ stay on different diagonal entries. We have
(2.46) M (⋆)M (∗) =M (∗)M (⋆) =

1 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 1 . . . ⋆ . . . 0
.
..
. . .
.
..
. . .
.
..
. . .
.
..
0 . . . ∗ . . . 1 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 1

,
8 VALENTIN BURCEA
and respectively
(2.47) M1 (⋆)M1 (∗) =M1 (∗)M1 (⋆) =

1 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . ⋆ . . . 0 . . . 0
.
..
. . .
.
..
. . .
.
..
. . .
.
..
0 . . . 0 . . . ∗ . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 1

.
Now, (2.43) becomes clear because (2.40), (2.41) and (2.42) define classes of commuting matrices in the view of (2.44), (2.45), (2.46) and
(2.47). This fact can be easily checked by straightforward computations. We move forward.
The matrices O
′
k
,V
′
k
,W
′
k
, for all k=1,. . . ,p+1. Respecting the lexicografic order, the first matrix from (2.28) induces by (2.12),
(2.24), (2.21), (2.29) and (2.37) the following matrices
(2.48) O′k [I;J ] =

1 . . . 0 . . . 0 . . . 0 . . . 0
.
..
. . .
.
..
. . .
.
..
. . .
.
..
. . .
.
..
0 . . . (i1 + 1) (i1 + 2) λ1 . . . (ik − 1) ikλk . . . (iN + 1) (iN + 2)λN . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . (i1 + 1) (i1 + 2) λ1 . . . (ik − 1) ikλk . . . (iN + 1) (iN + 2)λN . . . 0
.
..
. . .
.
..
. . .
.
..
. . .
.
..
. . .
.
..
0 . . . (i1 + 1) (i1 + 2) λ1 . . . (ik − 1) ikλk . . . (iN + 1) (iN + 2)λN . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 0 . . . 1

∈MNp×Np (C) ,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1.
This matrix (2.48) has the characteristic that (ik − 1) ikλk stays on the diagonal entry of the following row
(i1, . . . , ik − 1, . . . , iN ; j1, . . . , jk + 1, . . . , jN ) ,
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries.
According to the lexicografic order, the second matrix from (2.28) induces similarly by (2.12) and (2.24) the following matrices
(2.49) V ′k [I;J ] =

1 . . . 0 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . (i1 + 1) (i1 + 2) λ21 . . . (ik − 1) ikλ1λk . . . (iN + 1) (iN + 2) λ1λN . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . (i1 + 1) (i1 + 2)λ1λk . . . (ik − 1) ikλ
2
k
. . . (iN + 1) (iN + 2) λNλk . . . 0
..
.
. . .
..
.
. . .
..
.
. . .
..
.
. . .
..
.
0 . . . (i1 + 1) (i1 + 2)λ1λN . . . (ik − 1) ikλkλN . . . (iN + 1) (iN + 2)λ
2
N . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 0 . . . 1

,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1.
This matrix (2.49) has the characteristic that (ik − 1) ikλ
2
k
stays on the diagonal entry of the following row
(i1, . . . , iN ; j1, . . . , jN ) ,
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries.
Then (2.49) induces by (2.12), (2.24) and (2.28) another matrices denoted as follows
(2.50) W ′k [I;J ] ∈MNp×Np (C) , for all k = 1, . . . , p+ 1.
This matrix (2.50) has the characteristic that (ik − 1) ikλ
2
k
stays on the diagonal entry of the following row
(i1, . . . , ik − 2, . . . , iN ; j1, . . . , jk + 2, . . . , jN ) ,
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries.
Therefore in (2.35), the following matrices are by (2.48), (2.49) and (2.50) naturally defined as follows
(2.51)

O′k = O
′
k [p− 2, . . . , 0; 0, . . . , 0]O
′
k [p− 3, . . . , 0; 1, . . . , 0] . . .O
′
k [0, . . . , 1; 0, . . . , p− 3]O
′
k [0, . . . , 0; 0, . . . , p− 2] ,
V ′k = V
′
k [p − 2, . . . , 0; 0, . . . , 0]V
′
k [p− 3, . . . , 0; 1, . . . , 0] . . .V
′
k [0, . . . , 1; 0, . . . , p− 3]V
′
k [0, . . . , 0; 0, . . . , p− 2] ,
W ′k =W
′
k [p − 2, . . . , 0; 0, . . . , 0]W
′
k [p− 3, . . . , 0; 1, . . . , 0] . . .W
′
k [0, . . . , 1; 0, . . . , p− 3]W
′
k [0, . . . , 0; 0, . . . , p − 2] ,
for all k = 1, . . . , p + 1.
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The matrices Ok
′′
,V
′′
k
,W
′′
k
, for all k=1,. . . ,p+1. Analysing more (2.21) and (2.22) respecting the corresponding lexicografic or-
der, the first matrix from (2.30) induces by (2.12), (2.21), (2.24), (2.31) and (2.37) the following matrices
(2.52) O′′k [I;J ] =

1 . . . 0 . . . 0 . . . 0 . . . 0
..
.
. . .
..
.
. . .
..
.
. . .
..
.
. . .
..
.
0 . . . (j1 + 1) (j1 + 2)λ1 . . . (jk − 1) jkλk . . . (jN + 1) (jN + 2) λN . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . (j1 + 1) (j1 + 2)λ1 . . . (jk − 1) jkλk . . . (jN + 1) (jN + 2) λN . . . 0
.
..
. . .
.
..
. . .
.
..
. . .
.
..
. . .
.
..
0 . . . (j1 + 1) (j1 + 2)λ1 . . . (jk − 1) jkλk . . . (jN + 1) (jN + 2) λN . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 0 . . . 1

∈ MNp×Np (C) ,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1.
This matrix (2.52) has the characteristic that (jk − 1) jkλk stays on the diagonal entry of the following row
(i1, . . . , ik + 1, . . . , iN ; j1, . . . , jk − 1, . . . , jN ) ,
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries.
Similarly as previously, we consider by (2.12) and (2.24) the following matrices
(2.53) V ′′k [I;J ] =

1 . . . 0 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . (j1 + 1) (j1 + 2) λ21 . . . (jk − 1) jkλ1λk . . . (jN + 1) (jN + 2)λ1λN . . . 0
..
.
. . .
..
.
. . .
..
.
. . .
..
.
. . .
..
.
0 . . . (j1 + 1) (j1 + 2)λ1λk . . . (jk − 1) jkλ
2
k
. . . (jN + 1) (jN + 2) λkλN . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . (j1 + 1) (j1 + 2)λ1λN . . . (jk − 1) jkλkλN . . . (jN + 1) (jN + 2)λ
2
N
. . . 0
.
..
. . .
.
..
. . .
.
..
. . .
.
..
. . .
.
..
0 . . . 0 . . . 0 . . . 0 . . . 1

,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1.
This matrix (2.53) has the characteristic that (jk − 1) jkλ
2
k
stays on the diagonal entry of the following row
(i1, . . . , ik + 2, . . . , iN ; j1, . . . , jk − 2, . . . , jN ) ,
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries.
Then (2.53) induces by (2.12) and (2.24) another matrices denoted as follows
(2.54) W ′′k [I;J ] ∈MNp×Np (C) , for all k = 1, . . . , p+ 1.
This matrix (2.54) has the characteristic that (jk − 1) jkλ
2
k
stays on the diagonal entry of the following row
(i1, . . . , iN ; j1, . . . , jN ) ,
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries.
Therefore, in (2.35) the following matrices are by (2.40), (2.41) and (2.54) defined as follows
(2.55)

O′′k = O
′′
k [p− 2, . . . , 0; 0, . . . , 0]O
′′
k [p− 3, . . . , 0; 1, . . . , 0] . . .O
′′
k [0, . . . , 1; 0, . . . , p− 3]O
′′
k [0, . . . , 0; 0, . . . , p − 2] ,
V ′′k = V
′′
k [p− 2, . . . , 0; 0, . . . , 0]V
′′
k [p− 3, . . . , 0; 1, . . . , 0] . . .V
′′
k [0, . . . , 1; 0, . . . , p− 3]V
′′
k [0, . . . , 0; 0, . . . , p− 2] ,
W ′′k =W
′′
k [p− 2, . . . , 0; 0, . . . , 0]W
′′
k [p− 3, . . . , 0; 1, . . . , 0] . . .W
′′
k [0, . . . , 1; 0, . . . , p− 3]W
′′
k [0, . . . , 0; 0, . . . , p− 2] ,
for all k = 1, . . . , p + 1.
We were using the following obvious observation
(2.56) #
{
(i1, i2, . . . , iN , j1, j2, . . . , jN ) ∈ N
N × NN ; i1 + i2 + · · ·+ iN = p− k, j1 + j2 + · · ·+ jN = k
}
= Np, for all k = 0, . . . , p.
It is crucial now to observe now the invertibility of the following matrices
(2.57) Lk = O
(0)
k
+Ok + V
′
k +W
′′
k , for all k = 1, . . . , p+ 1.
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We recall (2.36), (2.40), (2.43), (2.49), (2.51), (2.54) and (2.55). We obtain
(2.58) MNp×Np (C) ∋ Lk [I;J ] =

1 . . . 0 . . . 0 . . . 0 . . . 0
..
.
. . .
..
.
. . .
..
.
. . .
..
.
. . .
..
.
0 . . . γ1,1 [I;J ] . . . γ1,k [I;J ] . . . γ1,N [I; J ] . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . γk,1 [I;J ] . . . γk,k [I;J ] . . . γk,N [I;J ] . . . 0
..
.
. . .
..
.
. . .
..
.
. . .
..
.
. . .
..
.
0 . . . γN,1 [I, J ] . . . γN,k [I;J ] . . . γN,N [I;J ] . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 0 . . . 1

,
where (2.37) is satisfied, for all k = 1, . . . , p+ 1. We were using the following notations
γ1,1 [I;J ] = (j1 + 1) (i1 + 1) + (j1 + 1) (j1 + 2)λ
2
1 + (i1 + 1) (i1 + 2)λ
2
1,
..
.
γ1,k [I;J ] = (j1 + 1) (i1 + 1) + (j1 + 1) (j1 + 2) λ1λk + (i1 + 1) (i1 + 2) λ1λk,
...
γ1,N [I;J ] = (j1 + 1) (i1 + 1) + (j1 + 1) (j1 + 2)λ1λN + (i1 + 1) (i1 + 2) λ1λN ,
up to the last column defined as follows
γN,1 [I;J ] = (jN + 1) (iN + 1) + (jN + 1) (jN + 2) λ1λN + (iN + 1) (iN + 2) λ1λN ,
...
γN,k [I;J ] = (jN + 1) (iN + 1) + (j1 + 1) (j1 + 2)λ1λk + (i1 + 1) (i1 + 2)λ1λk,
...
γN,N [I;J ] = (jN + 1) (iN + 1) + (jN + 1) (jN + 2)λ
2
N + (iN + 1) (iN + 2)λ
2
N ,
but excepting the k-column which is defined as follows
γ1,k [I;J ] = jkik + (jk − 1) jkλ1λk + (ik − 1) ikλ1λk,
...
γk,k [I;J ] = jkik +K + (jk − 1) jkλ
2
k + (ik − 1) ikλ
2
k +
N∑
l=1
(
i
(α)
l
+ j
(α)
l
) (
1 + 4λ2l
)
,
..
.
γN,k [I;J ] = jkik + (jk − 1) jkλkλN + (ik − 1) ikλkλN ,
recalling to the corresponding natural identifications from (2.35), (2.36), (2.37), (2.38), (2.39), (2.40), (2.41), (2.42), (2.48), (2.49), (2.50),
(2.52), (2.53), (2.54) and products of matrices from (2.43), (2.51), (2.55).
It suffices to show the invertibility of the matrices from (2.58) making simple substractions between the rows and columns of (2.58). For
instance, we can substract the first non-trivial row from the other non-trivial rows in (2.58). Then we substract the resulted first non-trivial
column from the other non-trivial columns in (2.58). Then the invertibility of (2.57) becomes clear in the view of (2.46) and (2.47).
We are ready to analyse now the system of equations (2.34). We make simplifications recalling (2.57). It is thus equivalent to
(2.59)

P1,1 P1,2 P1,3 ONp ONp . . . ONp ONp ONp ONp
P2,1 P2,2 P2,3 P2,4 ONp . . . ONp ONp ONp ONp
P3,1 P3,2 P3,3 P3,4 P3,5 . . . ONp ONp ONp ONp
ONp P4,2 P4,3 P4,4 P4,5 . . . ONp ONp ONp ONp
ONp ONp P5,3 P5,4 P5,5 . . . ONp ONp ONp ONp
ONp ONp ONp P6,4 P6,5 . . . ONp ONp ONp ONp
...
...
...
...
...
. . .
...
...
...
...
ONp ONp ONp ONp ONp . . . Pp−2,p−2 Pp−2,p−1 Pp−2,p ONp
ONp ONp ONp ONp ONp . . . Pp−1,p−2 Pp−1,p−1 Pp−1,p Pp−1,p+1
ONp ONp ONp ONp ONp . . . Pp,p−2 Pp,p−1 Pp,p Pp,p+1
ONp ONp ONp ONp ONp . . . ONp Pp+1,p−1 Pp+1,p Pp+1,p+1


Y1
Y2
Y3
Y4
Y5
...
Yp−3
Yp−2
Yp−1
Yp
Yp+1

=

1
M11
V1
V0
V0
V0
V0
...
V0
V0
V0
V0
V0

,
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where its matrix elements are by (2.35) defined as follows
(2.60)

Pk,k+2 =
Mk,k+2
Mk,k
, for all k = 1, . . . , p− 1,
Pk,k+1 =
Mk,k+1
Mk,k
, for all k = 1, . . . , p,
Pk,k = INp , for all k = 1, . . . , p+ 1,
Pk+1,k =
Mk+1,k
Mk,k
, for all k = 1, . . . , p,
Pk+2,k =
Mk+2,k
Mk,k
, for all k = 1, . . . , p− 1.
We proceed as follows in order to simplify furthermore this system of equations from (2.59). We recall its first equation
(2.61) INpY1 +N1,2Y2 +N1,3Y3 +ONpY4 + · · ·+ONpYp+1 = V˜1,
where we have used the following notations
(2.62) N1,2 =
M1,2
M1,1
, N1,3 =
M1,3
M1,1
, V˜1 =
1
M1,1
V1.
Making substraction from the second equation in (2.59) using (2.61), we obtain
(2.63)
(
INp −
M2,1
M2,2
M1,2
M1,1
)
Y2 +
(
M2,3
M2,2
−
M2,1
M2,2
M1,3
M1,1
)
Y3 +
M2,4
M2,2
Y4 +ONpY5 + · · ·+ONpYp+1 = −
M2,1
M2,2
1
M1,1
V1,
or equivalently by (2.62) to
(2.64) INpY2 +N2,3Y3 +N2,4Y4 +ONpY5 + · · ·+ONpYp+1 = V˜2,
where we have used the following matrices
(2.65) N2,3 =
M2,3
M2,2
−
M2,1
M2,2
N1,3
INp −
M2,1
M2,2
N1,2
, N2,4 =
M2,4
M2,2
INp −
M2,1
M2,2
N1,2
, V˜2 =
−
M2,1
M2,2
1
M1,1
INp −
M2,1
M2,2
N1,2
V1.
Making substraction from the third equation in (2.59) using (2.61), we obtain
(2.66)
(
M3,2
M3,3
−
M3,1
M3,3
M1,2
M1,1
)
Y2 +
(
INp −
M3,1
M3,3
M1,3
M1,1
)
Y3 +
M3,4
M3,3
Y4 +
M3,5
M3,3
Y5 +ONpY6 + · · ·+ONpYp+1 = −
M3,1
M3,3
1
M1,1
V1,
Making substraction from the equation (2.66) using (2.64), we obtain(
INp −
M3,1
M3,3
M1,3
M1,1
−
(
M3,2
M3,3
−
M3,1
M3,3
M1,2
M1,1
)
N2,3
)
Y3 +
(
M3,4
M3,3
−
(
M3,2
M3,3
−
M3,1
M3,3
M1,2
M1,1
)
N2,4
)
Y4
+
M3,5
M3,3
Y5 +ONpY6 + · · ·+ONpYp+1 = −
M3,1
M3,3
1
M1,1
V1 −
(
M3,2
M3,3
−
M3,1
M3,3
M1,2
M1,1
)
V˜2,
(2.67)
or equivalently by (2.62) and (2.65) to
(2.68) INpY3 +N3,4Y4 +N3,5Y5 +ONpY6 + · · ·+ONpYp+1 = V˜3,
where we have used the following matrices
(2.69)

N3,4 =
M3,4
M3,3
−
(
M3,2
M3,3
−
M3,1
M3,3
N1,2
)
N2,4
INp −
M3,1
M3,3
N1,3 −
(
M3,2
M3,3
−
M3,1
M3,3
N1,2
)
N2,3
,
N3,5 =
M3,5
M3,3
INp −
M3,1
M3,3
N1,3 −
(
M3,2
M3,3
−
M3,1
M3,3
N1,2
)
N2,3
,
V˜3 =
−
M3,1
M3,3
V˜1 −
(
M3,2
M3,3
−
M3,1
M3,3
N1,2
)
V˜2
INp −
M3,1
M3,3
N1,3 −
(
M3,2
M3,3
−
M3,1
M3,3
N1,2
)
N2,3
.
Making substraction from the fourth equation in (2.59) using (2.64), we obtain
(2.70)
(
M4,3
M4,4
−
M4,2
M4,4
N2,3
)
Y3 +
(
INp −
M4,2
M4,4
N2,4
)
Y4 +
M4,5
M4,4
Y5 +
M4,6
M4,4
Y6 +ONpY7 + · · ·+ONpYp+1 = −
M4,2
M4,4
V˜2.
Making substraction from the equation (2.70) using (2.68), we obtain
(2.71) INpY4 +N4,5Y5 +N4,6Y6 +ONpY7 + · · ·+ONpYp+1 = V˜4,
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where we have used the following matrices
(2.72)

N4,5 =
M4,5
M4,4
−
(
M4,3
M4,4
−
M4,2
M4,4
N2,3
)
N3,5
INp −
M4,2
M4,4
N2,4 −
(
M4,3
M4,4
−
M4,2
M4,4
N2,3
)
N3,4
,
N4,6 =
M4,6
M4,4
INp −
M4,2
M4,4
N2,4 −
(
M4,3
M4,4
−
M4,2
M4,4
N2,3
)
N3,4
,
V˜4 =
−
M4,2
M4,4
V˜2 −
(
M4,3
M4,4
−
M4,2
M4,4
N2,3
)
V˜3
INp −
M4,2
M4,4
N2,4 −
(
M4,3
M4,4
−
M4,2
M4,4
N2,3
)
N3,4
.
We can apply induction in order to make further general computations, for l ≥ 3. Assume
(2.73) INpYl−2 +Nl−2,l−1Yl−1 +Nl−2,lYl +ONpYl+1 + · · ·+ONpYp+1 = V˜l−2,
and respectively
(2.74) INpYl−1 +Nl−1,lYl +Nl−1,l+1Yl+1 +ONpYl+2 + · · ·+ONpYp+1 = V˜l−1,
We recall the equation l from (2.59). We have
(2.75)
Ml,l−2
Ml,l
Yl−2 +
Ml,l−1
Ml,l
Yl−1 + INpYl +
Ml,l+1
Ml,l
Yl+1 +
Ml,l+2
Ml,l
Yl+2 +ONpYl+3 + · · ·+ONpYp+1 = V0.
Making substraction from the equation (2.75) using (2.73), we obtain(
Ml,l−1
Ml,l
−
Ml,l−2
Ml,l
Nl−2,l−1
)
Yl−1 +
(
INp −
Ml,l−2
Ml,l
Nl−2,l
)
Yl
+
Ml,l+1
Ml,l
Yl+1 +
Ml,l+2
Ml,l
Yl+2 +ONpYl+3 + · · ·+ONpYp+1 = −
Ml,l−2
Ml,l
V˜l−2.
(2.76)
Making substraction from the equation (2.76) using (2.74), we obtain
(2.77) INpY1 +Nl,l+1Yl+1 +Nl,l+2Yl+2 +ONpY4 + · · ·+ONpYp+1 = V˜l,
where we have used the following matrices
(2.78)

Nl,l+1 =
Ml,l+1
Ml,l
−
(
Ml,l−1
Ml,l
−
Ml,l−2
Ml,l
Nl−2,l−1
)
Nl−1,l+1
INp −
Ml,l−2
Ml,l
Nl−2,l −
(
Ml,l−1
Ml,l
−
Ml,l−2
Ml,l
Nl−2,l−1
)
Nl−1,l
,
Nl,l+2 =
Ml,l+2
Ml,l
INp −
Ml,l−2
Ml,l
Nl−2,l −
(
Ml,l−1
Ml,l
−
Ml,l−2
Ml,l
Nl−2,l−1
)
Nl−1,l
,
V˜l =
−
Ml,l−2
Ml,l
V˜l−2 −
(
Ml,l−1
Ml,l
−
Ml,l−2
Ml,l
Nl−2,l−1
)
V˜l−1
INp −
Ml,l−2
Ml,l
Nl−2,l −
(
Ml,l−1
Ml,l
−
Ml,l−2
Ml,l
Nl−2,l−1
)
Nl−1,l
.
These are importance recurrences of matrices which are crucial to make relevant computations. In particular taking l = p− 1, we have
(2.79) INpYp−1 +Np−1,pYp +Np−1,p+1Yp+1 = V˜p−1,
where we have used the following matrices
(2.80)

Np−1,p =
Mp−1,p
Mp−1,p−1
−
(
Mp−1,p−2
Mp−1,p−1
−
Mp−1,p−3
Mp−1,p−1
Np−3,p−2
)
Np−2,p
INp −
Mp−1,p−3
Mp−1,p−1
Np−3,p−1 −
(
Mp−1,p−2
Mp−1,p−1
−
Mp−1,p−3
Mp−1,p−1
Np−3,p−2
)
Np−2,p−1
,
Np−1,p+1 =
Mp−1,p+1
Mp−1,p−1
INp −
Mp−1,p−3
Mp−1,p−1
Np−3,p−1 −
(
Mp−1,p−2
Mp−1,p−1
−
Mp−1,p−3
Mp−1,p−1
Np−3,p−2
)
Np−2,p−1
,
V˜p−1 =
−
Mp−1,p−3
Mp−1,p−1
V˜p−3 −
(
Mp−1,p−2
Mp−1,p−1
−
Mp−1,p−3
Mp−1,p−1
Np−3,p−2
)
V˜p−2
INp −
Mp−1,p−3
Mp−1,p−1
Np−3,p−1 −
(
Mp−1,p−2
Mp−1,p−1
−
Mp−1,p−3
Mp−1,p−1
Np−3,p−2
)
Np−2,p−1
.
Choosing l = p, we obtain
(2.81) INpYp +Np,p+1Yp+1 = V˜p,
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where we have used the following matrices
(2.82)

Np,p+1 =
Mp,p+1
Mp,p
−
(
Mp,p−1
Mp,p
−
Mp,p−2
Mp,p
Np−2,p−1
)
Np−1,p+1
INp −
Mp,p−2
Mp,p
Np−2,p −
(
Mp,p−1
Mp,p
−
Mp,p−2
Mp,p
Np−2,p−1
)
Np−1,l
,
V˜p =
−
Mp,p−2
Mp,p
V˜p−2 −
(
Mp,p−1
Mp,p
−
Mp,p−2
Mp,p
Np−2,p−1
)
V˜p−1
INp −
Mp,p−2
Mp,p
Np−2,p −
(
Mp,p−1
Mp,p
−
Mp,p−2
Mp,p
Np−2,p−1
)
Np−1,p
.
Choosing l = p+ 1, we obtain
(2.83) INpYp+1 = V˜p+1,
where we have used the following matrix
(2.84) V˜p+1 =
−
Mp+1,p−1
Mp+1,p+1
V˜p−1 −
(
Mp+1,p
Mp+1,p+1
−
Mp+1,p−1
Mp+1,p+1
Np−1,p
)
V˜p
INp −
Mp+1,p−1
Mp+1,p+1
Np−1,p+1 −
(
Mp+1,p
Mp+1,p+1
−
Mp+1,p−1
Mp+1,p+1
Np−1,p
)
Np,p+1
These iterative computations (2.63), (2.66), (2.67), (2.70), (2.76) allow to simplify (2.59). We summarize (2.61), (2.62), (2.64), (2.65),
(2.71), (2.72), (2.77), (2.79), (2.83) and (2.84) together with the recurrences (2.78), (2.80) and (2.82). Then (2.59) is equivalent to
(2.85)

INp N1,2 N1,3 ONp ONp . . . ONp ONp ONp ONp
ONp INp N2,3 N2,4 ONp . . . ONp ONp ONp ONp
ONp ONp INp N3,4 N3,5 . . . ONp ONp ONp ONp
ONp ONp ONp INp N4,5 . . . ONp ONp ONp ONp
...
...
...
...
...
. . .
...
...
...
...
ONp ONp ONp ONp ONp . . . INp Np−2,p−1 Np−2,p ONp
ONp ONp ONp ONp ONp . . . ONp INp Np−1,p Np−1,p+1
ONp ONp ONp ONp ONp . . . ONp ONp INp Np,p+1
ONp ONp ONp ONp ONp . . . ONp ONp ONp INp


Y1
Y2
Y3
Y4
...
Yp−2
Yp−1
Yp
Yp+1

=

V˜1
V˜2
V˜3
V˜4
...
V˜p−2
V˜p−1
V˜p
V˜p+1

.
Now, we are ready show that this system of equations (2.85) has unique solution. Moreover, we compute this solution going backwards
among the equations in (2.85). The last equation from (2.85) is equivalent to (2.83). Making substraction from the next equation in (2.85),
we obtain
(2.86) Yp = V˜p −Np,p+1V˜p+1.
Substracting (2.83) from the next equation in (2.85), we obtain
(2.87) Yp−1 = V˜p−1 −Np−1,p
(
V˜p −Np,p+1V˜p+1
)
−Np−1,p+1V˜p+1.
Walking backwards among the equations inductively in (2.85), we obtain
(2.88) Y1 = V˜1 −N1,2Y2 −N1,3Y3.
Now, the system of equations (2.34) is solved.
2.4. Important Remarks. Let n ∈ N⋆. It is defined the following norm
(2.89) ‖A‖ = ‖A‖M = max
1≤i,j≤n
∣∣aI;J ∣∣ , for A = (aI;J)1≤i,j≤n ∈Mn2×n2 (C) .
For instance, we have
‖Λ‖ = ‖Λ‖M = max {λ1, λ2, . . . , λN} .
These concepts are fundamental in order to move forward. It is desired to make convenient estimations for the solution of (2.34) with
respect to the matrix Λ. The computations impose to use of the norms of the occurring matrices. It remains however to better explain
some of the invertible matrices from previous computations. Recalling the arguing for showing the invertibility of the matrix (2.58), we
obtain
Lemma 2.1. Let v1, . . . , vk, . . . , vN , α ∈ C such that α 6= 0. Then we have invertibility for the following matrix
(2.90) V =

1 . . . 0 . . . 0 . . . 0 . . . 0
.
..
. . .
.
..
. . .
.
..
. . .
.
..
. . .
.
..
0 . . . v1 . . . vk . . . vN . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . v1 . . . vk + α . . . vN . . . 0
.
..
. . .
.
..
. . .
.
..
. . .
.
..
. . .
.
..
0 . . . v1 . . . vk . . . vN . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 0 . . . 1

∈ MNp×Np (C) ,
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where only vk + α is situated on the diagonal entry of the corresponding row for some k ∈ 1, . . . , N , otherwise having only 1 on the other
diagonal entries of this matrix.
This lemma is fundamental for showing the invertibility of those matrices occurring in (2.62), (2.65), (2.69), (2.72), (2.78), (2.80),
(2.82), (2.84), because this fact was skipped throughout previous computations. Then the solution is computed according to the procedure
described by (2.86), (2.87) and (2.88). These computations lines are used also in order to make suitable estimations by concluding elementary
convenient inequalities and estimations.
Recalling (2.57), it becomes clear the invertibility of the matrix M1,1 and thus (2.62) has sense. We have also to show that (2.65) has
sense. It remains just to conclude invertibility for the following matrix
(2.91) INp −
M2,1
M2,2
N1,2,
or equivalently existence for the following matrix
(2.92)
1
INp −
M2,1
M2,2
N1,2
.
Before going further, we make the following observations. If a ∈ C, then
(2.93)
(
1 0
a 1
)(
1 0
−a 1
)
=
(
1 0
−a 1
)(
1 0
a 1
)
=
(
1 0
0 1
)
,
and respectively
(2.94)
(
1 a
0 1
)(
1 −a
0 1
)
=
(
1 −a
0 1
)(
1 a
0 1
)
=
(
1 0
0 1
)
,
which shows that
(2.95)

1 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 1 . . . a . . . 0
..
.
. . .
..
.
. . .
..
.
. . .
..
.
0 . . . 0 . . . 1 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 1

−1
=

1 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 1 . . . −a . . . 0
..
.
. . .
..
.
. . .
..
.
. . .
..
.
0 . . . 0 . . . 1 . . . 0
...
. . .
...
. . .
...
. . .
...
0 . . . 0 . . . 0 . . . 1

,
when the entry on which a is placed is not a diagonal entry of the previous matrix. Hence this entry can be any entry from above the
diagonal entries or from beneath of the diagonal entries of this matrix from (2.95).
Obviously, any matrix can be written as product of more simple matrices. This remark is useful in order to make convenient estimations
of the norm (2.89) using (2.95) for each of the following matrices
(2.96)
M2,1
M2,2
N1,2,
M2,1
M2,2
, N1,2, M2,1, M2,2.
It is required also to recall the decompositions as products of simple matrices from (2.43), (2.51), (2.55). Then the above matrices can
be written as products of simple matrices as in (2.43), (2.51), (2.55). Recalling now (2.35) and (2.62), it suffices to consider the following
matrices
(2.97) INp −
[
W
(0)
1 + V1 +O
′′
1
O
(0)
2 +O2 + V
′
2 +W
′′
2
V
(0)
2 +W2 +O
′
2
O
(0)
1 +O1 + V
′
1 +W
′′
1
]
[i1, . . . , iN ; j1, . . . , jN ] , where i1 + · · ·+ iN + j1 + · · ·+ jN = p ≥ 3.
The product of all these matrices defines (2.91) similarly as there are defined (2.43), (2.51), (2.55). Recalling (2.35), (2.37), (2.38), (2.39),
(2.40), (2.41), (2.48), (2.49), (2.53), we show that the Lemma 2.1 hypothesis is satisfied, dealing by (2.37) with sets of positive integers and
notations
(2.98)

{
i
(α)
l
}
l=1,...,N
,
{
j
(α)
l
}
l=1,...,N
,{
i˜
(α˜)
l
}
l=1,...,N
,
{
j˜
(α˜)
l
}
l=1,...,N
,
 i = i
(α)
l′
, j = j
(α)
l′
,
i˜ = i˜
(α˜)
l˜′
, j˜ = j˜
(α˜)
l˜′
,
for suitable α, α˜ ∈ 1, . . . , Np and suitable l′, l˜′ ∈ 1, . . . , N , satisfying the following properties
(2.99)

N∑
l=1
i
(α)
l
= p,
N∑
l=1
j
(α)
l
= 0,
N∑
l=1
i˜
(α˜)
l
= p− 1,
N∑
l=1
j˜
(α˜)
l
= 1,
for suitable α, α˜ ∈ 1, . . . , Np and l′, l˜′ ∈ 1, . . . , N .
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It is important to observe the following approximation
1
N0
<
∥∥∥∥M1,2M1,1
∥∥∥∥ =
N∑
l=1
4λli
(α)
l
N∑
l=1
i
(α)
l
(
1 + 4λ2l
)
+N + 4
N∑
l=1
λ2l + ij + (i− 1)iλ
2
l′ + (j − 1)jλ
2
l′
≤
N∑
l=1
4λli
(α)
l
N∑
l=1
i
(α)
l
(
1 + 4λ2l
)
+N + 4
N∑
l=1
λ2l
≤
N∑
l=1
i
(α)
l
N∑
l=1
i
(α)
l
+
N + 4
N∑
l=1
λ2l
4
N∑
k=1
λ2l
=
4p
N∑
l=1
λ2l
4 (p+ 1)
N∑
l=1
λ2l +N
,
(2.100)
where N0 ∈ N is conveniently chosen such that N0 > N . Here clearly N0 = N0 (p). We also have
1
N0
<
∥∥∥∥M2,1M2,2
∥∥∥∥ =
N∑
l=1
4λl j˜
(α˜)
l
+ i˜j˜λ
l˜′
+
(˜
i− 1
)
i˜λ
l˜′
N∑
l=1
(
i˜
(α˜)
l
+ j˜
(α˜)
l
) (
1 + 4λ2l
)
+N + 4
N∑
l=1
λ2l + i˜j˜ +
(˜
i− 1
)
i˜λ2
l˜′
+
(
j˜ − 1
)
j˜λ2
l˜′
≤
N∑
l=1
j˜
(α˜)
l
N∑
l=1
j˜
(α˜)
l
+
N + 4
N∑
l=1
λ2l + i˜j˜ +
(˜
i− 1
)
i˜λ2
l˜′
i˜j˜λ
l˜′
+
(˜
i− 1
)
i˜λ
l˜′
=
1
1 +
N+4
N∑
l=1
λ2l + i˜j˜ +
(˜
i− 1
)
i˜λ2
l˜′
i˜j˜λ
l˜′
+(˜i−1)˜iλl˜′
≤
‖Λ‖ p2
‖Λ‖ p2 +N + 4
N∑
l=1
λ2l
.
(2.101)
In the view of (2.99), (2.100), (2.101), we obtain the following approximation
(2.102) 0 < 1−
‖Λ‖ p2
‖Λ‖ p2 +N + 4
N∑
l=1
λ2l
4p
N∑
l=1
λ2l
4 (p+ 1)
N∑
l=1
λ2l +N
≤ 1−
∥∥∥∥M2,1M2,2
∥∥∥∥ ∥∥∥∥M1,2M1,1
∥∥∥∥ ,
concluding by Lemma 2.1 the invertibility of the matrix (2.91). It follows also that
(2.103)
∥∥∥∥∥∥ 1INp − M2,1M2,2N1,2
∥∥∥∥∥∥ < 1INp − ∥∥∥M2,1M2,2N1,2∥∥∥ ≤ 1−
1
N20
< 1.
Next, we show that (2.78) has sense by concluding invertibility for the following matrix
(2.104) INp −
Ml,l−2
Ml,l
Nl−2,l −
(
Ml,l−1
Ml,l
−
Ml,l−2
Ml,l
Nl−2,l−1
)
Nl−1,l, for all l = 3, . . . , p− 1.
We make convenient estimations of the norm (2.89) using (2.95) for each of the following matrices
(2.105)
Ml,l−1
Ml,l
,
Ml,l−2
Ml,l
, Ml,l−2, Ml−1,l, Ml,l, Nl−1,l, Nl−2,l−1, Nl−2,l, for all l = 3, . . . , p− 1.
It is required again to recall the decompositions as products of simple matrices from (2.43), (2.51), (2.55). Then the above matrices can
be written as products of simple matrices as in (2.43), (2.51), (2.55). Recalling now (2.35) and (2.62), it suffices to consider the following
matrices
(2.106) INp −
 V ′′l−2
O
(0)
l
+Ol + V ′l +W
′′
l
Nl−2,l −
W
(0)
l−1 + Vl−1 +O
′′
l−1
O
(0)
l
+Ol + V ′l +W
′′
l
Nl−1,l +
V ′′
l−2Nl−2,l−1Nl−1,l
O
(0)
l
+Ol + V ′l +W
′′
l
 [i1, . . . , iN ; j1, . . . , jN ] ,
where i1 + · · ·+ iN + j1 + · · ·+ jN = p ≥ 3.
The product of all these matrices (2.106) defines (2.104) similarly as there are defined (2.43), (2.51), (2.55). Recalling (2.35), (2.37),
(2.38), (2.39), (2.40), (2.41), (2.48), (2.49), (2.53), we show that the Lemma 2.1 hypothesis is satisfied, for all l = 3, . . . , p−1. This situation
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is less trivial than the previous computations. Again, we work by (2.37) with certain sets of positive integers and notations
(2.107)

{
i
(α)
l
}
l=1,...,N
,
{
j
(α)
l
}
l=1,...,N
,{
i˜
(α˜)
l
}
l=1,...,N
,
{
j˜
(α˜)
l
}
l=1,...,N
,{
˜˜
i
( ˜˜α)
l
}
l=1,...,N
,
{
˜˜
j
( ˜˜α)
l
}
l=1,...,N
,

i = i
(α)
l′
, j = j
(α)
l′
,
i˜ = i˜
(α˜)
l˜′
, j˜ = j˜
(α˜)
l˜′
,
˜˜
i = ˜˜i
( ˜˜α)
˜˜
l′
,
˜˜
j = ˜˜j
( ˜˜α)
˜˜
l′
,
for suitable α, α˜, ˜˜α ∈ 1, . . . , Np and suitable l′, l˜′, ˜˜l′ ∈ 1, . . . , N , satisfying the following properties
(2.108)

N∑
l=1
i
(α)
l
= p+ 1− l,
N∑
l=1
j
(α)
l
= l − 1,
N∑
l=1
i˜
(α˜)
l
= p− l,
N∑
l=1
j˜
(α˜)
l
= l− 2,
N∑
l=1
˜˜
i
( ˜˜α)
l
= p− l − 1,
N∑
l=1
˜˜
j
( ˜˜α)
l
= l− 3.
We firstly prove that (2.105) holds for l = 3 trying to perform induction on l = 3, . . . , p−1. Recalling (2.35), (2.62) and (2.65), we apply
the above procedures on the following matrix
(2.109) INp −
M3,1
M3,3
N1,3 −
(
M3,2
M3,3
−
M3,1
M3,3
N1,2
)
N2,3 = INp −
M3,1
M3,3
M1,3
M1,1
−
(
M3,2
M3,3
−
M3,1
M3,3
M1,2
M1,1
) M2,3
M2,2
−
M2,1
M2,2
M1,3
M1,1
INp −
M2,1
M2,2
M1,2
M1,1
.
Recalling (2.35), (2.100), (2.107) and (2.108), we obtain
1
N0
≤
∥∥∥∥M3,1M3,3
∥∥∥∥ = (i− 1) iλ2l′N∑
l=1
(
˜˜
i
( ˜˜α)
l
+ ˜˜j
( ˜˜α)
l
)(
1 + 4λ2l
)
+N + 4
N∑
l=1
λ2l +
˜˜
i
˜˜
j +
(
˜˜
i− 1
)
˜˜
iλ˜˜
l′
+
(
˜˜
j − 1
)
˜˜
jλ2˜˜
l′
,
1
N0
≤
∥∥∥∥M1,3M1,1
∥∥∥∥ =
(
˜˜
j − 1
)
˜˜
jλ2˜˜
l′
N∑
l=1
(
i
(α)
l
+ j
(α)
l
) (
1 + 4λ2l
)
+N + 4
N∑
l=1
λ2l + ij + (i− 1) iλl′ + (j − 1) jλ
2
l′
,
1
N0
<
∥∥∥∥M3,2M3,3
∥∥∥∥ ≤
N∑
l=1
4λl
˜˜
j
( ˜˜α)
l
+˜˜i˜˜jλ˜˜
l′
+
(
˜˜
i− 1
)
˜˜
iλ˜˜
l′
N∑
l=1
(
˜˜
i
( ˜˜α)
l
+ ˜˜j
( ˜˜α)
l
)(
1 + 4λ2l
)
+N + 4
N∑
l=1
λ2l +
˜˜
i
˜˜
j +
(
˜˜
i− 1
)
˜˜
iλ˜˜
l′
+
(
˜˜
j − 1
)
˜˜
jλ2˜˜
l′
,
1
N0
<
∥∥∥∥M2,3M2,2
∥∥∥∥ ≤
N∑
l=1
4λl i˜
(α˜)
l
+ i˜j˜λ
l˜′
+
(
j˜ − 1
)
j˜λ
l˜′
N∑
l=1
(
i
(α˜)
l
+ j
(α˜)
l
) (
1 + 4λ2l
)
+N + 4
N∑
l=1
λ2l + i˜j˜ +
(˜
i− 1
)
i˜λ
l˜′
+
(
j˜ − 1
)
j˜λ2
l˜′
,
(2.110)
concluding the following
(2.111)
1
N20
≤
∥∥∥∥M1,3M1,1 M3,1M3,3
∥∥∥∥ , ∥∥∥∥M1,3M1,1 M3,2M3,3
∥∥∥∥ , ∥∥∥∥M2,3M2,2 M3,2M3,3
∥∥∥∥ , ∥∥∥∥M2,3M2,2 M3,1M3,3
∥∥∥∥ ≤ 13 ,
because clearly l′ = l˜′ =
˜˜
l′, being considered a very careful analysis during all the previous computations.
Recalling by (2.100) and (2.101), we have
0 < ǫ1 <
∥∥∥∥M1,2M1,1
∥∥∥∥ , ∥∥∥∥M2,1M2,2
∥∥∥∥ < ǫ2 < 1, where ǫ1, ǫ2 ∈ (0, 1),
resulting by (2.103) the following evaluation
(2.112)
∥∥∥∥M3,1M3,3N1,3
∥∥∥∥+(∥∥∥∥M3,2M3,3
∥∥∥∥ − ∥∥∥∥M3,1M3,3N1,2
∥∥∥∥) ‖N2,3‖ ≤ 13 + 13
(
(1− ǫ1)
2 + ǫ21 − ǫ
2
2
)
<
2 + ǫ21 − ǫ
2
2
3
< 1,
which concludes by Lemma 2.1 the invertibility of the matrix (2.109). It follows also by (2.110) that
(2.113)
∥∥∥∥∥∥ 1INp − M3,1M3,3N1,3 − (M3,2M3,3 − M3,1M3,3N1,2)N2,3
∥∥∥∥∥∥ < 11− ∥∥∥M3,1M3,3N1,3 + (M3,2M3,3 − M3,1M3,3N1,2)N2,3∥∥∥ < 1−
1
N20
< 1.
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Let us prove now that (2.105) holds for l = 4 trying to perform induction on l = 3, . . . , p − 1. Recalling (2.35), (2.62) and (2.65), we
apply the above procedures on the following matrix
INp −
M4,2
M4,4
N2,4 −
(
M4,3
M4,4
−
M4,2
M4,4
N2,3
)
N3,4 = INp −
M4,2
M4,4
M2,4
M2,2
INp −
M3,1
M3,3
N1,3 −
(
M3,2
M3,3
−
M3,1
M3,3
N1,2
)
N2,3
−
M4,3
M4,4
−
M4,2
M4,4
M2,3
M2,2
−
M2,1
M2,2
M1,3
M1,1
INp −
M2,1
M2,2
M1,2
M1,1

M3,4
M3,3
−
(
M3,2
M3,3
−
M3,1
M3,3
N1,2
)
M4,2
M4,4
M2,4
M2,2
INp−
M3,1
M3,3
N1,3−
(
M3,2
M3,3
−
M3,1
M3,3
N1,2
)
N2,3
INp −
M3,1
M3,3
N1,3 −
(
M3,2
M3,3
−
M3,1
M3,3
N1,2
)
N2,3
.
(2.114)
Similarly to the arguing on which (2.110) and (2.111) are concluded, we obtain
(2.115)
1
N0
≤
∥∥∥∥M4,2M4,4 M2,4M2,2
∥∥∥∥ , ∥∥∥∥M4,3M4,4 M3,4M3,3
∥∥∥∥ , ∥∥∥∥M4,3M4,4 M3,2M3,3
∥∥∥∥ , ∥∥∥∥M4,3M4,4 M3,1M3,3
∥∥∥∥ < 13 ,
and respectively, we obtain
(2.116)
1
N0
≤
∥∥∥∥M4,2M4,4 M2,3M3,3 M3,4M3,3
∥∥∥∥ , ∥∥∥∥M4,2M4,4 M1,3M1,1 M3,4M3,3
∥∥∥∥ , ∥∥∥∥M4,2M4,4 M1,3M1,1 M3,2M3,3
∥∥∥∥ , ∥∥∥∥M4,2M4,4 M1,3M1,1 M3,1M3,3
∥∥∥∥ < 13 ,
concluding that ∥∥∥∥∥∥M4,2M4,4
M2,3
M2,2
−
M2,1
M2,2
M1,3
M1,1
INp −
M2,1
M2,2
M1,2
M1,1
M3,4
M3,3
∥∥∥∥∥∥ ≤ 13 (1− ǫ1) ,∥∥∥∥M4,3M4,4
(
M3,2
M3,3
−
M3,1
M3,3
N1,2
)∥∥∥∥ ≤ 13 (1− ǫ1) ,∥∥∥∥∥∥M4,2M4,4
M2,3
M2,2
−
M2,1
M2,2
M1,3
M1,1
INp −
M2,1
M2,2
M1,2
M1,1
(
M3,2
M3,3
−
M3,1
M3,3
N1,2
)
M4,2
M4,4
M2,4
M2,2
∥∥∥∥∥∥ ≤ 13 13 (1− ǫ1) .
(2.117)
It results then by (2.103), (2.113), (2.114) and (2.117) the following evaluation
(2.118)
∥∥∥∥M4,2M4,4N2,4
∥∥∥∥+ (∥∥∥∥M4,3M4,4
∥∥∥∥ − ∥∥∥∥M4,2M4,4N2,3
∥∥∥∥) ‖N3,4‖ ≤ 13 + 13
(
(1− ǫ1)
2 + ǫ21 − ǫ
2
2
)
<
2 + ǫ21 − ǫ
2
2
3
,
concluding by Lemma 2.1 the invertibility of the matrix (2.109). It follows also by (2.110) that
(2.119)
∥∥∥∥∥∥ 1INp − M4,2M4,4N2,4 − (M4,3M4,4 − M4,2M4,4N2,3)N3,4
∥∥∥∥∥∥ < 1− 1N20 < 1.
Now, we are prepared to continue the induction process. Let l ∈ 3, . . . , p− 2 and assume that
(2.120) 0 < ǫ1 <
∥∥∥∥∥∥ 1INp − Ml,l−2Ml,l Nl−2,l − (Ml,l−1Ml,l − Ml,l−2Ml,l Nl−2,l−1)Nl−1,l
∥∥∥∥∥∥ , . . . ,
∥∥∥∥∥∥ 1INp − M2,1M2,2N1,2
∥∥∥∥∥∥ < ǫ2 < 1.
Similarly as previously, there are recalled (2.77), (2.78) and (2.79) in order to study the following matrix
INp −
Ml+1,l−1
Ml+1,l+1
Nl−1,l+1 −
(
Ml+1,l
Ml+1,l+1
−
Ml+1,l−1
Ml+1,l+1
Nl−1,l
)
Nl,l+1.
Similarly as in (2.112) and (2.118), we obtain
(2.121)
∥∥∥∥Ml,l−2Ml,l Nl−2,l +
(
Ml,l−1
Ml,l
−
Ml,l−2
Ml,l
Nl−2,l−1
)
Nl−1,l
∥∥∥∥ ≤ 23 .
This simple induction process concludes by Lemma 2.1 the invertibility of the matrices from (2.104). It follows also that
(2.122)
∥∥∥∥∥∥ 1INp − Ml,l−2Ml,l Nl−2,l − (Ml,l−1Ml,l − Ml,l−2Ml,l Nl−2,l−1)Nl−1,l
∥∥∥∥∥∥ < 1− 1N20 < 1.
These estimations are important in order to make difficult, but exact computations concluding convenient estimations for the solution of
the system of equations from (2.34). We move forward.
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2.5. Fischer Normalization G-Spaces[7],[8]. The Fischer Decomposition from (2.15) gives
(2.123) zI = AI (z, z)Q(z, z) + CI (z, z), where t˜r (CI(z, z)) = 0.
where I 6∈ S having length p.
The set of polynomials derived from (2.123) dictates normalizations defining certain Normalization Spaces. Their existence follows
iteratively from the generalized version of the Fischer Decomposition[35]. For given P (z, z) real homogeneous polynomial of degree p ≥ 1
in (z, z), we have
(2.124)

P (z, z) = P1(z, z)Q(z, z) + R1(z, z), where Q⋆ (R1(z, z)) = 0 and:
R1(z, z) =
∑
I∈NN
|I|=p
(
aICI (z, z) + bICI(z, z)
)
+R1,0(z, z), where R1,0(z, z) ∈
⋂
I∈NN
|I|=p
kerC⋆I ∩ kerC
⋆
I ,
P1(z, z) = P2(z, z)Q(z, z) +R2(z, z), where Q⋆ (R1(z, z)) = 0 and:
R2(z, z) =
∑
I∈NN
|I|=p−2
(
aICI (z, z) + bICI (z, z)
)
+R2,0(z, z), where R2,0(z, z) ∈
⋂
I∈NN
|I|=p−2
kerC⋆I ∩ kerC
⋆
I ,
..
.
..
.
..
.
..
.
..
.
Pk(z, z) = Pk+1(z, z)Q(z, z) + Rk+1(z, z), where Q
⋆ (Rk+1(z, z)) = 0 and:
Rk+1(z, z) =
∑
I∈NN
|I|=p−2k
(
aICI(z, z) + bICI(z, z)
)
+Rk+1,0(z, z),
...
... where Rk+1,0(z, z) ∈
⋂
I∈NN
|I|=p−2k
kerC⋆I ∩ kerC
⋆
I ,
...
...
...
...
...
where all these occurring polynomials P (z, z), P1(z, z), P2(z, z), . . . , Pk(z, z), . . . and R1(z, z), R2(z, z), . . . , Rk(z, z), . . . are obtained iter-
atively using generalized versions of the Fischer Decomposition[35]. Here k = 1, . . . ,
[ p
2
]
.
Recalling strategies from [8] and [7], we define
(2.125) Gp =

P (z, z) is a real-valued polynomial of degree p ≥ 1 in (z, z) satisfying the normalizations:
Pk=Pk+1(z,z)Q(z,z)+Rk+1(z,z), where Rk+1(z,z)∈
⋂
I∈NN
|I|=p−2k
kerC⋆I ∩ kerC
⋆
I ∩ kerQ
⋆,
for P0(z, z) = P (z, z) and for all k = 0, . . . ,
[ p
2
]
.

, p ∈ N⋆.
In order to show that the Fischer Normalization Spaces (2.125) uniquely determine the G-component of the transformation (2.4), it is
required to show the linear independence, considering complex numbers, of the following set of polynomials
(2.126)
{
CI(z, z), CI(z, z)
}
I∈NN
|I|=p
, for all p ∈ N⋆.
In particular, showing the linear independence of these polynomials implies
(2.127) aI = bI , for all I ∈ N
N having length p ≥ 3.
We prove this recalling (2.5). Moreover, we consider the Fischer Decompositions (2.124) choosing
P (z, z) =
ϕp(z, z)− ϕp(z, z)
2i
, for given p ∈ N⋆.
The computation of the G-component of the mapping (2.4) is effectuated iteratively by imposing the generalized Fischer normalization
conditions described by (2.125). The computations are difficult thus to conclude due to the overlapping of the following homogeneous
polynomials
CI(z, z), CI(z, z), for all I 6∈ S having length p.
The reality of the polynomial P (z, z) does not guarantee the reality of the homogeneous polynomials involved in the Fischer Decompositions
from (2.124). In particular, the polynomials R1(z, z), R2(z, z), . . . , Rk+1(z, z) are uniquely determined by the Fischer Decomposition[35],
but it is not clear if these polynomials are real valued. The non-triviality of the Fischer Decomposition[35] forces the use of (2.132) recalling
(2.32), and then to restrict the computations on the pure parts of the above polynomials.
Returning to the study of the linear independence of the polynomials from (2.126), we assume∑
I∈NN
|I|=p
(
xICI (z, z) + yICI(z, z)
)
= 0, where xI , yI ∈ C for all I ∈ NN with |I| = p,
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or equivalently
(2.128)
∑
I∈NN
|I|=p
(
xICI(z, z) + xICI (z, z) + yICI (z, z)− xICI(z, z)
)
= 0, where xI , yI ∈ C for all I ∈ NN with |I| = p.
We separate the imaginary part from the real part in (2.128). Then, we restrict the computations using polynomials in (z, 0) and (0, z) in
the identity resulted from (2.128). We obtain
(2.129)
∑
I∈NN
|I|=p
(
(yI − xI )CI(z, 0)− (yI − xI)CI (z, 0)
)
= 0, where xI , yI ∈ C for all I ∈ N
N with |I| = p,
which clearly concludes (2.127).
The computations are difficult to be concluded immediately. It is necessary to return in (2.85) in order to study more carefully the
computations of its solution recalling (2.86), (2.87) and (2.88) together with (2.83), (2.83), (2.79), (2.77), (2.71), (2.68), (2.66), (2.64) and
(2.61).
Now, for any given multi-index
(2.130) I = (i1, . . . , ik , . . . , iN ) ∈ N
N such that i1 + · · ·+ ik + · · ·+ iN = p ≥ 3,
similarly somehow to (2.26), (2.28), (2.30) and (2.12), we consider by (2.130) the following vector
(2.131) Z [I] =

a(i1−2,...,ik,...,iN )
..
.
a(i1,...,ik−2,...,iN )
...
a(i1,...,ik,...,iN−2).

Immediately from (2.123), we obtain
(2.132) zI − AI(z, z)Q(z, z) = CI(z, z), for all I 6∈ S having length p.
Clearly (2.132) naturally introduces the following matrix
(2.133) Aux =

1 . . . 1 . . . 1
...
. . .
...
. . .
...
1 . . . 1 . . . 1
.
..
. . .
.
..
. . .
.
..
1 . . . 1 . . . 1

,
because each very consistent sum of terms multiplied by λ1z21 , . . . , λNz
2
N
in (2.132), generates by (1.4) and (2.133) the following terms
(2.134) (AuxΛ)Z [I] .
Similarly as previously to (2.40), (2.41), (2.48), (2.49), (2.52), (2.53), we consider by (2.130) the following matrices
(2.135) Aux [I] =

1 . . . 0 . . . 0 . . . 0 . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . λ1 . . . λk . . . λN . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . λ1 . . . λk . . . λN . . . 0
...
. . .
...
. . .
...
. . .
...
. . .
...
0 . . . λ1 . . . λk . . . λN . . . 0
..
.
. . .
..
.
. . .
..
.
. . .
..
.
. . .
..
.
0 . . . 0 . . . 0 . . . 0 . . . 1

.
This matrix has the characteristic the middle entry containing λk stays on the diagonal entry of the following row
(i1, . . . , ik , . . . , iN ) ,
according to the corresponding lexicografic order, otherwise having only 1 on the diagonal entries. It is similar to (2.40), (2.41), (2.48),
(2.49), (2.52), (2.53), being important for considering decompositions of matrices as in (2.43), (2.51), (2.55) in order to make suitable
approximations of the formal transformation. Defining
Zt = {aI} I∈NN
|I|=p
,
respecting the lexicografic order, we obtain the following type of equations system
(2.136) (INp −AuxpA)Z +BZ = V (z1, z2, . . . , zN ) , where A, B ∈ MNp×Np (C),
and V (z1, z2, . . . , zN ) is a known homogeneous polynomial in (z1, z2, . . . , zN ) of degree p− 2. Here
(2.137) Auxp = Aux [p− 2, . . . , 0]Aux [p− 3, 1, . . . , 0] . . .Aux [0, . . . , 1, p− 3]Aux [0, . . . , p− 2] , for all p ≥ 3.
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It is clear that (2.136) has unique solution due to the existences of the following matrices
(2.138)
1
INp − AuxpA− B
,
1
INp −AuxpA+ B
.
Moreover, we have
(2.139)
∥∥∥∥ 1INp −AuxpA− B
∥∥∥∥ < 1, ∥∥∥∥ 1INp −AuxpA+ B
∥∥∥∥ < 1.
These conclusions (2.138) and (2.139) may be achieved exactly as previously as (2.113) and (2.119).
2.6. Fischer F-Decompositions[8],[7]. We consider the following Fischer Decompositions
(2.140) (zl + 2λlzl) z
J˜ = Al(z, z)Q(z, z) + Cl(z, z), t˜r (Cl(z, z)) = 0, where J˜ 6∈ Tl, for all l ∈ 1, . . . , N .
These homogeneous polynomials A1(z, z), . . . , AN (z, z) and C1(z, z), . . . , CN (z, z) are uniquely determined according to Shapiro[35]. There
are computed directly from (2.15) writing as follows
(2.141) Al(z, z) =
∑
I,J∈NN
|I|+|J|=p−2
a
(l)
I,J
zIzJ , Cl(z, z) =
∑
I,J∈NN
|I|+|J|=p
c
(l)
I,J
zIzJ , for all l = 1, . . . , N .
We apply the operator t˜r in (2.140) using (2.141) and recalling (2.17) and (2.18). We obtain
λ21j˜1
(
j˜1 − 1
)
z
j˜1−2
1 . . . z
j˜l+1
l
. . . z
j˜N
N
+ · · ·+ λlλ1 j˜l
(
j˜l + 1
)
z
j˜1
1 . . . z
j˜l−1
l
. . . z
j˜N
N
+ · · ·+ λNλ1j˜N
(
j˜N − 1
)
z
j˜1
1 . . . z
j˜l+1
l
. . . z
j˜N−2
N
zl
(
λ1 j˜1
(
j˜1 − 1
)
z
j˜1−2
1 . . . z
j˜N
N
+ · · ·+ λN j˜N
(
j˜N − 1
)
z
j˜1
1 . . . z
j˜N−2
N
)
+ jlz
j˜1
1 . . . z
j˜l−1
l
. . . z
j˜N
N
= t˜r (Al(z, z))Q(z, z) +
N∑
k=1
(Al)zk (z, z)
(
zk
(
1 + 4λ2k
)
+ 3λkzk
)
+
N∑
k=1
(Al)zk (z, z)
(
zk
(
1 + 4λ2k
)
+ 3λkzk
)
+Al(z, z)
(
N + 4λ21 + · · ·+ 4λ
2
N
)
,
(2.142)
where J˜ =
(
j˜1, j˜2, . . . , j˜N
)
and l = 1, . . . , N .
On the other hand, we have
t˜r (Al(z, z))Q(z, z) =
(
z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)) N∑
k=1
∑
I,J∈NN
|I|+|J|=p−2
a
(l)
I,J
ikjkz
i1
1 . . . z
ik−1
k
. . . z
iN
N
z
j1
1 . . . z
jk−1
k
. . . z
jN
N
+
N∑
k=1
∑
I,J∈NN
|I|+|J|=p−2
a
(l)
I,J
λkik (ik − 1) z
i1
1 . . . z
ik−2
k
. . . z
iN
N
z
j1
1 . . . z
jN
N
+
N∑
k=1
∑
I,J∈NN
|I|+|J|=p−2
a
(l)
I,J
λkjk (jk − 1) z
i1
1 . . . z
iN
N
z
j1
1 . . . z
jk−2
k
. . . z
jN
N
 ,
(2.143)
for all l = 1, . . . , N .
Using the standard lexicografic order corresponding to (z1, z2, . . . , zN , z1, z2, . . . , zN ), we extract homogeneous terms in (2.142) using
(2.141) and (2.143) considering onwards the following vectors
Y t1 =
{(
a
(1)
I,0
)
,
(
a
(2)
I,0
)
, . . . ,
(
a
(N)
I,0
)}
I∈NN
|I|=p
, Y t2 =
{(
a
(1)
I,J
)
,
(
a
(2)
I,J
)
, . . . ,
(
a
(N)
I,J
)}
I,J∈NN
|I|=p−1,|J|=1
, . . . ,
Y tk =
{(
a
(1)
I,J
)
,
(
a
(2)
I,J
)
, . . . ,
(
a
(N)
I,J
)}
I,J∈NN
|I|=p−k+1,|J|=k−1
, . . . , Y tp+1 =
{(
a
(1)
0,J
)
,
(
a
(2)
0,J
)
, . . . ,
(
a
(N)
0,J
)}
J∈NN
|J|=p
,
(2.144)
where p = j˜1 + · · ·+ j˜N recalling (2.140). Again, we construct systems of equations extracting homogeneous terms in (2.20). Defining
W˜ t1 =
(
0, . . . , 0, jl, 0, . . . , 0, λNλ1 j˜N
(
j˜N − 1
)
, 0, . . . , 0, λlλ1 j˜l
(
j˜l + 1
)
, 0, . . . , 0,
λ21 j˜1
(
j˜1 − 1
)
, 0, . . . , 0, λN j˜N
(
j˜N − 1
)
, 0, . . . , 0, λ1 i˜1
(˜
i1 − 1
)
, 0, . . . , 0
)t
,
(2.145)
and respectively
(2.146) W˜ t0 = (0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0)
t ,
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we obtain by (2.142) and (2.144) the following system of equations
(2.147)

M˜1,1 M˜1,2 M˜1,3 Op+1 Op+1 . . . Op+1 Op+1 Op+1 Op+1
M˜2,1 M˜2,2 M˜2,3 M˜2,4 Op+1 . . . Op+1 Op+1 Op+1 Op+1
M˜3,1 M˜3,2 M˜3,3 M˜3,4 M˜3,4 . . . Op+1 Op+1 Op+1 Op+1
Op+1 M˜4,2 M˜4,3 M˜4,4 M˜4,5 . . . Op+1 Op+1 Op+1 Op+1
Op+1 Op+1 M˜5,3 M˜5,4 M˜5,5 . . . Op+1 Op+1 Op+1 Op+1
Op+1 Op+1 Op+1 M˜6,4 M˜6,5 . . . Op+1 Op+1 Op+1 Op+1
..
.
..
.
..
.
..
.
..
.
. . .
..
.
..
.
..
.
..
.
Op+1 Op+1 Op+1 Op+1 Op+1 . . . M˜p−2,p−2 M˜p−2,p−1 M˜p−2,p Op+1
Op+1 Op+1 Op+1 Op+1 Op+1 . . . M˜p−1,p−2 M˜p−1,p−1 M˜p−1,p M˜p−1,p+1
Op+1 Op+1 Op+1 Op+1 Op+1 . . . M˜p,p−2 M˜p,p−1 M˜p,p M˜p,p+1
Op+1 Op+1 Op+1 Op+1 Op+1 . . . Op+1 M˜p+1,p−1 M˜p+1,p M˜p+1,p+1


Y1
Y2
Y3
Y4
Y5
...
Yp−3
Yp−2
Yp−1
Yp
Yp+1

=

W˜1
W˜0
W˜0
W˜0
W˜0
...
W˜0
W˜0
W˜0
W˜0
W˜0

,
where its matrix elements are defined similarly as in (2.35). We have
(2.148)

M˜k−2,k = W˜
′
k, for all k = 3, . . . , p+ 1,
M˜k−1,k = V˜
(0)
k
+ W˜k + O˜
′
k, for all k = 2, . . . , p + 1,
M˜k,k = O˜
(0)
k
+ O˜k + V˜
′
k + W˜
′′
k , for all k = 1, . . . , p+ 1,
M˜k+1,k = W˜
(0)
k
+ V˜k + O˜
′′
k , for all k = 1, . . . , p,
M˜k+2,k = V˜
′′
k , for all k = 1, . . . , p− 1.
It remains to explain the matrices considered in (2.148). These occurring matrices are defined as follows.
The matrices O˜
(0)
k
, V˜
(0)
k
, W˜
(0)
k
, for all k=1,. . . ,p+1. Occurring from (2.20), we have used in (2.148) the following matrices
(2.149) O˜
(0)
k
=

O
(0)1
k
ONp−1 . . . ONp−1
ONp−1 O
(0)2
k
. . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . O
(0)N
k
 ∈ MNp×Np (C) ,
where (2.36) is respected by the following matrices
(2.150) O
(0)1
k
,O
(0)2
k
, . . . ,O
(0)N
k
∈MNp−1×Np−1 (C) .
Then (2.37) defines in (2.148) also the following matrices
(2.151) V˜
(0)
k
=

V
(0)1
k
ONp−1 . . . ONp−1
ONp−1 V
(0)2
k
. . . ONp−1
..
.
..
.
. . .
..
.
ONp−1 ONp−1 . . . V
(0)N
k
 ∈MNp×Np (C) ,
where (2.38) is respected by the following matrices
(2.152) V
(0)1
k
,V
(0)2
k
, . . . ,V
(0)N
k
∈ MNp−1×Np−1 (C) ,
and respectively
(2.153) W˜
(0)
k
=

W
(0)1
k
ONp−1 . . . ONp−1
ONp−1 W
(0)2
k
. . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . W
(0)N
k
 ∈MNp−1×Np−1 (C) ,
where (2.39) is respected by the following matrices
(2.154) W
(0)1
k
,W
(0)2
k
, . . . ,W
(0)N
k
∈ MNp−1×Np−1 (C) .
We move forward.
The matrices O˜k , V˜k , W˜k, for all k=1,. . . ,p+1. Respecting the lexicografic order, the first matrix from (2.26) induces by (2.12),
(2.21), (2.24), (2.37) and (2.27) the following matrices
(2.155) O˜k [I;J ] =

O1
k
[I;J ] ONp−1 . . . ONp−1
ONp−1 O
2
k
[I;J ] . . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . O
N
k
[I;J ]
 ∈ MNp×Np (C) ,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1 and (2.40) is respected by the following matrices
(2.156) O1k [I;J ] ,O
2
k [I; J ] , . . . ,O
N
k [I; J ] ∈MNp−1×Np−1 (C) .
22 VALENTIN BURCEA
Similarly, we consider by (2.12), (2.24) and (2.26) the following matrices
(2.157) V˜k [I;J ] =

V1
k
[I;J ] ONp−1 . . . ONp−1
ONp−1 V
2
k
[I;J ] . . . ONp−1
..
.
..
.
. . .
..
.
ONp−1 ONp−1 . . . V
N
k
[I;J ]
 ∈ MNp×Np (C) ,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1 and (2.41) is respected by the following matrices
(2.158) V1k [I;J ] ,V
2
k [I; J ] , . . . ,V
N
k [I;J ] ∈ MNp−1×Np−1 (C) .
Then (2.41) induces by (2.12), (2.24) and (2.26) analogously another matrices denoted as follows
(2.159) W˜k [I;J ] =

W1
k
[I;J ] ONp−1 . . . ONp−1
ONp−1 W
2
k
[I;J ] . . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . W
N
k
[I; J ]
 ∈ MNp×Np (C) ,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1 and (2.42) is respected by the following matrices
(2.160) W1k [I; J ] ,W
2
k [I;J ] , . . . ,W
N
k [I; J ] ∈MNp−1×Np−1 (C) .
Therefore in (2.148), the following matrices are by (2.40), (2.41), (2.42), (2.155), (2.157) and (2.159) naturally defined as follows
(2.161)

O˜k = O˜k [p− 2, . . . , 0; 0, . . . , 0] O˜k [p− 3, . . . , 0; 1, . . . , 0] . . . O˜k [0, . . . , 1; 0, . . . , p− 3] O˜k [0, . . . , 0; 0, . . . , p− 2] ,
V˜k = V˜k [p− 2, . . . , 0; 0, . . . , 0] V˜k [p − 3, . . . , 0; 1, . . . , 0] . . . V˜k [0, . . . , 1; 0, . . . , p− 3] V˜k [0, . . . , 0; 0, . . . , p− 2] ,
W˜k = W˜k [p− 2, . . . , 0; 0, . . . , 0] W˜k [p− 3, . . . , 0; 1, . . . , 0] . . . W˜k [0, . . . , 1; 0, . . . , p − 3] W˜k [0, . . . , 0; 0, . . . , p− 2] ,
for all k = 1, . . . , p + 1.
The matrices O˜
′
k
, V˜
′
k
, W˜
′
k
, for all k=1,. . . ,p+1. Respecting the lexicografic order, the first matrix from (2.28) induces by (2.12),
(2.24), (2.21), (2.29) and (2.37) the following matrices
(2.162) O˜′k [I;J ] =

O′1k [I;J ] ONp−1 . . . ONp−1
ONp−1 O
′2
k [I;J ] . . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . O
′N
k [I;J ]
 ∈ MNp×Np (C) ,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1 and (2.48) is respected by the following matrices
(2.163) O′1k [I;J ] ,O
′2
k [I;J ] , . . . ,O
′N
k [I;J ] ∈ MNp−1×Np−1 (C) ,
According to the lexicografic order, the second matrix from (2.28) induces similarly by (2.12) and (2.24) the following matrices
(2.164) V˜ ′k [I; J ] =

V ′1k [I;J ] ONp−1 . . . ONp−1
ONp−1 V
′2
k [I;J ] . . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . V
′N
k [I;J ]
 ∈ MNp×Np (C) ,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1 and (2.48) is respected by the following matrices
(2.165) V ′1k [I;J ] ,V
′2
k [I;J ] , . . . ,V
′N
k [I;J ] ∈ MNp−1×Np−1 (C) .
Then (2.49) induces by (2.12), (2.24) and (2.28) another matrices denoted as follows
(2.166) W˜ ′k [I;J ] =

W ′1k [I;J ] ONp−1 . . . ONp−1
ONp−1 W
′2
k [I;J ] . . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . W
′N
k [I; J ]
 ∈ MNp×Np (C) ,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1 and (2.49) is respected by the following matrices
(2.167) W ′
1
k [I;J ] ,W
′2
k [I; J ] , . . . ,W
′N
k [I; J ] ∈MNp−1×Np−1 (C) .
Therefore in (2.35), the following matrices are by (2.48), (2.49), (2.50), (2.162), (2.164) and (2.166) naturally defined as follows
(2.168)

O˜′k = O˜′k [p− 2, . . . , 0; 0, . . . , 0] O˜′k [p− 3, . . . , 0; 1, . . . , 0] . . . O˜′k [0, . . . , 1; 0, . . . , p − 3] O˜′k [0, . . . , 0; 0, . . . , p − 2] ,
V˜ ′k = V˜ ′k [p− 2, . . . , 0; 0, . . . , 0] V˜ ′k [p− 3, . . . , 0; 1, . . . , 0] . . . V˜ ′k [0, . . . , 1; 0, . . . , p − 3] V˜ ′k [0, . . . , 0; 0, . . . , p− 2] ,
W˜ ′k = W˜ ′k [p− 2, . . . , 0; 0, . . . , 0] W˜ ′k [p− 3, . . . , 0; 1, . . . , 0] . . . W˜ ′k [0, . . . , 1; 0, . . . , p − 3] W˜ ′k [0, . . . , 0; 0, . . . , p− 2] ,
for all k = 1, . . . , p + 1.
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The matrices Ok
′′
,V
′′
k
,W
′′
k
, for all k=1,. . . ,p+1. Analysing more (2.21) and (2.22) respecting the corresponding lexicografic or-
der, the first matrix from (2.30) induces by (2.12), (2.21), (2.24), (2.31) and (2.37) the following matrices
(2.169) O˜′′k [I;J ] =

O′′1k [I;J ] ONp−1 . . . ONp−1
ONp−1 O
′′2
k [I;J ] . . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . O
′′N
k [I;J ]
 ∈ MNp−1×Np−1 (C) ,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1 and (2.53) is respected by the following matrices
(2.170) O′′1k [I;J ] ,O
′′2
k [I;J ] , . . . ,O
′′N
k [I;J ] ∈ MNp−1×Np−1 (C) ,
Similarly as previously, we consider by (2.12) and (2.24) the following matrices
(2.171) V˜ ′′k [I;J ] =

V ′′1k [I;J ] ONp−1 . . . ONp−1
ONp−1 V
′′2
k [I;J ] . . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . V
′′N
k [I;J ]
 ∈ MNp×Np (C) ,
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1 and (2.53) is respected by the following matrices
(2.172) V ′′
1
k [I; J ] ,V
′′2
k [I;J ] , . . . ,V
′′N
k [I;J ] ∈ MNp−1×Np−1 (C) ,
Then (2.53) induces by (2.12) and (2.24) another matrices denoted as follows
(2.173) W˜ ′′k [I;J ] =

W ′′1k [I;J ] ONp−1 . . . ONp−1
ONp−1 W
′′2
k [I; J ] . . . ONp−1
..
.
..
.
. . .
..
.
ONp−1 ONp−1 . . . W
′′N
k [I;J ]
 ∈ MNp×Np (C) , for all k = 1, . . . , p+ 1.
for all k = 1, . . . , p + 1. Here j1 + j2 + · · ·+ jN = k − 1 and (2.54) is respected by the following matrices
(2.174) W ′′
1
k [I;J ] ,W
′′2
k [I; J ] , . . . ,W
′′N
k [I;J ] ∈ MNp−1×Np−1 (C) ,
Therefore, in (2.148) the following matrices are by (2.40), (2.41), (2.54), (2.169), (2.171) and (2.173) defined as follows
(2.175)

O˜′′k = O˜′′k [p − 2, . . . , 0; 0, . . . , 0] O˜′′k [p− 3, . . . , 0; 1, . . . , 0] . . . O˜′′k [0, . . . , 1; 0, . . . , p− 3] O˜′′k [0, . . . , 0; 0, . . . , p− 2] ,
V˜ ′′k = V˜ ′′k [p− 2, . . . , 0; 0, . . . , 0] V˜ ′′k [p − 3, . . . , 0; 1, . . . , 0] . . . V˜ ′′k [0, . . . , 1; 0, . . . , p− 3] V˜ ′′k [0, . . . , 0; 0, . . . , p− 2] ,
W˜ ′′k = W˜ ′′k [p− 2, . . . , 0; 0, . . . , 0] W˜ ′′k [p− 3, . . . , 0; 1, . . . , 0] . . . W˜ ′′k [0, . . . , 1; 0, . . . , p− 3] W˜ ′′k [0, . . . , 0; 0, . . . , p− 2] ,
for all k = 1, . . . , p + 1.
It is crucial now to observe now the invertibility of the following matrices
(2.176) Lk = O
(0)
k
+Ok + V
′
k +W
′′
k , for all k = 1, . . . , p+ 1.
We recall (2.36), (2.40), (2.43), (2.49), (2.51), (2.54) and (2.55). We obtain
(2.177) MNp×Np (C) ∋ Lk [I;J ] =

O1
k
[I;J ] ONp−1 . . . ONp−1
ONp−1 O
2
k
[I;J ] . . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . O
N
k
[I;J ]
 ∈ MNp×Np (C) ,
where (2.37) is satisfied, for all k = 1, . . . , p+ 1. Here j1 + j2 + · · ·+ jN = k − 1 and (2.54) is respected by the following matrices
(2.178) W ′′
1
k [I;J ] ,W
′′2
k [I; J ] , . . . ,W
′′N
k [I;J ] ∈ MNp−1×Np−1 (C) ,
We are ready to analyse now the system of equations (2.179). We make simplifications recalling (2.57). It is thus equivalent to
(2.179)

P˜1,1 P˜1,2 P˜1,3 ONp ONp . . . ONp ONp ONp ONp
P˜2,1 P˜2,2 P˜2,3 P˜2,4 ONp . . . ONp ONp ONp ONp
P˜3,1 P˜3,2 P˜3,3 P˜3,4 P˜3,5 . . . ONp ONp ONp ONp
ONp P˜4,2 P˜4,3 P˜4,4 P˜4,5 . . . ONp ONp ONp ONp
ONp ONp P˜5,3 P˜5,4 P˜5,5 . . . ONp ONp ONp ONp
ONp ONp ONp P˜6,4 P˜6,5 . . . ONp ONp ONp ONp
..
.
..
.
..
.
..
.
..
.
. . .
..
.
..
.
..
.
..
.
ONp ONp ONp ONp ONp . . . P˜p−2,p−2 P˜p−2,p−1 P˜p−2,p ONp
ONp ONp ONp ONp ONp . . . P˜p−1,p−2 P˜p−1,p−1 P˜p−1,p P˜p−1,p+1
ONp ONp ONp ONp ONp . . . P˜p,p−2 P˜p,p−1 P˜p,p P˜p,p+1
ONp ONp ONp ONp ONp . . . ONp P˜p+1,p−1 P˜p+1,p P˜p+1,p+1


Y1
Y2
Y3
Y4
Y5
...
Yp−3
Yp−2
Yp−1
Yp
Yp+1

=

1
M˜11
W1
V0
V0
V0
V0
...
V0
V0
V0
V0
V0

,
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where its matrix elements are by (2.148) defined as follows
(2.180)

P˜k,k+2 =
M˜k,k+2
M˜k,k
, for all k = 1, . . . , p− 1,
P˜k,k+1 =
M˜k,k+1
M˜k,k
, for all k = 1, . . . , p,
P˜k,k = INp , for all k = 1, . . . , p+ 1,
P˜k+1,k =
M˜k+1,k
M˜k,k
, for all k = 1, . . . , p,
P˜k+2,k =
M˜k+2,k
M˜k,k
, for all k = 1, . . . , p− 1.
We proceed as follows in order to simplify furthermore this system of equations from (2.179). We recall its first equation
(2.181) INpY1 + N˜1,2Y2 + N˜1,3Y3 +ONpY4 + · · ·+ONpYp+1 = W˜1,
where we have used the following matrices
(2.182) N˜1,2 =
M˜1,2
M˜1,1
, N˜1,3 =
M˜1,3
M˜1,1
, W˜1 =
1
M˜1,1
W1.
Making substraction from the second equation in (2.179) using (2.181), we obtain
(2.183) INpY2 + N˜2,3Y3 + N˜2,4Y4 +ONpY5 + · · ·+ONpYp+1 = W˜2,
where we have used the following matrices
(2.184) N˜2,3 =

N˜ 12,3 ONp−1 . . . ONp−1
ONp−1 N˜
2
2,3 . . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . N˜
N
2,3
 , N˜2,4 =

N˜ 12,4 ONp−1 . . . ONp−1
ONp−1 N˜
2
2,4 . . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . N˜
N
2,4
 ∈ MNp×Np (C) ,
such that (2.65) is respected by the following matrices
(2.185) N˜ 12,3, N˜
2
2,3, . . . , N˜
N
2,3; N˜
1
2,4, N˜
2
2,4, . . . , N˜
N
2,4 ∈ MNp−1×Np−1 (C) ,
and respectively, such that (2.65) is respected by the following matrices
(2.186) W˜ 12 , W˜
2
2 , . . . , W˜
N
2 ∈ M1×Np−1 (C) defining the matrix W˜2 =

W˜ 12
W˜ 22
...
W˜N2
 ∈ MNp×1 (C) .
Recalling (2.66) and (2.67), we obtain
(2.187) INpY3 + N˜3,4Y4 + N˜3,5Y5 +ONpY6 + · · ·+ONpYp+1 = W˜3,
where we have used the following matrices
(2.188) N˜3,4 =

N˜ 13,4 ONp−1 . . . ONp−1
ONp−1 N˜
2
3,4 . . . ONp−1
..
.
..
.
. . .
..
.
ONp−1 ONp−1 . . . N˜
N
3,4
 , N˜3,5 =

N˜ 13,5 ONp−1 . . . ONp−1
ONp−1 N˜
2
3,5 . . . ONp−1
..
.
..
.
. . .
..
.
ONp−1 ONp−1 . . . N˜
N
3,5
 ∈ MNp×Np (C) ,
such that (2.69) is respected by the following matrices
(2.189) N˜ 13,4, N˜
2
3,4, . . . , N˜
N
3,4; N˜
1
3,5, N˜
2
3,5, . . . , N˜
N
3,5 ∈ MNp−1×Np−1 (C) ,
and respectively, such that (2.69) is respected by the following matrices
(2.190) W˜ 13 , W˜
2
3 , . . . , W˜
N
3 ∈ M1×Np−1 (C) defining the matrix W˜3 =

W˜ 13
W˜ 23
.
..
W˜N3
 ∈ MNp×1 (C) .
We can apply induction in order to make further general computations, for l ≥ 3. Assume
(2.191) INpYl−2 + N˜l−2,l−1Yl−1 + N˜l−2,lYl +ONpYl+1 + · · ·+ONpYp+1 = W˜l−2,
and respectively
(2.192) INpYl−1 + N˜l−1,lYl + N˜l−1,l+1Yl+1 +ONpYl+2 + · · ·+ONpYp+1 = W˜l−1,
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We recall the equation l from (2.59). We recall also the substraction from the equation (2.75) using (2.73) concluding the equation (2.76).
Recalling the substraction from the equation (2.76) using (2.74) concluding the equation (2.77), we obtain
(2.193) INpY1 + N˜l,l+1Yl+1 + N˜l,l+2Yl+2 +ONpY4 + · · ·+ONpYp+1 = W˜l,
where we have used the following matrices
(2.194) N˜l,l+1 =

N˜ 1
l,l+1 ONp−1 . . . ONp−1
ONp−1 N˜
2
l,l+1 . . . ONp−1
..
.
..
.
. . .
..
.
ONp−1 ONp−1 . . . N˜
N
l,l+1
 , N˜l,l+2 =

N˜ 1
l,l+2 ONp−1 . . . ONp−1
ONp−1 N˜
2
l,l+2 . . . ONp−1
..
.
..
.
. . .
..
.
ONp−1 ONp−1 . . . N˜
N
l,l+2
 ∈MNp×Np (C) ,
such that (2.78) is respected by the following matrices
(2.195) N˜ 1l,l+1, N˜
2
l,l+1, . . . , N˜
N
l,l+1; N˜
1
l,l+2, N˜
2
l,l+2, . . . , N˜
N
l,l+2 ∈MNp−1×Np−1 (C) ,
and respectively, such that (2.78) is respected by the following matrices
(2.196) W˜ 1l+1, W˜
2
l+1, . . . , W˜
N
l+1 ∈ M1×Np−1 (C) defining the matrix W˜l+1 =

W˜ 1
l+1
W˜ 2
l+1
.
..
W˜N
l+1
 ∈ MNp×1 (C) .
These recurrences of matrices are crucial for making relevant computations in order to simplify (2.179), which is equivalent to
(2.197)

INp N˜1,2 N˜1,3 ONp ONp . . . ONp ONp ONp ONp
ONp INp N˜2,3 N˜2,4 ONp . . . ONp ONp ONp ONp
ONp ONp INp N˜3,4 N˜3,5 . . . ONp ONp ONp ONp
ONp ONp ONp INp N˜4,5 . . . ONp ONp ONp ONp
...
...
...
...
...
. . .
...
...
...
...
ONp ONp ONp ONp ONp . . . INp N˜p−2,p−1 N˜p−2,p ONp
ONp ONp ONp ONp ONp . . . ONp INp N˜p−1,p N˜p−1,p+1
ONp ONp ONp ONp ONp . . . ONp ONp INp N˜p,p+1
ONp ONp ONp ONp ONp . . . ONp ONp ONp INp


Y1
Y2
Y3
Y4
...
Yp−2
Yp−1
Yp
Yp+1

=

W˜1
W˜2
W˜3
W˜4
...
W˜p−2
W˜p−1
W˜p
W˜p+1

.
Now, we are ready show that this system of equations (2.197) has unique solution. Moreover, we compute this solution going backwards
among the equations in (2.197). Making substraction from the next equation in (2.197), we obtain
(2.198) Yp = W˜p − N˜p,p+1W˜p+1.
Then, we obtain
(2.199) Yp−1 = W˜p−1 − N˜p−1,p
(
W˜p − N˜p,p+1W˜p+1
)
− N˜p−1,p+1W˜p+1.
Walking backwards among the equations inductively in (2.197), we obtain
(2.200) Y1 = W˜1 − N˜1,2Y2 − N˜1,3Y3.
Now, the system of equations (2.197) is solved.
2.7. Fischer Normalization F-Spaces[7],[8]. The Fischer Decomposition from (2.140) gives
(2.201) (zl + 2λlzl) z
J = Al,J (z, z)Q(z, z) + Cl,J (z, z), t˜r
(
Cl,J (z, z)
)
= 0, where J 6∈ Tl, for all l ∈ 1, . . . , N .
The set of polynomials derived from (2.201) dictates normalizations defining certain Fischer Normalization Spaces. The existence of these
Normalization Spaces follows iteratively from the generalized version of the Fischer Decomposition[35]. For given P (z, z) real homogeneous
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polynomial of degree p ≥ 1 in (z, z), we have
(2.202)

P (z, z) = P1(z, z)Q(z, z) +R1(z, z), where Q⋆ (R1(z, z)) = 0 such that:
R1(z, z) =
N∑
l=1
∑
J∈NN
|J|=p−1
(
al,JCl,J (z, z) + bl,JCl,J (z, z)
)
+ R1,0(z, z), and R1,0(z, z) ∈
N⋂
l=1
⋂
J∈NN
|J|=p−1
kerC⋆l,J ∩ kerC
⋆
l,J ,
P1(z, z) = P2(z, z)Q(z, z) +R2(z, z), where Q⋆ (R1(z, z)) = 0 such that:
R2(z, z) =
N∑
l=1
∑
J∈NN
|J|=p−3
(
al,JCl,J (z, z) + bl,JCl,J (z, z)
)
+ R2,0(z, z), and R2,0(z, z) ∈
N⋂
l=1
⋂
J∈NN
|J|=p−3
kerC⋆l,J ∩ kerC
⋆
l,J ,
...
...
...
...
...
Pk(z, z) = Pk+1(z, z)Q(z, z) +Rk+1(z, z), where Q
⋆ (Rk+1(z, z)) = 0 such that:
Rk+1(z, z) =
N∑
l=1
∑
J∈NN
|J|=p−2k−1
(
al,JCl,J (z, z) + bl,JCl,J (z, z)
)
+Rk+1,0(z, z),
and Rk+1,0(z, z) ∈
N⋂
l=1
⋂
J∈NN
|J|=p−2k−1
kerC⋆l,J ∩ kerC
⋆
l,J ,
...
...
...
...
...
where all these appearing polynomials P (z, z), P1(z, z), P2(z, z), . . . , Pk(z, z), . . . and R1(z, z), R2(z, z), . . . , Rk(z, z), . . . in (2.202) are ob-
tained iteratively using generalized versions of the Fischer Decomposition[35]. Here k = 0, . . . ,
[
p−1
2
]
.
Recalling strategies from [8] and [7], we define
(2.203) Fp =

P (z, z) is a real-valued polynomial of degree p ≥ 1 in (z, z) satisfying the normalizations:
Pk=Pk+1(z,z)Q(z,z)+Rk+1(z,z), where Rk+1(z,z)∈
N⋂
l=1
⋂
J∈NN
|J|=p−2k−1
kerC⋆l,J ∩ kerC
⋆
l,J ∩Q
⋆,
P0(z, z) = P (z, z) and for all k = 0, . . . ,
[
p−1
2
]
.

, p ∈ N⋆.
In order to show that the Fischer Normalization Spaces (2.203) uniquely determine the F -component of the transformation (2.4), it is
required to show the linear independence, considering complex numbers, of the following set of polynomials
(2.204)
{
Cl,J (z, z), Cl,J (z, z)
}
I∈NN
|I|=p−1
l=1,...,N
, for all p ∈ N⋆ and l = 1, . . . , N .
In particular, showing the linear independence of these polynomials implies
(2.205) al,J = bl,J , for all J ∈ N
N having length p− 1 ≥ 2 and l = 1, . . . , N .
We prove this recalling (2.5). Moreover, we consider the Fischer Decompositions (2.124) choosing
P (z, z) =
ϕp(z, z) + ϕp(z, z)
2
, for given p ∈ N⋆.
The computation of the F-component of the mapping (2.4) is effectuated iteratively by imposing the generalized Fischer normalization
conditions described by (2.203). The computations are difficult thus to conclude due to the overlapping of the following homogeneous
polynomials
Cl,J (z, z), Cl,J (z, z), for all J 6∈ Tl having length p− 1 and l = 1, . . . , N .
There are recalled previous arguments. We assume
N∑
l=1
∑
J∈NN
|J|=p−1
(
xl,JCl,J (z, z) + yl,JCl,J (z, z)
)
= 0,
where xl,J , yl,J ∈ C, for all J ∈ N
N with |J | = p− 1 and l = 1, . . . , N , or equivalently
(2.206)
N∑
l=1
∑
J∈NN
|I|=p
(
xl,JCl,J (z, z) + xl,JCl,J (z, z) + yl,JCl,J (z, z)− xl,JCl,I (z, z)
)
= 0,
where xl,J , yl,J ∈ C, for all J ∈ N
N with |J | = p− 1 and l = 1, . . . , N .
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We separate the imaginary part from the real part in (2.128). Then, we restrict the computations using polynomials in (z, 0) and (0, z)
in the identity resulted from (2.128). We obtain
(2.207)
N∑
l=1
∑
J∈NN
|J|=p−1
((
yl,J − xl,J
)
Cl,J (z, 0) −
(
yl,J − xl,J
)
Cl,J (z, 0)
)
= 0,
where xl,J , yl,J ∈ C, for all J ∈ N
N with |J | = p− 1 and l = 1, . . . , N , which clearly concludes (2.205).
The computations are difficult to be concluded immediately. It is necessary to return in (2.85) in order to study more carefully the
computations of its solution recalling (2.86), (2.87) and (2.88) together with (2.83), (2.83), (2.79), (2.77), (2.71), (2.68), (2.66), (2.64) and
(2.61).
Now, for any given multi-index
(2.208) J = (j1, . . . , jk, . . . , jN ) ∈ N
N such that j1 + · · ·+ jk + · · ·+ jN = p− 1 ≥ 2,
similarly somehow to (2.26), (2.28), (2.30) and (2.12), we consider by (2.130) the following vector
(2.209) Z˜ [J ] =

a
(1)
(j1−2,...,jk,...,jN )
...
a
(1)
(j1,...,jk−2,...,jN )
...
a
(1)
(j1,...,jk,...,jN−2)
...
a
(N)
(j1−2,...,jk,...,jN )
..
.
a
(N)
(j1,...,jk−2,...,jN )
..
.
a
(N)
(j1,...,jk,...,jN−2)
.

Immediately from (2.123), we obtain
(2.210) (zl + 2λlzl) z
J − Al,J(z, z)Q(z, z) = Cl,J (z, z), t˜r
(
Cl,J (z, z)
)
= 0, where J 6∈ Tl, for all l ∈ 1, . . . , N .
Then each very consistent sum of terms multiplied by λ1z21 , . . . , λNz
2
N
in (2.132), generates by (1.4) and (2.211) the following terms
(2.211)

AuxΛ ONp−1 . . . ONp−1
ONp−1 AuxΛ . . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . AuxΛ
Z [J ] .
Similarly as previously to (2.40), (2.41), (2.48), (2.49), (2.52), (2.53), we consider by (2.130) the following matrices
(2.212) ˜Aux [J ] =

Aux [J ] ONp−1 . . . ONp−1
ONp−1 Aux [J ] . . . ONp−1
...
...
. . .
...
ONp−1 ONp−1 . . . Aux [J ]
 .
Defining
Z˜t =
({
a
(1)
J
}
J∈NN
|I|=p−1
,
{
a
(2)
J
}
J∈NN
|I|=p−1
, . . . ,
{
a
(N)
J
}
J∈NN
|I|=p−1
)
,
according to the lexicografic order, we obtain the following type of equations system
(2.213)
(
I − AuxpA˜
)
Z˜ + B˜Z˜ = V˜ (z1, z2, . . . , zN ) ,
where V˜ (z1, z2, . . . , zN ) is a known homogeneous polynomial in (z1, z2, . . . , zN ) of degree p− 2. Here
(2.214) ˜Auxp = ˜Aux [p− 2, . . . , 0] ˜Aux [p− 3, 1, . . . , 0] . . . ˜Aux [0, . . . , 1, p− 3] ˜Aux [0, . . . , p− 2] , for all p ≥ 3.
It is clear that (2.213) has unique solution due to the existences of the following matrices
(2.215)
1
INp − ˜AuxpA˜− B˜
,
1
INp − ˜AuxpA˜+ B˜
.
Moreover, we have
(2.216)
∥∥∥∥∥ 1INp − ˜AuxpA˜− B˜
∥∥∥∥∥ < 1,
∥∥∥∥∥ 1INp − ˜AuxpA˜+ B˜
∥∥∥∥∥ < 1.
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These conclusions (2.215) and (2.216) may be achieved exactly as previously as (2.113) and (2.119).
2.8. The Fischer Norm[35]. We denote by Hk the space of all homogeneous polynomials of degree k in z = (z1, z2, . . . , zN ). Then the
Fischer inner product[35] is defined as follows
(2.217)
〈
zα; zβ
〉
F
=
{
0, α6=β
α!, α=β , for α = (α1, . . . , αN ) , β = (β1, . . . , βN ) ∈ N
N .
Then the Fischer norm [35] is defined as follows
(2.218) ‖fk (z)‖ := ‖fk (z)‖F :=
∑
|I|=k
I∈NN
I! |cI |
2 , if fk (z) :=
∑
|I|=k
I∈NN
cIz
I , for I = (i1, . . . , iN ) ∈ NN and |I| = i1 + · · ·+ iN and k ∈ N⋆,
where |I| and I! are classically defined in (2.218) recalling notations from Shapiro[35].
We make simple computations using the Fischer inner product from (2.217). We obtain
Lemma 2.2. Let f (z), g (z) ∈ Hk defining the orthogonal decomposition f (z) = g (z) + h (z) with respect to the Fischer inner product.
Then the following holds
‖f (z)‖F = ‖g (Z)‖F + ‖h (Z)‖F .
Actually, we apply the strategy from [7], where the Fischer norm[35] gives convenient approximations with respect to the convergence
radius of power series defining real-analytic submanifolds. These estimations are derived from the local transforming equations. We proceed
as follows. Let P (z, z) be defined respecting (2.124) or (2.202). Then according to Lemma 2.2, we clearly have
(2.219) ‖P1(z, z)‖ ‖Q(z, z)‖ ≤ ‖P1(z, z)Q(z, z)‖ ≤ ‖P (z, z)‖ , ‖R1(z, z)‖ ≤ ‖P (z, z)‖ ,
where ‖·‖ is just the Fischer norm defined in (2.218).
Analogously, we have
(2.220) ‖P2(z, z)‖ ‖Q(z, z)‖ ≤ ‖P2(z, z)Q(z, z)‖ ≤ ‖P1(z, z)‖ , ‖R1(z, z)‖ ≤ ‖P1(z, z)‖ .
These two estimates (2.219) and (2.220) are fundamental in order to recall computations from [7], especially Remark 3.1 from [7], by
making a suitable process of induction. More precisely, we continue this procedure considering similar a decomposition on P2(z, z).
3. Normalizations
Summarizing all the previous computations of the formal transformation (2.4), we obtain the following result
Proposition 3.1. Let M ⊂ CN+1 be a real-formal submanifold defined near p = 0 as follows
(3.1) w = z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)
+
∑
k≥3
ϕk(z, z),
where ϕk(z, z) is a polynomial of degree k in (z, z), for all k ≥ 3, such that (1.2) is satisfied.
Then there exists an unique formal transformation defined as follows
(3.2) (F (z,w), G(z,w)) =
 ∑
m,n≥0
Fm,n(z)w
n,
∑
m,n≥0
Gm,n(z)w
n
 ,
where Gm,n(z), Fm,n(z) are homogeneous polynomials of degree m in z, normalized as follows
(3.3) F1,n(z) = 0, for all n ∈ N⋆,
which sends M into the following partial normal form
(3.4) w′ = z′1z′1 + · · ·+ z
′
Nz′N + λ1
(
z′
2
1 + z
′2
1
)
+ · · ·+ λN
(
z′
2
N + z
′2
N
)
+
∑
k≥3
ϕ′k
(
z′, z′
)
,
where ϕ′
k
(z, z) is a polynomial of degree k in (z, z), for all k ≥ 3, such that there are satisfied the following normalizations
(3.5)
ϕ′
k
(
z′, z′
)
+ ϕ′
k
(
z′, z′
)
2
∈ Fk,
ϕ′
k
(
z′, z′
)
− ϕ′
k
(
z′, z′
)
2i
∈ Gk.
This is just a partial normal form, because (3.3) describes an infinite number of parameters acting on the local defining equation.
Recalling the approach from [8], we immediately obtain the following
Proposition 3.2. There exists T ∈ Aut0 (M∞) such that T ◦ F satisfies (3.3).
This result is actually obtained from the following
Proposition 3.3. We have
(3.6) Aut0 (M∞) = {(z, w)→ (a(w)U(z), w) , where a(w) = a(w) is a formal mapping and U(z) leaves invariant the model M∞} .
Clearly, this group of formal automorphisms is infinite dimensional. Its action on the local defining equation in may be further detected
using careful computations in the local defining equations using some non-degeneracy conditions. We obtain:
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3.1. Analogue of the Normal Form[4]. Similarly to the situation from [4], it is possible to consider more normalization conditions
beside (3.5) in (3.4), because (3.3) describes an infinite number of parameters acting chaotically in (3.4). In order to determine them, it is
introduced the following non-degeneracy condition
(3.7)
∑
I∈NN
|I|=3
N∑
k=1
L˜k(z)C˜k,I (z) +
∑
I∈NN
|I|=3
N∑
k=1
L˜k(z)C˜k,I (z) ≡ 0→ L1(z) = · · · = LN (z) = 0,
according to the following the Fischer Decomposition
(3.8)
 N∑
k=1
Lk(z)
(
ϕ3 (z, z)zk
)
+
N∑
k=1
Lk(z)
(
ϕ3 (z, z)zk
)mod(Ck,I(z), Ck,I (z)) ≡ N∑
k=1
L˜k(z)
(
ϕ3 (z, z)zk
)
+
N∑
k=1
L˜k(z)
(
ϕ3 (z, z)zk
)
.
It becomes clear the following formal normal form:
Theorem 3.4. Let M ⊂ CN+1 be a real-formal submanifold defined near p = 0 as follows
(3.9) w = z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)
+
∑
k≥3
ϕk(z, z),
where ϕk(z, z) is a polynomial of degree k in (z, z), for all k ≥ 3, such that (1.2) and (3.7) are satisfied.
Then there exists an unique formal transformation defined as follows
(3.10) (F (z,w), G(z,w)) =
 ∑
m,n≥0
Fm,n(z)w
n,
∑
m,n≥0
Gm,n(z)w
n
 ,
where Gm,n(z), Fm,n(z) are homogeneous polynomials of degree m in z, which sends M into (3.9) such that (3.5) holds and also
(3.11) ϕt (z, z) ≡ ϕ˜t (z, z)mod (ϕ3(z, z))
t−1 , ϕ˜t (z, z) ∈
N⋂
k=1
⋂
I∈NN
|I|=3
ker C˜⋆k,I , for all t ≡ 0mod3.
This (formal) normal form may be seen as analogue of the normal form from [4]. Clearly, we not hope for more simple normaliza-
tion conditions. This situation does not even allow to define systems of weights as in [7],[22] in order to detect the contribution of the
undetermined parameters from (3.3), but these parameters are determined using careful computations in the local defining equation (3.4).
It is clear that it is useless is the following model
(3.12) w = z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)
,
and therefore, we have to take in consideration the following model
(3.13) w = z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)
+ ϕ3(z, z).
in order to compute the parameters defined by (3.3), having the following
(3.14) F1,n(z, w) = (L1(z),L2(z), . . . ,LN (z))w
n,
where L1(z),L2(z), . . . ,LN (z) are linear form in z = (z1, z2, . . . , zN ) and n ∈ N⋆. Studying the contributions generated in the local defining
equation by the expansion of
(3.15)
(
z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)
+ ϕ3(z, z)
)n
.
we obtain the following action on the local defining equation higher dimensional degree terms
(3.16) (L1(z),L2(z), . . . ,LN (z))→
 N∑
k=1
Lk(z)
(
ϕ3 (z, z)zk
)
+
N∑
k=1
Lk(z)
(
ϕ3 (z, z)zk
) (ϕ3 (z, z))n−1 ,
recalling computations from [4]. Then (3.11) follows because of the non-degeneracy condition (3.7).
It remains to explain the importance of the non-degeneracy condition from (1.2). We have the following overlapping of terms
(3.17) 〈F2,n+1(z), z〉 , 〈z, F2,n+1(z)〉 ,
with the following terms
(3.18) 〈z, a〉
(
〈z, z〉+ λ1z
2
1 + · · ·+ λNz
2
N + λ1z
2
1 + · · ·+ λNz
2
N
)
, 〈a, z〉
(
〈z, z〉+ λ1z
2
1 + · · ·+ λNz
2
N + λ1z
2
1 + · · ·+ λNz
2
N
)
,
where we have used the following notation
(3.19) F0,n+1(z) = a = (a1, . . . , aN ) , λ = (λ1, . . . , λN ) .
It follows that
(3.20) 〈F2,n+1(z), z〉 = 〈z, z〉 〈z, a+ λa〉 .
Now, let’s have a look on the pure terms generated by those two overlapping expressions. It becomes by making direct computations clear
that because of (1.2) we can compute uniquely the above polynomials. The rest of details are left to the reader.
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4. Application of Moser’s Methods[32]
We apply the classical rapid iteration procedure of Moser[32] following computations from Huang-Yin[21], Coffman[11],[12] and Gong[18].
In particular, the proof of Theorem 1.1 has as model the proof of the Generalization[21] of Huang-Yin[21] of the Theorem of Moser [32].
We proceed by recalling the lines from [8] as follows in order to apply the rapid iteration procedure of Moser[32].
4.1. Settings from Huang-Yin[21] and Moser[32]. We consider R := (r, . . . , r) and we define the following domains
∆r =
{
(z, ξ) ∈ CN × CN , |zi| < r, |ξi| < r, for all i = 1, . . . , N .
}
,
Dr =
{
(z,w) ∈ CN+1; |zi| < r, |w| < r
2 (N + 2λ1 + · · ·+ 2λN ) , for all i = 1, . . . , N ,
}
.
(4.1)
Throughout the rest of this paper, we use the following notations
(4.2) ‖E‖r := sup
(Z,W )∈Dr
|E (Z, ξ)| , |h|r = sup
(Z,ξ)∈∆r
|h (Z, ξ)| ,
where E (Z, ξ) is a holomorphic function defined over Dr , and where respectively h (Z,W ) is a holomorphic function defined over ∆r.
These domains and notations are used later in order to use the methods based on Moser’s rapid convergence arguments. Following
Moser[32], we define also the following real numbers
(4.3)
1
2
< r′ < σ < ρ < r ≤ 1, ρ =
2r′ + r
3
, σ =
2r′ + ρ
3
, n ∈ N⋆.
We also recall here Lemma 4.5 of Huang-Yin[21] that will be applied later:
Lemma 4.1. Suppose that there exists C > 0 and a number a > 1 such that dn ≥ Can. Then we have∑
n→∞
nm3dm1n
(
1−
1
nm2
)dn
= 0,
for any integers m1, m2, m3 > 0.
Now we are ready to more forward.
4.2. Degree Estimations. We consider the real submanifold M ⊂ CN+1 defined near p = 0 as follows
(4.4) w = Φ (z, z) = Q(z, z) + E (z, z) ,
where E (z, z) = O(3) is real-analytic near z = 0.
We know that the formal equivalence which satisfies the normalization conditions (3.3) sending M defined near p = 0 by (1.1) into the
model manifold defined by (1.3) up to the degree d ≥ 3. Recallling standard notations used in [4], we find by (3.5) the following pair of
polynomials
(4.5)
(
F d−1nor (z,w) , G
(d)
nor (z,w)
)
.
Following the strategy of Huang-Yin [22], we define the following equivalence
(4.6) Θ (z,w) :=
(
z + F̂ (z,w) , w + Ĝ (z,w)
)
=
(
z + F
(d−1)
nor (z,w) +Owt (d) , w +G
(d)
nor (z,w) + Owt (d + 1)
)
,
which sends M up to the degree d into the model manifold M∞ defined by (1.3).
It remains to understand how the degree of the remaining terms changes using the equivalence (4.6). If we have
(4.7) M ′ = Θ(M) ,
then we obtain
(4.8) M ′ : w′ = z′1z′1 + · · ·+ z
′
Nz′N + λ1
(
z′
2
1 + z
′2
1
)
+ · · ·+ λN
(
z′
2
N + z
′2
N
)
+E′
(
z′, z′
)
,
where we have Ord (E′ (z, z)) ≥ 2d− 2.
In order to apply Moser’s iteration arguments[32] in our case (1.1) we need to make firstly suitable estimations for the formal holom-
rphic transformation (2.4). The F -component of the transformation is computed by the general transformation equation (2.5) taking in
consideration (2.215) and (2.216). We obtain the following
4.3. Estimations for the Formal Transformation. Assume that the real-analytic submanifoldM defined in (4.4) is formally equivalent
to M∞ defined in (2.7) with E (z, ξ) holomorphic over Dr and Ord (E (Z, ξ)) ≥ d. Then the following estimates hold∥∥∥E (Z, ξ)− J2d−3 (E (Z, ξ))∥∥∥
ρ
≤
(2d)4N ‖E‖r
(r − ρ)2N
(ρ
r
)2d−2
, |Fl (Z,W )|ρ ≤
4
N
(2d)4N ‖E‖r
(ρ
r
)2d−3
,
∣∣∣∇F̂l (Z,W )∣∣∣
ρ
≤
(
36
r − ρ
+ 2N
)
(2d)4N ‖E‖r
N (r − ρ)
( ρ
r
) 2d−3
2
,
∣∣∣Ĝ (Z,W )∣∣∣
ρ
≤
(
(2d)4N + (2d)6N
)
‖E‖r
(ρ
r
)2d−2
,
∣∣∣∇Ĝ (Z,W )∣∣∣
ρ
≤
36
(
1 + (2d)2N
)
r − ρ
+ 6N
(
1 + (2d)2N
) (2d)4N ‖E‖r
N (r − ρ)
(ρ
r
)d−1
,
(4.9)
where λ ∈ {1, . . . , N}, where J2d−3 (E (z, ξ)) is the polynomial defined by the Taylor expansion of E (Z, ξ) up to the degree 2d− 3 and ∇
represents the gradient.
4.4. Proof of Theorem 1.1. The proof follows from arguing exactly as in [8] adapting the iterations from Moser[32] and Huang-Yin[22].
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