In general, the paper proposes a Bayesian filtering of climate model ensembles using pollen data. The ideas and presentation are interesting and useful, although there are some areas for improvement of both the statistical and computational methods. The filtering of climate to spatial locations with associated uncertainty is very important for secondary analyses (e.g. vegetative growth models, etc.) and provides a useful contribution to the literature. In what follows, I propose some refinements to the statistcial methods presented in the paper.
A few thoughts:
A) What is the meaning of the covariance Σ? if it really is the inter-model variability, why mix over ω k N (µ k , Σ) instead of just using the distribution N (μ, Σ)? What is the meaning of this distribution that your are mixing over? Σ is the covariance of the model ensemble, not a particular realization µ k , thus the distribution you propose doesn't make much sense to me as a meaningful statsitical object.
I'm open to being convinced that this idea makes sense, but right now I don't see the purpose.
Also, using this mixing distribution is likely to eliminate the spatial autocorrelation in the µ k as neighboring locations are now no longer draws from the same climate model. Instead, it might be simpler and make more sense to mix over ω k µ k . This mixing distribution is over the climate model ensemble and will preserve the spatial autocorrelations in the climate models. Ultimately, I'm not convinced that this covariance is what you want to model. B) I would also suggest the title should be ". . . using Bayesian Filtering" rather than "Bayesian Modelling." You aren't modeling the climate, just assimilating the proxy data to filter the climate model ensemble.
For instance, if the proxies suggest a temperature higher than all of the climate models, then the best your framework can do is the highest temperature from the climate model ensemble (plus a little error from Σ). Hence, your models are only as reasonable as the climate models (which are likely not great estimates for a given time and location. . . ).
C) The fit of the pollen data by a normal distribution is really poor. The fitted distributions in Figure 3 look nothing like the data distributions. Perhaps a better model is needed. In addition, if you are only using presences in the fossil pollen, your calibration is biased. It would be better to treat absences as a zero-inflated model where an absence could be a true absence or a missing presence due to non-climatic reasons. This is easily done by introducing a latent variable (like you did for the z F) How to you evaluate the Brier score when you don't include the absences? This seems to introduce a bias and could make the Brier score improper (which limitis its usefulness in comparing models).
Journal Review points
1) Scientific significance: Does the manuscript represent a substantial contribution to scientific progress within the scope of Climate of the Past (substantial new concepts, ideas, methods, or data)?
Yes, the manuscript demonstrates the use of climate proxies in model ensemble filtering.
2) Scientific quality: Are the scientific approach and applied methods valid? Are the results discussed in an appropriate and balanced way (consideration of related work, including appropriate references)?
There are some questions about the implementation of the statistical model that are not completely resolved.
(particularly the mixing distribution for climate doesn't make sense and the lack of absence data introduces bias in the estimates). The comments above can provide some guidance in resolving these issues.
3) Presentation quality: Are the scientific results and conclusions presented in a clear, concise, and well-structured way (number and quality of figures/tables, appropriate use of English language)?
The paper is reasonably well written from a technical perspective, although more motivation of why particular methods/equations are chosen would be useful. In other words, there is a lot written about what the methods are by not much about why the methods are chosen and what the ideas are trying to solve. 1) Does the paper address relevant scientific questions within the scope of CP?
Yes 2) Does the paper present novel concepts, ideas, tools, or data?
Yes 3) Are substantial conclusions reached?
Yes. A nice idea for Bayesian filtering is introduces 4) Are the scientific methods and assumptions valid and clearly outlined?
Not always (at least for the statistical methods).
5)
Are the results sufficient to support the interpretations and conclusions?
Yes. I would like to see more done for reproducibility. The computational methods seem overly complex and making code availalbe for replication would be useful.
