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Global strong solution to the two-dimensional density-dependent
nematic liquid crystal flows with vacuum
Lin Li∗ Qiao Liu† Xin Zhong‡
Abstract
We are concerned with the Cauchy problem of the two-dimensional (2D) nonhomogeneous
incompressible nematic liquid crystal flows on the whole space R2 with vacuum as far field density.
It is proved that the 2D nonhomogeneous incompressible nematic liquid crystal flows admits a
unique global strong solution provided the initial data density and the gradient of orientation
decay not too slow at infinity, and the basic energy ‖√ρ0u0‖2L2 + ‖∇d0‖2L2 is small. In particular,
the initial density may contain vacuum states and even have compact support. Moreover, the
large time behavior of the solution is also investigated.
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1 Introduction
The motion of a two-dimensional nonhomogeneous incompressible nematic liquid crystal flow is
governed by the following equations:
∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u)− µ∆u+∇P = −λdiv(∇d⊙∇d),
∂td+ (u · ∇)d = γ(∆d+ |∇d|2d),
divu = 0, |d| = 1.
(1.1)
Here, the unknown functions ρ = ρ(x, t), u = (u1, u2)(x, t), and P = P (x, t) denote the density,
velocity, and pressure of the fluid, respectively. d = (d1, d2, d3)(x, t) is the unknown (averaged)
macroscopic/continuum molecule orientation of the nematic liquid crystal flow. The positive con-
stants µ, λ and γ represent viscosity, the competition between kinetic energy and potential energy,
and γ is the microscopic elastic relaxation time for the molecular orientation field, respectively. The
notation ∇d⊙∇d denotes the 2× 2 matrix whose (i, j)-th entry is given by ∂id · ∂jd (1 ≤ i, j ≤ 2).
We consider the Cauchy problem for (1.1) with (ρ,u) vanishing at infinity (in some weak sense).
For given initial data ρ0, u0, and d0, we require that
ρ(x, 0) = ρ0(x), ρu(x, 0) = ρ0u0(x), d(x, 0) = d0(x), |d0(x)| = 1, in R2. (1.2)
The above system (1.1)–(1.2) is a macroscopic continuum description of the evolution for the
nematic liquid crystals. It is a simplified version of the Ericksen-Leslie model [4, 9], but it still
retains most important mathematical structures as well as most of the essential difficulties of the
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original Ericksen-Leslie model. A brief account of the Ericksen-Leslie theory on nematic liquid crystal
flows and the derivations of several approximate systems can be found in the appendix of [17]. For
more details on the hydrodynamic continuum theory of liquid crystals, we refer the readers to [28].
Mathematically, the system (1.1)–(1.2) is a coupling between the nonhomogeneous incompressible
Navier-Stokes equations (see e.g., [15, 20, 25, 30]) and the transported heat flows of harmonic map
(see e.g., [8, 31]), and thus, its mathematical analysis is full of challenges.
There is a huge literature on the homogeneous incompressible nematic liquid crystal flows, where
namely ρ is constant in (1.1), refer to [6,16–19,22,32] and references therein. The important progress
on the global existence of strong or weak solutions of nonhomogeneous incompressible nematic liquid
crystal flows in two dimension has been made recently by some authors. For the initial density away
from vacuum, Li [12] established the global existence of strong and weak solutions to the system
(1.1)–(1.2) provided that the initial orientation d0 = (d01, d02, d03) satisfies a geometric condition
d03 ≥ δ0 for some positive δ0 > 0. (1.3)
In the presence of vacuum, if the initial data is small (in some sense) and satisfies the following
compatibility conditions
−µ∆u0 +∇P0 + λdiv(∇d0 ⊙∇d0) = ρ
1
2
0 g0 (1.4)
in a bounded smooth domain Ω ⊆ R2, and (P0, g0) ∈ H1(Ω) × L2(Ω), Wen-Ding [32] obtained the
global existence and uniqueness of the strong solutions to the system (1.1)–(1.2), see also [5, 13] for
related works. It should be emphasized that the possible appearance of vacuum is one of the main
difficulties, which indeed leads to the singular behaviors of solutions in the presence of vacuum, such
as the finite time blow-up of smooth solutions [7].
It is not known in general about the existence of global strong solutions to the problem (1.1)–(1.2)
in two-dimension without the geometric condition (1.3) or the compatibility condition (1.4) imposed
on the initial data. This problem is rather interesting and hard to investigate. Indeed, it should
be noted that the previous studies on the heat flow of a harmonic map [1] indicate that the strong
solution of a harmonic map can be blow-up in finite time. In our case, since the system (1.1) contains
the heat flow of a harmonic map as a subsystem, we cannot expect that (1.1) have a global strong
solution with general initial data. This makes the analysis rather delicate and difficult.
It should be noticed that when d is a constant vector and |d| = 1, the system (1.1) reduces to the
nonhomogeneous incompressible Navier-Stokes equations, which have been discussed in numerous
studies [20, 24] and so on. It is worth mentioning that Lu¨-Shi-Zhong [24] recently established the
global existence of strong solutions to the 2D Cauchy problem of the incompressible Navier-Stokes
equations on the whole space R2 with vacuum as far field density. However, since the system (1.1)
contains the incompressible Navier-Stokes equations as a subsystem, one cannot expect, in general,
any better results than those for the Navier-Stokes equations. It is a natural and interesting problem
to investigate the global existence of strong solutions to the 2D Cauchy problem (1.1)–(1.2) with
vacuum as far field density. In fact, this is the main aim of the present paper.
Before stating the main results, we first explain the notations and conventions used throughout
this paper. For R > 0, set
BR ,
{
x ∈ R2
∣∣ |x| < R} , ∫ ·dx , ∫
R2
·dx.
Moreover, for 1 ≤ r ≤ ∞ and k ≥ 1, the standard Lebesgue and Sobolev spaces are defined as follows:
Lr = Lr(R2), W k,r =W k,r(R2), Hk =W k,2.
Now we define precisely what we mean by strong solutions.
Definition 1.1 If all derivatives involved in (1.1) for (ρ,u, P,d) are regular distributions, and equa-
tions (1.1) hold almost everywhere in R2 × (0, T ), then (ρ,u, P,d) is called a strong solution to
(1.1).
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Without loss of generality, we assume that the initial density ρ0 satisfies∫
R2
ρ0dx = 1, (1.5)
which implies that there exists a positive constant N0 such that∫
BN0
ρ0dx ≥ 1
2
∫
R2
ρ0dx =
1
2
, (1.6)
where BR , {x ∈ R2||x| < R} for all R > 0. Furthermore, since the concrete values of µ, λ and γ do
not play a special role in our discussion, in what follows, we assume
µ = λ = γ = 1
throughout this paper.
Now, we state our main result as follows:
Theorem 1.1 For constants q > 2, a > 1, assume that the initial data (ρ0,u0,d0) satisfies (1.5),
(1.6), and {
ρ0 ≥ 0, ρ0x¯a ∈ L1 ∩H1 ∩W 1,q, √ρ0u0 ∈ L2, ∇u0 ∈ L2,
divu0 = 0, d0 ∈ L2, ∇d0x¯ a2 ∈ L2, ∇2d0 ∈ L2, |d0| = 1,
(1.7)
where
x¯ , (e+ |x|2) 12 log2(e+ |x|2).
Then there is a positive constant ε0 depending only on ‖ρ0‖L1∩L∞ , µ, λ, γ such that if
C0 ,
∫
ρ0|u0|2dx+
∫
|∇d0|2dx < ε0, (1.8)
then the Cauchy problem (1.1)–(1.2) has a unique global strong solution (ρ,u, P,d) satisfying that
for any 0 < T <∞,
0 ≤ ρ ∈ C([0, T ];L1 ∩H1 ∩W 1,q),
ρx¯a ∈ L∞(0, T ;L1 ∩H1 ∩W 1,q)
√
ρu,∇u,√t∇u,√t√ρu,√t∇P, t∇P,√t∇2u, t∇2u ∈ L∞(0, T ;L2),
∇d,∇dx¯ a2 ,∇2d,√t∇2d,√t∇dt,
√
t∇3d, t∇3d ∈ L∞(0, T ;L2),
∇u ∈ L2(0, T ;H1) ∩ L q+1q (0, T ;W 1,q),
∇P ∈ L2(0, T ;L2) ∩ L q+1q (0, T ;Lq),
∇2d ∈ L2(0, T ;H1), ∇dt,∇2dx¯ a2 ∈ L2(R2 × (0, T )),√
ρut,
√
t∇ut,
√
t∇dt,
√
t∇2dt ∈ L2(R2 × (0, T )),√
t∇u ∈ L2(0, T ;W 1,q),
(1.9)
and
inf
0≤t≤T
∫
BN1
ρ(x, t)dx ≥ 1
4
(1.10)
for some positive constant N1 depending only on ‖√ρ0u0‖L2 , N0, and T . Moreover, the solution
(ρ,u, P,d) has the following temporal decay rates, i.e., for all t ≥ 1,
‖∇u(·, t)‖2L2 + ‖∇2u(·, t)‖L2 + ‖∇P (·, t)‖L2 + ‖|∇d||∇2d|(·, t)‖L2 + ‖∇2d(·, t)‖2L2 ≤ Ct−1, (1.11)
where C depends only on C0, ‖ρ0‖L1∩L∞ , and ‖∇u0‖L2 .
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A few remarks are in order:
Remark 1.1 As stated above, it seems more involved to show the global existence of strong solutions
with general initial data. This is the main reason for us to add an additional smallness condition
(1.8). Although it has small energy, its oscillations can be arbitrarily large.
Remark 1.2 Compared with [5, 13,32], there is no need to impose the additional compatibility con-
dition (1.4) to obtain the global existence of strong solutions.
Remark 1.3 Our Theorem 1.1 holds for the initial density being allowed to have vacuum which is
in sharp contrast to [12] where the initial density is absence of vacuum. Moreover, the geometric
condition (1.3) on the initial orientation is also needed in [12] (see also [21]).
Remark 1.4 It should be noted that our large time decay rates of the velocity and the pressure in
(1.11) are the same as those of the incompressible Navier-Stokes equations [24], hence the orientation
has no influence on the large time behaviors of the velocity and the pressure.
Remark 1.5 It follows from (1.9) and Aubin-Lions lemma, we see that the velocity u is continuous
with respect to t as long as t > 0. However, we can not obtain the continuity of the velocity at the
initial time due to the presence of vacuum (u0(x) = 0 if ρ0(x) = 0). Nevertheless, we can get the
continuity of ρu at the initial time.
Indeed, by (1.9), we immediately have
ρu =
√
ρ · √ρu ∈ L∞t L2x, (1.12)
ρ∇u ∈ L∞t L2x, (1.13)
∇ρx¯a ∈ L∞t Lqx for q > 2. (1.14)
By (2.1) in the next section and (1.9), we derive that
ux¯−a ∈ L∞t Lpx for any p > 2,
which combined with (1.14) and Ho¨lder’s inequality leads to
∇ρ · u = ∇ρx¯a · ux¯−a ∈ L∞t L2x. (1.15)
Thus, we infer from (1.13) and (1.15) that
∇(ρu) = ρ∇u+∇ρ · u ∈ L∞t L2x,
which along with (1.12) yields
ρu ∈ L∞t H1x. (1.16)
On the other hand, we deduce from (2.1), (1.9), and Ho¨lder’s inequality that
(ρu)t = ρtu+ ρut
= ∇ρ|u|2 + ρut
= ∇ρx¯a · |u|2x¯−a +√ρ · √ρut
= ∇ρx¯a · (|u|x¯− a2 )2 +√ρ · √ρut ∈ L2t,x,
which together with (1.16) and Aubin-Lions lemma gives the continuity of ρu at the initial time.
We now make some comments on the analysis of the present paper. Note that for initial data
satisfying (1.7), Liu-Liu-Tan-Zhong [21] established the local existence and uniqueness of strong so-
lution to the Cauchy problem (1.1)–(1.2) (see Lemma 2.1). Thus, the proof of Theorem 1.1 lies in
some global a priori estimates on the strong solutions to the system (1.1)–(1.2) in suitable higher
norms. It should be pointed out that the crucial techniques of proofs in [3,14] cannot be adapted to
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the situation treated here, since the standard Sobolev embedding inequality is critical in R2. More-
over, it seems difficult to bound the Lq(R2)-norm of u just in terms of ‖√ρu‖L2(R2) and ‖∇u‖L2(R2).
To this end, we try to adapt some basic ideas used in [24, 25], where the authors investigated the
global existence of strong solutions to the Cauchy problem of the 2D nonhomogeneous incompressible
Navier–Stokes and MHD equations, respectively. However, compared with [24, 25], for the incom-
pressible nematic liquid crystal flows treated here, the strong coupling terms and strong nonlinear
terms, such as div(∇d⊙∇d), u · ∇d and |∇d|2d, will bring out some new difficulties.
To overcome these difficulties mentioned above, some new ideas are needed. To deal with the
difficulty caused by the lack of the Sobolev inequality, we observe that, in the momentum equations
(1.2), the velocity u is always accompanied by ρ. Motivated by [11, 24], by introducing a weighted
function to the density, as well as a Hardy-type inequality (see Lemma 2.3), the ‖ρηu‖Lr (r ≥ 2, η > 0)
is controlled in terms of ‖√ρu‖L2 and ‖∇u‖L2 (see Lemma 2.5). Then we try to obtain the estimates
on the L∞(0, T ;L2)-norm of ‖∇u‖L2 and ‖∇2d‖L2 . On the one hand, motivated by [24], we use
material derivatives u˙ , ut +u · ∇u instead of the usual ut, and use some facts on Hardy and BMO
spaces (see Lemma 2.6) to bound the key term
∫ |P ||∇u|2dx (see the estimates of I2 of (3.6)). On
the other hand, the usual L2(R2×(0, T ))-norm of ∇dt cannot be directly estimated due to the strong
coupled term u · ∇d and the strong nonlinear term |∇d|2d. Motivated by [26], multiplying (3.7)
by ∆∇d instead of the usual ∇dt, and the nonlinear terms u · ∇d and |∇d|2d can be controlled
in terms of ∇2d and ∇u (see (3.13)), and we find that the key point to obtain the estimate on
the L∞(0, T ;L2(R2))-norm of ∇u and ∇2d is to bound L2(0, T ;L2(R2))-norm of ∇2d (see (3.15)).
Combining the basic energy inequalities (see (3.4) and (3.5)) with Ladyzhenskaya’s inequality, we
can successfully obtain the a priori bound on the L2-norm of ∇2d in space and time provided that
ε0 is small (see (3.16) and (3.17)). Next, using the structure of the 2D heat flows of harmonic maps,
we multiply (3.7) by ∇d∆|∇d|2 and thus obtain some useful a priori estimates on ‖|∇d||∇2d|‖L2
and ‖|∇d||∆∇d|‖L2 (see (3.23)), which are crucial in deriving the time-independent estimates on
both the L∞(0, T ;L2)-norm of t
1
2
√
ρu˙ and the L2(R2 × (0, T ))-norm of t 12∇u˙ (see (3.19)). By the
similar arguments as [24], we get the bounds of L∞(0, T ;L1)-norm of spatial weighted estimates
of the density (see (3.30)). This together with Lemma 2.5 and some careful analysis indicates the
desired L1(0, T ;L∞) bound of the gradient of the velocity ∇u (see (3.36)), which in particular implies
the bound on the L∞(0, T ;Lq)-norm (q > 2) of the gradient of the density. Moreover, some useful
spatial weighted estimates on ρ,∇d,∇2d are derived (see Lemma 3.5). With the a priori estimates
stated above in hand, we can estimate the higher order derivatives of the solution (ρ,u, P,d) (see
(3.42)) by using the same arguments as those in [24,26] to obtain the desired results.
The remaining parts of the present paper are organized as follows. In Section 2, we shall give
some elementary facts and inequalities which will be needed in later analysis. In Section 3, we give
some a priori estimates which are needed to obtain the global existence of strong solutions. Section
4 is devoted to proving Theorem 1.1.
2 Preliminaries
In this section, we shall give some known results and elementary inequalities which will be used
frequently later.
We start with the local existence of strong solutions whose proof can be found in [21, Theorem
3.1].
Lemma 2.1 Assume that (ρ0,u0,d0) satisfies (1.5)–(1.7). Then there exist a small positive time
T > 0 and a unique strong solution (ρ,u, P,d) to the Cauchy problem of system (1.1)–(1.2) in
R
2 × (0, T ] satisfying (1.9) and (1.10).
Next, the following Gagliardo-Nirenberg inequality (see [27]) will be used later.
Lemma 2.2 (Gagliardo-Nirenberg) For q ∈ [2,∞), r ∈ (2,∞), and s ∈ (1,∞), there exists
some generic constant C > 0 which may depend on q, r, and s such that for f ∈ H1(R2) and
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g ∈ Ls(R2) ∩D1,r(R2), we have
‖f‖q
Lq(R2)
≤ C‖f‖2L2(R2)‖∇f‖q−2L2(R2),
‖g‖
C(R2)
≤ C‖g‖s(r−2)/(2r+s(r−2))
Ls(R2)
‖∇g‖2r/(2r+s(r−2))
Lr(R2)
.
The following weighted Lp-bounds for elements of the Hilbert space D˜1,2(R2) , {v ∈ H1loc(R2)|∇u ∈
L2(R2)} can be found in Theorem B.1 in [20].
Lemma 2.3 For m ∈ [2,∞) and θ ∈ (1+m2 ,∞), there exists a positive constant C such that for any
v ∈ D˜1,2(R2), (∫
R2
|v|m
e+ |x|2 (ln(e+ |x|
2))−θdx
) 1
m
≤ C‖v‖L2(B1) + C‖∇v‖L2(R2).
A useful consequence of Lemma 2.3 is the following weighted bounds for elements of D˜1,2(R2),
which have been proved in [10,11,15]. It will play a crucial role in our following analysis.
Lemma 2.4 Let x¯ be as in Theorem 1.1. Assume that ρ ∈ L1(R2) ∩ L∞(R2) is a non-negative
function such that ∫
BN1
ρdx ≥M1, ‖ρ‖L1(R2)∩L∞(R2) ≤M2,
for positive constants M1, M2, and N1 ≥ 1 with BN1 ⊆ R2. Then for ε > 0 and η > 0, there is a
positive constant C depending only on ε, η,M1,M2, N1, and η0 such that every v ∈ D˜1,2(R2) satisfies
‖vx¯−η‖
L
2+ε
η˜ (R2)
≤ C‖√ρv‖L2(R2) +C‖∇v‖L2(R2) (2.1)
with η˜ = min{1, η}.
Lemma 2.5 Let the assumptions in Lemma 2.4 hold. Suppose in addition that ρx¯a ∈ L1(R2)
with a > 1. Then for any η ∈ (0, 1] and any s ≥ 2, there is a constant C depending only on
M1, N1, a, η, s, ‖ρ‖L∞(R2), and ‖ρx¯a‖L1(R2) such that
‖ρηv‖
L
s
η (R2)
≤ C (‖√ρv‖L2(R2) + ‖∇v‖L2(R2)) . (2.2)
Proof. It follows from Ho¨lder’s inequality and Lemma 2.4 that
‖ρηv‖
L
s
η
≤ C‖ρηx¯ 3ηa4s ‖
L
4s
3η
‖vx¯− 3ηa4s ‖
L
4s
η
≤ C‖ρ‖
(4s−3)η
4s
L∞ ‖ρx¯a‖
3η
4s
L1
(‖√ρv‖L2 + ‖ρv‖L2)
≤ C (‖√ρv‖L2 + ‖∇v‖L2) ,
which implies (2.2). ✷
Finally, let H1(R2) and BMO(R2) stand for the usual Hardy and BMO spaces (see [29, Chapter
IV]). Then the following well-known facts play a key role in the proof of Lemma 3.1 in the next
section.
Lemma 2.6 (a) There is a positive constant C such that
‖E ·B‖H1 ≤ C‖E‖L2‖B‖L2
for all E ∈ L2(R2) and B ∈ L2(R2) satisfying
divE = 0, ∇⊥ ·B = 0 in D′(R2).
(b) There is a positive constant C such that
‖v‖BMO ≤ C‖∇v‖L2 (2.3)
for all v ∈ D˜1,2(R2).
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Proof. (a) For the detailed proof, see [2, Theorem II.1].
(b) It follows from the Poincare´ inequality that for any ball B ⊂ R2
1
|B|
∫
B
∣∣∣∣v(x)− 1|B|
∫
B
v(y)dy
∣∣∣∣ dx ≤ C (∫
B
|∇v|2dx
)1/2
,
which directly gives (2.3). ✷
3 A priori estimates
In this section, we shall establish some necessary a priori estimates for strong solutions (ρ,u, P,d)
to the Cauchy problem of system (1.1)–(1.2) to extend the local strong solutions guaranteed by
Lemma 2.1. Thus, let T > 0 be a fixed time and (ρ,u, P,d) be the strong solution to system (1.1)–
(1.2) on R2×(0, T ] with initial data (ρ0,u0,d0) satisfying (1.5)–(1.8). In what follows, the convention
of summation over repeated indices is used.
3.1 Lower order estimates
Lemma 3.1 If ε0 in (1.8) depending only on ‖ρ0‖L1∩L∞ , µ, λ, γ is sufficiently small, then there exists
a positive constant C depending only on C0, ‖ρ0‖L1∩L∞, ‖∇u0‖L2 , and ‖∇2d0‖L2 such that
sup
0≤t≤T
(‖ρ‖L1∩L∞ + ‖∇u‖2L2 + ‖∇2d‖2L2)+ ∫ T
0
(‖√ρu˙‖2L2 + ‖∇3d‖2L2) dt ≤ C, (3.1)
where u˙ , ut + u · ∇u. Furthermore, we have
sup
0≤t≤T
t
(‖∇u‖2L2 + ‖∇2d‖2L2)+ ∫ T
0
t
(‖√ρu˙‖2L2 + ‖∇3d‖2L2) dt ≤ C. (3.2)
Proof. First, since divu = 0, it is easy to obtain from the equation (1.1)1 (see [20]) that
‖ρ(t)‖Lp = ‖ρ0‖Lp for all p ∈ [1,∞] and t ≥ 0. (3.3)
Applying standard energy estimate to (1.1) (see [13, lemma 3.1]) gives that
sup
0≤t≤T
(‖√ρu‖2L2 + ‖∇d‖2L2)+ ∫ T
0
‖∇u‖2L2dt ≤ C0, (3.4)
and
sup
0≤t≤T
(‖√ρu‖2L2 + ‖∇d‖2L2)+ ∫ T
0
(‖∇u‖2L2 + ‖∆d‖2L2) dt ≤ C0 + C ∫ T
0
‖∇d‖4L4dt. (3.5)
Now, motivated by [24], multiplying (1.1)2 by u˙ and then integrating the resulting equality over R
2
lead to ∫
ρ|u˙|2dx =
∫
∆u · u˙dx−
∫
∇P · u˙dx−
∫
div(∇d⊙∇d) · u˙dx
,I1 + I2 + I3. (3.6)
It follows from integration by parts and Gagliardo-Nirenberg inequality that
I1 =
∫
∆u · (∂tu+ u · ∇u)dx
= −1
2
d
dt
‖∇u‖2L2 −
∫
∂iuj∂i(uk∂kuj)dx
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≤ −1
2
d
dt
‖∇u‖2L2 + C‖∇u‖3L3
≤ −1
2
d
dt
‖∇u‖2L2 + C‖∇u‖2L2‖∇2u‖L2 .
We deduce from integration by parts and (1.1)4 that
I2 = −
∫
∇P · (∂tu+ u · ∇u)dx
=
∫
P∂jui∂iujdx
≤ C‖P‖BMO‖∂jui∂iuj‖H1 ,
where one has used the duality ofH1 space and BMO one (see [29, Charpter IV]) in the last inequality.
Since div(∂ju) = ∂j divu = 0 and ∇⊥ · (∇uj) = 0, Lemma 2.6 yields
|I2| =
∣∣∣∣∫ P∂jui∂iujdx∣∣∣∣ ≤ C‖∇P‖L2‖∇u‖2L2 .
To bound the term I3, we first apply ∇ on (1.1)3 to get
∇dt −∆∇d = −∇(u · ∇d) +∇(|∇d|2d), (3.7)
which combined with Ho¨lder’s and Gagliardo-Nirenberg inequalities leads to
I3 =
∫
(∇d⊙∇d) · ∇utdx−
∫
div(∇d⊙∇d) · (u · ∇u)dx
=
d
dt
∫
(∇d⊙∇d) · ∇udx−
∫
(∇dt ⊙∇d) · ∇udx−
∫
(∇d⊙∇dt) · ∇udx
−
∫
div(∇d⊙∇d) · (u · ∇u)dx
=
d
dt
∫
(∇d⊙∇d) · ∇udx−
∫
[(∆∇d−∇(u · ∇d) +∇(|∇d|2d))⊙∇d] · ∇udx
−
∫
[∇d⊙ (∆∇d−∇(u · ∇d) +∇(|∇d|2d))] · ∇udx−
∫
div(∇d⊙∇d) · (u · ∇u)dx
=
d
dt
∫
(∇d⊙∇d) ·∇udx−
∫
[(∆∇d−∇u · ∇d+∇(|∇d|2d))⊙∇d] · ∇udx
+
∫
uk∂k∂idℓ∂jdℓ∂juidx−
∫
[∇d⊙ (∆∇d−∇u · ∇d+∇(|∇d|2d))] · ∇udx
+
∫
∂idℓuk∂k∂jdℓ∂juidx+
∫
∂idℓ∂jdℓ∂j(uk∂kui)dx
=
d
dt
∫
(∇d⊙∇d) · ∇udx−
∫
[(∆∇d−∇u · ∇d+∇(|∇d|2d))⊙∇d] · ∇udx
−
∫
[∇d⊙ (∆∇d−∇u · ∇d+∇(|∇d|2d))] · ∇udx+
∫
∂idℓ∂jdℓ∂juk∂kuidx
≤ d
dt
∫
(∇d⊙∇d) · ∇udx+ C‖∇3d‖L2‖∇d‖L6‖∇u‖L3 + C‖∇d‖2L6‖∇u‖2L3
+ C‖∇d‖4L6‖∇u‖L3 + C‖∇2d‖L3‖∇d‖2L6‖∇u‖L3
≤ d
dt
∫
(∇d⊙∇d) · ∇udx+ ε
4
‖∇3d‖2L2 + C‖∇u‖3L3 + C‖∇d‖6L6 + C‖∇2d‖
3
2
L3
‖∇d‖3L6 (with ε > 0)
≤ d
dt
∫
(∇d⊙∇d) · ∇udx+ ε
4
‖∇3d‖2L2 + C‖∇u‖3L3 + C‖∇d‖6L6 + C‖∇3d‖
3
4
L2
‖∇d‖
15
4
L6
≤ d
dt
∫
(∇d⊙∇d) · ∇udx+ ε
2
‖∇3d‖2L2 + C‖∇u‖3L3 + C‖∇d‖6L6
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≤ d
dt
∫
(∇d⊙∇d) · ∇udx+ ε
2
‖∇3d‖2L2 + C‖∇u‖2L2‖∇2u‖L2 + C‖∇d‖2L2‖∇2d‖4L2
≤ d
dt
∫
(∇d⊙∇d) · ∇udx+ ε
2
‖∇3d‖2L2 + C‖∇u‖2L2‖∇2u‖L2 + CC0‖∇2d‖4L2 ,
where in the last inequality we have used (3.4). Inserting the above estimates of Ii (i = 1, 2, 3) into
(3.6), and then using (3.5), it holds that
d
dt
(
1
2
‖∇u‖2L2 −
∫
(∇d⊙∇d) · ∇udx
)
+ ‖√ρu˙‖2L2
≤ ε
2
‖∇3d‖2L2 + CC0‖∇2d‖4L2 + C(‖∇2u‖L2 + ‖∇P‖L2)‖∇u‖2L2 . (3.8)
On the other hand, since (ρ,u, P,d) satisfies the following Stokes system
−∆u+∇P = −ρu˙− div(∇d⊙∇d), x ∈ R2,
divu = 0, x ∈ R2,
u(x)→ 0, |x| → ∞,
applying the standard Lp-estimate to the above system (see [30]) gives that for any p ∈ (1,∞),
‖∇2u‖Lp + ‖∇P‖Lp ≤ C(p) (‖ρu˙‖Lp + ‖|∇d||∆d|‖Lp) ≤ C(p)
(‖√ρu˙‖Lp + ‖|∇d||∇2d|‖Lp) , (3.9)
where we have used the identity div(∇d⊙∇d) = ∇d ·∆d and (3.3). In particular, we derive
‖∇2u‖L2 + ‖∇P‖L2 ≤ C
(‖√ρu˙‖L2 + ‖|∇d||∇2d|‖L2)
≤ C (‖√ρu˙‖L2 + ‖∇d‖L4‖∇2d‖L4)
≤ C
(
‖√ρu˙‖L2 + ‖∇d‖
1
2
L2
‖∇2d‖L2‖∇3d‖
1
2
L2
)
, (3.10)
which combined with (3.8) and Young’s inequality leads to
d
dt
B(t) + ‖√ρu˙‖2L2 ≤ ε‖∇3d‖2L2 + ε‖
√
ρu˙‖2L2 +C‖∇u‖4L2 +CC0‖∇2d‖4L2 , (3.11)
where
B(t) ,
1
2
‖∇u‖2L2 −
∫
(∇d⊙∇d) · ∇udx
satisfies
1
4
‖∇u‖2L2 − C1C0‖∇2d‖2L2 ≤ B(t) ≤ C‖∇u‖2L2 + CC0‖∇2d‖2L2 (3.12)
owing to the following estimate∣∣∣∣∫ (∇d⊙∇d) · ∇udx∣∣∣∣ ≤14‖∇u‖2L2 + C‖∇d‖4L4
≤1
4
‖∇u‖2L2 + C‖∇d‖2L2‖∇2d‖2L2
≤1
4
‖∇u‖2L2 + CC0‖∇2d‖2L2 .
Now, multiplying (3.7) by −∇∆d and then integrating by parts over R2, it follows from Ho¨lder’s
and Gagliardo-Nirenberg inequalities, (3.4), and (3.9) that
1
2
d
dt
‖∇2d‖2L2 + ‖∇∆d‖2L2
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=∫
∇(u · ∇d) · ∇∆ddx−
∫
∇(|∇d|2d)∇∆ddx
=
∫
(∇u · ∇d) · ∇∆ddx+
∫
ui∂i∂jdℓ∂i∂kkdℓdx−
∫
∇(|∇d|2d)∇∆ddx
=
∫
(∇u · ∇d) · ∇∆ddx−
∫
∂kui∂i∂jdℓ∂i∂kdℓdx−
∫
∇(|∇d|2d) · ∇∆ddx
≤ C(‖∇3d‖L2‖∇u‖L3‖∇d‖L6+ ‖∇u‖L3‖∇2d‖2L3+ ‖∇3d‖L2‖∇d‖3L6+ ‖∇3d‖L2‖∇2d‖L3‖∇d‖L6)
≤ ε
4
‖∇3d‖2L2 + C‖∇u‖3L3 + C‖∇d‖6L6 + C‖∇2d‖3L3 +C‖∇2d‖2L3‖∇d‖2L6
≤ ε
4
‖∇3d‖2L2 + C‖∇u‖3L3 + C‖∇d‖6L6 + C‖∇3d‖
3
2
L2
‖∇d‖
3
2
L2
+ C‖∇3d‖L2‖∇d‖3L6
≤ ε
2
‖∇3d‖2L2 + C‖∇u‖3L3 + C‖∇d‖6L6
≤ ε
2
‖∇3d‖2L2 + C‖∇u‖2L2‖∇2u‖L2 + C‖∇d‖2L2‖∇2d‖4L2
≤ ε
2
‖∇3d‖2L2 +
ε
2
(‖√ρu˙‖2L2 + ‖|∇d||∇2d|‖2L2) + CC0‖∇2d‖4L2 + C‖∇u‖4L2
≤ ε‖∇3d‖2L2 + ε‖
√
ρu˙‖2L2 + CC0‖∇2d‖4L2 + C‖∇u‖4L2 . (3.13)
Multiplying (3.13) by 2(C1C0 + 1), then adding the resulting inequality with (3.11) and choosing ε
suitably small, we obtain
d
dt
(
B(t) + (C1C0 + 1)‖∇2d‖2L2
)
+
1
2
‖√ρu˙‖2L2 + ‖∇3d‖2L2
≤ C (‖∇2d‖2L2‖∇2d‖2L2 + ‖∇u‖2L2‖∇u‖2L2) . (3.14)
This along with (3.4), (3.12), and Gronwall’s inequality yields
sup
0≤t≤T
(‖∇u‖2L2 + ‖∇2d‖2L2)+ ∫ T
0
(‖√ρu˙‖2L2 + ‖∇3d‖2L2) dt ≤ C + C exp [C ∫ T
0
‖∇2d‖2L2dt
]
.
(3.15)
It follows from (3.5), (3.4), and Ladyzhenskaya’s inequality that∫ T
0
‖∇2d‖2L2dt ≤ CC0 +C
∫ T
0
‖∇d‖4L4dt
≤ CC0 +C sup
0≤t≤T
‖∇d‖2L2
∫ T
0
‖∇2d‖2L2dt
≤ CC0 +CC0
∫ T
0
‖∇2d‖2L2dt, (3.16)
and thus ∫ T
0
‖∇2d‖2L2dt ≤ C (3.17)
provided ε0 in (1.8) is small. In particular,∫ T
0
‖∇d‖4L4dt ≤ CC0 + CC0
∫ T
0
‖∇2d‖2L2dt ≤ C,
which implies
sup
0≤t≤T
(‖√ρu‖2L2 + ‖∇d‖2L2)+ ∫ T
0
(‖∇u‖2L2 + ‖∆d‖2L2) dt ≤ C. (3.18)
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Combining (3.15) with (3.17), we derive (3.1).
Finally, multiplying (3.14) by t, and then applying Gronwall’s inequality to the resulting inequal-
ity, it follows from (3.17) and (3.12) gives (3.2). This completes the proof of Lemma 3.1. ✷
Next, motivated by [24, 26], we have the following estimates on the material derivatives of the
velocity which are important for the higher order estimates of both the density and the velocity.
Lemma 3.2 There exists a positive constant C depending only on C0, ‖ρ0‖L1∩L∞, ‖∇u0‖L2 , and
‖∇2d0‖L2 such that for i = 1, 2
sup
0≤t≤T
ti
(‖√ρu˙‖2L2 + ‖|∇d||∇2d|‖2L2)+ ∫ T
0
(‖∇u˙‖2L2 + ‖|∇d||∆∇d|‖2L2) dt ≤ C, (3.19)
and
sup
0≤t≤T
ti
(‖∇2u‖2L2 + ‖∇P‖2L2) ≤ C. (3.20)
Proof. First, operating ∂t + u · ∇ to (1.1)j2 (j = 1, 2) yields that
∂t(ρu˙j) + div(ρuu˙j)−∆u˙j
=
(
− ∂i(∂iu · ∇uj)− div(∂iu∂iuj)− ∂t∂i(∂id∂jd)− u · ∇∂i(∂id∂jd)
)
− ∂t∂jP − u · ∇∂jP.
Now, multiplying the above equality by u˙j, and then integrating by parts over R
2, we deduce
1
2
d
dt
∫
ρ|u˙|2dx+
∫
|∇u˙|2dx =−
∫
[∂i(∂iu · ∇uj) + div(∂iu∂iuj)] u˙jdx
−
∫
(∂t∂jP + u · ∇∂jP )u˙jdx−
∫
∂t∂i(∂id∂jd)u˙jdx
−
∫
u · ∇∂i(∂id∂jd)u˙jdx
,L1 + L2 + L3 + L4. (3.21)
By the same arguments as [24, Lemma 3.3], one has
L1 + L2 ≤ d
dt
∫
P∂jui∂iujdx+ C(‖P‖4L4 + ‖∇u‖4L4) +
1
4
‖∇u˙‖2L2 .
For terms L3 and L4, we infer from (1.1)3 and (1.1)4 that
L3 + L4 =
∫
∂iu˙j∂idt∂jddx+
∫
∂iu˙j∂id∂jdtdx−
∫
uk∂k∂i(∂id∂jd)u˙jdx
=
∫
∂iu˙j∂jd∂i(∆d− u · ∇d+ |∇d|2d)dx+
∫
∂iu˙j∂id∂j(∆d− u · ∇d+ |∇d|2d)dx
−
∫
uk∂k∂i(∂id∂jd)u˙jdx
=
∫
∂iu˙j∂jd(∆∂id− ∂iu · ∇d+ ∂i(|∇d|2d))dx−
∫
∂iu˙j∂jduk∂k∂iddx
+
∫
∂iu˙j∂id(∆∂jd− ∂ju · ∇d+ ∂j(|∇d|2d))dx−
∫
∂iu˙j∂iduk∂k∂jddx
+
∫
∂iuk∂k(∂id∂jd)u˙jdx+
∫
uk∂k(∂id∂jd)∂iu˙jdx
=
∫
∂iu˙j∂jd(∆∂id− ∂iu · ∇d+ ∂i(|∇d|2d))dx
+
∫
∂iu˙j∂id(∆∂jd− ∂ju · ∇d+ ∂j(|∇d|2d))dx+
∫
∂iuk∂id∂jd∂ku˙jdx,
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which combined with |d| = 1, Ho¨lder’s and Young’s inequalities yields
L3 + L4 ≤C‖∇u˙‖L2‖|∇d||∆∇d|‖L2 + C‖∇u˙‖L2‖∇u‖L4‖|∇d|2‖L4
+ C‖∇u˙‖L2‖|∇d|4‖L2 +C‖∇u˙‖L2‖|∇d|2|∇2d|‖L2
≤1
4
‖∇u˙‖2L2 + C‖|∇d||∆∇d|‖2L2 +C‖∇u‖4L4 + C‖|∇d|2‖4L4 + C‖|∇d|2|∇2d|‖2L2 .
Inserting the above estimates of Li (i = 1, 2, 3, 4) into (3.21), one deduces
1
2
d
dt
‖√ρu˙‖2L2 +
1
2
‖∇u˙‖2L2
≤ d
dt
∫
P∂jui∂iujdx+ C(‖P‖4L4 + ‖∇u‖4L4 + ‖|∇d|2‖4L4)
+ C‖|∇d||∆∇d|‖2L2 + C‖|∇d|2|∇2d|‖2L2 . (3.22)
Now, inspired by [23,25,26], for a1, a2 ∈ {−1, 0, 1}, let us denote
(∇˜d)(a1, a2) = a1∂1d+ a2∂2d, (∇˜u)(a1, a2) = a1∂1u+ a2∂2u, u˜(a1, a2) = a1u1 + a2u2,
then it is easy to deduce from (3.7) that
∇˜dt −∆∇˜d = −∇˜u · ∇d− u · ∇∇˜d+ |∇d|2∇˜d+ 2(∇d · d)∇∇˜d.
Multiplying the above equality by 4∇˜d∆|∇˜d|2, and then integrating by parts over R2, it follows that
d
dt
‖∇|∇˜d|2‖2L2 + 2‖∆|∇˜d|2‖2L2
= −4
∫
(∇˜u · ∇d) · ∇˜d∆|∇˜d|2dx− 4
∫
(u · ∇∇˜d) · ∇˜d∆|∇˜d|2dx
+ 4
∫
|∇d|2|∇˜d|2∆|∇˜d|2dx+ 8
∫
(∇d · d)∇∇˜d · ∇˜d∆|∇˜d|2dx
≤ C
∫
|∇˜u||∇d||∇˜d||∆|∇˜d|2|dx− 2
∫
(u · ∇|∇˜d|2)∆|∇˜d|2dx
+ C
∫
|∇d|2|∇˜d|2|∆|∇˜d|2|dx+ C
∫
|∇d|∇|∇˜d|2|∆|∇˜d|2|dx
≤ C
∫
|∇˜u||∇d||∇˜d||∆|∇˜d|2|dx+ C
∫
|∇u||∇|∇˜d|2|2dx
+ C
∫
|∇d|2|∇˜d|2|∆|∇˜d|2|dx+ C
∫
|∇d|∇|∇˜d|2|∆|∇˜d|2|dx
≤ C‖∇u‖L4‖|∇d|2‖L4‖∆|∇˜d|2‖L2 + C‖∇u‖L4‖∇|∇˜d|2‖2
L
8
3
+ C‖|∇d|2‖2L4‖∆|∇˜d|2‖L2 + C‖∆|∇˜d|2‖L2‖∇|∇˜d|2‖L 83 ‖∇d‖L8
≤ 1
2
‖∆|∇˜d|2‖2L2 + C(‖|∇d|2‖4L4 + ‖∇u‖4L4) + C‖∇|∇˜d|2‖
8
3
L
8
3
+ C‖∇d‖8L8
≤ 1
2
‖∆|∇˜d|2‖2L2 + C(‖|∇d|2‖4L4 + ‖∇u‖4L4) + C‖|∇˜d|2‖
4
3
L4
‖∆|∇˜d|2‖
4
3
L2
+ C‖∇d‖4L2‖∇2d‖4L4
≤ ‖∆|∇˜d|2‖2L2 + C(‖|∇d|2‖4L4 + ‖∇u‖4L4) +C‖∇2d‖4L4 , (3.23)
where we have used Ho¨lder’s and Gagliardo-Nirenberg inequalities, and (3.18) in the above estimates.
Noticing that
‖|∆∇d||∇d|‖2L2≤C‖∇2d‖4L4+‖∆|∇˜d(1, 0)|2‖2L2+‖∆|∇˜d(0, 1)|2‖2L2+‖∆|∇˜d(1, 1)|2‖2L2
+‖∆|∇˜d(1,−1)|2‖2L2 ,
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and
‖|∇2d||∇d|‖2L2 ≤ G(t) ≤ C‖|∇2d||∇d|‖2L2 (3.24)
with
G(t) , ‖∇|∇˜d(1, 0)|2‖2L2 + ‖∇|∇˜d(0, 1)|2‖2L2 + ‖∇|∇˜d(1, 1)|2‖2L2 + ‖∇|∇˜d(1,−1)|2‖2L2 .
Thus, it follows from (3.23) multiplied by (C2 + 1) that
d
dt
((C2 + 1)G(t)) + (C2 + 1)‖|∆∇d||∇d|‖2L2 ≤ C‖∇u‖4L4 + C‖∇2d‖4L4 + C‖|∇d|2‖4L4 ,
which combined with (3.22) ensures that
d
dt
F (t) +
1
2
‖∇u˙‖2L2 + ‖|∆∇d||∇d|‖2L2 ≤ C‖P‖4L4 +C‖∇u‖L4 + C‖∇2d‖4L4 + C‖|∇d|2‖4L4 , (3.25)
where
F (t) ,
1
2
‖√ρu˙‖2L2 + (C2 + 1)G(t) −
∫
P∂jui∂iujdx
satisfies
1
4
‖√ρu˙‖2L2 +
C2 + 1
2
G(t)− C‖∇u‖4L4 ≤ F (t) ≤ ‖
√
ρu˙‖2L2 + CG(t) + C‖∇u‖4L4 (3.26)
owing to the following estimate∣∣∣∣∫ P∂jui∂iujdx∣∣∣∣ ≤C‖P‖BMO‖∂iuj∂jui‖H1 ≤ C‖∇P‖L2‖∇u‖2L2 (by Lemma 2.6)
≤C(‖√ρu˙‖L2 + ‖|∇2d||∇d|‖L2)‖∇u‖2L2 (by(3.9))
≤1
2
‖√ρu˙‖2L2 +
C2 + 1
2
G(t) + C‖∇u‖4L4 .
Next, we shall estimate the terms on the right-hand side of (3.25). To bound the terms ‖P‖L4
and ‖∇u‖L4 , it follows from Sobolev embedding, (3.9), Ho¨lder’s inequality, (3.18), (3.3), and (3.26)
that
‖P‖4L4 + ‖∇u‖4L4 ≤C(‖∇P‖4L 43 + ‖∇
2u‖4
L
4
3
) ≤ C(‖ρu˙‖4
L
4
3
+ ‖|∇d||∇2d|‖4
L
4
3
)
≤C‖ρ‖2L2‖
√
ρu˙‖4L2 + C‖∇d‖4L2‖∇2d‖4L4
≤C‖√ρu˙‖2L2(F (t) + ‖∇u‖4L2) + C‖∇2d‖2L2‖∇3d‖2L2 . (3.27)
By Ladyzhenskaya’s inequality, (3.18), and (3.26), one has
‖∇2d‖4L4 + ‖|∇d|2‖4L4 ≤C‖∇2d‖2L2‖∇3d‖2L2 +C‖∇d‖2L2‖∇2d‖2L2‖|∇d||∇2d|‖2L2
≤C‖∇2d‖2L2(F (t) + ‖∇u‖4L4) +C‖∇2d‖2L2‖∇3d‖2L2 . (3.28)
Then, substituting (3.27) and (3.28) into (3.25), one obtains
d
dt
F (t) +
1
2
‖∇u˙‖2L2 + ‖|∆∇d||∇d|‖2L2
≤ C(‖√ρu˙‖2L2 + ‖∇2d‖2L2)(F (t) + ‖∇u‖4L2) + C‖∇2d‖2L2‖∇3d‖2L2 . (3.29)
Multiplying (3.29) by ti (i = 1, 2), and then applying Gronwall’s inequality, it follows from (3.24),
(3.26), (3.1), (3.2), and (3.18) that
sup
0≤t≤T
(tiF (t)) +
∫ T
0
ti(‖∇u˙‖2L2 + ‖|∆∇d||∇d|‖2L2)dt
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≤ C
∫ T
0
ti−1F (t)dt+ C
∫ T
0
ti‖∇2d‖2L2‖∇3d‖2L2dt+ C
∫ T
0
(‖√ρu˙‖2L2 + ‖∇2d‖2L2)ti‖∇u‖4L4dt
≤ C
∫ T
0
ti−1(‖√ρu˙‖2L2 + ‖|∇2d||∇d|‖2L2)dt+ C sup
0≤t≤T
(ti−1‖∇u‖2L2)
∫ T
0
‖∇u‖2L2dt
+ C sup
0≤t≤T
(ti−1‖∇2d‖2L2)
∫ T
0
t‖∇3d‖2L2dt+ C sup
0≤t≤T
(ti‖∇u‖4L4)
∫ T
0
(‖√ρu˙‖2L2 + ‖∇2d‖2L2)dt
≤ C
∫ T
0
ti−1(‖√ρu˙‖2L2 + ‖∇2d‖2L4‖∇d‖2L4)dt+ C
≤ C
∫ T
0
ti−1(‖√ρu˙‖2L2 + ‖∇d‖L2‖∇2d‖2L2‖∇3d‖L2)dt+ C
≤ C
∫ T
0
ti−1(‖√ρu˙‖2L2 + ‖∇3d‖2L2)dt+ C sup
0≤t≤T
(ti−1‖∇2d‖2L2)
∫ T
0
‖∇2d‖2L2dt+ C
≤ C.
This together with (3.24), (3.26), (3.1), (3.2), and (3.18) implies (3.19).
Finally, it is easy to see that the estimate (3.19) combined with (3.9) gives (3.20). This completes
the proof of Lemma 3.2. ✷
3.2 Higher order estimates
The following spatial weighted estimate on the density plays an important role in deriving the
bounds on the higher order derivatives of the solutions (ρ,u, P,d), whose proof can be found in [24,
Lemma 3.4].
Lemma 3.3 There exists a positive constant C depending on T such that
sup
0≤t≤T
‖ρx¯a‖L1 ≤ C(T ). (3.30)
Lemma 3.4 There exists a positive constant C depending on T such that
sup
t∈[0,T ]
‖ρ‖H1∩W 1,q +
∫ T
0
(
‖∇2u‖2L2 + ‖∇2u‖
q+1
q
Lq + t‖∇2u‖2L2∩Lq
)
dt
+
∫ T
0
(
‖∇P‖2L2 + ‖∇P‖
q+1
q
Lq + t‖∇P‖2L2∩Lq
)
dt ≤ C(T ). (3.31)
Proof. First, it follows from (1.1)1 and (1.1)4 that ∇ρ satisfies for any r ≥ 2,
d
dt
‖∇ρ‖Lr ≤ C‖∇u‖L∞‖∇ρ‖Lr . (3.32)
Next, by Gagliardo-Nirenberg inequality, (3.1), and (3.9), one gets for q > 2 as in Theorem 1.1,
‖∇u‖L∞ ≤ C‖∇u‖
q−2
2(q−1)
L2
‖∇2u‖
q
2(q−1)
Lq ≤ C
(
‖ρu˙‖
q
2(q−1)
Lq + ‖|∇d||∇2d|‖
q
2(q−1)
Lq
)
. (3.33)
By virtue of Gagliardo-Nirenberg inequality and Lemma 2.5, one has
‖ρu˙‖Lq ≤C‖ρu˙‖
2q2−1
q(q2−1)
L2
‖ρu˙‖
q2−2q
q2−1
L2q2
≤C‖√ρu˙‖
2q2−1
q(q2−1)
L2
(‖√ρu˙‖L2 + ‖∇u˙‖L2)
q2−2q
q2−1
≤C‖√ρu˙‖L2 + C‖
√
ρu˙‖
2q2−1
q(q2−1)
L2
‖∇u˙‖
q2−2q
q2−1
L2
,
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which along with (3.1) and (3.19) leads to∫ T
0
(
‖ρu˙‖
q+1
q
Lq + t‖ρu˙‖2Lq
)
dt
≤ C
∫ T
0
t
− q+1
2q
(
t‖√ρu˙‖2L2
) 2q−1
2q(q−1)
(
t‖∇u˙‖2L2
) q−2
2q−2 dt+ C
∫ T
0
‖√ρu˙‖
q+1
q
L2
dt
+ C
∫ T
0
(
t‖√ρu˙‖2L2
) 2q−1
q2−1
(
t‖∇u˙‖2L2
) q(q−2)
q2−1 dt+ C
∫ T
0
t‖√ρu˙‖2L2dt
≤ C sup
0≤t≤T
(
t‖√ρu˙‖2L2
) 2q−1
2q(q−1)
∫ T
0
(
t‖∇u˙‖2L2 + t
−
q3+q2−q−1
q3+q2
)
dt
+ C
∫ T
0
(
t‖√ρu˙‖2L2 + t‖∇u˙‖2L2
)
dt+ C
∫ T
0
(1 + ‖√ρu˙‖2L2)dt
≤ C(T ). (3.34)
On the other hand, it follows from Ho¨lder’s and Gagliardo-Nirenberg inequalities, and (3.1) that∫ T
0
(
‖|∇d||∇2d|‖
q+1
q
Lq + t‖|∇d||∇2d|‖2Lq
)
dt
≤ C
∫ T
0
[(‖∇d‖L2q‖∇2d‖L2q) q+1q + t (‖∇d‖L2q‖∇2d‖L2q)2]dt
≤ C
∫ T
0
[(
‖∇d‖
1
q
L2
‖∇2d‖L2‖∇3d‖
1− 1
q
L2
) q+1
q
+ t
(
‖∇d‖
1
q
L2
‖∇2d‖L2‖∇3d‖
1− 1
q
L2
)2]
dt
≤ C
∫ T
0
(‖∇3d‖2L2 + tq + 1) dt
≤ C(T ). (3.35)
Hence, combining (3.33), (3.34), and (3.35) together, it follows that∫ T
0
‖∇u‖L∞dt ≤ C(T ). (3.36)
Thus, applying Gronwall’s inequality to (3.32) ensures
sup
0≤t≤T
‖∇ρ‖L2∩Lq ≤ C(T ). (3.37)
Finally, it is easy to deduce from (3.9), (3.34), (3.35), (3.1), and (3.5) that∫ T
0
(
‖∇2u‖2L2+‖∇P‖2L2+‖∇2u‖
q+1
q
Lq +‖∇P‖
q+1
q
Lq + t(‖∇2u‖2L2∩Lq+‖∇P‖2L2∩Lq )
)
dt ≤ C(T ).
This together with (3.3) and (3.37) yields (3.31), and finishes the proof of Lemma 3.4. ✷
We shall now give some spatial estimates on ∇ρ, ∇d and ∇2d, which are crucial to derive the
estimates on the gradients of both ut and ∇dt.
Lemma 3.5 There exists a positive constant C depending on T such that
sup
0≤t≤T
‖ρx¯a‖L1∩H1∩W 1,q ≤ C(T ), (3.38)
sup
0≤t≤T
‖∇dx¯ a2 ‖2L2 +
∫ T
0
‖∇2dx¯ a2 ‖2L2dt ≤ C(T ), (3.39)
and
sup
0≤t≤T
t‖∇2dx¯ a2 ‖2L2 +
∫ T
0
t‖∇3dx¯ a2 ‖2L2dt ≤ C(T ). (3.40)
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Proof. With (3.30) in hand, the proof of (3.38) is exactly the same as [24, Lemma 3.6], and we
omit it for simplicity. To prove (3.39), by multiplying (3.7) with ∇dx¯a and integrating by parts yield
1
2
d
dt
‖∇dx¯ a2 ‖2L2 + ‖∇2dx¯
a
2 ‖2L2
≤C
∫
|∇d||∇2d|∇x¯adx+
∫
|∇u||∇d|2x¯adx+
∫
|u||∇d|2∇x¯adx+
∫
|∇d|2|∇2d|x¯adx+
∫
|∇d|3∇x¯adx
, J1 + J2 + J3 + J4 + J5. (3.41)
By virtue of Ho¨lder’s and Ladyzhenskaya’s inequalities, (3.1), (3.18), and (2.1), we have
J1 ≤C
∫
|∇d||∇2d|x¯adx ≤ 1
10
‖∇2dx¯ a2 ‖2L2 + C‖∇dx¯
a
2 ‖2L2 ;
J2 ≤‖∇u‖L2‖∇dx¯
a
2 ‖2L4
≤C‖∇dx¯ a2 ‖L2
(
‖∇2dx¯ a2 ‖L2 + ‖∇d∇x¯
a
2 ‖L2
)
≤ 1
10
‖∇2dx¯ a2 ‖2L2 +C‖∇dx¯
a
2 ‖2L2 ;
J3 ≤C
∫
|u||∇d|2x¯a− 34dx ≤ C‖∇dx¯ a2 ‖L4‖∇dx¯
a
2 ‖L2‖ux¯−
3
4‖L4
≤C‖∇dx¯ a2 ‖2L4 + C(‖
√
ρu‖2L2 + ‖∇u‖2L2)‖∇dx¯
a
2 ‖2L2
≤ 1
10
‖∇2dx¯ a2 ‖2L2 +C‖∇dx¯
a
2 ‖2L2 ;
J4 ≤‖∇2dx¯
a
2 ‖L2‖∇dx¯
a
2 ‖L4‖∇d‖L4
≤ 1
20
‖∇2dx¯ a2 ‖2L2 +C‖∇d‖2L4‖∇dx¯
a
2 ‖2L4
≤ 1
20
‖∇2dx¯ a2 ‖2L2 +C
(‖∇d‖2L2 + ‖∇2d‖2L2) ‖∇dx¯ a2 ‖L2 (‖∇2dx¯ a2 ‖L2 + ‖∇d∇x¯ a2 ‖L2)
≤ 1
10
‖∇2dx¯ a2 ‖2L2 +C‖∇dx¯
a
2 ‖2L2 ;
J5 ≤
∫
|∇d|3x¯adx ≤ ‖∇d‖L2‖∇dx¯
a
2 ‖2L4 ≤
1
10
‖∇2dx¯ a2 ‖2L2 + C‖∇dx¯
a
2 ‖2L2 .
Then, inserting the estimates of Ji (i = 1, 2, · · · , 5) into (3.41), we obtain (3.39) after by using
Gronwall’s inequality.
It remains to show (3.40). Multiplying (3.7) by ∆∇dx¯a and integrating by parts lead to
1
2
d
dt
‖∇2dx¯ a2 ‖2L2 +‖∇3dx¯
a
2 ‖2L2
= −
∫
∇dt∇2d∇x¯adx+
∫
∇(u · ∇d)∇∆dx¯adx−
∫
∇(|∇d|2d)∇∆dx¯adx
− 2
∫
∇3d∇2d∇x¯adx−
∫
|∇2d|2∇2x¯adx
≤ 1
4
‖∇3dx¯ a2 ‖2L2+
∫
|∆∇d||∇2d|∇x¯adx+
∫
|u||∇d||∇3d|∇x¯adx+
∫
|u||∇d||∇2d|∇2x¯adx
+
∫
|u||∇2d|2∇x¯adx+
∫
|∇d|3|∇2d|∇x¯adx+
∫
|∇d||∇2d|2∇x¯adx
+
∫
|∇u|2|∇d|2x¯adx+
∫
|∇d|6x¯adx+
∫
|∇d|2|∇2d|2x¯adx+
∫
|∇2d|2∇2x¯adx
,
1
4
‖∇3dx¯ a2 ‖2L2 +K1 +K2 + · · · +K10. (3.42)
Using Ho¨lder’s and Ladyzhenskaya’s inequalities, (2.1), (3.1), (3.18), and (3.39), we get
K1 ≤C
∫
|∇∆d||∇2d|x¯adx ≤ 1
20
‖∇3dx¯ a2 ‖2L2 + C‖∇2dx¯
a
2 ‖2L2 ;
16
K2 ≤C
∫
|u||∇d||∇3d|x¯a− 34dx ≤ 1
40
‖∇3dx¯ a2 ‖2L2 + C‖ux¯−
3
4 ‖2L2‖∇2dx¯
a
2 ‖2L4
≤ 1
40
‖∇3dx¯ a2 ‖2L2+C
(‖√ρu‖2L2+‖∇u‖2L2) ‖∇2dx¯ a2 ‖L2 (‖∇3dx¯ a2 ‖L2+‖∇2d∇x¯ a2 ‖L2)
≤ 1
20
‖∇3dx¯ a2 ‖2L2 +C‖∇2dx¯
a
2 ‖2L2 ;
K3 ≤C‖∇2dx¯
a
2 ‖L2‖ux¯−
3
4 ‖L4‖∇dx¯
a
2 ‖L4
≤C‖∇2dx¯ a2 ‖2L2 + C (‖
√
ρu‖L2 + ‖∇u‖L2) ‖∇dx¯
a
2 ‖L2
(
‖∇2dx¯ a2 ‖L2 + ‖∇d∇x¯
a
2 ‖L2
)
≤C(1 + ‖∇2dx¯ a2 ‖2L2);
K4 ≤C‖∇2dx¯
a
2 ‖L2‖ux¯−
3
4 ‖L4‖∇2dx¯
a
2 ‖L4
≤C‖∇2dx¯ a2 ‖2L2 + C (‖
√
ρu‖L2 + ‖∇u‖L2) ‖∇2dx¯
a
2 ‖L2
(
‖∇3dx¯ a2 ‖L2 + ‖∇2d∇x¯
a
2 ‖L2
)
≤ 1
20
‖∇3dx¯ a2 ‖2L2 +C‖∇2dx¯
a
2 ‖2L2 ;
K5 ≤C
∫
|∇d|3|∇2d|x¯adx ≤ C‖∇2dx¯ a2 ‖L2‖∇dx¯
a
2 ‖L4‖∇d‖2L8
≤C‖∇2dx¯ a2 ‖2L2 + C‖∇dx¯
a
2 ‖L2(‖∇2dx¯
a
2 ‖L2 + ‖∇d∇x¯
a
2 ‖L2)‖∇d‖L2‖∇2d‖3L2
≤C(1 + ‖∇2dx¯ a2 ‖2L2);
K6 ≤C
∫
|∇d||∇2d|∇x¯adx ≤ ‖∇dx¯ a2 ‖L2‖∇2dx¯
a
2 ‖2L4
≤C‖∇2dx¯ a2 ‖L2(‖∇3dx¯
a
2 ‖L2 + ‖∇2dx¯
a
2 ‖L2)
≤ 1
20
‖∇3dx¯ a2 ‖2L2 +C‖∇2dx¯
a
2 ‖2L2 ;
K7 ≤C‖∇u‖2L4‖∇dx¯
a
2 ‖2L4 ≤ C‖∇u‖L2‖∇2u‖L2‖∇dx¯
a
2 ‖L2
(
‖∇2dx¯ a2 ‖L2 + ‖∇d∇x¯
a
2 ‖L2
)
≤C‖∇2u‖2L2 +C‖∇2dx¯
a
2 ‖2L2 + C;
K8 +K9 ≤C‖∇d‖4L8‖∇2dx¯
a
2 ‖2L4 + C‖∇d‖2L4‖∇2dx¯
a
2 ‖2L4
≤C(‖∇d‖L2‖∇2d‖2L2 + ‖∇d‖L2‖∇2d‖L2)‖∇2dx¯
a
2 ‖L2(‖∇3dx¯
a
2 ‖L2+‖∇2d∇x¯
a
2 ‖L2)
≤ 1
20
‖∇3dx¯ a2 ‖2L2 +C‖∇2dx¯
a
2 ‖2L2 ;
K10 ≤C
∫
|∇2d|2x¯ax¯−2 log4(e+ |x|2)dx ≤ C‖∇2dx¯ a2 ‖2L2 .
Substituting the above estimates of Ki (i = 1, 2, · · · , 10) into (3.42), after by using (3.29), we have
d
dt
‖∇2dx¯ a2 ‖2L2+‖∇3dx¯
a
2 ‖2L2 ≤ C‖∇2dx¯
a
2 ‖2L2 + C‖∇2u‖2L2 + C,
which multiplied by t implies (3.40) after using Gronwall’s inequality, (3.31), and (3.39). This
completes the proof of Lemma 3.5. ✷
Lemma 3.6 There exists a positive constant C depending on T such that
sup
0≤t≤T
t
(‖√ρut‖2L2 + ‖dt‖2H1 + ‖∇3d‖2L2)+ ∫ T
0
t
(‖∇2ut‖2L2 + ‖∇dt‖2H1) dt ≤ C(T ). (3.43)
Proof. First, we shall prove that∫ T
0
(‖√ρut‖2L2 + ‖∇dt‖2L2)dt ≤ C(T ). (3.44)
On the one hand, we derive from Ho¨lder’s inequality, (2.2), (3.1), and (3.18) that
‖√ρut‖2L2 ≤‖
√
ρu˙‖2L2 + ‖
√
ρ|u||∇u|‖2L2
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≤‖√ρu˙‖2L2 + C‖
√
ρu‖2L6‖∇u‖2L3
≤‖√ρu˙‖2L2 + C
(‖√ρu‖2L2 + ‖∇u‖2L2) ‖∇u‖ 43L2‖∇2u‖ 23L2
≤‖√ρu˙‖2L2 + C
(
1 + ‖∇2u‖2L2
)
. (3.45)
On the other hand, by virtue of (3.7), (2.1), (3.1), (3.18), and (3.39), we obtain
‖∇dt‖2L2 ≤C
(‖∇3d‖2L2 + ‖|∇u||∇d|‖2L2 + ‖|u||∇2d|‖2L2 + ‖|∇d|3‖2L2 + ‖|∇d||∇2d|‖2L2)
≤C
(
‖∇3d‖2L2 + ‖∇u‖2L4‖∇d‖2L4 + ‖ux¯−
a
4 ‖2L8‖∇2dx¯
a
2 ‖L2‖∇2d‖L4
)
+ C
(‖∇d‖6L6 + ‖|∇d||∇2d|‖2L2)
≤C
(
‖∇3d‖2L2 + ‖∇2u‖2L2 + ‖∇2dx¯
a
2 ‖2L2 + ‖ux¯−
a
4 ‖4L8‖∇2d‖2L4 + 1
)
≤C
(
‖∇3d‖2L2 + ‖∇2u‖2L2 + ‖∇2dx¯
a
2 ‖2L2 + (‖
√
ρu‖2L2 + ‖∇u‖2L2)2‖∇2d‖2L4 + 1
)
≤C (‖∇3d‖2L2 + ‖∇2u‖2L2 + 1) , (3.46)
which combined with (3.45), (3.1), and (3.31) leads to (3.44).
Now, differentiating (1.1)2 with respect to t gives
ρutt + ρu · ∇ut −∆ut +∇Pt = −ρt(ut + u · ∇u)− ρut · ∇u− div(∇d⊙∇d)t.
Multiplying the above equality by ut and integrating the resulting equality by parts over R
2, we
deduce after using (1.1)1 and (1.1)4 that
1
2
d
dt
∫
ρ|ut|2dx+
∫
|∇ut|2dx ≤C
∫
ρ|u||ut|
(|∇ut|+|∇u|2+|u||∇2u|) dx+C ∫ ρ|u|2|∇u||∇ut|dx
+ C
∫
ρ|ut|2|∇u|dx+ C
∫
|∇d||∇dt||∇ut|dx
,M1 +M2 +M3 +M4. (3.47)
The terms on the right-hand side of (3.47) can be bounded as follows.
By (2.1), (2.2), (3.1), (3.18), Ho¨lder’s and Gagliardo-Nirenberg inequalities, we have
M1 ≤ C‖√ρu‖L6‖
√
ρut‖
1
2
L2
‖√ρut‖
1
2
L6
(‖∇ut‖L2 + ‖∇u‖2L4)
+ C‖ρ 14u‖2L12‖
√
ρut‖
1
2
L2
‖√ρut‖
1
2
L6
‖∇2u‖L2
≤ C‖√ρut‖
1
2
L2
(‖√ρut‖L2+‖∇ut‖L2)
1
2
(‖∇ut‖L2 +‖∇2u‖L2)
≤ 1
6
‖∇ut‖2L2 + C
(
1 + ‖√ρut‖2L2 + ‖∇2u‖2L2
)
.
Next, Ho¨lder’s inequality, (2.1), and (2.2) imply
M2 +M3 ≤C‖√ρu‖2L8‖∇u‖L4‖∇ut‖L4 + C‖
√
ρut‖
3
2
L6
‖√ρut‖
1
2
L2
‖∇u‖L2
≤1
6
‖∇ut‖2L2 + C
(
1 + ‖√ρut‖2L2 + ‖∇2u‖2L2
)
.
For the term M4, by Ladyzhenskaya’s inequality, (3.1), and (3.18), we have
M4 ≤C‖∇d‖L4‖∇dt‖L4‖∇ut‖L2
≤1
6
‖∇ut‖2L2 + C‖∇d‖L2‖∇2d‖L2‖∇dt‖L2‖∇2dt‖L2
≤1
6
‖∇ut‖2L2 +
1
4(C3 + 1)
‖∇2dt‖2L2 + C‖∇dt‖2L2 ,
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where the positive constant C3 is defined in the following (3.49) and (3.52). Substituting the estimates
of Mi (i = 1, 2, · · · , 4) into (3.47), there holds
d
dt
‖√ρut‖2L2 + ‖∇ut‖2L2 ≤ C(‖
√
ρut‖2L2 + ‖∇dt‖2L2) +
1
2(C3 + 1)
‖∇2dt‖2L2 + C(‖∇2u‖2L2 + 1).
(3.48)
Next, differentiating (1.1)3 with respect to t, and multiplying the resulting equality with dt and
then integrating by parts over R2, we arrive at
1
2
d
dt
∫
|dt|2dx+
∫
|∇dt|2dx ≤C
∫
|ut||∇d||dt|dx+ C
∫
|∇dt||∇d||dt|dx+ C
∫
|∇d|2|dt|2dx
,M5 +M6 +M7.
By Ho¨lder’s and Ladyzhenskaya’s inequalities, (2.1), (3.1), (3.18), and (3.39), we derive
M5 ≤C‖utx¯−
a
2 ‖L4‖∇dx¯
a
2 ‖L2‖dt‖L4
≤C(‖√ρut‖L2 + ‖∇ut‖L2)‖∇dx¯
a
2 ‖L2‖dt‖
1
2
L2
‖∇dt‖
1
2
L2
≤1
4
‖∇ut‖2L2 + C(‖
√
ρut‖2L2 + ‖dt‖2L2 + ‖∇dt‖2L2);
M6 +M7 ≤1
4
‖∇dt‖L2 + C‖∇d‖2L4‖dt‖2L4
≤1
4
‖∇dt‖L2 + C‖∇d‖L2‖∇2d‖L2‖dt‖L2‖∇dt‖L2
≤1
2
‖∇dt‖L2 + C‖dt‖2L2 .
Hence
d
dt
‖dt‖2L2 + ‖∇dt‖2L2 ≤C3‖∇ut‖2L2 + C
(‖√ρut‖2L2 + ‖dt‖2L2 + ‖∇dt‖2L2) . (3.49)
Differentiating (3.7) with respect to time variable t ensures
∇dtt −∆∇dt = −∇(u · ∇d)t +∇(|∇d|2d)t. (3.50)
Multiplying (3.50) by ∇dt, and integrating the resulting equality over R2, we find
1
2
d
dt
‖∇dt‖2L2 + ‖∇2dt‖2L2 ≤C
∫
|∇ut||∇d||∇dt|dx+ C
∫
|∇u||∇dt|2dx+ C
∫
|ut||∇2d||∇dt|dx
+ C
∫
|∇d|2|dt||∇2dt|dx+ C
∫
|∇d||∇dt||∇2dt|dx
,M8 +M9 +M10 +M11 +M12. (3.51)
By Ho¨lder’s and Ladyzhenskaya’s inequalities, (3.1), and (3.18), we have
M8 ≤C‖∇ut‖L2‖∇dt‖L4‖∇d‖L4
≤1
2
‖∇ut‖2L2 + C‖∇dt‖L2‖∇2dt‖L2‖∇d‖L2‖∇2d‖L2
≤1
2
‖∇ut‖2L2 +
1
4
‖∇2dt‖2L2 + C‖∇dt‖2L2 .
Similarly, we get
M9 ≤C‖∇u‖L2‖∇dt‖2L4 ≤ C‖∇u‖L2‖∇dt‖L2‖∇2dt‖L2 ≤
1
16
‖∇2dt‖2L2 + C‖∇dt‖2L2 ;
M12 ≤ 1
32
‖∇2dt‖2L2 + C‖∇d‖2L4‖∇dt‖2L4 ≤
1
16
‖∇2dt‖2L2 + C‖∇dt‖2L2 .
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Applying Ho¨lder’s and Ladyzhenskaya’s inequalities, (2.1), (3.1), (3.18), and (3.39), we obtain
M10 ≤C‖utx¯−
a
4 ‖L4‖∇2dx¯
a
2 ‖
1
2
L2
‖∇2d‖
1
2
L2
‖∇dt‖L4
≤C‖utx¯−
a
4 ‖L4‖∇2dx¯
a
2 ‖
1
2
L2
‖∇2d‖
1
2
L2
‖∇dt‖
1
2
L2
‖∇2dt‖
1
2
L2
≤ 1
16
‖∇2dt‖2L2 + C‖utx¯−
a
4 ‖2L4 + C1(t)‖∇dt‖2L2
≤ 1
16
‖∇2dt‖2L2 + C(‖
√
ρut‖2L2 + ‖∇ut‖2L2) + C1(t)‖∇dt‖2L2 ,
where C1(t) ≥ 0,
∫ T
0 C1(t)dt ≤ C(T ) (for all T ∈ (0,∞)). By Ho¨lder’s and Gagliardo-Nirenberg
inequalities, (3.1), (3.18), and (3.39), we deduce
M11 ≤ 1
16
‖∇2dt‖2L2 + C‖∇d‖2L8‖dt‖2L4
≤ 1
16
‖∇2dt‖2L2 + C‖∇d‖
1
2
L2
‖∇2d‖
3
2
L2
‖dt‖L2‖∇dt‖L2
≤ 1
16
‖∇2dt‖2L2 + C(‖dt‖2L2 + ‖∇dt‖2L2).
Inserting the estimates of Mi (i = 8, 9, · · · , 12) into (3.51), it follows that
d
dt
‖∇dt‖2L2 + ‖∇2dt‖2L2 ≤ C3
(‖√ρut‖L2 + ‖∇ut‖2L2)+ C (‖dt‖2L2 + ‖∇dt‖2L2) . (3.52)
Now, multiplying (3.48) by 2(C3 + 1) and adding the resulting inequality with (3.49) and (3.52),
we infer that
d
dt
(2(C3 + 1)‖√ρut‖2L2 + ‖dt‖2H1) + ‖∇ut‖L2 +
1
2
‖∇dt‖2H1
≤ C (1 + ‖√ρut‖2L2 + ‖∇dt‖2H1)+ C (1 + ‖∇2u‖2L2) ,
which multiplied by t, together with Gronwall’s inequality, (3.44), and (3.11) yields
sup
0≤t≤T
t
(‖√ρut‖2L2 + ‖dt‖2H1)+ ∫ T
0
t
(‖∇ut‖2L2 + ‖∇dt‖2H1) dt ≤ C(T ). (3.53)
Finally, it follows from (3.7), Ho¨lder’s and Gagliardo-Nirenberg inequalities, (2.1), (3.1), (3.18),
and |d| = 1 that
‖∇3d‖2L2 ≤C
(‖∇dt‖2L2 + ‖|∇u||∇d|‖2L2 + ‖|u||∇2d|‖2L2 + ‖|∇d|3‖2L2 + ‖|∇2d||∇d|‖2L2)
≤C(‖∇dt‖2L2 + ‖∇u‖2L4‖∇d‖2L4 + ‖ux¯−
a
4 ‖2L8‖∇2dx¯
a
2 ‖L2‖∇2d‖L4)
+ C(‖∇d‖6L6 + ‖|∇d||∇2d|‖2L2)
≤C(‖∇dt‖2L2 + ‖∇2u‖2L2 + ‖∇2dx¯
a
2 ‖2L2 + ‖ux¯−
a
4 ‖4L8‖∇2d‖2L4
+ ‖∇d‖2L2‖∇2d‖4L2 + ‖∇2d‖2L3‖∇d‖2L6)
≤C(‖∇dt‖2L2+‖∇2u‖2L2+‖∇2dx¯
a
2 ‖2L2+(‖
√
ρu‖2L2+‖∇u‖2L2)2‖∇2d‖L2‖∇3d‖L2
+ ‖∇2d‖4L2 + ‖∇2d‖L2‖∇3d‖L2)
≤1
2
‖∇3d‖2L2 + C
(
‖∇dt‖2L2 + ‖∇2u‖2L2 + ‖∇2dx¯
a
2 ‖2L2 + 1
)
,
which combined with (3.2), (3.20), (3.40), and (3.53) implies (3.43). The proof of Lemma 3.6 is
completed. ✷
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4 Proof of Theorem 1.1
With the a priori estimates in Section 3 in hand, we are now in a position to prove Theorem 1.1.
By Lemma 2.1, we know that there exists a T∗ > 0 such that the Cauchy problem of system
(1.1)–(1.2) admits a unique strong solution (ρ,u, P,d) on R2 × (0, T∗]. In what follows, we shall
extend the local solution to all the time.
Set
T ∗= sup
{
T |(ρ,u, P,d) is a strong solution to (1.1)–(1.2) on R2 × (0, T ]} . (4.1)
First, for any 0 < τ < T∗ < T ≤ T ∗ with T finite, one deduces from (3.1), (3.18), (3.20), and (3.43)
that for all q ≥ 2,
∇u,∇d,∇2d ∈ C([τ, T ];L2 ∩ Lq), (4.2)
where one has used the standard embedding
L∞(τ, T ;H1) ∩H1(τ, T ;H−1) →֒ C(τ, T ;Lq) for all q ∈ [2,∞).
Moreover, it follows from (3.31), (3.38), and [20, Lemma 2.3] that
ρ ∈ C([0, T ];L1 ∩H1 ∩W 1,q). (4.3)
Now, we claim that
T ∗ =∞. (4.4)
Otherwise, if T ∗ <∞, it follows from (4.2), (4.3), (3.1), (3.18), (3.38), and (3.39) that
(ρ,u, P,d)(x, T ∗) = lim
t→T ∗
(ρ,u, P,d)(x, t)
satisfies the initial conditions (1.7) at t = T ∗. Moreover, by using (1.5) and (3.3) with p = 1, it
follows that ∫
ρ(x, T ∗)dx =
∫
ρ0(x)dx = 1, (4.5)
and notice that there exists N0 > 0, it is easy to see that∫
ρ(x, T ∗)dx ≥ 1
2
∫
BN0
ρ(x, T ∗)dx ≥ 1
2
.
Thus, we can take (ρ,u, P,d)(x, T ∗) as the initial data, Lemma 2.1 implies that one could extend the
local solutions beyond T ∗. This contradicts the assumption of T ∗ in (4.1). Hence, we prove (4.4).
Furthermore, from (3.2), (3.19), and (3.20), one obtains that (1.11) holds. This completes the proof
of Theorem 1.1. ✷
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