ABSTRACT A fast search method based on principle component analysis (PCA) is proposed to search codewords using vector quantization (VQ) codebooks obtained by PCA with Linde-Buzo-Gray (LBG) algorithms. The PCA sorts vectors of a test image and codewords of a PCA-LBG-based VQ codebook. The first search starts from the first codeword in the sorted codebook, and the next search starts from the previous best-matching codeword position in the sorted codebook. Both forward and backward searches are performed within the set search range until the best-matching codewords for all vectors of the test image are found in a sorted codebook. Because PCA efficiently distinguishes both test image vectors and codebook codewords, the proposed PCA-based fast search method outperforms the conventional algorithms in a codebook search. In particular, the experimental results show that, by using PCA-LBG-based VQ codebooks, the proposed PCA-based fast search method outperforms other methods in terms of peak signal-to-noise ratio for the compressed image, number of codewords searched, and runtime.
I. INTRODUCTION
Vector quantization (VQ) was first proposed by Linde et al. [1] and is now a well-established image compression method. The structure, computation efficiency, and low bit rate of VQ make it effective in many applications, including image compression [2] , [3] and data hiding [4] - [6] . The three main steps of VQ are codebook generation, image encoding, and image decoding.
One of the most common codebook generation methods is the Linde-Buzo-Gray (LBG) algorithm, which partitions a training image into non-overlapping blocks (called vectors) and then performs initialization and training to generate a codebook from vectors. Recent improvements in LBG algorithms for codebook generation include genetic simulated annealing method [7] , ant colony algorithm [8] , particle swarm optimization [9] , honey bee mating optimization [10] , and firefly algorithm [11] . Our previous works combined principle component analysis (PCA) with LBG algorithms [12] and combined PCA with evolutionary and LBG algorithms [13] . Experimental comparisons confirmed that the proposed combined approaches to VQ codebook design outperform existing approaches.
After the encoding step divides an image into several nonoverlapping blocks, codewords are computed for all blocks to find the closest codeword in a codebook. The index of the closest codeword is then substituted for each block. The main task in image encoding is searching for proper codewords in a codebook. Improved methods of searching codebooks for the codewords with the best match include mean pyramid structure [14] , [15] , double test of principal components [16] , mean square error [17] , [18] , law-of-cosine-based search algorithm [19] , triangle inequality [20] - [22] , Cauchy-Schwarz inequality [23] , Hadamard transform [24] , binary tree concept [25] , quasibinary search [26] , double test scheme [27] , and absolute moment block truncation coding [28] . Although all of the above methods can find suitable codewords and obtain superior results compared to the full search algorithm, they all require the use of complex methods to reject unlikely codewords. The performance of the search algorithm proposed here was compared with those proposed in earlier studies by Kekre and Sarode [25] and by Chang and Hsieh [27] because both studies implemented various search algorithms in codebooks of varying size (128, 256, 512 and 1024) and because both studies used test images with varying characteristics. The full search algorithms developed in our previous works [12] , [13] also obtained high image quality using codebooks of varying size (128, 256, 512 and 1024). Despite their good search performance, however, full search algorithms are very time-consuming. Therefore, further studies are needed to improve efficiency in finding the best-matching codewords for image encoding.
In the decoding step, the codeword of a codebook is used to recover the value of each index. After all indices are treated, the VQ coded image is decompressed, and image quality is evaluated. Since a high peak signal-to-noise ratio (PSNR) indicates a high quality image, the PSNR of the compressed image is used as an index in performance evaluations of the proposed fast search method of image encoding.
The PCA-based fast search method proposed in this study efficiently searches VQ codebooks for codewords used for image encoding. The PCA speeds up the encoding process by sorting both the test image and the codebook. Since codebook quality is measured in terms of image encoding efficiency, the proposed PCA-based fast search method uses PCA-LBG-based VQ codebooks to improve image encoding efficiency. The PCA-LBG-based VQ codebooks are generated by the PCA and LBG algorithms developed previously by the authors [12] . Three PCA-LBG-based VQ codebooks are used in this study: PCA-LBG-Median, which selects the median vector in each group; PCA-LBG-Centroid, which selects the centroid vector in each group; and PCA-LBG-Random, which selects a random vector in each group. Experimental performance comparisons showed that the proposed PCA-based fast search method using PCA-LBG-based VQ codebooks outperforms conventional VQ codebook search methods in terms of PSNR for the compressed image, number of codewords searched, and runtime. This paper is organized as follows. Section 2 defines the research issue. Related works are briefly described in Section 3. The proposed approach is presented in Section 4. Section 5 presents and discusses the case study results. Finally, Section 6 concludes the study.
II. PROBLEM DESCRIPTION
Vector quantization is a common method of image compression in which a quantized value, i.e., a codebook codeword, is used to represent a vector, i.e., a non-overlapping block in an image. The VQ method is described in detail in works by Linde et al. [1] , Gray [29] , and Tsai and Yang [12] .
The VQ encoding process applied in this study separates a test image into 4×4 blocks of non-overlapping pixels, each of which is a 16-element vector. The vector of the block is compared with all codewords in a sorted codebook to identify the codeword closest to this block. The index for the codeword is then used as the compression code for the 4×4 block. A full search is conventionally used to find the closest codeword for each input vector.
If the codesize is N c , the number of a codeword searched is N c for each input vector. For example, if a 512×512 image is divided into 16384 blocks and has a codebook size of 1024, the number of codewords that must be searched to encode the image is 16,777,216. Therefore, the objective of this study was to increase the speed of the full search algorithm by developing an effective and efficient method of obtaining the best-matching codewords for image encoding.
III. RELATED WORKS
This section briefly describes PCA and PCA-LBG-based algorithms and then describes the index used to measure image quality in this study.
A. PRINCIPAL COMPONENT ANALYSIS
The PCA uses orthogonal linear transformation to transform data to a new coordinate system [30] . Due to projection, the first coordinate has the greatest variance, the second coordinate has the second greatest variance, and so on. That is, PCA can extract a smaller representative data set from a larger data set. In the original data, the principal component set has the largest variance. The number of principal components that can be computed depends on how much variability is preserved. In the original data set, the first principal component is computed by preserving the maximum variability, and each of the other principal components (e.g., the second, third, and fourth principal components) illustrates the remaining variability.
B. PCA-LBG-BASED ALGORITHMS
The LBG algorithm proposed by Linde et al. [1] uses K-means method to generate codebooks. An earlier study by the authors [12] increased the speed and accuracy of the LBG algorithm in generating codebooks by combining it with PCA. A PCA-LBG-based algorithm uses PCA to sort all 16-element training vectors (4×4 blocks of non-overlapping pixels) in the training image by extracting the principal components. To choose the initial codeword for the initial codebook, all 16-element training vectors sorted by PCA are divided into N c groups. The initial codebook is generated using three different methods. For example, PCA-LBG-Median uses the median vector in each group, PCA-LBG-Centroid uses the centroid vector in each group, and PCA-LBG-Random uses a randomly selected vector in each group.
The following steps illustrate the codebook generation procedure used in PCA-LBG-based-algorithms.
Step 1: Set parameters: codebook size N c and precision of LBG optimization process ε.
Step 2: Divide a training image into 4×4 blocks of non-overlapping pixels.
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Step 3: Use PCA to sort all 16-element training vectors (4×4 blocks of non-overlapping pixels), and divide the sorted vectors into N c groups.
Step 4: Use three methods to generate initial codebooks:
PCA-LBG-Median, PCA-LBG-Centroid, and PCA-LBG-Random.
Step 5: Execute the LBG algorithm. Continue generating the three codebooks until precision ε is reached.
C. INDEX OF IMAGE QUALITY
Image quality was evaluated in terms of mean square error (MSE), signal-to-noise ratio (SNR), and PSNR. The MSE between the original image and the decompressed image is defined as
where N 1 × N 2 is the image size. The x ij andx ij denote the pixel values at location (i, j) in the original and decompressed images, respectively. The SNR is defined as
where N 1 × N 2 is the image size and x ij is the pixel value at location (i, j) in the original images. This study evaluated image quality in terms of PSNR, which is defined by the following equation.
IV. PROPOSED PCA-BASED FAST SEARCH METHOD
The VQ codebook search procedure performs a full codebook search to find a suitable codeword for each vector in an image. However, the full VQ codebook search procedure has a long run time and requires a large number of searches. In the proposed PCA-based fast search method, image encoding is performed by combining PCA with PCA-LBG-based VQ codebooks. To sort the image vectors and the codebook codewords and to enable a fast search, the PCA first computes the principal components for all 16-element vectors in a test image and for all 16-element codewords in a codebook. The search range R is set from 10% to 50% of the codebook length. Then, all 16-element vectors in an image and all 16-element codewords in a codebook are sorted in ascending order according to the principal component. When the bestmatching codeword in a codebook for the first 16-element vectors in an image is found, the codebook position is set as the initial search point. To find a suitable codeword for the next 16-element vectors of an image from the previous position, forward and backward searches are performed within the set search range. The shortest paths between the forward and backward direction are searched first. The search process immediately stops when a suitable codeword is found. The process continues until the best-matching codewords in a codebook are found for all 16-element vectors of an image. The detailed steps for performing a PCA-based fast search of codewords in a sorted PCA-LBG-based VQ codebook are as follows.
Step 1: Set search range to R, choose a PCA-LBG-based VQ codebook, and set codebook size to N c .
Step 2: Partition a test image into 4 × 4 blocks of nonoverlapping pixels.
Step 3: Use PCA to sort all vectors of the test image and codewords of the codebook.
Step 4: Find the suitable codeword by computing the square Euclidean distance between the vector and the codeword. Start the first search from the first codeword in the sorted codebook. Start the next search from the previous codeword position in the sorted codebook. Search forwards and backwards within the set search range starting with the shortest paths between the forward and backward directions. When a suitable codeword is found, stop the search process. Calculate the square Euclidean distance as shown below:
where d is the distance between t(i) and y; t(i) and y denote the i th vector and target vector, respectively; and A and B are vector sizes.
Step 5: If suitable codewords are found for all vectors of the test image, stop the search. Otherwise, return to
Step 4.
V. DESIGN EXAMPLES AND COMPARISONS
Three examples are used for performance comparisons between PCA-based fast search using PCA-LBG-based VQ codebooks and existing methods reported in the literature. The PCA-LBG-based VQ codebooks include PCA-LBGMedian, PCA-LBG-Centroid, and PCA-LBG-Random VQ codebooks. The experiments were run on a Windows 7 laptop with a core i5-2410M, 2.3 GHz CPU and 2 GB RAM.
Comparison of the PCA-based fast search method using PCA-LBG-based VQ codebooks and the full search method using TY-LBG codebooks developed by Tsai and Yang [12] . Fig. 1 shows the seven 512×512 single images (Lena, Baboon, Tiffany, Sailboat, Jet, Pepper, and Goldhill) used by the PCA-LBG-based algorithms to generate VQ codebooks. The PCA-based fast search method uses PCA-LBG-based VQ codebooks to encode images. Each image is divided into 4×4 blocks of non-overlapping pixels. The search range is set from 10% to 50% of the codebook size. The search methods were compared in terms of PSNR for the compressed image, number of codewords searched per vector, and runtime. In Tables 1-3 , the PCA-based fast search method using PCA-LBG-based VQ codebooks is compared with the full search method using TY-LBG codebooks in terms of PSNRs of seven compressed images in different search ranges (10%, 20%, 30%, 40%, and 50%) and in different codebook sizes (N c = 128, 256, 512, and 1024). Tables 1-3 show that the PCA-based fast search method using PCA-LBG-based VQ codebooks obtains higher PSNRs compared to the full search method using TY-LBG codebooks in all five search ranges and in all four codebook sizes. Notably, Tsai and Yang [12] reported that full search using PCA-LBG-based VQ codebooks has superior encoding performance compared to full search using TY-LBG codebooks. The superior performance is achieved by using PCA to extract the principal components needed to sort the 16-element training vectors in the training image. Therefore, search speed is improved by improving the sequence of codewords for the sorted PCA-LBG-based VQ codebook. Each search starts from the previous codeword position of the sorted codebook, and searches are performed in the forward and backward directions within the set search range (10%-50%). The shortest path between the forward and backward directions is searched first. Although it limits the search to 10%-50% of the codebook, the PCA-based fast search method still finds codewords more efficiently and with higher PSNRs compared to full search using TY-LBG codebooks. In Tables 4-6, the performance of the PCA-based fast search method using PCA-LBG-based VQ codebooks is compared with full search performed using TY-LBG codebooks in terms of the average number of codewords searched per vector and the average search ratio of PCA-based fast search versus full search. For the four codebook sizes, PCA-based fast search method and full search method have the following average search ratios, respectively: 7.26% and 8.88% over a search range of 10%;
13.97% and 17.04% over a search range of 20%; 20.41% and 24.78% over a search range of 30%; 26.64% and 32.27% over a search range of 40%; and 32.69% and 39.48% over VOLUME 4, 2016 TABLE 5. Performances of PCA-based fast search (PCAFS) using PCA-LBG-Centroid VQ codebooks and full search (FS) using TY-LBG codebooks in terms of average number of codeword searched per vector and average search ratio (%) for PCA-based fast search versus full search for different codebook sizes based on the codebook obtained using Lena, Baboon, Tiffany, Sailboat, Jet, Pepper, and Goldhill as single training images.
TABLE 6.
Performances of the PCA-based fast search (PCAFS) using PCA-LBG-Random VQ codebooks and full search (FS) using TY-LBG codebooks in terms of average number of codeword searched per vector and average search ratio (%) for PCA-based fast search versus full search in different codebook sizes based on the codebook obtained using Lena, Baboon, Tiffany, Sailboat, Jet, Pepper, and Goldhill as single training images.
a search range of 50%. That is, the PCA-based fast search method has a lower average search ratio in all search ranges because it searches codewords in the sorted PCA-LBG-based VQ codebook. However, even though PCA-based fast search method obtains codewords within a limited range, Tables 1-3 show that the PSNRs are higher than those obtained by full TABLE 7. Performances of the PCA-based fast search (PCAFS) using PCA-LBG-Median VQ codebooks and full search (FS) using TY-LBG codebooks in terms of average runtime (sec) and average runtime ratio (%) for PCA-based fast search versus full search in different codebook sizes based on the codebook obtained using Lena, Baboon, Tiffany, Sailboat, Jet, Pepper, and Goldhill as single training images.
TABLE 8.
Performances of the PCA-based fast search (PCAFS) using PCA-LBG-Centroid VQ codebooks and full search (FS) using TY-LBG codebooks in terms of average runtime (sec) and average runtime ratio (%) for PCA-based fast search versus full search for different codebook sizes based on the codebook obtained using Lena, Baboon, Tiffany, Sailboat, Jet, Pepper, and Goldhill as single training images.
search using TY-LBG codebooks. That is, PCA-based fast search using PCA-LBG-based VQ codebooks outperforms full search using TY-LBG codebooks. Tables 7-9 further compares performance between full search using PCA-LBG-based VQ codebooks and full search using TY-LBG codebooks in terms of average runtime and TABLE 9. Performances of the PCA-based fast search (PCAFS) using PCA-LBG-Random VQ codebooks and full search (FS) using TY-LBG codebooks in terms of average runtime (sec) and average runtime ratio (%) for PCA-based fast search versus full search for different codebook sizes based on the codebook obtained using Lena, Baboon, Tiffany, Sailboat, Jet, Pepper, and Goldhill as single training images.
TABLE 10.
The PSNRs of compressed images obtained by PCA-based fast search (PCAFS) with PCA-LBG-based VQ codebooks and CH fast search [27] for different codebook sizes based on the codebook obtained by using Lena, Baboon, Tiffany, Sailboat, Jet, and Pepper as training images.
average runtime ratio for PCA-based fast search versus full search. For the four codebook sizes, PCA-based fast search and full search have the following average runtime ratios, respectively: 5.02% and 6.21% over a search range of 10%; 9.72% and 11.59% over a search range of 20%; 13.88% and 16.51% over a search range of 30%; 18.06% and 21.43% over a search range of 40%; and 22.01% and 25.88% over a search range of 50%. Because the number of codewords searched at each input vector is smaller in PCA-based fast search, the runtime is shorter than that of full search using TY-LBG codebooks. In other words, PCA-based fast search using PCA-LBG-based VQ codebooks is faster than full search using TY-LBG codebooks. Tables 1-3 show that the PCA-based fast search using PCA-LBG-based VQ codebooks with larger search range obtains higher PSNRs. In a search range of 50%, the PCA-based fast search using PCA-LBG-based VQ codebooks obtains the highest PSNRs compared to the TABLE 11. Performances of the PCA-based fast search (PCAFS) using PCA-LBG-based VQ codebooks and CH fast search [27] in terms of average runtime (sec) and average runtime ratio (%) for PCA-based fast search versus CH fast search method for different codebook sizes based on the codebook obtained by using Lena, Baboon, Tiffany, Sailboat, Jet, and Pepper as training images.
TABLE 12.
Performances of the PCA-based fast search (PCAFS) using PCA-LBG-based VQ codebooks and different methods developed by Chang and Hsieh [27] in terms of average runtime (sec) and average runtime ratio (%) for search methods versus CH full search method for a codebook size of 256.
PCA-based fast search using PCA-LBG-based VQ codebooks in search ranges of 10%-40% and full search using TY-LBG codebooks. Although the search range is limited to trade the image quality off for reducing number of codewords searched and runtime, the PCA-based fast search using PCA-LBG-based VQ codebooks still obtains higher PSNRs compared to full search using TY-LBG codebooks. The above discussion shows that, for all five search ranges and for all four codebook sizes, a PCA-based fast search using PCA-LBG-based VQ codebooks is superior to full search using TY-LBG codebooks in terms of PSNRs for the compressed image, number of codewords searched, and runtime.
Example 2: Comparison of the PCA-based fast search using PCA-LBG-based VQ codebooks and search methods developed by Chang and Hsieh [27] .
This example compares the performances of the PCA-based fast search using PCA-LBG-based VQ codebooks and the search methods developed by Chang and Hsieh [27] . In this experiment, the PCA-LBGbased algorithms are used to generate codebooks from six 512×512 images (Lena, Baboon, Tiffany, Sailboat, Jet, and Pepper, as shown in Fig. 1) . The PCA-LBG-based VQ codebooks are used to encode images in the PCA-based fast search. Each image is divided into 4 × 4 blocks of non-overlapping pixels, and the search range is set to 10%. Performance is compared in terms of the PSNRs for the compressed image and runtime. Table 10 shows the PSNRs of compressed images obtained by PCA-based fast search using PCA-LBG-based VQ codebooks and by CH fast search method [27] in different codebook sizes. Table 11 shows the runtime (sec) obtained by PCA-based fast search with PCA-LBG-based VQ codebooks and by CH fast search in different codebook sizes. The average runtime ratios (%) for PCA-based fast search versus CH fast search are between 11.22% and 19.77% for the four codebook sizes. Although PCA-based fast search using PCA-LBG-based VQ codebooks searches only 10% of the codebook size, it outperforms the CH fast search in terms of PSNRs and runtime for all four codebook sizes.
In Table 12 , the runtime and a codebook size of 256 are compared among the PCA-based fast search using PCA-LBG-based VQ codebooks and other methods, including PDE, MPS, DTA, CH fast search, and CH full search TABLE 13. The PSNRs of the compressed images obtained by PCA-based fast search (PCAFS) with PCA-LBG-based VQ codebooks, KS fast search using KFCG codebooks, and KS full search using KFCG codebooks for different codebook sizes based on the codebook obtained using Lena, Baboon, Pepper, and Goldhill as single training images.
TABLE 14.
Performances of the PCA-based fast search (PCAFS) using PCA-LBG-based VQ codebooks and KS search methods using KFCG codebooks given by Kekre and Sarode [25] in terms of average runtime (sec) and average runtime ratio (%) of search methods versus KS full search method in different codebook sizes based on the codebook obtained by using Lena, Baboon, Pepper, and Goldhill as single training images.
given by Chang and Hsieh [27] . The average runtime ratio for PCA-based fast search using PCA-LBG-based VQ codebooks versus CH full search is 1.74%. The runtime of the PCA-based fast search method using PCA-LBG-based VQ codebooks to search 10% of the codebook size are superior to those of the PDE, MPS, DTA, CH fast search, and CH full search methods developed by Chang and Hsieh [27] .
Example 3: Comparison of PCA-based fast search using PCA-LBG-based VQ codebooks and KS search methods using KFCG codebooks given by Kekre and Sarode [25] .
In this experiment, the performance of the PCA-based fast search using PCA-LBG-based VQ codebooks is compared with KS search methods using KFCG codebooks. In this experiment, the PCA-LBG-based algorithms use the four 512×512 images in Fig. 1 (Lena, Baboon, Pepper, and Goldhill) to generate codebooks. The PCA-based fast search uses PCA-LBG-based VQ codebooks for image encoding. Each image is divided into 4×4 blocks of non-overlapping pixels, and the search range is set to 10%. Search performance is compared in terms of PSNRs for the compressed image and runtime. Table 13 compares PSNRs of the compressed images obtained by the PCA-based fast search using PCA-LBG-based VQ codebooks, KS fast search using KFCG codebooks, and KS full search using KFCG codebooks in different codebook sizes. Table 14 compares the performance of PCA-based fast search using PCA-LBG-based VQ codebooks and KS search methods using KFCG codebooks in terms of average runtime (sec) and average runtime ratios for PCA-based fast search versus KS full search for different codebook sizes. For the four codebook sizes, the average runtime ratios (%) for PCA-based fast search versus KS full search and KS fast search range from 5.38% to 6.53%, while the average runtime ratios for KS fast search versus KS full search range from 21.72% to 73.22%. The above results show that, although it only searches 10% of the codebook size, the PCA-based fast search using PCA-LBG-based VQ codebooks still has superior PSNRs and superior runtime compared to KS fast search and KS full search using KFCG codebooks.
This study demonstrated the advantages of PCA-based fast search using PCA-LBG-based VQ codebooks for fast search of codewords and for image encoding. The PCA uses an orthogonal transformation to transform a set of observed variables with correlations into a set of linearly unrelated variables, and efficiently distinguishes both test image vectors and codebook codewords by the principal components. Both the test image vectors and the PCA-LBG-based VQ codebook are sorted to obtain a sequence that improves fast search performance. This study showed that combining sorted test image vectors, sorted PCA-LBG-based VQ codebook, and PCA-based fast search method obtains superior compared to conventional methods in terms of PSNR for the compressed image, number of codewords searched, and runtime.
VI. CONCLUSIONS
The proposed PCA-based fast search method effectively distinguishes vectors and finds suitable codewords for image encoding. The major contribution of this study is the development of simple but highly effective and efficient methods for VQ codebook search. By reducing the size of the search, the PCA-based fast search method not only reduces the runtime needed to find the best-matching codeword for each input vector, it also obtains a higher PSNR of the compressed image. Experimental results show that PSNRs obtained by the PCA-based fast search method using PCA-LBG-based VQ codebooks are higher than those obtained by full search using TY-LBG codebooks, by CH fast search method, and by KS fast search using KFCG codebooks. The proposed PCA-based fast search method using PCA-LBG-based VQ codebooks has superior search performance compared to full search using TY-LBG codebooks and has superior runtime compared to full search using TY-LBG codebooks, PDE, MPS, DTA, CH fast search method, and KS fast search using KFCG codebooks. In summary, PCA-based fast search using PCA-LBG-based VQ codebooks is effective and efficient for VQ codebook search in terms of PSNR for the compressed image, number of codewords searched, and runtime. 
