Abstract We present modeling and solution strategies for large-scale resource allocation problems that take place over multiple time periods under uncertainty. In general, the strategies we present formulate the problem as a dynamic program and replace the value functions with tractable approximations. The approximations of the value functions are obtained by using simulated trajectories of the system and iteratively improving on (possibly naive) initial approximations; we propose several improvement algorithms for this purpose. As a result, the resource allocation problem decomposes into time-staged subproblems, where the impact of the current decisions on the future evolution of the system is assessed through value function approximations. Computational experiments indicate that the strategies we present yield high-quality solutions. We also present comparisons with conventional stochastic programming methods.
Introduction
Many problems in operations research can be posed as managing a set of resources over multiple time periods under uncertainty. The resources may take on different forms in different applications; vehicles and containers for fleet management, doctors and nurses for personnel scheduling, cash and stocks for financial planning. Similarly, the uncertainty may have different characterizations in different applications; load arrivals and weather conditions for fleet management, patient arrivals for personnel scheduling, interest rates for financial planning. Despite the differences in terminology and application domain, a unifying aspect of these problems is that we have to make decisions under the premise that the decisions that we make now will affect the future evolution of the system and the future evolution of the system is also affected by random factors that are beyond our control.
A classical approach for solving such problems is to use the theory of Markov decision processes. The fundamental idea is to use a state variable that represents all information that is relevant to the future evolution of the system. Given the current value of the state variable, value functions capture the total expected cost incurred by the system over the whole planning horizon. Unfortunately, time and storage requirements for computing the value functions through conventional approaches, such as value iteration and policy iteration, increase exponentially with the number of dimensions of the state variable. For the applications above, these conventional approaches are simply intractable.
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This chapter presents a modeling framework for large-scale resource allocation problems, along with a fairly flexible algorithmic framework that can be used to obtain good solutions for them. Our modeling framework is motivated by transportation applications, but it provides enough generality to capture a variety of other problem settings. We do not focus on a specific application domain throughout the chapter, although we use the transportation setting to give concrete examples. The idea behind our algorithmic framework is to formulate the problem as a dynamic program and to use tractable approximations of the value functions, which are obtained by using simulated trajectories of the system and iteratively improving on (possibly naive) initial value function approximations.
The organization of the chapter is as follows. Sections 2 and 3 respectively present our modeling and algorithmic frameworks for describing and solving resource allocation problems. Section 4 describes a variety of methods that one can use to improve on the initial value function approximations. Section 5 focuses on the stepsize choices for the methods described in Section 4. In Section 6, we review other possible approaches for solving resource allocation problems, most of which are motivated by the field of stochastic programming. Section 7 presents some computational experiments. We conclude in Section 8 with possible extensions and unresolved issues.
Modeling Framework
This section describes a modeling framework for resource allocation problems. Our approach borrows ideas from mathematical programming, probability theory and computer science. This modeling framework has been beneficial to us for several reasons. First, it offers a modeling language that is independent of the problem domain; one can use essentially the same language to describe a problem that involves assigning trucks to loads or a problem that involves scheduling computing tasks on multiple servers. Second, it extensively uses terminology, such as resources, decisions, transformation and information, that is familiar to nonspecialists. This enables us to use our modeling framework as a communication tool when talking to a variety of people. Third, it is software-friendly; the components of our modeling framework can easily be mapped to software objects. This opens the door for developing general purpose software that can handle a variety of resource allocation problems.
We present our modeling framework by summarizing the major elements of a Markov decision process, ending with a formal statement of our objective function. However, working with this objective function is computationally intractable and we focus on an approximation strategy in Section 3.
Modeling Time
Perhaps one of the most subtle dimensions of modeling a stochastic optimization problem is the modeling of time. In a stochastic model of a resource allocation problem, there are two processes taking place; the flow of physical resources and the flow of information. The flow of information can be further divided between the flow of exogenous information and the flow of decisions.
For computational reasons, we assume that decisions are made at discrete points in time. These points in time, known as decision epochs, might be once every week, once every four hours or once every second. They may also be determined by exogenous events, such as phone calls or arrivals of customers, in which case the time interval between the decision epochs is not constant.
In contrast, the arrival of exogenous information and the movement of resources occurs in continuous time. We might, for example, approximate a transportation problem by assuming that the decisions are made once every four hours, but the actual movements of the physical resources still occurs in continuous time between the decision epochs. It is notationally convenient to represent the decision epochs with the integers T = {0, 1, . . . , T } where T is the end of our planning horizon. Physical activities, such as arrivals of customers, departures of aircraft, job completions, and the arrival of information, such as customer requests, equipment failures, notifications of delays, can occur at continuous points in time between these decision epochs.
Resources
We use a fairly general notation to model resources which handles both simple resources, such as oil, money, agricultural commodities, and complex resources, such as people, specialized machinery. We represent resources using A = Attribute space of the resources. We usually use a to denote a generic element of the attribute space and refer to a = (a 1 , a 2 , . . . , a I ) as an attribute vector. R ta = Number of resources with attribute vector a at time period t just before a decision is made.
Roughly speaking, the attribute space represents the set of all possible states that a particular resource can be in. For example, letting I be the set of locations in the transportation network and V be the set of vehicle types, and assuming that the maximum travel time between any origin-destination pair is τ time periods, the attribute space of the vehicles in the fleet management setting is A = I × {0, 1, . . . , τ } × V. A vehicle with the attribute vector
is a vehicle of type a 3 that is inbound to (or at) location a 1 and that will reach location a 1 at time a 2 (it is in the attribute a 2 that we model time continuously). The attribute a 2 might also be the time remaining until the vehicle is expected to arrive, or it might even be the departure time from the origin (this might be needed if the travel time is random). We note that certain attributes can be dynamic, such as inbound/current location, and certain attributes can be static, such as vehicle type. We access the number of vehicles with attribute vector a at time period t by referring to R ta . This implies that we can "put" the vehicles with the same attribute vector in the same "bucket" and treat them as indistinguishable. We assume that our resources are being used to serve demands; for example demands for finishing a job, moving a passenger or carrying a load of freight. We model the demands using B = Attribute space of the demands. We usually use b to denote a generic element of the attribute space. D tb = Number of demands with attribute vector b waiting to be served at time period t.
To keep the notation simple, we assume that any unserved demands are immediately lost.
Although we mostly consider the case where the resources are indivisible and R ta takes integer values, R ta may in fact be allowed to take fractional values. For example, R ta may represent the inventory level of a certain type of product at time period t measured in kilograms. Also, we mostly consider the case where the attribute space is finite. Finally, the definition of the attribute space implies that the resources we are managing are uniform; that is, the attribute vector for each resource takes values in the same space. However, 
Based on the nature of the attribute space, we can model a variety of well-known problem classes. [i,k] gives the number of resources of type i that are in state k at time period t. For example, this type of a situation arises when one manages a heterogeneous fleet of vehicles whose only attributes of interest are their sizes (i) and locations (k). 5. Heterogeneous resource allocation problems. This is a generalization of the previous problem class where the attribute space involves more than two dimensions, some of which are static and some of which are dynamic. From a purely mathematical viewpoint, since we can "lump" all information about a resource into one dynamic attribute, single-commodity min-cost network flow problems provide enough generality to capture the other four problem classes. However, from the algorithmic viewpoint, the solution methodology we use and our ability to obtain integer solutions depend very much on what problem class we work on. For example, we can easily enumerate all possible attribute vectors in A for the first four problem classes, but this may not be possible for the last problem class. When obtaining integer solutions is an issue, we often exploit a network flow structure. This may be possible for the first three problem classes, but not for the last two.
We emphasize that the attribute space is different than what is commonly referred to as the state space in Markov decision processes. The attribute space represents the set of all possible states that a particular resource can be in. On the other hand, the state space in Markov decision processes refers to the set of all possible values that the resource state vector R t can take. For example, in the fleet management setting, the number of elements of the attribute space A = I × {0, 1, . . . τ } × V is on the order of several thousands. On the other hand, the state space includes all possible allocations of the fleet among different locations, which is an intractable number even for problems with a small number of vehicles in the fleet, a small number of locations and a small number of vehicle types.
Evolution of Information
We definê R ta (R t ) = Random variable representing the change in the number of resources with attribute vector a that occurs during time period t.
The random changes in the resource state vector may occur due to new resource arrivals or changes in the status of the existing resources. For notational brevity, we usually suppress the dependence on R t . We model the flow of demands in a similar way by defininĝ D tb (R t ) = Random variable representing the new demands with attribute vector b that become available during time period t.
From time to time, we need a generic variable to represent all the exogenous information that become available during time period t. The research community has not adopted a standard notation for exogenous information; we use W t = Exogenous information that become available during time period t.
For our problem, we have W t = (R t ,D t ).
The State Vector
The state vector captures the information that we need at a certain time period to model the future evolution of the system. Virtually every textbook on dynamic programming represents the state vector as the information available just before we make the decisions. If we let S t be the state of the system just before we make the decisions at time period t, then we have
We refer to S t as the pre-decision state vector to emphasize that it is the state of the system just before we make the decisions at time period t. To simplify our presentation, we assume that any unserved demands are lost, which means that D t =D t . We will also find it useful to use the state of the system immediately after we make the decisions. We let R x t = The resource state vector immediately after we make the decisions at time period t.
Since we assume that any unserved demands are lost, the state of the system immediately after we make the decisions at time period t is given by
We refer to S 
These constraints simply state that the total number of resources with attribute vector a that are modified by using a decision at time period t equals the number of resources with attribute vector a. Typically there is a reward for serving a demand, but the number of such decisions is restricted by the number of demands. Noting that d ∈ D D represents a decision to serve a demand with attribute vector b d , we write the demand availability constraints as
We can now write our set of feasible decisions as
Our challenge is to find a policy or decision function that determines what decisions we should take. We let X π t (·) = A function that maps the state vector S t to the decision vector x t at time period t; that is, we have X π t (S t ) ∈ X (S t ). There can be many choices for this function; we dwell on this issue in Section 3.
Transition Function
We capture the result of applying decision d on a resource with attribute vector a by
If applying decision d on a resource with attribute vector a transforms the resource into a resource with attribute vector a 0 otherwise. (7) Using the definition above, the resource dynamics can be written as
It is often useful to represent the system dynamics generically using
where
) is the new information arriving during time period t + 1. Therefore, S M (·, ·) is a function that maps the decision vector and the new information to a state vector for the next time period.
Objective Function
We are interested in finding decision functions {X π t (·) : t ∈ T } that maximize the total expected profit contribution over the planning horizon. Noting that a set of decision functions {X π t (·) : t ∈ T } define a policy π and letting Π be the set of all possible policies, we want to solve
where we let C t (x t ) = a∈A d∈D c tad x tad for notational brevity. The problem above is virtually impossible to solve directly. The remainder of this chapter focuses on describing how approximate dynamic programming can be used to find high-quality solutions to this problem.
An Algorithmic Framework for Approximate Dynamic Programming
It is well-known that an optimal policy that solves problem (9) satisfies the Bellman equation
It is also well-known that solving problem (10) suffers from the so-called curse of dimensionality. It is typically assumed that we have to solve (10) for every possible value of the state vector S t . When S t is a high-dimensional vector, the number of possible values for S t quickly becomes intractably large. For our problems, S t may have hundreds of thousands of dimensions. Unfortunately, the picture is worse than it seems at the first sight; there are actually three curses of dimensionality. The first one is the size of the state space, which explodes when S t is a high-dimensional vector. The second one is the size of the outcome space that becomes problematic when we try to compute the expectation in (10) . This expectation is often hidden in the standard textbook representations of the Bellman equation, which is written as
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where S is the set of all possible values for the state vector S t+1 and p(s | S t , x t ) is the probability that S M (S t , x t , W t+1 ) = s conditional on S t and x t . Most textbooks on dynamic programming assume that the transition probability p(s | S t , x t ) is given, but in many problems such as ours, it can be extremely difficult to compute.
The third curse of dimensionality is the size of the action space X (S t ), which we refer to as the feasible region. Classical treatments of dynamic programming assume that we enumerate all possible elements of X (S t ) when solving problem (10) . When x t is a high-dimensional vector, this is again intractable.
An Approximation Strategy Using the Post-Decision State Vector
The standard version of the Bellman equation in (10) is formulated using the pre-decision state vector. If we write the Bellman equation around the post-decision state vector R x t−1 , then we obtain
where we use the function S M,x (·) to capture the dynamics of the post-decision state vector given in (8) ; that is, we have R (11) is also computationally intractable. However, we can drop the expectation to writẽ
is a sample realization of the new information that arrived during time interval t.Ṽ
is a place holder. Rather than computing the expectation, we solve the problem above for a particular realization of (R t ,D t ); that is, given R x t−1 and (R t ,D t ), we compute a single decision x t . Therefore, we can solve the second curse of dimensionality that arises due to the size of the outcome space by using the post-decision state vector.
However, we still do not know the value function V x t (·). To overcome this problem, we replace the value function with an approximation that we denote by usingV x t (·). In this case, our decision function is to solve the problem
Therefore, we solve the first curse of dimensionality arising from the size of the state space by using approximations of the value function. Finally, we pay attention to use speciallystructured value function approximations so that the problem above can be solved by using standard optimization techniques. This solves the third curse of dimensionality arising from the size of the action space.
Approximating the Value Function
Unless we are dealing with a problem with a very special structure, it is difficult to come up with good value function approximations. The approximate dynamic programming framework we propose solves problems of the form (13) for each time period t, and iteratively updates and improves the value function approximations. We describe this idea in Figure 1 . We note that solving problems of the form (14) for all t ∈ T is equivalent to simulating the behavior of the policy characterized by the value function approximations {V n−1,x t (·) : t ∈ T }. In Figure 1 , we leave the structure of the value function approximations and the inner Step 1. Choose initial value function approximations, say {V 0,x t (·) : t ∈ T }. Initialize the iteration counter by letting n = 1.
Step 2. Initialize the time period by letting t = 0. Initialize the state vector R n,x 0 to reflect the initial state of the resources.
Step 3. Sample a realization of (R t ,D t ), say (R n t ,D n t ). Solve the problem
and let R
Step 4. Increase t by 1. If t ≤ T , then go to Step 3.
Step 5. Use the information obtained at iteration n to update the value function approximations.
For the moment, we denote this by
where Update(·) can be viewed as a function that maps the value function approximations, the resource state vectors and the new information at iteration n to the updated value function approximations. Step 6. Increase n by 1 and go to Step 2.
workings of the Update(·) function unspecified. Different strategies to fill in these two gaps potentially yield different approximate dynamic programming methods.
A generic structure for the value function approximations is
where {φ f (R x t ) : f ∈ F } are often referred to as features since they capture the important characteristics of the resource state vector from the perspective of capturing the total expected profit contribution in the future. For example, if we are solving a resource allocation problem, a feature may be the number of resources with a particular attribute vector. By adjusting the parameters {θ tf : f ∈ F}, we obtain different value function approximations. The choice of the functions {φ f (·) : f ∈ F} requires some experimentation and some knowledge of the problem structure. However, for given {φ f (·) : f ∈ F}, there exist a variety of methods to set the values of the parameters {θ tf : f ∈ F} so that the value function approximation in (15) is a good approximation to the value function V x t (·).
For resource allocation problems, we further specialize the value function approximation structure in (15) . In particular, we use separable value function approximations of the form
where {V x ta (·) : a ∈ A} are one-dimensional functions. We focus on two cases. 
Monte Carlo Methods for Updating the Value Function Approximations
In this section, our goal is to propose alternatives for the Update(·) function in Step 5 in Figure 1 . Whether we use linear or piecewise-linear value function approximations of the form V (14), we propose using
We begin by describing a possible alternative for the Update(·) function when the value function approximations are linear. After that, we move on to piecewise-linear value function approximations.
Updating Linear Value Function Approximations
The method that we use for updating the linear value function approximations is straightforward. Assuming that the value function approximation at iteration n is of the form V (18) for all a ∈ A, where α n ∈ [0, 1] is the smoothing constant at iteration n. In this case, the value function approximation to be used at iteration n + 1 is given byV
Linear value function approximations can be unstable and experimental work shows that they do not perform as well as piecewise-linear value function approximations. Linear value function approximations are especially well suited to problems where the resources being managed are fairly complex producing a very large attribute space. In these problems, we typically find that R x ta is 0 or 1 and using piecewise-linear value function approximations provides little value. In addition, linear value functions are much easier to work with and generally are a good starting point.
Updating Piecewise-Linear Value Function Approximations
We now assume that the value function approximation after iteration n is of the form V 
The expression above is similar to (18) , but the smoothing operation applies only to the "relevant" part of the domain ofV 
Using the Karush-Kuhn-Tucker conditions for problem (20) , we can come up with a closedform expression for the projection in (21) . We only state the final result here. Since the vector θ 
If such q * cannot be found, then we let q * = 1. It is straightforward to check that the vector v n ta given byv
satisfies the Karush-Kuhn-Tucker conditions for problem (20) . If the third case holds, then one can apply a similar argument. 
Note. In this figure, we assume that Q = 6, R n,x ta + 1 = 5 and q * = 3.
Recalling the three possible cases considered above, a second possible method first computes
and letsv Therefore, the first method is based on a Euclidean-norm projection, whereas the second method is based on a max-norm projection. Figure 2 .b shows how this method works.
A slight variation on the second method yields a third method, which computes M * = θ n ta (R n,x ta + 1) and lets the vectorv n+1 ta be as in (24) . This method does not have an interpretation as a projection. Figure 2 .c shows how this method works. There are convergence results for the three methods described above. All of these results are in limited settings that assume that the planning horizon contains two time periods and the state vector is one-dimensional. Roughly speaking, they show that if the state vector R n,x 1 generated by the algorithmic framework in Figure 1 satisfies
= q) = ∞ with probability 1 for all q = 1, . . . , Q and we use one of the three methods described above to update the piecewise-linear value function approximations, then we have lim n→∞v
. . , Q with probability 1. Throughout, we omit the subscript a because the state vector is one-dimensional and use 1(·) to denote the indicator function. When we apply these methods to large resource allocation problems with multidimensional state vectors, they are only approximate methods that seem to perform quite well in practice.
Experimental work indicates that piecewise-linear value function approximations can provide better objective values and more stable behavior than linear value function approximations. Figure 3 shows the performances of linear and piecewise-linear value function approximations on a resource allocation problem with deterministic data. The horizontal axis is the iteration number in the algorithmic framework in Figure 1 . The vertical axis is the performance of the policy that is obtained at a particular iteration, expressed as a percentage of the optimal objective value. We obtain the optimal objective value by formulating the problem as a large integer program. Figure 3 shows that the policies characterized by piecewise-linear value function approximations may perform almost as well as the optimal solution, whereas the policies characterized by linear value function approximations lag behind significantly. Furthermore, the performances of the policies characterized by linear value function approximations at different iterations can fluctuate. Nevertheless, linear value function approximations may be used as prototypes before moving on to more sophisticated approximation strategies or we may have to live with them simply because the resource allocation problem we are dealing with is too complex.
Stepsizes
Approximate dynamic programming depends heavily on using information from the latest iteration to update a value function approximation. This results in updates of the form
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where α n−1 is the stepsize used in iteration n. This intuitive updating formula is known variously as exponential smoothing, a linear filter or a stochastic approximation procedure. The equation actually comes from the optimization problem
where F (θ,R) is a function of θ and random variableR. Further, we assume that we cannot compute the expectation either because the function is too complicated or because we do not know the distribution ofR. We can still solve the problem using an algorithm of the form
where θ n−1 is our estimate of the optimal solution after iteration n − 1 andR n is a sample of the random variableR at iteration n. If F (·,R n ) is not differentiable, then we assume that ∇F (θ n−1 ,R n ) is a subgradient of the function. The updating in equation (26) is known as a stochastic gradient algorithm, since we are taking a gradient of F (·,R n ) with respect to θ at a sample realization of the random variableR.
Assume that our problem is to estimate the mean of the random variableR. We assume that the distribution of the random variableR is unknown, but we can obtain sampleŝ
. .. Since we have E{R} = argmin θ E{(θ −R)
2 }, a reasonable approach is to let
and use (26) . Letting θ n be the estimate of E{R} obtained after iteration n, since we have ∇F (θ,R) = (θ −R), we obtain
Among the last two equalities above, the first one has the same form as the stochastic gradient algorithm and the second one has the same form as exponential smoothing.
There is an elegant theory that tells us that this method works, but there are some simple restrictions on the stepsizes. In addition to the requirement that α n−1 ≥ 0 for n = 1, 2, . . ., the stepsizes must also satisfy
The first condition ensures that the stepsizes do not decline too quickly; otherwise the algorithm may stall out prematurely. The second ensures that they do not decline too slowly, which ensures that the algorithm actually converges in the limit. One stepsize rule that satisfies this condition is α n−1 = 1/(n − 1). This rule is special because it produces a simple averaging of all the observations, which is to say that
If we are getting a series of observations ofR from a stationary distribution, this would be fine; in fact, this is the best we can do. However, in dynamic programming, our updates of the value function are changing over the iterations as we try to converge on an optimal policy. As a result, the values ϑ n ta are coming from a distribution that is changing over the iterations. For this reason, it is well known that the so-called "1/n" stepsize rule produces stepsizes that decline much too quickly. A variety of strategies have evolved over the years to counter this effect. One fairly general class of formulas is captured by
if n > 0.
If b = 0, α 0 = 1, β = 1 and a = 1, then we obtain the "1/n" stepsize rule. As a is increased (values in the 5 to 20 range work quite well) or β is decreased (for theoretical reasons, it should stay above 0.5), the rate at which the stepsize decreases slows quite a bit. Raising the parameter b has the effect of keeping the stepsize very close to the initial value for a while before allowing the stepsize to decrease. This is useful for certain classes of delayed learning, where a number of iterations must occur before the system starts to obtain meaningful results. We have found that a = 8, b = 0 and β = 0.7 works quite well for many dynamic programming applications. Another useful rule is McClain's formula, given by
Ifᾱ = 0 and α 0 = 1, then this formula gives α n = 1/n. For 0 <ᾱ < 1, the formula produces a sequence of decreasing stepsizes that initially behaves like 1/n, but decreases toᾱ instead of 0. This is a way of ensuring that the stepsize does not get too small.
The challenge with stepsizes is that if we are not careful, then we may design an algorithm that works poorly when, in fact, the only problem is the stepsize. It may be quite frustrating tuning the parameters of a stepsize formula; we may be estimating many thousands of parameters and the best stepsize formula may be different for each parameter.
For this reason, researchers have studied a number of stochastic stepsize formulas. These are stepsize rules where the size of the stepsize depends on what is happening over the course of the algorithm. Since the stepsize at iteration n depends on the data, the stepsize itself is a random variable. One of the earliest and most famous of the stochastic stepsize rules is known as Kesten's rule given by
where α 0 is the initial stepsize and a is a parameter to be calibrated. Letting
be the error between our previous estimate of the random variable and the latest observation, if θ n−1 is far from the true value, then we expect to see a series of errors with the same sign. The variable K n counts the number of times that the sign of the error has changed by
Thus, every time the sign changes, indicating that we are close to the optimal solution, the stepsize decreases.
Ideally, a stepsize formula should decline as the level of variability in the observations increase and should increase when the underlying signal is changing quickly. A formula that does this is Figure 4 . The optimal stepsize algorithm.
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Step 0. Choose an initial estimateθ 0 and an initial stepsize α 0 . Assign initial values to the parameters by lettingβ 0 = 0 andδ 0 = 0. Choose an initial value for the error stepsize γ 0 and a target value for the error stepsizeγ. Set the iteration counter n = 1.
Step 1. Obtain the new observationR n .
Step 2. Update the following parameters by letting
Step 3. If n > 1, then evaluate the stepsizes for the current iteration by
Step 4. Update the coefficient for the variance of the smoothed estimate bȳ
Step 5. Smooth the estimate byθ
Step 6. Ifθ n satisfies some termination criterion, then stop. Otherwise, set n = n + 1 and go to Step 1.
In the expression above, σ 2 is the noise in the observations and β n is the difference between the true value and the estimated value, which we refer to as the bias. It can be shown that if σ 2 = 0, then α n = 1, whereas if β n = 0, then α n = 1/n. The problem is that neither of these quantities would normally be known; in particular, if we knew the bias, then it means we know the true value function. Figure 4 presents an adaptation of this formula for the case where the noise and bias are not known. This formula has been found to provide consistently good results for a broad range of problems, including those with delayed learning.
Other Approaches for Dynamic Resource Allocation Problems
To understand the relative simplicity of approximate dynamic programming and to provide benchmarks to measure solution quality, it is useful to review other methods for solving resource allocation problems.
A Deterministic Model
A common strategy to deal with randomness is to assume that the future random quantities take on their expected values and to formulate a deterministic optimization problem. For the resource allocation setting, this problem takes the form max a∈A d∈D c 0ad x 0ad (29) subject to
It is important to keep in mind that the time at which flows happen is imbedded in the attribute vector. This makes for a very compact model, but one which is less transparent. In practice, we use problem (29) on a rolling horizon basis; we solve this problem to make the decisions at the first time period and implement these decisions. When it is time to make the decisions at the second time period, we solve a similar problem that involves the known resource state vector and the demands at the second time period. Problem (29) uses only the expected values of the random quantities, disregarding the distribution information. However, there are certain applications, such as airline fleet assignment, where the uncertainty does not play a crucial role and problem (29) can efficiently be solved as an integer multicommodity min-cost network flow problem.
Scenario-Based Stochastic Programming Methods
Stochastic programming emerges as a possible approach when one attempts to use the distribution information. In the remainder of this section, we review stochastic programming methods applicable to resource allocation problems. Thus far, we mostly focused on problems where the decision variables take integer values. There has been much progress in the area of integer stochastic programming within the last decade, but there does not exist integer stochastic programming methods to our knowledge that can solve the resource allocation problems in the full generality that we present here. For this reason, we relax the integrality constraints throughout this section. To make the ideas transparent, we assume that the planning horizon contains two time periods, although most of the methods apply to problems with longer planning horizons.
Scenario-based stochastic programming methods assume that there exist a finite set of possible realizations for the random vector (R 1 ,D 1 ), which we denote by {(R 1 (ω),D 1 (ω)) : ω ∈ Ω}. In this case, using p(ω) to denote the probability of realization (R 1 (ω),D 1 (ω)), the exact value function at the second time period can be computed by solving
subject to
where we omit the nonnegativity constraints for brevity. This approach allows complete generality in the correlation structure among the elements of the random vector (R 1 ,D 1 ), but it assumes that this random vector is independent of R 1 . Since the decision variables are {x 1ad (ω) : a ∈ A, d ∈ D, ω ∈ Ω}, problem (30) can be large for practical applications. 
is the approximation to the exact value function V 0 (·) at iteration n. The details of how to generate the cuts are beyond our presentation.
Auxiliary Functions
As a last possible stochastic programming method, we describe an algorithm called the stochastic hybrid approximation procedure (SHAPE). This method is similar to the methods described in Section 4; it iteratively updates an approximation to the value function by using a formula similar to (18) . SHAPE uses value function approximations of the form
whereW 0 (·) is a function specified in advance. In general,W 0 (·) is chosen so that it is easy to work with; for example, a polynomial. However, the procedure works best whenW 0 (·) approximately captures the general shape of the value function. The second term on the right side of (33) is a linear value function approximation component that is adjusted iteratively. Consequently, the first nonlinear component of the value function approximation does not change over the iterations, but the second linear component is adjustable. We assume that W 0 (·) is a differentiable concave function with the gradient ∇W 0 (R
Using the value function approximation in (33), we first solve the approximate subproblem at the first time period to obtain
Letting R
In this case, using {π n 1a : a ∈ A} to denote the optimal values of the dual variables associated with constraints (4) in the problem above, we let
where α n−1 ∈ [0, 1] is the smoothing constant at iteration n. Therefore, the value function approximation at iteration n is given byV
. It is possible to show that this algorithm produces the optimal solution for two-period problems.
This method is simple to implement. Since we only update the linear component of the value function approximation, the structural properties of the value function approximation do not change. For example, if we chooseW 0 (·) as a separable quadratic function, then the value function approximation is a separable quadratic function at every iteration. Nevertheless, SHAPE has not seen much attention from the perspective of practical implementations. 
The first reason for this is thatV
n,x 0 (·) is a differentiable function and the approximate subproblem in (34) is a smooth optimization problem. Given the surge in quadratic programming packages, we do not think this is a major issue any more. The second reason is that the practical performance of the procedure can depend on the choice ofW 0 (·) and there is no clear guideline for this choice. We believe that the methods described in Section 4 can be used for this purpose. We can use these methods to construct a piecewise-linear value function approximation, fit a strongly separable quadratic function to the piecewise-linear value function approximation and use this fitted function forW 0 (·). Figure 5 shows the performances of SHAPE, linear value function approximations and piecewise-linear value function approximations on a resource allocation problem with deterministic data. The objective values obtained by SHAPE at the early iterations fluctuate but they quickly stabilize, whereas the objective values obtained by linear value function approximations continue to fluctuate. The concave "auxiliary" function that SHAPE uses prevents the "bang-bang" behavior of linear value function approximations and provides more stable performance.
Computational Results
This section presents computational experiments on a variety of resource allocation problems. We begin by considering two-period problems and move on to multiple-period problems later. The primary reason that we consider two-period problems is that there exist a variety of solution methods for them, some of which are described in Section 6, that we can use as benchmarks. This gives us a chance to carefully test the performance of the algorithmic framework in Figure 1. 
Two-Period Problems
In this section, we present computational experiments on two-period problems arising from the fleet management setting. We assume that there is a single vehicle type and it takes one time period to move between any origin-destination pair. In this case, the attribute vector in (1) We use piecewise-linear value function approximations and update them by using (19) and (20) with α n = 20/(40 + n).
We generate a certain number of locations over a 100 × 100 region. At the beginning of the planning horizon, we spread the fleet uniformly over these locations. The loads between different origin-destination pairs and at different time periods are sampled from the Poisson distributions with the appropriate means. We pay attention to work on problems where the number of loads that are inbound to a particular location is negatively correlated with the number of loads that are outbound from that location. We expect that these problems require plenty of empty repositioning movements in their optimal solutions and naive methods should not provide good solutions for them.
Evaluating the performances of the methods presented in this chapter requires two sets of iterations. In the first set of iterations, which we refer to as the training iterations, we follow the algorithmic framework in Figure 1 ; we sample a realization of the random vector (R t ,D t ) and solve problem (14) for each time period t, and update the value function approximations. In the second set of iterations, which we refer to as the testing iterations, we fix the value function approximations and simply simulate the behavior of the policy characterized by the value function approximations that are obtained during the training iterations. Consequently, the goal of the testing iterations is to test the quality of the value function approximations. For Benders decomposition-based methods, the training iterations construct the cuts that approximate the value functions, whereas the testing iterations simulate the behavior of the policy characterized by the cuts that are constructed during the training iterations. We vary the number of training iterations to see how fast we can obtain good policies through different methods. The particular version of Benders decompositionbased method that we use in our computational experiments is called cutting plane and partial sampling method. We henceforth refer to the approximate dynamic programming framework in Figure 1 as ADP and cutting plane and partial sampling method as CUPPS.
For a test problem that involves 30 locations, Figure 6 shows the average objective values obtained in the testing iterations as a function of the number of training iterations. The white and gray bars in this figure respectively correspond to ADP and CUPPS. When the number of training iterations is relatively small, it appears that ADP provides better objective values than CUPPS. Since CUPPS eventually solves the problem exactly and ADP is only an approximation strategy, if the number of training iterations is large, then CUPPS provides better objective values than ADP. Even after CUPPS obtains the optimal solution, the performance gap between ADP and CUPPS is a fraction of a percent. Furthermore, letting {V n,x t (·) : t ∈ T } be the set of value function approximations obtained by ADP at iteration n, Figure 7 shows the performance of the policy characterized by the value function approximations {V n,x t (·) : t ∈ T } as a function of the iteration number n. Performances of the policies stabilize after about 1500 training iterations.
For test problems that involve different numbers of locations, Figure 8 shows the average objective values obtained in the testing iterations. In this figure, the number of training The number of locations gives the number of dimensions of the value function. Therefore, for problems that involve high-dimensional value functions, it appears that ADP obtains good policies faster than CUPPS.
Multi-Period Problems
This section presents computational experiments on multi-period problems arising from the fleet management setting. To introduce some variety, we now assume that there are multiple vehicle and load types. In this case, the attribute space of the resources consists of vectors of the form (1). We assume that we obtain a profit of r D C(l, v) approaches 0, load type l and vehicle type v become less compatible. We use piecewise-linear value function approximations and update them by using (19) and (20) with α n = 20/(40 + n).
We begin by exploring the performance of ADP on problems where {(R t ,D t ) : t ∈ T } are deterministic. These problems can be formulated as integer multicommodity min-cost network flow problems as in problem (29) Note. The triplets denote the characteristics of the test problems, where the three elements are the number of locations, the number of time periods and the fleet size. Figure 9 . Performances of ADP and the rolling horizon strategy on different test problems. We use the so-called rolling horizon strategy as a benchmark for problems where {(R t ,D t ) : t ∈ T } are random. The N -period rolling horizon strategy solves an integer multicommodity min-cost network flow problem to make the decisions at time period t. This problem is similar to problem (29), but it "spans" only the time periods {t, t + 1, . . . , t + N }, as opposed to "spanning" the time periods {0, . . . , T }. The first time period t in this problem involves the known realization of (R t ,D t ) and the future time periods {t + 1, . . . , t + N } involve the expected values of { (R t+1 ,D t+1 ) , . . . , (R t+N ,D t+N )}. After solving this problem, we only implement the decisions for time period t and solve a similar problem when making the decisions for time period t + 1. Figure 9 shows the average objective values obtained in the testing iterations, where the white and the gray bars respectively correspond to ADP and the rolling horizon strategy. The results indicate that ADP performs noticeably better than the rolling horizon strategy.
Extensions and Final Remarks
In this chapter, we described a modeling framework for large-scale resource allocation problems, along with a fairly flexible algorithmic framework that can be used to obtain good solutions for them. There are still important questions, some of which have already been addressed by the current research and some of which have not, that remain unanswered in this chapter.
Our modeling framework does not put a restriction on the number of dimensions that we can include in the attribute space. On the other hand, our algorithmic framework uses value function approximations of the formV for the number of days away from home and 10 possible vehicle types, we obtain an attribute space that includes 40,000,000 (=100 × 10 × 8 × 5 × 10 × 100) attribute vectors. In this case, since problem (13) includes at least |A| constraints, solving this problem would be difficult. We may use the following strategy to deal with this complication. Although A may include many elements, the number of available resources is usually small. For example, we have several thousand vehicles in the fleet management setting. In this case, we can solve problem (13) by including only a subset of constraints (4) whose right side satisfies R ta +R ta > 0. This trick reduces the size of these problems. However, after such a reduction, we are not able to compute ϑ n ta for all a ∈ A. This difficulty can be remedied by resorting to aggregation strategies; we can approximate ϑ n ta in (17) by using ϑ n ta for some other attribute vector a such that a is "similar" to a and R ta +R ta > 0.
Throughout this chapter, we assumed that there is a single type of resource and all attribute vectors take values in the same attribute space. As mentioned in Section 2, we can include multiple types of resources in our modeling framework by using multiple attribute spaces, say A 1 , . . . , A N , and the attribute vectors for different types of resources take values in different attribute spaces. Unfortunately, it is not clear how we can construct good value function approximations when there are multiple types of resources. Research shows that straightforward separable value function approximations of the formV a∈A nV x ta (R x ta ) do not perform well. Another complication that frequently arises is the advance information about the realizations of future random variables. For example, it is common that shippers call in advance for future loads in the fleet management setting. The conventional approach in Markov decision processes to address advance information is to include this information in the state vector. This approach increases the number of dimensions of the state vector and it is not clear how to approximate the value function when the state vector includes such an extra dimension.
We may face other complications depending on the problem setting. To name a few for the fleet management setting, the travel times are often highly variable and using expected values of the travel times does not yield satisfactory results. The load pick up windows are almost always flexible; we have to decide not only which loads to cover but also when to cover these loads. The decision-making structure is often decentralized, in the sense that the decisions for the vehicles located at different locations are made by different dispatchers.
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[40] and [4] use piecewise-linear functions to construct bounds on the value functions arising from multi-stage stochastic programs, whereas [7] and [6] use piecewise-linear functions to construct approximations to the value functions. The approaches used in these papers are static; they consider all possible realizations of the random variables simultaneously rather than using simulated trajectories of the system to iteratively improve the value function approximations.
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Some of the computational results presented in Section 7 are taken from [35] .
There is some research that partially answers the questions posed in Section 8. [24] uses the aggregation idea to solve a large-scale driver scheduling problem. [29] systematically investigates different aggregation strategies. [34] and [32] propose value function approximation strategies that allow decentralized decision-making structures. [32] presents a method to address random travel times.
