In order to endow virtual agents with more realistic affective behavior, it is important to provide them not only the capability to generate and regulate emotions, but also the ability to reason about the emotion regulation processes of other agents. To this end, this paper introduces a computational model for a Theory of Emotion Regulation (ToER). The model has been implemented and tested using the modeling language LEADSTO. In addition, a virtual environment application has been developed, which is inhabited by agents that are equipped with the model for ToER. A first evaluation indicates that the model indeed enables the agents to show more realistic affective behavior.
Introduction
Over the past years, there has been an increasing interest in the application of intelligent virtual agents in various domains [19] . Typical examples are conversational agents (e.g., representatives on the internet), agents in (serious) games (e.g., an instructor in a flight simulator), and agents in computer-generated virtual stories. Recently, much research has been dedicated to developing virtual agents with more realistic graphical representations. However, the affective properties of such agents are usually rather limited, and not very human-like. For example, although many IVAs currently have the ability to somehow show emotions by means of different facial expressions, it is quite difficult for them to show the right emotion at the right moment. One step further, it is even more difficult for them to actually understand and react empathically to the emotional state of other agents. This is in conflict with the requirement of virtual agents to closely mimic human affective behavior. Several studies in Social Sciences have shown that this is an important prerequisite for an agent to increase human involvement in the virtual environment [15] . Therefore, existing systems based on IVAs are not as effective as they could be. Some properties that they typically lack are the ability to show emotions (not only in terms of facial expression, but also in terms of behavior), and to have insight in each other's mental states.
Within the last decade, the literature in Agent Systems shows an increasing amount of attempts to incorporate emotions within software agents (e.g., [22] ). In general, two classes of approaches can be distinguished: those that are trying to equip agents with emotion elicitation processes (e.g., [3] ) and those focusing on agents with emotion regulation (or coping) processes (e.g., [6] , [17] ). The first process addresses the way how agents develop emotions, based on stimuli from the environment (e.g., [12] ), whereas the second process addresses the way how agents control their emotions in case they do not correspond with the emotions they desire to have (e.g., [14] ).
When IVAs start to show more realistic affective behavior, the interaction between such agents may also become more realistic. More specifically, agents may start to get insight in the emotional state of the agents around them, and try to influence those. For example, a player in a virtual soccer game that notices that his teammate is losing confidence may try to encourage him. To incorporate these kinds of capacities into IVAs, they will need the capability to attribute mental states to others, and to reason about these. In psychology, this characteristic is often referred to as Theory of Mind (or ToM, see, e.g., [2] ). According to [5] , agents can exploit a ToM for two purposes: to anticipate the behavior of other agents (e.g., preparing for certain actions that the other will perform), and to manipulate it (e.g., trying to prevent the other from performing certain actions).
A number of approaches in the literature address the development of virtual agents with a ToM, e.g., [5] , [18] . Usually, such agents maintain, in one way or the other, a model of the epistemic (e.g., beliefs) and/or motivational states (e.g., desires, intentions) of other agents. However, since the latest generation of IVAs is starting to have emotions, such agents ideally also have insight in each other's emotions. This idea is in line with the theories of many Cognitive Scientists like Gärdenfors, who claims that humans have a ToM that is not only about beliefs, desires, and intentions, but also about other mental states like emotional and attentional states [13] . Based on these ideas, this paper addresses the following challenge:
Is it possible to develop IVAs with a Theory of Emotion Regulation (ToER), i.e., a ToM that also considers emotional states, and more specifically, emotion regulation, which allows them to reason about each other's emotion regulation processes?
In Section 2, first a generic model for such a ToER will be described at a conceptual level, using the modeling language LEADSTO [4] . In Section 3, a number of simulation results are shown that were generated based on this model, in order to test its basic mechanism. In Section 4, we will introduce a virtual environment application that is inhabited by virtual agents with the model for ToER. Finally, in Section 5 the model is evaluated and conclusions are drawn.
Conceptual Model
In this section, the model for ToER will be described at an intuitive, conceptual level, using the agent-based modeling language LEADSTO [4] . This language allows the modeler to integrate both qualitative, logical aspects and quantitative, numerical aspects. In LEADSTO, direct temporal dependencies between two state properties in successive states are modeled by executable dynamic properties. The format is defined as follows: let and ¡ be state properties of the form 'conjunction of ground atoms or negations of ground atoms'. In LEADSTO the notation α → → e, f, g, h β means:
If state property α holds for a certain time interval with duration g, then after some delay (between e and f) state property β will hold for a certain time interval of length h.
Here atomic state properties can have a qualitative, logical format, such as an expression desire(d), expressing that desire d occurs, or a quantitative, numerical format such as an expression has_value(x, v) which expresses that variable x has value v. For more details, see [4] .
Below, the LEADSTO model for ToER is introduced in a number of steps 1 . First, some basic mechanisms to model an agent's reasoning in terms of beliefs, desires and intentions (BDI), and its emotion regulation processes are introduced. Next, these ideas are combined to obtain a model for emotions and BDI (EBDI). After that, a basic mechanism to model an agent's Theory of Mind (ToM) is introduced, and finally this model is combined with the EBDI model, to obtain a model for ToER.
BDI-modeling
The BDI-model bases the preparation and performing of actions on beliefs, desires and intentions (e.g., [21] ). This model shows a long tradition in the literature, going back to Aristotle's analysis of how humans (and animals) can come to actions; cf. [1] . He discusses how the occurrence of certain internal (mental) state properties within the living being (such as desires) causes the occurrence of an action in the external world.
More recently, researchers in the domain of Agent Technology have used these ideas as a basis to develop the well-known BDI-model of reasoning [21] . This model forms the foundation of the model for ToER presented in this paper. See Figure 1 (for the time being, only focus on the part below the dotted line) for the generic structure in causal-graph-like style, as often used to visualize LEADSTO specifications. Here the box indicates the borders of the agent, the circles denote state properties, and the arrows indicate dynamic properties expressing that one state property leads to (or causes) another state property. In this model, an action A is performed when the agent has the intention I to do this action and it has the belief that certain circumstances in the world are fulfilled such that there is an opportunity to perform the action. Beliefs are created on the basis of observations. The intention to do a specific type of action is created if there is some desire D, and the agent believes that performing this action will fulfill this desire. Such relations within the general BDI-model can be specified in formal LEADSTO format as follows (where the timing parameters e, f, g, h have been omitted for simplicity):
with appropriate desire D and action A. Note that the beliefs used here both depend on observations, as
shown in Figure 1 . Furthermore, ∧ stands for the conjunction operator (and) between the atomic state properties (in the graphical format denoted by an arc connecting two (or more) arrows).
Emotion Regulation
Gross [14] describes the process of emotion regulation as "all of the conscious and nonconscious strategies we use to increase, maintain, or decrease one or more components of an emotional response". A simple example of an emotion regulation strategy is closing your eyes when you are watching an exciting penalty shootout. To formally represent this principle within our IVAs, we reuse parts of the difference equation model by [7] , as explained below.
A first design decision, inspired by [7] , is to concentrate on one specific type of emotion at a time. In principle, this can be any emotion that is considered to be a basic human emotion, e.g., anger, happiness, or fear [10] . The emotional response level (ERL, see the upper part of Figure 1 ) that an agent experiences for such an emotion is modeled by a real number in the interval [0, 2] (where 0 is the lowest possible ERL, and 2 the highest). Next, this ERL may be influenced by the observation of certain events in the environment (i.e., emotion elicitation). Each event has a number of attributes (number between 0 and 1) that determine to what extent they influence a certain emotion. For example, an encounter with a fierce animal may increase the ERL for fear with 0.8. In addition, for each agent a baseline ERL is assumed 2 . This is a specific ERL that an agent (either consciously or unconsciously) tries to achieve, for a certain emotion. For instance, some people who enjoy extreme sports will have a high baseline ERL for excitement, while others, who prefer a more quiet kind of recreation, will have a lower baseline ERL.
Finally, the process of emotion regulation is modeled by introducing a parameter β for regulation speed. This is an individual parameter for each agent, which determines how quickly the agent regulates its ERL towards its baseline ERL. For example, after an unpleasant experience, some agents will stay angry for a long time, while others will leave the event behind very quickly [14] . The regulation process is modeled via the following LEADSTO rule: 2 This concept is comparable to [7] 's notion of "Emotional Response Level Norm".
EBDI-modeling
A next step is combine the model for emotion regulation with the BDI-model presented earlier. In the cognitive literature, it is often claimed that cognition can be divided into two distinct systems: a low-level, emotional and unconscious system, and a high-level, evolutionary recent, conscious system, see, e.g., [11] . According to this view, an important role of emotions is to function as some kind of learned shortcut, allowing a person to quicker come to certain actions (e.g., [9] ). Such theories have formed the basis of recent attempts to develop computational models that integrate emotional and rational concepts, e.g., [16] , [20] .
Fig. 1. Generic structure of the EBDI-model
In line with these ideas, we propose to integrate the two models introduced in the previous subsections as follows (see Figure 1 ). An agent usually reasons rationally, according to the BDI-model (lower part). Meanwhile, at any time point, it has a certain ERL, which is influenced by observations of events, and by its own emotion regulation processes, based on its baseline ERL (upper part). As long as the ERL stays within certain boundaries min and max, it only has a marginal impact on the agent's actions. It does influence its reasoning process (by influencing the desires the agent has, see the downward arrow), but the agent keeps on reasoning rationally. However, whenever the ERL becomes lower than min or higher than max, the reasoning process is bypassed, and the agent acts emotionally. For example, an agent that is walking through a dark forest usually stays close to its friend, but whenever it becomes too frightened it might start panicking.
Theory of Emotion Regulation (ToER)
So far, a model was presented that describes the cognitive processes of a single agent. To make this model the subject of another agent's theory of mind, the idea of recursive modeling is used [18] . This means that the beliefs that agents have about each other are represented in a nested manner. To this end, each mental state is parameterized with the name of the agent that is considered, creating concepts like desire(agentA, D) and ERL(agentB, 0.75). In addition, a number of meta-representations, expressed by metapredicates are introduced. For example, belief(agentA, ERL(agentB, 0.5)) states that agent A believes that agent B has an ERL of 0.5. Similarly, desire(agentA, not(performed(agentB, A1))) states that A desires that B does not perform action A1.
In addition to such meta-statements about state properties, meta-statements about dynamic properties are used, using the depends_on relation. For example, the statement belief(agentA, depends_on(performed(agentB, A1), intention(agentB, A1))) indicates that agent A believes that, whether agent B performs action A1 depends on whether B intends to do A1. In such a way, an agent may have knowledge about a complete EBDI-model (as depicted in Figure 1 ) of another agent.
Based on such knowledge, an agent may reason through the EBDI-model of another agent in various manners. First, types of simple forward reasoning may be used, e.g., by using the following LEADSTO rule:
For example, if A believes that B has a medium emotional state, and A observes that B experiences a very emotional event, then A will believe that B´s emotional state will increase. In addition, several backward reasoning strategies may be used, e.g.:
For example, if A desires that B does not run away, but believes that B will run away if it becomes too frightened, then A will desire that B does not become too frightened.
Updating the ToER
In the domain of virtual environments, obviously, the model an agent has about another agent is not always completely correct. Therefore, an agent should keep on updating its model about the other whenever possible. For the case of the ToER, the main concepts involved in the model are the ERL, the baseline ERL, and the regulation speed. Our IVAs estimate the values of these concepts in a way that is similar to the way humans estimate each other's personality aspects. The only information that an IVA has to update these values is provided by the externally observable behavior of the other agent. For example, if agent A believes that agent B has a high ERL (e.g., is very frightened), and believes that this will lead to a certain action (e.g., screaming), but observes that B does not perform this action, then A will lower its estimated ERL of B. A more generic variant of his process is represented by the following LEADSTO rule (where δ is the extent to which the estimated ERL is decreased): In addition to updating the ERL, our agents use two other strategies to update the ToER. Because of space limitations, the formal details of these strategies are not shown here. However, they are summarized below in pseudo-code:
Strategy 1 -Update Estimated Baseline
"If the agent shows 'positive' 3 emotions more often than expected, and 'negative' emotions less often than expected, then increase the estimated baseline ERL." (and vice versa)
To illustrate the mechanism of this strategy, consider Figure 2 , which shows examples of an actual and an estimated emotion curve. In both graphs, time is on the horizontal axis, and the ERL is on the vertical axis. The solid lines indicate the dynamics of the ERL. These dynamics are influenced by the occurrence of events (which are the same for both graphs): first an emotion increasing event occurs, and later an emotion decreasing event (indicated by the arrows). Moreover, in both graphs emotion regulation takes place after an event has occurred, but the value of the regulation speed is lower in the left graph (the curves are less steep). Furthermore, the baseline ERL towards which the emotion is regulated (indicated by the dotted line) is higher in the left graph.
Clearly, Figure 2 illustrates a situation in which the estimated model does not match the reality very well. Thus, the ToER has to be updated. To this end, as mentioned earlier, the agent with the ToER will make use of the externally observable behavior of the other agent. To make this possible, it is assumed that each agent has a certain range of ERLs in which its behavior is not much driven by emotions. This range is indicated by the shaded area in Figure 2 ; its borders correspond to the min and max values in 
Fig. 2. Actual and Estimated Emotion Curves
These emotional expressions (indicated by the parts of the graphs of Figure 2 outside the shaded area) are used by the estimating agent to update its ToER. For example, Strategy 1 states that, if the graph of the actual situation is too often above the shaded area compared to the estimated situation (which is the case in Figure 2 , e.g., the agent panics more often than expected), then the estimated baseline ERL should become higher. In addition to Strategy 1, another important strategy is:
Strategy 2 -Update Estimated Regulation
Speed "If the agent shows each of its emotions for a longer period than expected, then decrease the estimated regulation speed β."
This strategy is meant to fine-tune the ToER. Therefore, it only becomes useful after a while, when a more or less solid estimation of the baseline ERL has been made 4 . The strategy can be explained by referring to Figure 2 as well. Clearly, if the actual graph lies outside the shaded area for much longer periods than the estimated graph, the value of should be decreased.
Manipulation based on ToER
As soon as an agent has established a reasonable model of another agent, it may use this to make predictions about this agent's behavior, using forward reasoning strategies as introduced earlier. In addition, it may reason about which behavior of the other agent it 4 This is similar to the approach that humans take when they estimate someone's character: first they make a rough estimation (e.g., "how often does he get angry?"), later they start to learn more details (e.g., "how long does it take before he calms down again?"). does not desire, using backward reasoning strategies. Based on these two types of reasoning methods, an agent may deliberate about how to manipulate another agent in such a way that that agent satisfies its desires. For example, suppose an agent knows that its friend is very scared, and it also knows that some scaring event is about to happen, which will make the other so scared that he will run away, which it does not want. Then, the agent may decide to calm down its friend, e.g., by talking to him. This principle is modeled via the following LEADSTO rule: decrease_ERL_by(B,ε) ) Here, the parameter ¡ indicates the extent to which the ERL of the other should be decreased. This may be either a constant value or a function of X and Y. Similar rules have been created to determine when to increase the ERL.
Simulation Results
To test the basic mechanism of the model for ToER, it has been used to perform a number of simulation runs within the LEADSTO simulation environment [4] . The model was tested in a small scenario, involving two agents, A and B. Agent A was equipped with the model for ToER, whereas agent B was not. The central emotion used in the scenario is fear. In order to simulate this, every now and then certain events take place, which influence the level of fear of the agents either positively (e.g., an encounter with a dangerous creature) of negatively (e.g., an encounter with a friendly person). The main goal of agent A is to continuously estimate the level of fear of the agent B, and to manipulate this agent when necessary. To this end, agent A starts with some default model of agent B, and then keeps on updating this using the strategies explained earlier. When agent B becomes too frightened, agent A has to calm it down; similarly it has to ensure it does not become too over-confident (e.g., by sometimes reminding it that dangerous events may still happen). Figure 3 shows an example of (part of) a resulting simulation trace. Time is on the horizontal axis, and different state properties are on the vertical axis. A box on top of a line indicates that a state property is true. 
Fig. 3. Example LEADSTO Simulation Trace
As can be observed, over time agent A's estimations about agent B become more accurate. Agent A uses the strategies described in the previous section to first make a correct estimation about B's baseline ERL (which clearly should be increased, since B is scared very easily), and later about its regulation speed. As a result, already after three events agent A's estimations come pretty close to the actual values: 1.1 for the baseline ERL, and 0.15 for the regulation speed β.
All in all, this scenario has been simulated various times, using different starting parameters for ERL, baseline ERL, and regulation speed. Due to space limitations, the details of these simulations are not shown here 5 . The results indicate that the estimation of the baseline ERL never deviates more than 7% from the actual value. The estimation of the regulation speed sometimes has a bigger error margin (varying between 0% and 60%), but this can easily be improved by choosing smaller step sizes (e.g., a smaller δ) in the update formulas of the previous section. In any case, the global patterns shown by the simulated traces are comparable to the way humans estimate each other's emotions, as described in literature like [13] , [14] , which is sufficient for the current purposes.
Virtual Environment Application
After these initial tests pointed out that the model showed acceptable behavior, it has been implemented 5 More details about the simulation results can be found in IVA08simresults.pdf at [23]. within a dynamic virtual environment application 6 . To this end, a graphical environment has been developed (implemented in C++) that is comparable to classical 2D adventure games like "The Legend of Zelda" 7 . Similar to the LEADSTO simulations, this environment is inhabited by two agents, called the traveler and the guide. The traveler is an IVA that needs to travel through an imaginary world towards a safe destination. This world is inhabited by a various dangerous creatures like dragons and wolves, but there are also friendly people who travel through the area. Moreover, the world is subject to natural phenomena like lightning and earthquakes. These encounters and events occur at random time points, but in more or less fixed areas of the world. Since the traveler has no knowledge of the environment he is in, he has to follows the path of another IVA, the guide. The guide has decent knowledge about the environment. Based on this, the guide helps the traveler to navigate through the world by showing him the way.
However, a major complication for the guide is that the traveler's behavior may be influenced by emotions (in particular, the emotion of fear). For example, if his level of fear becomes too high, the traveler will run away, and if it becomes too low, the traveler will act recklessly. For these reasons, the guide needs to maintain a correct ToER of the traveler, and to manipulate him if necessary. Fortunately, since the guide is familiar with the environment, he is able to predict roughly whenever certain events will occur. Based on these predictions and the ToER of the traveler, the guide will make sure the traveler reaches the final destination.
The scenario consists of two main stages. In the first stage, the two IVAs travel through the virtual world, and will experience several events, varying from scaring (fierce creatures, natural phenomena) to relieving (other travelers). In this first stage, the guide will attempt to establish an adequate ToER of the traveler, by observing his reactions to these events. The emotional reactions shown by the traveler are either 'positive' emotions (screaming, panicking, or running away), or 'negative' emotions (sighing, or recklessly walking around), dependent on his ERL. In the second stage, the IVAs still travel through the virtual world, but now the guide's ToER is sufficiently reliable to be used for manipulation.
A screenshot of the application is depicted in Figure  4 . The left-hand side of the screen displays the virtual environment, with the two IVAs and several other virtual characters and objects. Expressions of emotion and manipulative actions by the IVAs are depicted by text balloons. The right-hand side displays two curves: one for the actual ERL of the traveler, and one for the ERL as estimated by the guide. Furthermore, some additional information is shown, such as the actual and estimated values for baseline ERL and regulation speed. Finally, in those situations where the guide deliberates about how to manipulate the traveler (only in the second stage), another window is shown, which displays a graphical representation of the guide's reasoning process (not shown here due to space limitations).
Fig. 4. Screenshot of the Virtual Environment
The application has been tested extensively, using a large amount of different parameter settings (which can be set by hand at the start of the scenario). In all tests, the guide was capable of performing successful manipulative actions at appropriate times. To further evaluate the application, 20 participants were asked to judge the behavior of the IVAs, by answering questions like "do you feel attached to the guide?" and "do you think the capability to estimate emotions makes the guide more realistic?". The initial results of this evaluation were very promising: the participants very much appreciated the guide's capability to estimate and manipulate the affective behavior of the traveler. Nevertheless, in a later stage, a more elaborated evaluation experiment will be performed, in cooperation with colleagues from Social Sciences.
Conclusion
To develop virtual agents with more realistic affective behavior, they require not only the capability to generate and regulate emotions, but also the ability to reason about the emotion regulation processes of other agents. To this end, this paper introduces a computational model for a Theory of Emotion Regulation. The model integrates three main components, namely a BDI-model for rational reasoning (cf. [21] ), a model for emotion regulation (cf. [6] ) that was inspired by Gross's psychological theory [14] , and a model for ToM (cf. [18] . Although several approaches in the literature address these topics separately, or integrate two of them, we are not aware of any earlier attempts to synergize all three components. For example, [16] , [20] , [22] present elaborated models to integrate emotions into the BDI framework, but they do not address the dynamics of emotion regulation in detail, nor do they incorporate these processes into the reasoning of another agent. Other approaches, e.g., [5] , [18] do address this topic of reasoning about other agents, but usually have an emphasis on reasoning about epistemic and motivational states, whereas our approach enables an agent to reason about emotional states, and to learn from this.
The model for ToER has been implemented and tested using the modeling language LEADSTO. In addition, a virtual environment application has been developed, which is inhabited by agents that are equipped with the model for ToER. An initial evaluation indicates that the model indeed enables IVAs to show more realistic affective behavior.
The application currently does not contain any interaction with users. Rather, it has the characteristic of a (non-interactive) virtual storytelling application, cf. [8] . However, since the conceptual model has been specified in an intuitive, implementation-independent executable format, it is relatively easy to plug it in into any kind of application (e.g., adventure games, training environments, or storytelling applications), including interactive ones.
For future work, it is planned to extend the model in various ways. For example, in addition to emotion regulation, the process of emotion elicitation (which is currently modeled by simply adding a fixed number to the ERL, for each observed event) can be modeled in more detail. When doing that, it will be interesting to investigate existing approaches that take context into account, e.g. by enabling IVAs to extract certain emotion-eliciting features from the environment. This way, it is also easier to distinguish individual differences in the emotional impact of events. For instance, some agents are particularly afraid of wolves, whereas others might be more afraid of earthquakes. Another possibility for further research is to apply the model for ToER on agents of which the behavioral specification is unknown. Although the mechanisms we used to describe emotional dynamics are rather standard 8 , it remains an open question how well the presented strategies work to estimate the behavior of an unknown agent that is not using the expected model.
Finally, an exciting challenge is to apply our model in the domains of Human-Computer Interaction and Ambient Intelligence. Then, the idea would be to enable an intelligent ambient agent to estimate the emotional state of a human user, so that it will be able to support that human in its task. This direction will be further explored in the near future.
