Abstract. Fast spectral-Galerkin algorithms are developed for elliptic equations on the sphere. The algorithms are based on a double Fourier expansion and have quasi-optimal (optimal up to a logarithmic term) computational complexity. Numerical experiments indicate that they are significantly more efficient and/or accurate when compared with the algorithms based on spherical harmonics and on finite difference. Extensions to problems in spherical layers and to vector equations are also discussed.
1.
Introduction. This paper is the fourth and final part of a sequential work on efficient spectral-Galerkin methods for elliptic problems. In the first and second parts [14, 15] , we presented efficient algorithms for elliptic equations in rectangular domains. In the third part [17] , we dealt with polar and cylindrical geometries. In this part, we shall develop efficient spectral-Galerkin algorithms for elliptic equations in spherical geometries, which have important applications in many fields of science and engineering, especially in computational fluid dynamics, climate modeling, and numerical weather prediction.
The most natural way to deal with spherical geometries is to use spherical coordinates and spherical harmonic functions. Although the spherical harmonic functions, being the eigenfunctions of the spherical Laplace operator, offer a number of distinct advantages, such as uniform resolution on the sphere and simplicity for linear, constant-coefficient problems, they have a notorious drawback due to the lack of a fast algorithm for the analysis (from the function values at a set of appropriate points to the coefficients of its spherical harmonic expansion) and synthesis (the inverse operation of analysis) in spherical harmonic expansions. Even though this situation may be improved in light of some recent contributions (see, for instance, [6, 10] ), it is still unlikely that spherical harmonic transforms can be as efficient as the fast Fourier transform (FFT). An alternative approach is to use double Fourier series whose analysis and synthesis can be done by the FFTs. The advantages and disadvantages of using double Fourier series as opposed to using spherical harmonic functions were discussed in great detail by Orszag [12] (see also Boyd [2, 4] ).
There have been a number of attempts at using double Fourier series for solving Poisson equations on the sphere. Orszag [12] (see also the references therein for other earlier and less successful attempts) suggested an efficient algorithm based on the tau method for solving the Poisson equation by using double Fourier series. Later, Yee [20] presented a similar algorithm with all the details needed for implementation. Unfortunately, although very efficient and easy to implement, Yee's algorithm is not entirely correct, for the pole condition (10) in [20] is enforced incorrectly by determining u 0m from the relation (15) in [20] , which may lead to inaccurate results. Some interesting pseudospectral approaches can be found in [7, 8] . However, the double Fourier series approach has not been used much in practice, partly because most computations on the sphere were restricted, by computing resource in the past, to using coarse to moderate resolutions for which not much could be gained by using double Fourier series and perhaps partly because of the lack of fast and reliable algorithms (see also p. 495 in Boyd [4] ). With the rapid increase in computing power, researchers are bound to use finer and finer resolutions in their computations to tackle more complex problems. Thus, fast algorithms using double Fourier series may become more and more advantageous with finer and finer resolutions when compared to the algorithms using spherical harmonics.
The purpose of this paper is to develop fast algorithms for elliptic equations on the sphere by using double Fourier series. We will also consider the problems in spherical layers by using the double Fourier series or spherical harmonics for the horizontal variables and Legendre or Chebyshev polynomials for the vertical variable. It is hoped that this paper will help to revive researchers' interests in using double Fourier series for elliptic-or parabolic-type equations in spherical geometries.
The rest of the paper is organized as follows. In the next section, we present two new algorithms by using double Fourier series for the Helmholtz equation and we report on the numerical experiments which compare the new algorithms with the existing algorithms based on the spherical harmonics and finite difference. In section 3, we present various extensions of our algorithms, including, in particular, applications to the elliptic equations in spherical layers and to the vector elliptic equations. Finally, we offer some concluding remarks followed by an appendix detailing the matrices introduced in section 3.
2. Elliptic problems on the sphere. Since the surface of the sphere has no boundary, high-order equations such as biharmonic or Stokes equations can be readily split up into a couple of second-order equations. Therefore, we shall only consider the Helmholtz equation on the surface of a unit sphere
We refer to [5] for a classical analysis on the well-posedness of this equation.
Applying the spherical transformation
If α = 0, the above equation has a unique solution, while for α = 0, the compatibility condition
should be satisfied, and the solution u is only determined up to an additive constant. Equation (2.3) can be trivially solved by using the spherical harmonics which are in fact the eigenfunctions of the elliptic operator L (cf. [5] ). The main disadvantage of using spherical harmonics is that the transformations between physical and spectral spaces are expensive. An alternative is to expand functions on the sphere by using double Fourier series (cf. [12] and [2] ). In order to develop a fast algorithm based on a double Fourier expansion, we need to recall some important properties satisfied by u m and f m .
Since u is periodic in φ, we may write
whereū m is the complex conjugate of u m , and likewise for f . Substituting the expansion (2.5) (likewise for f ) in (2.3), we find
On the other hand, we may expand u(θ, φ) in spherical harmonics functions,
where P m n (x) is the associated Legendre function. Following Orszag (cf. [12] ), P m n (cos θ) can be expressed as sin |m| θP nm (cos θ) (where P nm (x) is a polynomial of degree n−|m| in x), and we find from (2.5) and (2.7) that
Hence, u m (θ) has the same parity as m and is a periodic function with period 2π; i.e., u m (and f m ) belongs to the space 
Note that Y (m) (and X (m) , Z (m) defined later) are complex spaces, while Y (and X, Z defined later) are real spaces. Furthermore, u m (θ) has (at least) an |m|th order zero at θ = 0, π; i.e., u m (θ) satisfies the following pole condition:
As pointed out by Orszag [12] (see also [2] ), it is impractical and not necessary for the approximate solution to satisfy all the pole conditions in (2.12). We present below a fast solver for (2.6) (hence for (2.3)) based on a weighted Galerkin method in which the approximate solution, while being spectrally accurate, only satisfies the essential or necessary pole condition(s) to be specified below.
2.
1. An interpolation operator. Given a pair of even integers (N, M ), we define the approximations of Y (m) and Y as
and
we define a grid associated to Y NM bỹ 
One derives from the discrete Fourier transform that
In particular, we have 
Then one finds from the discrete sin and cos transforms that
Now we define an operator
By construction, we have
Note that functions in Y do not satisfy any pole conditions in (2.12), hence, they are not even single valued at the poles in the Cartesian coordinates. We define below a sequence of spaces whose functions satisfy the first pole condition in (2.12):
We observe that, for u ∈ Z, we have
Therefore, functions in Z are single valued at the poles in the Cartesian coordinates. Note that one verifies easily that the spherical gradient
Thus, functions in Z are also differentiable at the poles in the Cartesian coordinates.
Formulation of the algorithm. Given a positive weight function ω(θ)
satisfying ω(0) = ω(π) = 0, and an appropriate subspace X
N , the weighted spectral-Galerkin (Petrov-Galerkin) approximation to (2.6) is to find u
is an approximation of f m defined by
Then the approximation of u is defined as
Given a set of basis functions {ψ
will be specified later), we may write u
and 
The efficiency of the method depends on the structure of these matrices, which in turn depend on the choice of ω(θ) and X N . We recall that it is impractical and not necessary for the approximate solution to satisfy all the pole conditions in (2.12). Hence, we shall search a pair of w(θ) and X (m) N such that (i) the linear system (2.33) is nonsymmetric but positive definite; and (ii) the matrices A (m) , B (m) , and C (m) are banded matrices with small bandwidth so that (2.33) can be solved efficiently.
To fix the idea, we assume α = 0. The case α = 0 can be treated similarly with slight modifications (see Remark 2.1).
The form of (2.6) suggests that we choose ω(θ) = sin 2 θ. In this case, the system (2.28) is well defined for X
N ; i.e., no pole condition is essential -all the pole conditions in (2.12) are nonessential (i.e., natural). We consider below two different choices for X (m)
n (θ) is defined in (2.10). By elementary computations, we find that the system (2.33) has only three nonzero diagonals. More precisely, the nonzero entries of A (m) , B (m) , and C (m) are given below (the superscript (m) is omitted for simplicity).
For m odd and k, j = 1, 2, . . . , N − 1: 
, and c 00 = π.
leads to the simplest linear system. However, the solution u N M (in Y NM ) is neither necessarily single valued nor differentiable at the poles in the Cartesian coordinates, although the approximate solution u N M still converges to u exponentially provided that f is smooth in the spherical coordinates (see section 3). In order to apply this algorithm to more complicated situations, such as nonlinear or time dependent problems, we may project, in an appropriate way, the solution u N M to the space Z NM . To this end, we define a simple projector
Let us first define a projector π 
(2.42) Hence, for m = 0, the bilinear form is nonsymmetric positive definite. For the case m = 0, the same conclusion can be drawn since the matrix B 0 given in (2.35) is irreducibly (column) diagonally dominant with positive diagonal elements. In addition, the above inequality indicates that the conditioning of the linear system (2.28) (or (2.33)) improves as α increases. In Table 2 .1, we list the condition numbers, defined as the ratio of the largest and smallest singular values, of the matrices associated to (2.33) with several values of α. Only the case m = 0 is listed since it is clear from (2.42) and it is found numerically that the largest condition number occurs at m = 0. Since
N , the matrix of (2.33) with m = 0 is the same for both cases. Note that the condition numbers are relatively large, so it is advised to use double precision, especially for large N . On the other hand, for large values of α, which occur often in solving time dependent fluid problems with large Reynolds numbers, the condition number improves significantly, especially for large N . Thus, our algorithms are well-suited for problems with large values of α; see Table 2 .3 for more numerical results on this point.
Note also that (2.33) can be split up into two tridiagonal or pentadiagonal subsystems which can be solved very efficiently in O(N ) operations. Thus, the overall computational complexity of this Helmholtz solver is O(N M log M ). 
Numerical results.
We have solved the Helmholtz equation (2.3) on the sphere with the function f being such that the exact solution is u(θ, φ) = cos(8(sin θ cos φ + sin θ sin φ + cos θ)) (2.44) by using four different algorithms. Namely, (i) sph har: using spherical harmonics; (ii) Fourier I: using double Fourier series in (2.28) with ω(θ) = sin 2 (θ) and X All computations were carried out in double precision on a SUN Ultra-1 workstation Model-140 with the standard optimization option "-O." In Table 2 .2, we list the discrete l 2 errors, based on the collocation points inΣ NN , of the four algorithms applied to (2.3) with α = 0. As expected, all three spectral methods converge exponentially and the finite difference code converges quadratically. Note that the two algorithms using double Fourier series are slightly more accurate than that using spherical harmonics.
Next, we demonstrate the robustness of our algorithms with respect to α. In Table 2 .3, we list the l 2 errors of our algorithms with several different values of α. The exact solution is again given in (2.44).
The results in Table 2 .3 clearly indicate that our algorithms are robust with respect to large values of α. They even produce spectrally accurate results for negative values of α which are not close to the critical values for which (2.33) is singular.
In Table 2 .4, we list the CPU times of the four algorithms for solving the Helmholtz equation (2.3) on the sphere. FFTPACK, developed by Swarztrauber and Sweet, is used to compute the discrete Fourier transforms in the algorithms Fourier I and Fourier II, while SPHEREPACK, developed by Swarztrauber and Adams, is used to compute the discrete spherical harmonic transforms. For the spherical harmonic algorithm, (≈ N 3 ) values of the associate Legendre polynomials need to be precomputed and stored. The CPU times for the precomputation are listed in parentheses. The two algorithms using double Fourier series are significantly more efficient than that using spherical harmonics; e.g., a factor of about 30 (taking into account the precomputation) is observed with N = M = 256. They are also considerably more efficient than the finite difference code while providing exponential convergence as opposed to the second-order convergence of the finite difference method.
For applications in nonlinear and/or time dependent problems, it is important that the spherical gradient of the solution ∇ s u = (u θ ,
t is approximated with a desirable accuracy. Although ∇ s u is not necessarily defined for u ∈ Y NM , we can use, in the algorithm Fourier I, ∇ s (π N M u N M ) (see (2.37)) as the approximation to ∇ s u. In Table 2 .5, we list the l 2 errors for ∇ s u by using Fourier I and Fourier II applied to (2.3) with α = 0. We find that both algorithms offer essentially the same accuracy for ∇ s u. Thus, by applying the projector π N M whenever needed, we believe that the algorithm Fourier I is as widely applicable as the algorithm Fourier II. We emphasize that the main purpose of this comparison is not to determine which algorithm is better, but rather to support the view that nonessential pole conditions in (2.12) can be safely ignored.
Extensions.
As indicated previously (cf. [14, 17] ), elliptic problems with variable coefficients can be efficiently solved by using a conjugate gradient-type iterative method with a spectrally equivalent operator associated to a constant coefficient problem as a preconditioner. Below, we provide details on how to treat vector equations and problems in spherical layers.
Vector equations.
In many physical applications, one often needs to solve vector equations in spherical geometries. Consider, for instance, the vector Poisson equation on the unit sphere in spherical coordinates
where (u 1 , u 2 ) and (f 1 , f 2 ) are vectors in spherical coordinates and
is the scalar Laplace operator in spherical coordinates. The difficulty here is that the uncoupled vector Poisson equation in Cartesian coordinates now becomes coupled in spherical coordinates. One may use, of course, the so-called vectorial spherical harmonics (cf. [11, 18] ) which are the eigenfunctions of the operator ∇ 2 . However, in addition to the inevitable expensive transforms, the implementation task with vectorial spherical harmonics can be formidable. In order to be able to use double Fourier series, one can first decouple the system (3.1) by applying the transform
Then the system (3.1) is reduced to
which can be solved by using double Fourier series as in section 2 or by using scalar spherical harmonics.
The three-dimensional (3D) case can be handled in a similar way. We refer to Appendix B in [13] for more details on how to decouple the 3D vector equations in spherical coordinates.
Elliptic equations in a spherical layer.
We consider again the model Helmholtz equation
Applying the spherical transformation x = r sin θ cos φ, y = r sin θ sin φ, z = r cos θ (3.6) to (3.5), and setting u(r, θ, φ)
Below, we present two approaches; one is based on spherical harmonics and the other on double Fourier series. 
we find, after multiplying (3.7) by r 2 (this is a natural process since r 2 sin θ is the Jacobian of the spherical transform), that (3.7) reduces to
Since the interval [R 1 , R 2 ] can be mapped to [−1, 1] by using the transform
we have only to consider the following prototypical one-dimensional problem:
Let P K be the space of polynomials of degree less than or equal to K, and let
Then the weighted spectral-Galerkin approximation to (3.11) is to find u K ∈ Z K such that 
(3.14)
Then (3.13) becomes the matrix equation
The efficiency of the method depends on the choice of the basis functions which, in turn, determine the matrices Q, R, and S.
To simplify the notation, we will only consider the case R 1 > 0 (i.e., β > 1). The case R 1 = 0 (i.e., β = 1) can be treated similarly.
We present below three different ways to implement (3.13).
• Legendre-Galerkin. In this case, we set ω = 1 and
. By using the identities (3.18) one can readily derive that Q, R, and S are positive definite symmetric matrices with q ij = 0 for |i − j| > 4, r ij = 0 for |i − j| > 2, and s ij = 0 for j = i, i ± 2. Their nonzero entries are given in Appendix A. The drawback of this approach is that no fast Legendre transform is available. The Chebyshev-Legendre Galerkin method presented below is designed to overcome this shortcoming.
• Chebyshev-Legendre Galerkin. In this case, we use the Legendre formulation with ω = 1 and φ j (t) = L j (t) − L j+2 (t), but we define the interpolation operator J K based on the Chebyshev Gauss-Lobatto points. Then (3.13) leads to a symmetric banded system with small bandwidth, while the transformation between function values at the Chebyshev Gauss-Lobatto points and the coefficients of its Legendre expansion can be done with quasi-optimal computational complexity (cf. [1, 16] ).
• Chebyshev-Galerkin. We set ω = (1 − t 2 ) − 1 2 and φ j (t) = (1 − t 2 )T j (t). It can be easily shown that Q and S are positive definite symmetric matrices with q ij = 0 for |i − j| > 6, s ij = 0 for |i − j| > 4 and |i − j| odd. Although R is nonsymmetric, it can be shown that R is banded with r ij = 0 for i − 4 ≤ j ≤ i + 4. Indeed, it is easy to see that
On the other hand, thanks to identity ω (t) = tω 3 (t) and integration by parts,
where P i+3 (resp., P i+4 ) is a polynomial of degree less than or equal to i + 3 (resp., i + 4). Hence, r ij = 0 for j > i + 4. Although it is very tedious to determine their nonzero entries by hand, one can easily compute them by using appropriate Gaussian quadratures. The details are left to the interested readers. The main advantage of the Chebyshev method is the availability of the fast Chebyshev transform. Beside the tedious process involved in evaluating the nonzero entries of Q, R, and S, the nonsymmetry of R may introduce additional difficulties when iterative methods are needed for problems with variable coefficients. A performance comparison of the three methods in a different context can be found in [16] .
Remark 3.1. In case R 1 = 0 (i.e., β = 1), the appropriate basis functions are
Higher-order equations can be solved in a similar fashion. For instance, by using the expansion in spherical harmonics, the biharmonic equation would be reduced to a set of one-dimensional fourth-order equations which can be solved efficiently by using a spectral-Galerkin method (see [17] for a similar case).
Using double Fourier series.
and likewise for f . Then (3.7) becomes
Applying again the transform (3.10) and multiplying by r 2 sin 2 θ, (3.19) becomes
where we have set β
, r = γ(t + β), u m (t) =ũ m (r), and f m (t) =f m (r).
As before, we only have to consider the approximation of (3.20) , where f m and u m are real functions.
We now describe a spectral-Galerkin scheme for (3.20) . We shall look for an approximation of u m in the tensor-product space (3.24) spherical harmonics and on finite difference. The numerical experiments also confirm that nonessential pole conditions can be safely ignored, at least for steady problems, in agreement with the arguments in [12] and [2] . For time dependent problems, it is also generally believed that ignoring nonessential pole conditions will not lead to unreasonable time step restrictions as long as the principle elliptic operator is treated implicitly [12] .
It is hoped that this paper will help to revive researchers' interests in using double Fourier series for elliptic or parabolic type equations in spherical geometries.
Appendix A. The nonzero entries of Q, R, and S . Let Q, R, and S be defined in (3.14) with ω ≡ 1 and φ j (t) = L j (t) − L j+2 (t). Then, their nonzero entries are 
