We consider the asymptotic behavior of motion of polygonal convex curves by crystalline curvature in the plane. There appear spontaneously two types of singularity: one is single point extinction and the other is degenerate pinching. We mainly discuss degenerate pinching singularity and show the exact blow-up rate for a fast blow-up solution which arises in an equivalent blow-up problem.
Introduction
We study an anisotropic motion of closed, convex polygonal curves by a power of crystalline curvature in the plane. Let P 0 be a convex closed n-sided polygon in the plane with the angle between two adjacent sides being − # where # := 2 =n with n ¿ 4. We consider the evolution problem of ÿnding a family of polygons {P(t)} 06t¡T satisfying d dt x j (t) = v j (t)n j ; j∈ I; t ∈ (0; T );
Line L 1 the j-th side n j x j Origin Line L 2 Fig. 1 . The line L1 is containing the jth side of P(t) and the line L2 is spanned by nj and passing through the origin.
for some T ¿ 0, where n j := − t (cos Â j ; sin Â j ) is the inward normal vector of the jth side, v j is the inward normal velocity of the jth side, I is the set of n integers of the form: I = {0; 1; : : : ; n − 1}, and x j ∈ R 2 denotes the intersection of the line L 1 and the line L 2 which are shown in Fig. 1 . Here and hereafter Â j = j#. We note that the interior angle between two adjacent sides of P(t) is always − # as long as solution polygons exist. In other words, the normal angle of each sides does not change while the solution polygon exists. Motions of this kind are called crystalline motion.
For the geometric and physical backgrounds of crystalline motions, we refer the reader to Taylor [12] and Angenent and Gurtin [2] . For the recent development about crystalline motions, see, e.g., [4, 10, 16] . In the realm of interface motion, the normal velocity of each side depends not only on local properties but also nonlocal properties as well as the in uence from inside and/or outside regions of the interface. The present paper treats of the case where the normal velocity is homogeneous of some degree ¿ 0 in the crystalline curvature:
where a j 's are positive constants, and Ä j 's are what are called the crystalline curvature deÿned nonlocal by
Here d j (t) is the length of the jth side of polygon P(t). a j may depend on j, thus represents anisotropy.
The local existence and uniqueness of the solution polygon hold by the standard theory of ordinary di erential equations. Moreover, it is known that for any initial data the solution does not exist globally in time and the solution polygon breaks down, that is, a singularity occurs on some sides in a ÿnite time [1, 5] . Giga and Giga [5] showed the detailed information on the limiting shape at the ÿnal time: the solution polygon P(t) shrinks to a single point or collapses to a line segment with a positive length. The latter phenomenon is called degenerate pinching. Andrews [1] gave a su cient condition of degenerate pinching. In any case, the enclosed area of solution polygon becomes zero at the ÿnal time.
In this paper, we consider degenerate pinching cases and discuss the properties of the behavior of solutions near the ÿnal time.
At the end of this section, let us make a comment on a crystalline approximation. Many authors have recently studied an approximation of curvature-dependent motions by using crystalline motions. In both [7] and [3] , the convergence results were shown for graph-like curves. These results were extended for closed convex curves by [6] , and for the motion by a power of curvature by [14] and [13] . In [8] , the authors showed the approximation of the classical curve-shortening equation via the level set method. This result was extended for a general motion. See, e.g., [5] .
Equivalent blow-up problem
Throughout this paper, we use the notation j u j , u max , u min andu(t) for j∈I u j , max j∈I u j , min j∈I u j and du(t)=dt, respectively. Now we can restate the problem as follows.
for some T ¿ 0, where Ä j (0) is the initial crystalline curvature of P 0 .
Here Â is an operator on R n :
Note that for
The original problem and the above problem are equivalent except the indeÿniteness of position of the polygon, see, e.g., [16] and [17] .
By using a usual comparison theorem and H older's inequality, we obtain the following. See, e.g., [15, Lemma 2.4] , and [17, Lemma 2.9].
Lemma 2 (ÿnite time blow-up): Let ¿ 0. For any initial crystalline curvature (Ä j (0)) j∈I , there exists a ÿnite time, say T ¿ 0, such that the maximum of solution v(t) of Problem 1 blows up to inÿnity as t tends to T :
, this lemma shows that at least one side disappears at the ÿnal time and no sides disappear before t reaches T .
Giga and Giga [5] showed that if ¿ 1 or ¿ 0 with n odd, then every edge length tends to zero simultaneously as t → T . Moreover, Andrews [1] proved that if ¡ 1 with n even and P 0 was su ciently long and narrow, then degenerate pinching occurred.
Blow-up rate in general case
In this section, we discuss the order of divergence of blow-up solution, so-called blow-up rate.
This can be proved as in Stancu [11, Lemma 2.2] , where the case =1 is discussed. It is, however, easy to generalize to our setting. This result implies that the generic lower bound of blow-up rate is (T − t) − =( +1) . Moreover, in [1] it was shown that if ¿ 1, then the solution satisÿed
In other words, the blow-up rate in the case ¿ 1 is exactly (T − t) − =( +1) .
The following lemma shows the relation between the blow-up rate of solution v and a limiting shape of solution polygon P(t).
then the solution polygon shrinks to a single point.
Proof. It is su cient to show that the case ¡ 1 and n even. Let k = n=2 and let w(t) be the distance between the 0th side and the kth side measured along the normal (see Fig. 2 ). Note that Â k = . Hereafter C denotes a su ciently large positive constant.
p(t)
w(t) the k-th side the 0-th side Fig. 2 . w(t) denotes the distance between the 0th side and the kth side measured along the normal.
Step 1: The width w(t) is given as
Then d j (t) 6 | sin Â j | −1 w(t) holds for j = 0, k. Hence v j (t) −1= 6 Cw(t) holds for j = 0, k.
Step 2: Let A(t) be the enclosed area of a solution polygon P(t). The rate of change of A(t) can be computed bẏ
Step 3: By assumption, v j (t) 6 C(T −t) − =( +1) holds for all j ∈ I and by the maximum principle, v j (t) ¿ v min (0) holds for all j ∈ I. Then from the above two steps,
since ¡ 1. By integration of this over (t; T ), we obtain
Final step: From Step 1 and assumption, w(t) ¿ C −1 (T −t) 1=( +1) . By geometry, A(t) ¿ w(t)d j (t)=2 holds for j = 0; k. Then from this and Step 3,
Hence d j (t) tends to zero as t → T for j = 0; k. Thus if there exists a pair of parallel sides, then the sides disappear as t → T . This follows that every edge length tends to zero simultaneously as t → T if n even.
From the above lemma, if a degenerate pinching occurs, then lim sup
This implies that the blow-up rate in the degenerate pinching case is always faster than (T −t) − =( +1) .
In the next section, we discuss the blow-up rate in that case. Our ÿnal purpose is to determine an exact blow-up rate for such a fast blow-up solution.
4. Blow-up rate in degenerate pinching case
Lower bound of blow-up rate
The following result gives a lower bound of blow-up rate in the degenerate pinching case.
Theorem 5. Let n even and k = n=2. Assume that the 0th and the kth sides do not disappear at the ÿnal time T , then there exists a positive constant C such that
Proof. By assumption, −ẇ(t) = v 0 (t) + v k (t) 6 C. Then, w(t) 6 C(T − t). From Step 1 in the proof of Lemma 4, v j (t) −1= 6 C(T − t) holds for j = 0; k. Hence we have the assertion. Now we already know that when ¿ 1, the limiting shape is a single point and exact blow-up rate is (T − t) − =( +1) , but in degenerate pinching case, we do not know the exact blow-up rate and only know the lower bound of blow-up rate. We shall present simple examples of a fast blow-up solution and degenerate pinching phenomenon in the following.
Examples of a fast blow-up rate-case n = 4; 6; 8
The following three propositions show a blow-up rate of (T − t) − for n = 4; 6; 8 in a degenerate pinching case. In what follows, for simplicity, let a j ≡ 1 and assume that P 0 is the axisymmetric polygon. Notation F ∼ G means c 1 G 6 F 6 c 2 G for generic constants c 1 and c 2 .
Case n = 4. Assume v 0 (0) = v 2 (0); v 1 (0) = v 3 (0) and
Proof. From the symmetry of solution, evolution equations arė
The assumption v 1 (0) = Proof. From the symmetry of solution, evolution equations arė
By assumption, v 1 (0) = and integration it over (0; T ), we have
Here we have used (1) . Therefore, for su ciently small 1 and , c( 1 ; ) ¿ 0 holds. For example, c(1=8; 1=4) = 0:132254 · · · (see Fig. 3 ). Thus v 0 (t) ∼ 1. Hence, by Theorem 5, we have the assertion.
Proof. From the symmetry of solution, evolution equations arė 
The above inequality, −(v
2 ) · = (2 + √ 2)v 1 and integrating it over (0; T ) yield
Here we have used (1) . Therefore, c( 1 ; 2 ; ) ¿ 0 holds for su ciently small 1 , 2 and . For example, c( = 0:305517 · · · (see Fig. 3 ). Thus v 0 (t) ∼ 1. Hence, by v 1 (t) ∼ v 2 (t) and Theorem 5, we have the assertion.
In Fig. 3 , we show numerical examples for time evolution (from outside to inside) of a solution polygon P(t) (from left to right, n = 4; 6; 8). The upper ÿgures indicate single point extinction case with = 1 and the lower ÿgures indicate the above three degenerate pinching case with = 1 4 . The initial polygon P 0 is the outmost polygon in each ÿgure. Note that the initial shape of neither (a) nor (a ) is a square. All ÿgures are performed by using the scheme developed in Ushijima and Yazaki [14] .
Exact blow-up rate
The examples of 4.2 show a blow-up rate of (T − t) − . Then a question naturally arises: Is the rate (T − t) − universal in degenerate pinching case?
For this, we obtain the following answer under an additional condition.
Theorem 6. Let n even and let k = n=2. Assume that
If the 0th and the kth sides do not disappear at the ÿnal time T , then we have
By the maximum principle, it is easy to know that the additional condition ( Â v(0) + v(0)) j ¿ 0(j ∈ I) makes a solution monotone nondecreasing.
Next is a key lemma to prove Theorem 6.
Lemma 7.
Under the same assumptions as in Theorem 6, it holds that
Proof. The estimate of the ÿrst eigenvalue for − Â on a blow-up core, which is deÿned by
plays an important role. Let J be the set of m integers of the form: {j 1 ; j 1 + 1; : : : ; j 1 + m − 1} and consider the following eigenvalue problem:
Here and in what follows we deÿne the "boundary" of J by 9J = {j 1 − 1; j 1 + m} and the index j is to be read modulo n. Let l (J) be the lth eigenvalue of (9) and let L(J) = Â j1+m − Â j1−1 . Note that the lth eigenvalue is given as
sin(#=2) (l = 1; 2; : : : ; m):
Then we obtain the relation between the ÿrst eigenvalue 1 = 1 (J) and L = L(J) such that
Let B be a blow-up core with a time sequence, say {t m } which satisÿes lim m→T v max (t m )(T − t m ) =( +1) = ∞ (by (3) we can take it). Divide B into maximal subsets of the form: B k = {j k ; j k + 1; : : : ; j k + m k − 1} with the boundary
By using the same argument as in Ishiwata and Tsutsumi [9] , proof of Theorem 4.16, we obtain 1 (B k ) = 1 for any k (the additional condition (7) is used here), and so L(B k )= with m k = n=2 − 1. This implies that the blow-up core B has at least one maximal subset B 1 ⊂ B and the number of maximal subsets of B is at most two. Then we can divide I into three subsets I=B 1 ⊕9B 1 ⊕C with some set of n=2 − 1 integers C. By the deÿnition of blow-up core (8), we obtain d min (t m ) ∼ d j (t m ) for j ∈ B with a time sequence {t m }. By geometry, d min (t m ) ∼ d j (t m ) for all j ∈ C. Then, by taking a subsequence of {t m } if it is necessary, we see that C = B 2 and so B = B 1 ⊕ B 2 . Hence, the set I can be divided into exactly three subsets of the form: I = B 1 ⊕ B 2 ⊕ {j 1 − 1; j 2 − 1} where |Â j2−1 − Â j1−1 | = . Note that j 1 − 1 = j 2 + m 2 and j 2 − 1 = j 1 + m 1 modulo n, and these three subsets depend on the time sequence {t m }.
By virtue of Theorem 5 and the above argument, we can divide I into three subsets I = B 1 ⊕ B 2 ⊕ {0; k}. Note that the blow-up core B = B 1 ⊕ B 2 does not depend on a time sequence, since the 0th and the kth sides do not disappear at the ÿnal time T and L(B 1 ) = L(B 2 ) = holds. Then, by (2), we have the assertion. 
