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Abstract
This thesis addresses the interactions of aerosols, clouds and dynamics
in case of a so-called Medicane. This type of cyclone occurs over the
Mediterranean Sea, showing similarities to Hurricanes over the Atlantic
and Pacific Ocean. Due to the high wind speed of the Medicane, a
large amount of sea salt particles is emitted over the sea. Thus, the
Medicane creates its own sea salt field, which is a particular feature and
can influence the development of the Medicane, its associated clouds, and
precipitation.
A distinct Medicane that occurred in early November 2011 is simulated
with the modeling system COSMO-ART. To investigate the impact of
sea salt particles on this Medicane, two different aerosol scenarios are
defined. The influence of the aerosol scenarios is further investigated with
the help of two distinct ensemble simulations. In both ensembles the
initial conditions are varied in different ways. The first ensemble uses a
preexisting ensemble as driver for the simulations. The second ensemble
is generated by adding a random perturbation on the time derivative of
temperature at the first time step. In particular, these ensembles are
designed to extract the aerosol effect on clouds and precipitation from
effects due to the non-linearity of dynamics. This non-linearity can cause
significant differences in a system’s response to small changes in initial
conditions. Processes contributing to this non-linearity are for example
convection and cloud micro-physics. Non-linearity occurs in nature as well
as in the model’s simplified equation system.
For the analysis, a score was applied that does not take the difference
between two model results, which is a common practice. This score is
called Displacement and Amplitude Score (DAS). It uses an optical-flow
algorithm to compare two precipitation fields and to quantify how well
the features are matched in terms of location and intensity. DAS was
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originally developed to validate forecasts by a comparison with satellite
data. In contrast to previous studies, this is the first study that applies
DAS on different model results. The combination of DAS and a Factorial
Method is a new methodology designed as a part of this thesis in order to
separate the effects of aerosol on precipitation.
The application of the new methodology on the ensemble simulations of
the Medicane shows, that sea salt aerosols produced spatial shifts and
differences in intensity of surface precipitation. Most of the shifts assigned
to aerosol interactions were between 6 and 20 km within 3 h. Changes in
the precipitation amount up to 12 mm were common in the same time
range. Impacts of aerosol on precipitation were determined up to a lead
time of 1 day for amplitude effects and up to 1.5 days for displacements.
Beyond 1.5 days of simulation, distinguishing the impact of aerosols from
the impacts of other factors was not possible.
1. Introduction
The effect of liquid and solid particles in the atmosphere (aerosol) on
cloud formation and precipitation is one of the least understood processes
in atmospheric sciences. This holds for climate projections as the fifth
Assessment Report of the Intergovernmental Panel on Climate Change
(IPCC, Stocker et al., 2013) shows, but also for precipitation forecast on
time scales of hours to days (e.g. Noppel et al., 2010). Although big effort
has been spent in observational (e.g. Loeb and Schuster, 2008) as well as
in modeling studies (e.g. Lohmann and Feichter, 2005; Ekman et al., 2006)
in the past years, the interactions of aerosols, clouds, and precipitation
are quantitatively not well understood (Levin and Cotton, 2008; Stevens
and Feingold, 2009; Stevens and Boucher, 2012; Tao et al., 2012).
Aerosols influence the energy fluxes due to scattering and absorption of ra-
diation. Additionally, aerosols affect cloud formation when it acts as cloud
condensation nuclei or ice nuclei. This has an impact on precipitation and
thus on the water cycle. Cloud micro-physical processes can compensate
each other, which makes it difficult to quantify the relative importance
of single processes for precipitation. Thus, Stevens and Feingold (2009)
proposed to study the effects of aerosols on clouds and precipitation for
different cloud regimes rather than performing isolated cause-effect studies.
A difficulty in those studies lies in the model deficiencies. One example of
a model deficiency is the need for parameterizations due to the choice of
grid mesh size. Typical values are a few kilometers for numerical weather
prediction up to a few hundreds kilometers on global climate studies. Thus,
processes like convection and precipitation cannot be resolved and must
be parameterized. This causes large uncertainties, as closure assumptions
and the choice of parameters to solve those equations have to be made
(Grell and Freitas, 2014).
This thesis addresses the feedback between aerosols and a special weather
phenomenon over the Mediterranean Sea called a Medicane. Thus, this
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study has its focus on time scales of hours to days. Medicanes (from
“Mediterranean hurricanes”) are cyclones with characteristics of hurricanes:
they have a cloud-free core surrounded by an eye-wall with a roughly axis-
symmetric cloud pattern. The occurrence of Medicanes is estimated to be
one in two years (Tous and Romero, 2013) up to two in one year (Cavicchia
and von Storch, 2012). Medicanes are associated with strong winds and
heavy precipitation, causing flooding and high surf breaks during landfall.
The risk includes loss of live and property damage. The high wind speed
can cause large emissions of sea salt particles. In this way, the Medicane
creates its own sea salt field and keeps it alive as long as the wind speeds
are high. The sea salt particles can then affect the Medicane’s development
and its associated clouds. Thus, the system of Medicane and sea salt
particles forms a feedback circuit. For this specific weather phenomenon,
interactions and the coupling of aerosol, precipitation, and wind flow are
expected to be particularly strong.
Previous studies of the feedback between aerosol and precipitation on
a regional scale could not consistently distinguish the impact of aerosol
from other factors. Methods applied in those studies include determin-
ing difference in the precipitation fields of two scenarios with different
(often constant) CCN numbers or comparing cumulative precipitation or
mean values over distinct areas. In the latter method, information on
the temporal and spatial distributions is lost; the former method may
unintentionally represent the non-linear behavior of dynamics rather than
aerosols. Non-linear systems are typically sensitive to small changes in
initial conditions, which can cause the system to change its temporal
evolution significantly. Processes like convection and cloud micro-physics
are parts of the non-linear dynamics in the atmosphere and interfere with
aerosol. This accentuates the need for improved methods to study the
feedback of aerosol and precipitation. The first objective of this thesis is
as follows:
1. How can aerosol effects on clouds be determined? Can a better method
be developed for separating the effects of aerosol from those of the
non-linear behavior of the dynamics?
A new method is applied on a Medicane, which occurred in November
2011. The Medicane’s strong winds produced high emissions of sea salt
particles. Thus, a Medicane produces and feeds its own sea salt field,
1. Introduction 3
which can affect its cloud structure and associated precipitation. I am not
aware of any other studies on the impacts of aerosols on Medicanes. This
case study does not allow to draw generalized conclusions on the impact of
aerosol on precipitation. But the choice of a phenomenon where a strong
coupling is expected shows evidence of maximum effects on time scales
relevant for weather predictions. The research questions are as follows:
2. What are the effects of sea salt particles on a Medicane, particularly its
precipitation?
∙ Do particles lead to spatial and temporal shifts in precipitation because
the onset of precipitation formation is delayed or accelerated? Do sea
salt particles change the precipitation amount?
∙ How large are spatial shifts in precipitation? How fast does the impact
of sea salt particles on precipitation propagate (i.e. how large is this
signal speed)? Is the signal coupled to the horizontal wind velocity,
the medicane’s transition velocity, or neither?
∙ On what time scales can aerosol effects be observed in the simulations?
Is aerosol observability dependent on the lifetime of single clouds
(minutes to a few hours) or on the lifetime of the entire system (a
few days)?
The dissertation is structured as follows. It provides the state of the art of
aerosol–cloud interactions, an overview of the occurrence of aerosol over
the Mediterranean Sea, and a description of the phenomenon Medicane
in chapter 2. Chapter 3 introduces the modeling system used for the
simulations. Chapter 4 gives the synoptical analysis of Medicane Rolf, the
simulations setup and validation of the input data for forcing COSMO-
ART at the lateral boundaries. The chapter ends with a comparison of
the modeling results with observational data and a presentation of the
simulated characteristics to verify the model’s ability to properly simulate
the Medicane. In chapter 5, the methods to create the ensembles and an
improved methodology to analyze the data are presented. The application
of the method is demonstrated in chapter 6.

2. On Aerosol, Clouds, and
Mediterranean Characteristics
This chapter summarizes recent research on aerosol–cloud interactions
with a focus on modeling studies. An overview of aerosol types and typical
mass and number concentrations over the Mediterranean Sea is given. The
last section within this chapter describes findings on Medicanes.
2.1. Aerosol – Cloud Interactions
Aerosols alter the energy budget and influence cloud formation, hence
impact precipitation and water cycles. This happens because of two major
effects. One is the direct scattering and absorption of radiation by aerosols.
The scattering of solar radiation by aerosols result in cooling of the upper
troposphere, whereas absorption results in warming at upper levels but
cooling near the surface. The efficiency of scattering and absorption
strongly depends on the composition of aerosol. For example soot particles
are effective at absorbing radiation, and aerosols consisting of sulfate are
more effective at scattering. The other major effect impacts the energy
budget and water cycles in an indirect way, when aerosols act as cloud
condensation nuclei or ice nuclei. The following paragraphs describe that
impact in more detail.
2.1.1. Activation of Aerosols to Cloud
Condensation Nuclei
Aerosol particles consist of hygroscopic compounds that can condense water
vapor onto their surfaces, which is why aerosols are called condensation
6 2. On Aerosol, Clouds, and Mediterranean Characteristics
nuclei (CN). Cloud condensation nuclei (CCN) is the portion of CN that
is capable of initiating cloud droplet formation. This process is described
by Köhler theory (Seinfeld and Pandis, 2012), in which the equilibrium
saturation over a solution droplet surface is a function of the droplet radius.
Köhler theory includes two effects that consider the surface curvature
(Kelvin effect, Seinfeld and Pandis, 2012) and the chemical composition of
the droplet (Raoult’s law, Seinfeld and Pandis, 2012). The Kelvin effect
states that the water vapor pressure is higher over a curved surface than
over a flat surface. Raoult’s law states that a solution droplet reduces
the water vapor pressure compared with a droplet that consists of pure
water. The Köhler curve (derived from Köhler theory) peaks at the so-
called critical saturation. This critical saturation depends on the CN’s
radius, solute amount and composition, and temperature. If the ambient
saturation exceeds the critical saturation, then the CN can be activated
as a cloud droplet. Otherwise, the particle remains un-activated. This
shows that whether CN can act as CCN depends on the properties of the
particle itself and on the ambient atmospheric conditions.
Simulations that aim to study the impact of aerosols on warm clouds show
that in a clean environment with a low number of CCN, fewer droplets with
larger diameters are produced (e.g., Tao et al., 2007). In more polluted
environments, more droplets with smaller diameters and narrower size
spectra are simulated (e.g., in the simulation of convective storms by
van den Heever et al., 2006). More droplets scatter solar radiation back
to the atmosphere and brighten the cloud (“cloud albedo effect” Twomey,
1977). The simulations agree reasonably with observations (e.g., Squires,
1958; Twomey et al., 1984; Albrecht, 1989; Rosenfeld, 1999). Teller and
Levin (2006) simulated an increase in the cloud lifetime for an increase
in the number of CCN due to the suppression of precipitation in case of
subtropical clouds. This findings agrees with the observations of the “cloud
lifetime effect” (Albrecht, 1989; Ackerman et al., 2000). However, even if
warm rain is suppressed, the lifetime of clouds does not inevitably increase,
as shown by the simulations of shallow cumulus by Jiang et al. (2006).
These authors proposed that the suppression of warm rain competes with
enhanced evaporation which shortens a cloud’s lifetime. Thus, the aerosol–
cloud interaction is complex, even in the warm phase. In nature as well
as in modeling studies, the effects cannot be separated. The effects may
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mutually reinforce or counteract each other, which results in an unexpected
system response (Stevens and Feingold, 2009; Seifert et al., 2012).
2.1.2. Effect of Cloud Condensation Nuclei
on Rain Formation
Once initiated, cloud droplets can grow until their sedimentation velocity
is large enough to leave the cloud again. If no ice crystals are involved
in the rain formation, the process is called warm-rain formation. The
interaction of aerosol and warm-rain formation may be strong. Cloud
droplets compete for the available water vapor within the cloud, which
is why more cloud droplets inevitably lead to smaller droplets. Because
smaller droplets have lower sedimentation velocities and a smaller collision
efficiency, growth of droplets due to collision coalescence is not as efficient
as for larger droplets. Increasing the number of cloud droplets narrows
its droplet size spectrum, which further reduces the collision coalescence
efficiency, because significant relative motions are needed, but a narrow
spectrum results in similar fall speeds. Condensation is another process
which leads to the growth of cloud droplets to rain drop size, but its
contribution is small in comparison to that of collision coalescence. When
cloud droplets reach rain drop size, they grow mainly by the collection of
cloud droplets, which also depends on the cloud droplet size. All effects
described in this paragraph result in a suppression of warm-rain formation
for higher CN concentrations.
Various modeling studies were performed to account for changes in surface
precipitation due to altered numbers of CCN. The responses of the models
to an enhanced number of CCN have discrepancies: some show an increase
in precipitation (e.g., Phillips et al., 2002; Khain et al., 2004, 2005; Teller
and Levin, 2006) whereas others show a decrease (e.g., Wang, 2005; Khain
et al., 2005; Lee et al., 2009). Besides the atmospheric conditions, the
cloud type is also responsible for the impacts of aerosols on precipitation
(Seifert and Beheng, 2006; Khain et al., 2008; van den Heever et al., 2011).
For single isolated cumulus clouds, enhanced CCN numbers usually result
in a decrease in precipitation, whereas more complex cloud systems and
deep convective clouds produce different responses. There are several
mechanisms that can explain the enhanced rainfall for higher numbers of
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CCN (Tao et al., 2012). The “latent heat–dynamic effect” indicates that
more latent heat can be released while CCN suppress rainfall because more
liquid water is retained in the cloud. The result is stronger updrafts and
additional water transport to high levels of the cloud that may be frozen.
This effect is particularly important in deep convective clouds (e.g., Khain
et al., 2005; Van Den Heever and Cotton, 2007). Another responsible
mechanism is the strong evaporative cooling due to the enhanced number
of small cloud droplets. Strong evaporative cooling can strengthen the
near-surface cold pool, which enhances convergence and convection. This
“cold pool effect” is mainly important over the ocean in the development of
convective systems (Lee et al., 2009). Another mechanism indicates that for
higher CCN, a greater increase in the total water content can occur within
a cloud (Wang, 2005). This process could also lead to more vigorous
convection. In this case, rain is mainly produced from the ice phase,
which is why this mechanism is called the “cold micro-physics effect”. Of
course, these processes affect each other and therefore cannot be separated.
Because their feedbacks have different signs, they can compensate for each
other and can result in a weaker effect than expected.
To consider this “buffering” of single processes, Stevens and Feingold (2009)
propose to study the effects of aerosols on clouds and precipitation for
individual cloud regimes rather than concentrating on isolated effects. Lee
et al. (2009), van den Heever et al. (2011), and Rieger et al. (2014) also
performed such modeling studies at the regional scale.
Giant CCN, in the range of micrometers, can accelerate rain formation.
Because of their large size, these CCN can be directly activated as rain
drops to initiate rain formation. These giant CCN also compete for
available water vapor and lower the maximum saturation of the ambient
air; thus smaller particles have difficulty becoming activated. Thus, the
number of cloud droplets is smaller compared to a situation with enhanced
CCN in the smaller size range. Droplets can grow more efficiently at a
lower number concentration by collision–coalescence and can reach rain
drop size earlier. This process counteracts the suppression of warm-rain
formation described earlier. Natural giant CCN are, for example, large
sea salt particles or mineral dust with hygroscopic coating. The effect of
giant CCN on precipitation has been taken advantage of by adding giant
CCN to the air to attempt to control rain formation (e.g., Mather et al.,
1997).
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2.1.3. Effect of Ice Nuclei on Cold-Cloud Processes
Aerosol particles can also act as ice nuclei (IN). With the assistance of
IN, heterogeneous nucleation can occur (a process that leads to cloud
glaciation). These processes are not well understood compared with the
activation of CN as cloud droplets. Mineral dust has a high ice nucleating
efficiency (Isono et al., 1959). Biological aerosols such as pollen, fungi,
spores, and bacteria are very efficient IN (Hoose et al., 2010; Hummel
et al., 2014), but their concentrations are usually quite low compared with
mineral dust. Soot from natural or anthropogenic burning is an IN with a
weaker efficiency.
There are four processes through which IN can initiate ice formation (Tao
et al., 2012). Mainly steered by supersaturation, water can be deposited
onto IN as ice (deposition nucleation), or it can be deposited as liquid
and freeze afterwards (condensation-freezing nucleation). Processes that
are mainly steered by temperature are immersion freezing, when an IN
enters a (liquid) cloud droplet and initiates freezing at the appropriate
temperature, and contact freezing, which initiates freezing of a super-
cooled droplet by collision with an IN. On the global scale, Hoose et al.
(2010) examined immersion freezing of mineral dust as the dominant ice
formation process.
Once ice crystals are formed, they first grow by the deposition of water
vapor, which is the evaporation of cloud droplets (Wegener–Bergeron-
–Findeisen process), or by cooling the air through lifting. When ice
crystals are large, they also grow by riming, in which cloud water is
accreted. All of these processes strongly depend on the size and number of
cloud particles and thus on the number of CN. Jiang et al. (2008) examined
the influence of aerosols on ice clouds according to the moisture content.
In a wet environment, aerosols have little impact on the crystal size and
precipitation. In a dry environment, aerosols reduce the ice crystal size and
reduce precipitation. If more cloud droplets reach the zero degree Celsius
isotherm (because the enhanced aerosol number concentration reduces
the size of cloud droplets and suppresses warm-rain formation), then the
growth of large hail and the cold-rain process are enhanced. This effect is
called “aerosol invigoration effect” (Andreae et al., 2004; Rosenfeld et al.,
2008). In a polluted environment, a cloud can grow taller than in a clean
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environment. This effect depends, similar to the other aerosol–cloud effects,
on the cloud height and the location of the cloud within the atmosphere.
A few modeling studies have been performed to study the impact of IN on
precipitation. van den Heever et al. (2006) found that higher numbers of
IN produce ice at warmer temperatures and generate deeper anvils. At
the beginning of cloud formation, more precipitation is produced with
higher numbers of IN; later, the cumulative precipitation is greatest for
the case with the lowest aerosol concentrations. Ekman et al. (2007) found
that higher numbers of IN lead to enhanced updrafts because of the latent
heat release from the growth of ice crystals by diffusion. The authors also
suggest that this process leads to an enlarged anvil coverage and enhanced
precipitation. This finding strongly agrees with the simulations by Fan
et al. (2010) and with the observations by Heymsfield et al. (2005).
2.1.4. Impacts of Aerosols on Tropical Cyclones
Ebert et al. (2003) show that it is difficult for numerical weather prediction
models to precisely predict the time and location of heavy precipitation
events (larger than 20 mm per day). To my knowledge, the impact of
aerosols on Medicanes has not been studied until now. However, the
scientific interest in the impact of aerosols on tropical cyclones has increased
over the last two decades. Dunion and Velden (2004) and Evan et al. (2006)
studied the relationship of the Saharan air layer on tropical cyclone activity
using satellite observations. These authors found that cyclones weaken
if the Saharan air layer is present due to the intrusion of dry and stable
air, the enhancement of the local vertical wind and the enhancement of
the trade wind inversion, which all stabilize the environment. Zhang et al.
(2009) suggest that convection in the eyewall decreases because there are
fewer aerosols, while convection in the outer bands increases. The result
is upper-level divergence from the outer bands and suppressed eyewall
convection (cyclone decay). Rosenfeld et al. (2012) show that an enhanced
number of CCN slows rain formation as more water reaches the freezing
level. More latent heat is released to invigorate convection, with greater
electrification and lightning. The higher ice-based precipitation cools the
air that converges into the center of the storm; in addition to the arguments
by Zhang et al. (2009), this process further weakens the cyclone. The
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authors also show that due to the strong winds, the emission of large sea
salt particles forces the cloud to rain out early on and offset the delay
in the rain formation. Hazra et al. (2013) modeled a weak cyclone for a
high aerosol load. The authors found no impact of aerosols on the track of
the cyclone. Wang et al. (2014) found that tropical cyclone development
was delayed, the cyclone intensity was weak, the cyclone dissipated early,
the rainbands expanded and the surface precipitation increased for a case
with an enhanced number of aerosols. A climatic study by Dunstone
et al. (2013) suggests that anthropogenic aerosols lowered the frequency
of tropical storms in the last century.
2.2. Aerosol over the Mediterranean Sea
Over the Mediterranean Sea, aerosols have a unique atmospheric compo-
sition, with large spatial and temporal variability (Barnaba and Gobbi,
2004; Rodrıguez et al., 2002). Natural and anthropogenic aerosol is found
in multiple layers and even in remote locations. Primary reasons are
circulation patterns and geographic characteristics. An on-going interna-
tional international research project in the Mediterranean area intends to
improve the knowledge of the variability in the water cycle (Hydrological
Cycle in Mediterranean Experiment (HyMeX), Drobinski et al., 2014). A
related project has its focus on aerosol and chemistry (Chemistry-Aerosol
Mediterranean Experiment (ChArMEx), Dulac et al., 2009).
The air flow over the Mediterranean is influenced by orography, causing
blocking and channeling of air masses. The annual circulation pattern
can be divided into a warm and a cold phase with little transition time
(Maheras et al., 1999). The mean circulation in summer is assigned to
the North Atlantic Ocean anticyclone (just barely extending over Europe)
and the monsoon activity over the Indian Ocean. The mean circulation
in winter is associated with intense cyclonic activity. In both periods
the general wind direction within the lower troposphere is from north to
south or south east with significant variations for different regions (Kallos
et al., 2007).Differential heating of the European and North African land
masses, with the sea in between, causes large spatial gradients and thermal
circulations up to a few thousand kilometers (Millán et al., 2005).
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In the warm season, the height of the mixing layer over Europe is approxi-
mately 1 to 2 km (Kallos et al., 2007) with temporal and regional variations.
Over the Sahara Desert, the diurnal variation in the height of the mixing
layer is larger than that over Europe, with heights reaching over 4 km
in daytime (in the warm season). Over the Mediterranean Sea, there is
almost no diurnal cycle of the 2 m temperature, and the annual variations
in the height of mixing layer are quite small. The mixing layer height varies
between 200 and 350 m. Islands and coasts may cause internal boundary
layers and changes in the mixing depth. Convection and orographic flow
can transport aerosols from the boundary layer to the free troposphere
(Kallos et al., 2007).
Sources of anthropogenic aerosols are big cities, industrial activities, the
energy sector, as well as the transport sector including land, sea, and air
traffic. The stationary sources are mainly located on the European main-
land with smaller contributions from North Africa and the sea (Lyamani
et al., 2015).
A source of natural mineral dust particles above the Mediterranean is the
Saharan Desert (Knippertz and Stuut, 2014). Mineral dust has a size
range between 0.1 and 50𝜇m and an atmospheric turnover time of 3 to
7 days (Zender et al., 2004). This dust greatly contributes to the total
particulate matter over the Mediterranean Sea (Rodrıguez et al., 2001).
Typical mass concentrations of mineral dust particles are 300 to 800𝜇g/m3,
with number concentrations of 1 to 100 particles/cm3 between 1 and 4 km
(Song and Carmichael, 1999).
The second source of natural aerosol (e.g., sea salt particles and dimethyl-
sulfide (DMS)) is the Mediterranean Sea The emission of sea salt particles
mainly depends on the wind speed and two major processes: the burst-
ing of air bubbles and the directly release from wave crests. Sea salt
aerosols exist rather as solution droplets than as dry particles, although
the droplets evaporate in the atmosphere. The typical diameters range
between 0.05 and 100𝜇m, with an atmospheric turnover time of half a day
(global average) (Textor et al., 2006). The typical mass concentrations
of sea salt are 10 to 20𝜇g/m3, with number concentrations of 100 to 300
particles/cm3 below 1 km (Song and Carmichael, 1999).
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Figure 2.1.: Characteristic paths of pollutants and aerosols in the Euro-Mediterranean
region. The blue and green arrows (A, B, C, and D) indicate the transport paths of
anthropogenic pollutants in the lower troposphere. The grey arrows show transport
paths of anthropogenic pollutants in the upper troposphere. The dark red arrows
denote transport paths of mineral dust. M1, M2, and M3 indicate important thermal
circulations. The paths undergo significant changes related to the synoptic-scale weather
patterns in mid-latitudes. Taken from Kallos et al. (2007).
Figure 2.1 shows the characteristic transport paths of air masses and
aerosols in the Mediterranean region (Kallos et al., 2007). The arrows
display the most important pathways, which occur in different seasons,
summarized over all seasons. Thus, the arrows do not represent averaged
wind systems. The grey arrows display the anthropogenic pollutants in
mostly upper-tropospheric layers whereas the blue and green arrows show
the transport of the anthropogenic pollutants in the lower-tropospheric
layers. The dark red arrows indicate the transport of mineral dust (also in
the lower troposphere).
Kallos et al. (2007) summarized the characteristics from several studies
over the last 20 years. Accordingly, air masses are transported during the
whole year from southern continental Europe toward the Mediterranean
Sea, Middle East and North Africa within 2 to 3 days (denoted by A, B,
and C, respectively, in Figure 2.1). Thermal circulations at coasts (M1,
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Kottmeier et al., 2000, M2, and M3), besides the long-range transport,
are mainly responsible for the air quality. Over the Mediterranean Sea,
transport of pollutants mainly occurs within the boundary layer, but
islands can force polluted air masses to reach the free troposphere. In
some regions (M1) vertical transport distributes pollutants over several
layers. In coastal zones, the venting of industrial plumes toward the marine
boundary layer can result in long travel distances of pollutants before they
reach land again.
2.3. Medicane
Figure 2.2.: Satellite image of a Medicane on January 16, 1996 at 13 UTC at a wavelength
of 10.8𝜇m. Taken from Fita et al. (2007).
Many cyclones impact the Mediterranean Sea (Pettersen, 1956). A few
of these numerous cyclones are characteristic of tropical cyclones, i.e., a
circular cloud pattern surrounding a cloudless eye (e.g., Billing et al., 1983;
Ernst and Matson, 1983). These systems are called Medicanes, which
is a neologism of Mediterranean hurricanes that describes the features
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and geographical connection. An example of a Medicane is displayed in
Figure 2.2. The eye and the cyclonic cloud structure is clearly visible.
Similar systems that exhibit tropical characteristics are polar lows. In the
literature, polar lows are sometimes compared with Medicanes (Rasmussen
and Zick, 1987).
Smaller vessels in the Mediterranean Sea are potentially endangered by
Medicanes. Furthermore, coastal regions and islands in the Mediterranean
may also suffer from Medicanes. When near the coast or making landfall,
Medicanes can produce extensive damage. Medicanes often produce heavy
precipitation, strong winds, high surfbreaks and flooding. To minimize
damage, it is important to know where and when such systems occur.
Forecasts should be very precise, particularly in terms of wind speed and
precipitation.
Unstable conditions and deep convection are precursors for the development
of Medicanes. The highest occurrence is in fall and winter, when the
sea surface temperature is still warm compared with the overlaying air.
Medicanes often develop under an upper-level temperature anomaly. In
most cases, this anomaly is a cold cut-off low in the middle to upper
troposphere (Homar et al., 2003). Recently, Chaboureau et al. (2012b)
found jet crossing to be another trigger for Medicane development. Jet
crossing is the passage of a low-level anomaly from one side of an upper-
level jet to another. This can impact cyclogenesis because the upper-level
forcing changes with the side of the jet. Fita et al. (2007) and Tous and
Romero (2013) determined favorable conditions for the development of
Medicanes; these conditions also hold for the development of hurricanes.
The authors found that a high sea surface temperature leads to a thermo-
dynamical imbalance between the air and the sea. This imbalance not only
enforces but also accelerates cyclone formation. A high relative humidity
occurs at the mid-levels, and high vorticity occurs at low levels. Moreover,
large vertical wind shear between low and high levels hinders or prevents
Medicane formation. The findings agree with the theoretical study by
Emanuel (2005).
The evolution of a Medicane can be described in three phases (Luque et al.,
2007). The first phase is called the pre-eye phase or initiation phase. A
pre-existing vortex (formed, e.g., by the lee effect of mountains) and an
upper-level anomaly are presuppositions for the evolution of a Medicane
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(Chaboureau et al., 2012b). Because of the warm water and the cold air,
there is a large air–sea thermodynamic disequilibrium, which is also a
favorable condition for building polar lows (Emanuel, 2005). The vertical
gradient in temperature (warm air in lower levels, cold air in upper levels)
is a favorable condition for air rising from the lower levels and starting
convection. Divergence in higher levels cause removing mass from lower
levels, and pressure near the surface drops. The rising air cools while the
relative humidity increases. Evaporation from the sea causes an increase
in latent heat. These energy fluxes enhance convection. Heavy rainfall is
produced due to the deep convection. Miglietta et al. (2013) described a
high lightning frequency in this phase, which also occurs with hurricanes.
The lightning strikes are located near the cyclone center.
The second phase is called the mature phase or stationary phase. In this
phase, the convection organizes around a warm vortex. Because of the
strong convection, the warm core is lifted to higher levels. This process
weakens the vertical temperature gradient and the baroclinicity. When the
upper cold core vanishes, the system has tropical characteristics. For the
first time, an eye is visible and is surrounded by an axisymmetric cloud
pattern (see Figure 2.2). While the system shows clear cyclonic rotation
and strong winds, it travels rather slowly. Heavy precipitation can still
occur, but with the increased wind speeds and deepening of the Medicane,
the lightning frequency decreases and the strikes appear farther from the
center compared with the pre-eye phase (Miglietta et al., 2013). The
main active processes are the coupled interaction between deep convection
and sea surface fluxes (Miglietta et al., 2011; Chaboureau et al., 2012b).
Tous et al. (2013) found that the surface heat fluxes are the main factors
controlling the intensity and track of Medicanes.
In the last phase, the so-called itinerant phase, the Medicane moves
rapidly in a distinct direction. The wind speeds increase compared with
the previous phases, but the rainfall decreases. When the Medicane makes
landfall, it quickly dissipates because it lacks energy (the energy originates
from the sea, Fita et al., 2007).
Cavicchia and von Storch (2012) provide an overview of the characteristics
of Medicanes; a brief summary is provided here. A typical Medicane radius
is between 70 and 200 km, and the distance traveled ranges from 700 to
3000 km over 12 h to 5 days. Wind speeds up to approximately 40 m/s are
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typical. The eye is visible for up to 3 days; in some cases, the eye develops
twice, with an interruption as the Medicane crosses land areas, such as
islands. The authors also found that the most favorable regions for the
genesis of Medicanes are the Balearic Islands, the Ionian Sea and, lastly,
the Aegean Sea (Figure 2.3). Autumn is the preferred season for Medicane
occurrence, but some Medicanes have also been detected during winter
and spring (Figure 2.4).
Figure 2.3.: Number of detected Medicanes events in a 1 ∘ × 1 ∘ grid spacing over 63
years. Taken from Cavicchia et al. (2014).
Medicanes evolve under environmental conditions that differ from those of
hurricanes (Fita et al., 2007). The maritime tropical environment is char-
acterized by more homogeneous atmospheric constitution. The air is warm
and humid, with small seasonal variations. In contrast, the Mediterranean
is characterized by a basin surrounded by complex orography. The air is
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Figure 2.4.: Number of detected Medicane events per month, accumulated over 63 years.
Taken from Cavicchia et al. (2014).
influenced by air masses formed over neighboring continents of Europe
and Africa and is often hot and dry. Thus, the potential for tropical
cyclogenesis is generally small. However, Emanuel (2005) showed that the
warm Mediterranean under a cut-off low at upper levels is a favorable con-
dition for the generation of a Medicane. Ascending air cools and humidity
increases. In combination with warm sea surface temperature, this area is
an ideal incubator for a hurricane-like development. Sea surface tempera-
tures of at least 26∘ C are necessary for the genesis of tropical hurricanes
(Palmen, 1948), while Medicanes can form at much lower temperatures of
around 15∘ C (Tous and Romero, 2013).
Deep convection and the strong influence of surface latent and sensible
heat fluxes are characteristic of both types of systems (Emanuel, 2003).
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Also, the structures are similar, with an eye, eyewall and symmetrical
cloud pattern.
Despite their similar structures, Medicanes are much smaller than tropical
cyclones. In addition, the central pressure is higher and the horizontal
winds are calmer in Medicanes, although the damage potential is still high.
The lifetime of Medicanes is relatively short.
Because of their rarity, small size and short lifetime, Medicanes are not
easy to detect or forecast. The lack of a dense and uniformly distributed
measurement network over the sea makes detection even harder. When a
Medicane does not make landfall, it may not be recognized at all. In recent
years, a climatology of Medicanes and automatic detection algorithms have
been developed.
Tous and Romero (2013) detected Medicanes in satellite data of Meteosat
based on special criteria to enhance their predictive capability. The criteria
for the detection is listed in Table 2.1. Conte et al. (2011) used numerical
simulations and satellite images to study Medicanes by testing different
instability parameters. Miglietta et al. (2013) included lightning data in
their analysis to create an automatic detection algorithm. Fita et al. (2009)
improved the simulation of two Medicanes (12 September 1996 and 18
October 2003) by assimilating precipitation from satellites and lightning
data.
Cavicchia and von Storch (2012) and Cavicchia et al. (2014) used a
dynamical downscaling approach with a regional climate model to create a
climatology of Medicanes. To conduct downscaling, the authors spectrally
nudge reanalysis data. Medicanes were detected based on the criteria listed
in Table 2.1. Romero and Emanuel (2013) also used a climate model to
create a climatology using a completely different technique. These authors
used a statistical-deterministic approach to create thousands of synthetic
storms. Walsh et al. (2014) used a regional climate model to estimate
occurrence of Medicanes under climate change. The results indicate
that the number of Medicanes will decrease because the environmental
conditions favorable for genesis will be less frequent. Akhtar et al. (2014)
coupled a regional climate model with an ocean model to successfully
improve the simulation of historical Medicanes in terms of the agreement
with observations.
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Table 2.1.: Criteria to detect Medicanes in different studies
Tous and Romero (2013) ∘ “continuous cloud cover”
∘ symmetric cloud shape around eye
∘ diameter < 300 km
∘ lifetime ≥ 6 h
timespan: 1982 - 2003
number of detected Medicanes: 12
Picornell et al. (2014) ∘ Δ𝑝 ≥ 3.2 · 10−2 hPa/km
in at least 6 of 8 principal directions
∘ thermal symmetry1 with 𝐵 < 10 m
∘ warm core structure2
−vT𝐿 > 0 m/s and −vT𝑈 > 0 m/s
timespan: tested on 4 Medicanes
number of detected Medicanes:
3 out of 4
Cavicchia et al. (2014) ∘ thermal symmetry3 with 𝐵 < 10 m
∘ warm core structure2
−vT𝐿 > 0 m/s and −vT𝑈 > 0 m/s
∘ vr=50 km ≤ 18 m/s
for at least 10 % or 6 h of track4
∘ vr=50 km|850 hPa ≥ vr=50 km|300 hPa
∘ max (vr=50 km) ≤ 29 m/s
for at least 4 h
timespan: 1948 - 2011
number of detected Medicanes: 99
1 𝐵 is the storm-motion-relative lower troposphere thickness asymmetry, defined
by 𝐵 = 𝑧700 − 𝑧925|𝐿 − 𝑧700 − 𝑧925|𝑅, with 𝑧700 means the height in 700 hPa
and |𝐿 (|𝑅) indicates left (right) of storm motion; values are taken at a distance
of 90 km left and right of storm center (adjusted from Hart (2003)).
2 −vT being the thermal wind in the lower (𝐿) and upper (𝑈) troposphere (see
also Hart (2003).)
3 basically the same as in 1 but with the original values of Hart (2003) for the
thickness between 600 hPa and 900 hPa.
4 vr=50 km is the average wind speed in around the pressure minimum with a
radius of 50 km.
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Numerical weather prediction models have also been applied for studying
Medicanes. Homar et al. (2003) performed a case study of a Medicane
that occurred on 12 September 1996 to evaluate the influence of various
processes. A case study using a numerical weather prediction model of a
Medicane that occurred on 26 September 2006 was performed by Miglietta
et al. (2011). The authors found that a cold sea surface temperature delayed
the development and reduced the intensity of the Medicane. Miglietta et al.
(2014) investigated the influence of various cloud micro-physics schemes
on the simulation of the same Medicane. The authors found that simple
schemes (without taking graupel into account) reproduced this particular
Medicane better than more complex (two-moment) micro-physics schemes.
Picornell et al. (2014) developed criteria to identify Medicanes in numerical
weather prediction output; these criteria are listed in Table 2.1. The studies
mentioned above by Conte et al. (2011) and Miglietta et al. (2013) were
also performed with numerical weather prediction models.
Tous and Romero (2013) used very strict criteria to detect Medicanes, which
statistically occurred every two years between 1982 and 2003. The work of
Cavicchia and von Storch (2012) revealed a frequency of approximately 1.6
Medicanes per year between 1948 and 2011. An informal listing found on
the website of Grup de Meteorologia of the Universitat de les Iles Balears
(Grup de Meteorologia UIB, 2007) shows approximately 1.5 Medicanes per
year since 1982 (Romero and Emanuel, 2013). Assuming that 2 Medicanes
occur per year, Romero and Emanuel (2013) found that in the future, the
number of Medicanes may decrease, but the intensity and damage potential
may increase. Cavicchia et al. (2014) did not find a significant trend in the
occurrence of Medicanes, although the year-to-year variability was high.
The authors did not expect a more frequent occurrence of Medicanes in
the future. Walsh et al. (2014) agreed with these two studies as they found
that the number of Medicanes may decrease.

3. Model System COSMO-ART
This chapter presents the model system used in this research. Information
that has been described in previous studies (with remarks linking to those
descriptions) is only briefly discussed, while those components that have
not been previously discussed and that are important for this work, with
the particular goal of short- to medium-range weather prediction, are
described in great detail.
3.1. COSMO and Specific Features
The COnsortium for Small-scale MOdeling (COSMO) is an association
of national meteorological services and military and regional services.
COSMO developed a limited area model to predict atmospheric states
(Baldauf et al., 2011). The COSMO-Model is used for numerical weather
prediction and for atmospheric and climate research (COSMO-CLM).
Germany’s national meteorological service (Deutscher WetterDienst,
DWD) uses the COSMO-Model in two configurations for numerical weather
prediction. COSMO-EU covers the entirety of Europe with a horizontal
grid spacing of 7 km and 40 non-equidistant vertical layers. The predic-
tions are used, among other things, as boundary conditions for the second
configuration, COSMO-DE, which is the core of weather prediction by
DWD in Germany. COSMO-DE covers Germany and neighboring regions
with a horizontal grid spacing of 2.8 km and 50 vertical layers. To produce
a reliable forecast, both models assimilate data from observations.
Within the model, the primitive hydro-thermodynamic equations that
describe fully compressible, non-hydrostatic flow in a moist atmosphere
are solved (Schättler et al., 2011). Horizontal geographical coordinates
24 3. Model System COSMO-ART
(latitude and longitude) and a generalized terrain-following vertical coordi-
nate compose the coordinate system. The dedicated grid structure is a
horizontal Arakawa C-grid and a Lorenz staggered vertical grid.
A grid structure based on geographical coordinates has two major dis-
advantages. First, meridians converge at the poles, leading to numerical
singularities. Second, the distance between two grid points depends on
the latitude; thus, grid cells have different sized base areas. To overcome
these disadvantages, the North Pole is rotated such that the simulation
area covers the equator.
Spatial discretization is achieved with finite differences of an arbitrary order
(second order is default). For the temporal integration, a default Runge-
Kutta scheme is used, but other schemes are also available. For numerical
efficiency, the parameterizations that describe sub-grid scale processes
are split into slow and fast components and are solved at individual time
steps.
3.1.1. Application of Spectral Nudging
To run a regional model, initial and boundary conditions are needed to
force the model. Usually, global models provide these data. Nested runs
use data from a coarse horizontal model grid with a large horizontal
extension. Ideally, one can see the same large-scale features in all runs,
but in truth, these features are sometimes displaced. Spectral nudging is
one technique in atmospheric modeling to keep the solution of a model run
close to the driving model. Spectral nudging is often applied to tropical
cyclones (Feser and Barcikowska, 2012), particularly to represent the track
of a cyclone properly.
The concept of spectral nudging is to pull the interior of a model domain
closer to the driving model, similar to the treatment of the boundary fields.
The interior of a model domain includes everything except the zone in
which the driving model contributes to the boundary conditions. The
solution of the model interior for a meteorological variable Ψ is adjusted
by the coarse model state Ψ𝑐
Ψ𝑛 = 𝜂 · (Ψ𝑐 − Ψ) . (3.1)
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This equation depends on the nudging coefficient 𝜂. The nudged state
of the model Ψ𝑛 replaces the original solution Ψ. In COSMO, spectral
nudging is implemented as described by von Storch et al. (2000).
Because the large-scale phenomena should only be accounted for by
nudging, the variable that is nudged is Fourier transformed in spectral
space. Nudging can then be applied to spatial scales larger than a chosen
value, which is determined by the wave number. The expansion of a
two-dimensional variable in time is
















𝑗 and 𝑘 are the wave numbers in the zonal and meridional directions. 𝜆
and 𝜑 are the zonal and meridional coordinates. 𝐿𝜆 is the extension in
the zonal direction and, analogously, 𝐿𝜑 is the extension in the merid-
ional direction. 𝑁𝑗 is the number of zonal wave numbers, and 𝑁𝑘 is the
number of meridional wave numbers. 𝜓𝑗,𝑘 is the coefficient of the Fourier
transformation and is dependent on time 𝑡.
Analogically, the expansion of a chosen two-dimensional variable of the
coarser model is described by


















For the number of wave numbers, the conditions 𝑁 𝑐𝑗 < 𝑁𝑗 and 𝑁 𝑐𝑘 < 𝑁𝑘
are fulfilled.
The nudging coefficient 𝜂 in Equation 3.1 provides the strength of the
nudging. Nudging shall only affect large-scale conditions, which are driven
through processes at high altitudes, i.e., at higher levels of the model.
Therefore, nudging depends on the height and respective pressure, and 𝜂
decreases with increasing pressure (decreasing height). Above a specific
pressure value 𝑝𝑛 (below a specific height), which can be chosen by the
modeler, nudging ceases. Thus, the model can still respond to small-scale







for 𝑝 < 𝑝𝑛,
0 for 𝑝 > 𝑝𝑛.
(3.4)
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The maximum wave numbers 𝑗𝑛 and 𝑘𝑛, to which nudging is applied, must
be chosen by the modeler. All features within the lower wave numbers are
nudged, whereas features within the higher wave numbers only respond to
the model. The nudging coefficient in a given pressure level is then
𝜂𝑗,𝑘 =
{︂
𝜂0(𝑝) for 𝑗 ≤ 𝑗𝑛 and 𝑘 ≤ 𝑘𝑛,
0 for 𝑗 > 𝑗𝑛 and 𝑘 > 𝑘𝑛.
(3.5)
With Equation 3.2 and Equation 3.3 and the nudging coefficient of Equa-
tion 3.5 the nudging equation (Equation 3.1) can be written as























In the coarse run (see later in section 4.2), spectral nudging is performed
to drive the GME model, with 𝛼 = 0.05 and a limiting pressure level of
𝑝𝑛 = 850 hPa (Equation 3.4). In this scenario, only the horizontal wind
components 𝑢 and 𝑣 are nudged. The maximum wave numbers for nudging
are 𝑗𝑛 and 𝑘𝑛 = 4, which corresponds to a spatial scale of approximately
112 km (Equation 3.5). Thus, all features larger than 112 km are nudged.
Nudging is applied every three hours, which is the same time step used
for updating variables at the boundary by the driving model.
3.1.2. Generation of Synthetic Satellite Images
Comparing satellite data with model output is challenging because satellites
measure the brightness temperature, which is not directly simulated by
COSMO. One possibility for such a comparison is to calculate comparable
quantities of COSMO variables (the “observation-to-model approach”).
To retrieve cloud information, assumptions must be made, and complex
algorithms are applied. The result is many uncertainties and errors.
Another possibility is a so-called “model-to-observation approach”, where
the measurements of satellites are simulated using model variables (e.g.,
Morcrette, 1991; Chaboureau et al., 2012a). These data can be directly
compared with measurements by the satellite.
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COSMO can follow the model-to-observation approach by producing syn-
thetic satellite images. This process is realized by the coupling of the
fast radiative transfer model for the Television Infrared Observation Satel-
lite (TIROS) Operational Vertical Sounder (RTTOV) (Keil et al., 2006).
RTTOV was developed by ECMWF (Eyre, 1991) and improved by EU-
METSAT. RTTOV is a numerical model that simulates the brightness
temperature for satellite infrared and microwave radiometers. For input
data, the model requires profiles of temperature, specific humidity, cloud
liquid and ice water, water content of snow, cloud cover and pressure.
Additionally, two-dimensional fields are needed: surface pressure, skin
temperature, 2-meter temperature, 2-meter specific humidity, and the
land-sea mask. The output variables are brightness temperature and clear-
and cloudy-sky radiances that correspond to the measured variables by
the chosen satellite channels (infrared and water vapor).
3.2. Two-Moment Cloud Micro-Physics Scheme
COSMO uses a bulk water-continuity scheme to represent clouds (Doms
et al., 2011); this scheme is a compromise between computational cost
and the accurate description of physical processes. Bulk models cluster
hydrometeors into several groups and directly predict the mass fraction
to limit the number of equations needed. An assumption of the size
distribution for the hydrometeors must be made; thus, the shape of the
distribution depends on the predicted moments in general. Compared with
this scheme, spectral models are more accurate. These models subdivide
the hydrometeor sizes into many categories and allow the direct application
of multiple micro-physical principles. Spectral models are very complex,
and current computer capacities prevent their use in numerical weather
prediction.
In the default micro-physics scheme of COSMO, the size distribution of
the hydrometeors only depends on the mass fraction 𝑞𝑥, where 𝑥 represents
each of the hydrometeors: cloud droplets 𝑐, rain drops 𝑟, cloud ice 𝑖, snow
𝑠, and graupel 𝑔. The mass fraction is proportional to the third moment.
There is also the possibility of using a two-moment micro-physics scheme
(Seifert and Beheng, 2006), in which the size distribution and physical
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processes depend on the mass fraction 𝑞𝑥 and on the number density 𝑁𝑥 of
the particles. Because the two-moment micro-physics schemes outperform
single-moment schemes in general, the use of two-moment schemes is
highly recommended (Igel et al., 2015). Of course, the computational cost
increases, but two-moment schemes are not as expensive as a spectral
model. The two-moment scheme includes an additional hydrometeor type:
hail ℎ.
The budget equations for the number and mass concentration of hydrome-
teor class 𝑥 in flux form is
𝜕𝑡𝑁





+ 𝑆act𝑁𝑥 + 𝑆𝑁𝑥 , (3.7)
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+ 𝑆act𝑚𝑥 + 𝑆𝑚𝑥 , (3.8)
𝑥 = 𝑐, 𝑟, 𝑖, 𝑠, 𝑔, ℎ.
On the right hand side of Equation 3.7 (Equation 3.8), the first term
denotes changes in the number (mass) concentration due to advection, the
second term denotes changes due to turbulent diffusion, the third term
denotes changes due to gravitational sedimentation (for all hydrometeors
but cloud droplets), the fourth term denotes changes due to activation of
aerosol particles (for cloud droplets and ice; otherwise, the term is zero),
and the last term denotes changes due to micro-physical processes. These
micro-physical processes differ by hydrometeor type. For example, for
cloud droplets, these processes include the self-collection of cloud droplets
(the number changes while the mass concentration remains the same),
the formation of raindrops by collision and coalescence (also called auto-
conversion), the accretion by raindrops, the collection by ice, snow, graupel,
and hail (also called riming), the melting of ice crystals, the freezing of
cloud droplets, and the conversion to graupel or hail. Seifert and Beheng
(2006) list processes for the other hydrometeor types.
3.3. COSMO-ART
ART (‘Aerosols and Reactive Trace gases”) (Vogel et al., 2009) is an
extension of COSMO that describes relevant regional-scale processes for
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gases and liquid and solid particles in the atmosphere. ART is coupled
to COSMO online; thus, meteorological variables, e.g., temperature, that
are delivered by COSMO are not constant in ART but are alterable by
feedback processes. COSMO uses the updated values for further calcula-
tions. Furthermore, online coupling allows for a consistent description of
comparable processes (i.e., advection) because the same numerical meth-
ods and grid representations are used. COSMO-ART has been used for
several case studies and validations (i.e., Knote et al., 2011; Bangert et al.,
2011; Athanasopoulou et al., 2013; Rieger et al., 2014; Baklanov et al.,
2014). Figure 3.1 gives an overview of the feedback process considered by
COSMO-ART.
Figure 3.1.: Chain of feedback processes in COSMO-ART.
The Regional Acid Deposition Model Version Karlsruhe (RADMKA, Vogel
et al., 2009) mechanism is included in COSMO-ART to represent tropo-
spheric gas-phase chemistry. RADMKA is based on the Second Generation
Regional Acid Deposition Model (RADM2, Stockwell et al., 1990) and
is extended by accounting for reactions of isoprene (Geiger et al., 2003)
and monoterpens (Stockwell et al., 1997). The photolysis rates are fully
coupled to the radiation scheme used in COSMO (GRAALS, or General
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Radiative Algorithm Adapted to Linear-Type Solutions, Ritter and Ge-
leyn, 1992). The corresponding differential equations can be solved by the
Kinetic PreProcessor (KPP, Damian et al., 2002) or by an explicit solver.
There is an option to consider gas-phase chemistry of halogen compounds
(Kraut, 2011).
The rates between gaseous ammonia and ammonium as aerosols, sulfuric
acid and sulfate, nitric acid and nitrate, and water are calculated by version
2 of ISORROPIA (Fountoukis and Nenes, 2007). The rates of the volatile
organic compounds of gas and aerosols are calculated by a volatility basis
set (VBS, Athanasopoulou et al., 2013).
3.3.1. Representation of Aerosols
Within COSMO-ART, the size distributions of aerosols are represented by
modes. Therefore, the number and mass of each mode are described by log-
normal distributions based on the corresponding moments. Comparable
to the representation of hydrometeors in section 3.2, finely tuned size bins
precisely cover a measured distribution, but the computational cost is too
high. A modal approach is a good balance between the computational
burden and process details (Tao et al., 2012).
There are twelve overlapping modes in COSMO-ART, which are described
by the extended module called Modal Aerosol Dynamics Model for Europe
extended by Soot (MADEsoot, Riemer et al., 2003; Vogel et al., 2009). The
modes are further specified in Table 3.1. Each of the three modes specify
mineral dust (𝑑𝑢𝑠𝑡𝐴, 𝑑𝑢𝑠𝑡𝐵, 𝑑𝑢𝑠𝑡𝐶) and sea salt aerosols (𝑠𝑒𝑎𝑠𝐴, 𝑠𝑒𝑎𝑠𝐵,
𝑠𝑒𝑎𝑠𝐶). The coarse mode (𝑐) consists only of anthropogenic aerosols with
a maximum diameter of 10𝜇m (also called PM10). The dust and coarse
modes do not interact with the gas phase or the other modes, whereas the
sea salt mode interacts with the gas phase but not directly with the other
modes. There is one pure soot mode (𝑠), two mixed modes without soot
at different size ranges, nucleation (𝑖𝑓) and accumulation mode (𝑗𝑓), and
two mixed modes that include soot in the same size ranges (𝑖𝑐 and 𝑗𝑐).
The composition of these five modes changes over time by nucleation from
the gas phase and coagulation. Two other aerosol modes are available but
are treated in a different way. These modes represent pollen and volcanic
ash. In this study, pollen and volcanic ash are not accounted for.
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For mode 𝑖, the corresponding size distribution of the number density 𝑛𝑖
as a function of the particle diameter 𝑑𝑝 is given by
𝑛𝑖(𝑑𝑝) =
𝑁𝑖√





ln 𝑑𝑝 − ln 𝑑𝑝,𝑁,𝑖
)︀2
2 · ln2 𝜎𝑖
)︃
. (3.9)
𝑁𝑖 is the total number concentration of aerosol particles, 𝜎𝑖 is the geometri-
cal standard deviation, and 𝑑𝑝,𝑁,𝑖 the median diameter of the particles with
respect to the number distribution, each referring to mode 𝑖. Figure 3.2
shows the size distribution for the number concentrations of all modes
included in COSMO-ART. The calculation of the curves in Figure 3.2
uses the initial values of 𝜎𝑖 and 𝑑𝑝,𝑁,𝑖 within COSMO-ART. These values
and the values for 𝑁𝑖, which are chosen to build a hypothetically environ-
ment over Mediterranean coastal regions, are listed in Appendix A. The





























Figure 3.2.: Size distribution for number concentrations of all modes in COSMO-ART.
Table 3.1 provides an overview of the considered modes in COSMO-ART,
including their abbreviated names, chemical compositions (sulfate, nitrate,
ammonium, organics, or soot) and size affiliation. Sea salt is assumed
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to comprise sodium chloride, sodium sulfate and liquid water (Lundgren
et al., 2013). Because mineral dust does not interact with the gas phase
nor with the other modes, its chemical composition is of no interest here
(Stanelle et al., 2010).
Table 3.1.: Description of the individual modes of the aerosol particles
Name Chemical Composition
𝑖𝑓 secondary particles
(SO42-, NO3-, NH4+, organics, H2O)
𝑗𝑓 secondary particles
(SO42-, NO3-, NH4+, organics, H2O)
𝑠 pure soot
𝑖𝑐 aged soot
(SO42-, NO3-, NH4+, organics, H2O, soot)
𝑗𝑐 aged soot
(SO42-, NO3-, NH4+, organics, H2O, soot)
𝑐 anthropogenic directly emitted particles
(PM10)
𝑠𝑒𝑎𝑠𝐴 Na+, Cl-, SO42-, HSO4-, H2+
𝑠𝑒𝑎𝑠𝐵 Na+, Cl-, SO42-, HSO4-, H2+




The temporal change in the total number density of mode 𝑖 is described
by




+ 𝑆𝑁𝑖 +𝑄𝑁𝑖 . (3.10)
On the right side of Equation 3.10, the first term denotes changes in
the number concentration due to advection, the second term denotes
changes due to turbulent diffusion, the third term denotes changes due
to gravitational sedimentation, the fourth term denotes changes due to
micro-physical processes and the last term represents source terms due to
emissions (see subsection 3.3.2).
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These micro-physical processes are nucleation from the gas phase, washout
(scavenging of particles by precipitation), coagulation within each mode
(this changes the total number of particles but not the total mass within
each mode), coagulation of different modes, condensation (only changes the
total mass), and transport due to sub-grid-scale convection. For mineral
dust and the coarse mode (see above), only washout and convective
transport remains. A detailed overview of these processes is given in Vogel
et al. (2009).
3.3.2. Treatment of Gaseous and Aerosol Emissions
Before aerosol and trace gases are able to influence the environment,
they must reach the atmosphere. This process is called emission and is
denoted as 𝑄𝑁𝑖 in Equation 3.10. The emission of natural aerosols, such
as mineral dust, sea salt particles, and biogenic emissions (isoprene and
monoterpenes), is parameterized and calculated based on the atmospheric
state. Other emissions, such as anthropogenic emissions, emissions due to
biomass burning, and emissions of dimethyl sulfide (DMS), are expressed
using external datasets. The following paragraphs present a short overview
of the description of the most important emissions for this research.
Anthropogenic Emissions
Emissions of anthropogenic aerosols and gases are determined by an exter-
nal data set. Such a dataset contains the annual emissions by pollutant,
country, and source category (e.g., combustion, road transport, waste
treatment, or agriculture). Time functions are applied to calculate emis-
sions at a particular date and time. Emissions are further described by
the spatial distribution of their source, which can be a point source (like a
power station), a line source (roads and trails) or an area source (fields).
This information is transferred into the grid structure of COSMO-ART.
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Mineral Dust
Within COSMO-ART, there are several parameterizations for describing
the emission of mineral dust. However, the basic concept of the process is
the same in all parameterizations, as follows. A more detailed description
of the parameterization can be found in Vogel et al. (2006).
The emission of mineral dust particles depends on the friction velocity.
Large dust particles are more easily lifted than small particles because they
have lower binding energies (cohesion forces). Because of gravitational
forces, large particles do not remain in the air for very long; instead, these
particles fall back down and release small particles during the ballistic
flight. This process is called saltation bombardment. The small particles
have a small settling velocity such that they can remain in the atmosphere
for a long time and can travel great distances.
Two particles fluxes are needed to describe the process of saltation: the so-
called horizontal saltation flux, which describes the flux of large particles
near the surface, and the vertical emission flux of the small particles.
In COSMO-ART, the horizontal flux is parameterized by an empirical
function (White, 1979) that depends on the soil type, the number and size
of particles on soil, and the critical friction velocity, which is the minimum
value of the friction velocity required to move particles. This critical
friction velocity also depends on the particle diameters, the humidity of
the soils and the soil roughness length (Shao and Lu, 2000). Using the
horizontal flux, the vertical dust flux can be determined (Alfaro and Gomes,
2001).
Sea Salt
The emission of sea salt particles mainly depends on the horizontal wind
speed near the surface; it can be described by two mechanisms. Small
drops (film and jet drops) are emitted by the bursting of air bubbles when
air is mixed into water by breaking waves. For this purpose, wind speeds
of at least 3 m/s are required. Large drops (spume drops) are emitted by
mechanical tearing directly off of the wave crests by wind. Wind speeds
larger than 9 m/s are required for this type of emission.
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Within COSMO-ART, dry sea salt particles are assumed to be emitted,
depending on the horizontal wind speed at a 10 m height. The impact of
salinity on emissions is neglected. The impact of sea surface temperature
on emissions is only taken into account for the smallest sea salt mode.
Freshly emitted particles are assumed to consist of sodium chloride.
Empirical parameterizations are used to describe the emission of sea salt
particles within COSMO-ART. Each parameterization results in a different
size distribution. Sea salt mode A is represented by the parameterization
of Mårtensson et al. (2003), mode B by Monahan et al. (1986), and mode
C by Smith et al. (1993). A more detailed description of the processes and
parameterizations can be found in Lundgren et al. (2013).
3.3.3. Representation of Interactions between Aerosols,
Radiation, and Clouds
Aerosols alter the energy budget and influence cloud formation and hence
impact precipitation and the water cycle. Aerosols directly scatter and
absorb radiation and indirectly modify cloud physical properties as cloud
condensation or ice nuclei. As a consequence, the hydrometeor size distri-
butions may change.
Micro-physical processes of clouds and aerosols are coupled by the pro-
cesses of activation and ice nucleation. In numerical weather prediction,
a constant value of cloud condensation nuclei and ice nuclei is usually
prescribed. Within COSMO-ART, an explicit description of aerosols pro-
vides an opportunity to describe the cloud-process modification by aerosols
realistically (Bangert et al., 2012).
Activation
An aerosol particle grows by condensation of water vapor and forms a cloud
droplet if the supersaturation is above a critical threshold. Supersaturation
is the share of the water vapor mixing ratio that exceeds saturation.
Köhler theory describes this process based on thermodynamic equilibrium
by combining the Kelvin effect, which describes changes in water vapor
36 3. Model System COSMO-ART
pressure due to a curved surface, and Raoult’s law, which describes changes
in water vapor pressure due to a chemical solution.
According to Köhler theory, the growth of aerosol particles depends on
the chemical composition of the solute and the atmospheric state. If
the supersaturation is larger than zero and the droplet exceeds a critical
diameter, then the droplet can continue to grow to raindrop size. If the
droplet’s diameter is below the critical value or if the supersaturation is
below zero, then the droplet shrinks.
When the critical diameter is exceeded for a supersaturation larger than
zero, the aerosol droplet is activated because it quickly grows to the size
of a cloud droplet. Within COSMO-ART, an aerosol particle becomes
activated when the maximum supersaturation in a cloud exceeds the
critical supersaturation. Because there is no analytical method to solve
this problem, parameterizations are used (Fountoukis and Nenes, 2005;
Barahona et al., 2010b).
Mineral dust, which is assumed to consist of insoluble particles, is treated
differently because physical adsorption affects the activation process. In
this case, Frenkel, Halsey, and Hill (FHH) activation theory (Kumar
et al., 2009) is used to describe the activation of aerosol particles to grow
to cloud droplets. This theory results in a numerical solution for the
critical supersaturation, which is achieved by the help of empirical fitting
constants.
Ice Nucleation
The formation of ice crystals is based on two competing processes: het-
erogeneous and homogeneous freezing. If only water initiates the freezing
process, then homogeneous freezing occurs. Homogeneous freezing occurs
at temperatures below 235 K; in COSMO-ART, this process is parameter-
ized by Barahona et al. (2010a).
Heterogeneous freezing occurs if aerosol particles are included in the freez-
ing process. This process starts at higher temperatures than homogeneous
freezing (approximately 263 K). In COSMO-ART, heterogeneous freezing
is parameterized by Phillips et al. (2008). Here, the efficiency of freezing
is described by aerosol composition, surface areas, and diameters. If only
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heterogeneous freezing occurs, then a simplified maximum supersaturation
over ice is used, as parameterized by Barahona and Nenes (2009).
There is a specific number concentration of nucleated ice crystals that
inhibits homogeneous nucleation (𝑁lim) because the maximum supersatu-
ration over ice is lower than the supersaturation needed for homogeneous
freezing. If the number concentration of nucleated ice crystals by hetero-
geneous freezing (𝑁het) exceeds 𝑁lim or if the temperature is above 235 K,
then only heterogeneous freezing occurs. In this case, the total number of
nucleated ice crystals is equal to 𝑁het. Otherwise, the number of nucleated
ice crystals by homogeneous freezing 𝑁hom also contributes to the total
number of nucleated ice crystals.
Cloud Optical Properties
Aerosols directly scatter and absorb radiation, but they also indirectly
affect radiation by changing cloud optical properties. To study this impact,
the various droplet and ice crystal sizes must be taken into account in the
radiation scheme of COSMO (GRAALS, Ritter and Geleyn, 1992). Thus,
the extinction coefficient, single-scattering albedo and asymmetry factor
of clouds are needed.
Because the explicit solution of the Maxwell equations is costly in terms
of computations, parameterizations are used. Optical properties are de-
scribed by Hu and Stamnes (1993) depending on the effective radii, mass
concentration of cloud water and the wavelength. Because of the complex
shape of ice crystals, the calculation of optical properties of ice clouds is




Case Study Medicane “Rolf”
Following the general overview of the aerosol-cloud-precipitation-inter-
actions, the remaining part of this thesis focuses on these interactions in
case of a particular Medicane. Because a Medicane leads to high emission
of sea salt particles, these interactions are expected to be strong. In this
chapter, the particular Medicane and the simulation of this Medicane is
presented.
4.1. Synoptic Weather Situation
On November 3, 2011, an upper-level trough was situated over the eastern
Atlantic Ocean. The trough shifted eastward and reached Europe the next
day. As it shifted, the trough intensified and extended southward, covering
the Mediterranean Sea.
In front of the trough a surface low developed during November 5, 2011,
in the lee of the Pyrenees. This surface low was called “Rolf” by FU
Berlin. The surface pressure was about 1000 hPa on this day. Rolf moved
south-eastward.
Upon reaching the coast near Barcelona, Spain, on November 6, 2011,
the upper-level trough had nearly disappeared. A cold upper cut-off low
remained. Rolf didn’t move to the east. Analysis of the surface pressure
by DWD (Behrendt and Mahlke, 2011) shows the location of Rolf at 00
UTC of November 6, 2011, at the French coast (Figure 4.1(a)).
Rolf moved further south and reached the Balearic Islands on November
7, 2011. Rolf was then redirected toward Sardinia as it intensified via the
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(a)
(b)
Figure 4.1.: Mean sea level pressure at 00 UTC by DWD for (a) November 6, 2011, and
(b) November 8, 2011, both taken from Behrendt and Mahlke (2011).
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(a)
(b)
Figure 4.2.: (a) Temperature at 300 hPa by GFS at 00 UTC November 7, 2011. Taken
from Behrendt and Mahlke (2011). (b) Visible satellite image at 10 UTC for November
8, 2011, taken from The Meteo Company B.V. (2011).
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latent heat fluxes from the sea surface, which was approximately 22 ∘ C.
The upper cold cut-off low was quasi-stationary and thus stayed above the
surface low. An analysis of the Global Forecast System (GFS) by the Na-
tional Centers for Environmental Prediction (NCEP) shows temperatures
of approximately -50 ∘ C at 300 hPa (Figure 4.2(a)). Thus, a high vertical
temperature gradient and strong convection with thunderstorms developed.
At 18 UTC, the DWD classified the system as a “Medicane”. Additionally,
the Satellite Service Division of the US National Oceanic and Atmospheric
Administration (NOAA) identified this system as a “tropical” cyclone with
the identifier “01M” (see Table 4.1). 01 represents the number of registered
tropical cyclones in the specific region (“M” for the Mediterranean Sea).
Therefore, this system was the first cyclone with tropical characteristics
that developed in this area in 2011.
Table 4.1.: Shortened Tropical Cyclone Information Bulletin on cyclone 01M by NOAA.
Pressure is given in hPa and wind speed in knots.
Date Time Basin Lat Lon Pressure Wind speed ID
20111107 1200 MED 40.6 -5.9 0 27 IN1
20111107 1800 MED 41.1 -5.3 997 35 01M
20111108 0000 MED 41.4 -5.4 991 45 01M
20111108 0600 MED 41.5 -5.8 991 45 01M
20111108 1200 MED 42.1 -6.2 991 45 01M
20111108 1800 MED 42.8 -6.5 991 45 01M
20111109 0000 MED 42.6 -6.4 991 45 01M
20111109 0600 MED 42.7 -6.1 1000 30 01M
20111109 1200 MED 43.2 -4.7 1006 25 01M
On November 8, 2011, Rolf again changed direction and headed toward
the French coast. A minimum pressure of 991 hPa was determined by
NOAA. The diameter of the Medicane was approximately 300 to 400 km.
The sea surface had cooled to temperatures of approximately 17 ∘ C. In
Figure 4.1(b), the location of the Medicane between the Balearic Islands
and Corsica can be seen on the analysis of the surface pressure by the
DWD at 00 UTC on November 8, 2011. The satellite image of the visible
channel, Figure 4.2(b), shows the eye and the roughly axis-symmetric
cloud pattern. These features are typical of a tropical cyclone.
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On November 9, 2011, the Medicane made landfall in France. Because the
source of energy (the latent heat fluxes of the Mediterranean Sea) was lost,
the Medicane quickly weakened over land. But there were still disastrous
consequences. High surf breaks occurred along the coasts of France and
Italy. Heavy precipitation affected southern France and Switzerland and
northwestern Italy. Locally, the precipitation totals over 24 hours were
very high (465 mm in Vicomorasso and 350 mm in Crocetta di Orero, both
in Genoa, Italy). Flooding and rivers overtopping their banks caused major
damage by sweeping away trees and cars. A wind speed of approximately
150 km/h was measured at several locations. Overall, seven people were
killed (all numbers are taken from Mühr, 2011).
4.2. Simulation Setup
The situation of Medicane Rolf (section 4.1) is simulated using the COSMO-
ART model system (see description in chapter 3). The simulation spans
November 2 to November 11, 2011. Triple nesting is used, in which the
simulation area and the grid size are downscaled for each domain-specific
configuration.
The simulation areas are plotted in Figure 4.3. The coarse domain covers
the entire area plotted. The red quadrangles represent the borders of each
nested domain. Table 4.2 provides an overview of the domain specific
settings for the four areas (the number of horizontal grid cells are given
in longitudinal grid cells × latitudinal grid cells). These configurations
are the basis for several scenarios. Each of the configurations for the
coarse, nest 1, and nest 2 domains is used to build one scenario; the main
differences are the coverage and grid mesh size. The configuration of nest
3 is the basis for several scenarios and ensembles, which are described in
greater detail later in this chapter. An overview of all scenarios can be
found in Table 4.3.
A 3rd order Runge-Kutta scheme based on two time levels accomplishes
the temporal integration. Horizontal advection for scalars (i.e., water
constituents, aerosol and gases) is accomplished by a direction-split finite
volume scheme (Bott, 1989). The configurations remain as close as possible
to the default configurations of the operational forecasts of COSMO-













Figure 4.3.: Domains of the different configurations. The largest one is the coarse
domain, the red quadrangles are the boarders to nest one to three (smallest).
The coarse-domain scenario using an unrotated grid is performed contin-
uously from November 2 to November 11, 2011. The area is explicitly
chosen to cover the Saharan Desert, which is the major source of dust
particles over the Mediterranean Sea. Extending the domain southward
allows dust particles to enter the area of interest. For the initial and
boundary conditions, data from the global model of DWD, GME, is used.
Additionally, spectral nudging is performed as described in subsection 3.1.1
for the horizontal wind components 𝑢 and 𝑣. The boundary data and
spectral nudging are updated every three hours.
EU and COSMO-DE by the DWD, particularly for the domain-specific
configurations of nests 2 and 3 because the grid mesh sizes are the same as
those for COSMO-EU and COSMO-DE, respectively. Important differences
and features are highlighted in the paragraphs below.
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Table 4.2.: Domain-specific configurations. For domains see Figure 4.3.
domain
feature coarse nest 1 nest 2 nest 3
grid mesh size 0.25 ∘ 0.125 ∘ 0.0625 ∘ 0.025 ∘
horiz. grid cells 160 × 141 160 × 144 247 × 218 328 × 364
levels 40 40 40 50
lower left corner 20∘𝑊 ,20 ∘𝑁 7 ∘𝑊 ,33 ∘𝑁 7 ∘𝑊 ,34 ∘𝑁 1 ∘𝑊 ,36 ∘𝑁
time step 40 s 40 s 40 s 15 s
radiation update 1 h 1 h 1 h 15 min
cloud physics 1 mom 1 mom 1 mom 2 mom
spec. nudging X - - -
Table 4.3.: Setups for scenarios. Further details of domain specific configurations are
listed in Table 4.2.
short name domain specific configuration sea salt particles
CO coarse X
N1 nest 1 X
N2 nest 2 X
REF ALL nest 3 X
REF WO nest 3 -
In contrast to the domain-specific configuration of the coarse domain, the
nested domains are configured on a rotated grid in which the North Pole
is located at 170 ∘𝑊 , 40 ∘𝑁 . The configurations of the nested domains
are not continuous but are split into three smaller time steps (“periods”)
of three days. The time step starting on November 2 is period 1, the
time step starting on November 5 is period 2, and the last time step that
starts on November 8 is period 3. Each nest configuration uses initial and
boundary data from the next coarser domain size, which is updated every
hour. No spectral nudging is applied to these configurations.
In the configuration for nest 3, the order for horizontal advection is
increased from 3 to 5. Also, the time interval of the radiation calculations
is reduced from 1 h to 15 min. The two-moment cloud micro-physics scheme
in the configuration for nest 3 is used instead of the default bulk water-
continuity scheme used in the other configurations (further described in
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section 3.2). Convection is parameterized by the Tiedtke-Scheme (Tiedtke,
1989), based on equilibrium closure of mass-flux with moisture convergence.
In contrast to the other simulations, only the convection of shallow clouds
is parameterized in the configuration of nest 3. Here, the grid mesh size is
small enough to resolve deep convection.
Gaseous and aerosol emissions are taken into account in all domain-specific
configurations. Emissions of mineral dust and sea salt particles are calcu-
lated based on the state of the atmosphere (see subsection 3.3.2). Other
emissions of aerosols and gaseous compounds are taken from VEU (Kugler
et al., 2013). All configurations neglect the direct feedback of aerosol
particles on radiation because it is not of interest here.
The initial and boundary values for ART compounds (aerosol and gaseous
concentrations) are taken from the next coarser domain, similarly to the
meteorological fields. The exceptions are the initial ART fields of periods
2 and 3 in the nesting configuration. Here, the fields from the last time
step of the period before are used.
Within the configuration of nest 3, a further distinction based on the
treatment of aerosols is included. Besides the case, for which all technically
available aerosols (see section 3.3) are included, a further configuration is
added, in which all particles but sea salt are considered. The two scenarios
resulting from the configurations of nest 3 are reference cases (REF ALL
and REF WO, see Table 4.3) because these scenarios with the highest
resolutions are of most interest.
The choice of the reference case is crucial. The entire removal of sea
salt particles in the case REF WO gives a clear signal because the large
emission and transport of sea salt particles due to the cyclonic wind field
do not take place. Because other aerosols are represented in REF WO
there is a consistent description of activation and micro-physical processes
within the cloud as cloud nuclei are still present. A different reference
case could have been chosen. For example, one could use a climatological
background value of sea salt particles that is homogeneously distributed.
However, the impact of sea salt particles would then be more difficult to
see, because after the activation of the particles to cloud condensation
nuclei these particles would then be similarly transported to the sea salt
particles in the explicit description (REF ALL).








period 1 period 2 period 3
Figure 4.4.: Timeline for scenarios (overview in Table 4.3). The black arrows indicate
the simulation time span. The blue arrows indicate the provision of initial data for
meteorological fields. The red arrows indicate the provision of initial data for aerosol
and gases. The filled red dots imply that initial data for aerosol and gases is taken from
the period before.
4.3. Validation of Input Data
Data from the global model GME (Majewski et al., 2002) is used as the
initial and boundary conditions of the meteorological variables. The model
uses an icosahedral-hexagonal grid with 60 levels and an average grid
spacing of approximately 20 km. Several weather services in Europe and
developing countries use GME data for initial and boundary conditions in
limited area models.
The input data is validated for two variables: sea surface temperature and
low-level horizontal wind. The wind speed and direction demonstrates
whether the Medicane, with its cyclonic structure and high wind speeds,
is captured by the input data. The sea surface temperature is important
for the genesis and development of the Medicane because most the energy
results from the air–sea interaction.
To compare the sea surface temperature, the global daily dataset of
the Jet Propulsion Laboratory Regional Ocean Modeling System (JPL
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(a)
(b)
Figure 4.5.: Comparison of sea surface temperature. Left: Analyzed from JPL GHRSST.
Right: daily mean of sea surface temperature in the GME model. (a) For November 3,
2011, and (b) for November 6, 2011.
ROMS) group called Group for High-Resolution Sea Surface Temperature
(GHRSST) is used. The dataset has a spatial resolution of 1 km×1 km.
To compare the sea surface temperature, the global daily dataset of
the Jet Propulsion Laboratory Regional Ocean Modeling System (JPL
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The underlying data are measured by infrared sensors with resolutions of
1 to 2 km (e.g., Advanced Very High Resolution Radiometer (AVHRR),
Moderate Resolution Imaging Spectroradiometer (MODIS), Advanced
Along-Track Scanning Radiometer (AATSR)), geostationary satellites
with a resolution of 6 km (GOES and METOP), and microwave sensors
with a 25 km resolution (e.g., Advanced Microwave Scanning Radiometer
Earth Observing System (AMSR-E), Tropical Rainfall Measuring Mission
Microwave Imager (TMI)). In-situ point measurements by ships and buoys
also contribute to the dataset. All of the available data are combined by
a multi-scale two-dimensional variational blending algorithm with RMS
errors of less than 1 ∘ C.
Figure 4.5 shows a comparison of the sea surface temperatures by JPL
GHRSST and GME data. Both datasets are clipped to the coarse domain
of the simulation (section 4.2). Analysis from the National Centers for
Environmental Prediction (NCEP) are used for the sea surface temperature
field in GME. In the GME case the data is interpolated to a latitude-
longitude grid and calculated the daily mean of the 3 h fields. The sea
surface temperature for the two days in Figure 4.5 and for the remaining
days (not shown) are in good agreement. Of course, the higher resolution
of the JPL GHRSST dataset allows for finer details, but the coarser
structures are visible in both datasets.
The wind speed and wind direction near the surface of GME are compared
with NOAA Blended Sea Winds data (Zhang et al., 2006) provided by
the National Oceanic and Atmospheric Administration (NOAA) of the
United States. The NOAA dataset contains 6-hourly wind vectors at 10 m
height on a global 0.25 ∘ grid. These data have been available since July 9,
1987. The instruments are the Special Sensor Microwave Imager (SSMI),
TMI, AMSR-E and Quick Scatterometer (QuickSCAT). Because of the
low accuracy of the scatterometer-derived wind retrievals for wind speeds
higher than 20 m/s (Ebuchi et al., 2002), the comparison is qualitative
character rather than quantitative.
Figure 4.6 shows the NOAA Blended Sea Winds, clipped to the coarse
domain and the horizontal wind vectors in the lowest model layer of GME.
The wind vectors for both datasets are plotted for wind speeds higher than
8 m/s. Both points show a generally good agreement for the wind speed
and wind direction. On November 4, 2011, at 18 UTC (Figure 4.6(a)), the
50 4. General Description: Case Study Medicane “Rolf”
(a)
(b)
Figure 4.6.: Comparison of wind speed and wind direction over sea. Left: Analyzed
wind in 10 m height from NOAA Blended Sea Winds. Right: Wind in GME model in
approximately 10 m height. (a) For November 4, 2011, at 18 UTC and (b) for November
7, 2011, at 12 UTC.
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GME wind speed was lower than the NOAA wind speed over the Celtic
Sea and the Bay of Biscay. A lower wind speed is also visible on November
7, 2011, at 12 UTC (Figure 4.6(b)), in the North Atlantic west of Portugal
and North Africa. At this time, the cyclonic Medicane is clearly visible
between the Balearic Islands and Corsica in both datasets. Here, the
NOAA Blended Sea Winds also indicate higher wind speeds. The core
of the cyclone seems to be displaced northward in GME. Additionally, a
strong wind speed gradient near the eye is visible.
In summary, the near-surface horizontal wind field and the sea surface
temperature of GME agree well with the satellite data. This findings is
optimal for the successful simulation of the synoptic situation. In the next
section, a comparison with measured data verifies the simulation results
of the Medicane.
4.4. Verification of Model Results
Because a real case is simulated, the simulation results must be validated.
Since COSMO-ART is operated without data assimilation, the simulation
must address the basic features of the atmospheric situation, i.e., the
cyclone track, the eye, the axis-symmetric cyclonic cloud structure, the
high wind speeds, and precipitation.
The following paragraphs show a comparison of the result of the simulation
of nest 3 with sea salt particles (REF ALL, see Table 4.3) with observations.
Because a forecast is beyond the scope of this study, the parameterizations
within the model are not adjusted.
4.4.1. Comparison of Wind Field with
Blended Observations
The horizontal wind near the surface is compared to the so-called NOAA
Blended Sea Winds data (Zhang et al., 2006). This data was also used for
validating the input data (section 4.3 and Figure 4.6).
Figure 4.7 shows that in scenario REF ALL, the wind speed is slightly
underestimated compared with NOAA winds on November 8 at 12 UTC.
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Figure 4.7.: Comparison of wind speed and wind direction over sea. Left: Analyzed
wind in 10 m height from NOAA Blended Sea Winds. Right: Wind in scenario REF
ALL in approximately 10 m height for November 8, 2011, at 12 UTC.
However, the agreement is satisfying. Additionally, the location of the eye
of the Medicane is consistent between REF ALL and the satellite data.
4.4.2. Comparison of 3h Precipitation with Station Data
Data from SYNOP stations is used to verify the 3 h cumulative precipita-
tion; buoy and ship measurements are not included. The direct comparison
is visualized in Figure 4.8.
On November 6 at 6 UTC (Figure 4.8, top left) the simulation is similar
to the measurements. For November 7 at 6 UTC (top right), the simula-
tion shows precipitation over the sea, where there are no measurements.
Precipitation was also simulated over Corsica, but the corresponding mea-
surement sites reported no rain. On November 8 at 6 UTC (bottom),
precipitation was simulated over the French coast, where most of the
stations show precipitation amounts within the same range. Because of
the lack of measurements over the seat, where much precipitation occurs,
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Figure 4.8.: Comparison of 3 h cumulative precipitation in mm of scenario with sea salt
particles (contour) and SYNOP station data (circles) for three different days at 6 UTC:
November 6 (top left), 7 (top right), and 8 (bottom).
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it is difficult to conclude the degree of consistency between the simulation
and observations. Over land, where the measurement network is avail-
able but unevenly distributed, the simulation sufficiently agrees with the
observations.
4.4.3. Comparison of Brightness Temperature of Clouds
with Satellite Images
Synthetic satellite images (see subsection 3.1.2) from the Spinning En-
hanced Visible and Infrared Imager (SEVIRI) instrument of the Me-
teosat Second Generation (MSG), or Meteosat 9, (Eyre, 1991; Saunders
et al., 1999) are used for cloud comparisons with real data from Meteosat
9(Schmetz et al., 2002). This geostationary satellite is located over the
zero-degree meridian and therefore covers the entire simulation domain.
The satellite produces images every 15 minutes at a spatial resolution of
3 km.
For the comparison, data of the IR channel between 9.8𝜇m and 11.8𝜇m
(central wave-length of 10.8𝜇m) is used. This value is within the infrared
atmospheric window; therefore, it measures the thermal emission of clouds.
Based on Planck’s law, the radiation temperature is calculated.
The synthetic satellite image for November 7 at 21 UTC is shown in
Figure 4.9 (left). The real satellite image is displayed on the right for
approximately the same domain. The color scheme is the same for both
images. A cloud-free eye is visible in both images, and a large cloud band
spans the entire domain from northeast to southwest. In the simulation,
the radiation temperature is higher than the satellite measurement. Thus,
clouds are simulated at lower height than observed. The positions of the
eye and cloud bands agree quite well.
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Figure 4.9.: Left: Brightness temperature in ∘C of synthetic satellite image on November
7, 21 UTC of SEVIRI channel 10.8𝜇m on MSG. Color legend is valid for both images.
The original is taken from Mathieu Barbery (2011).
4.4.4. Comparison of Effective Radii of Cloud Droplets
with Satellite Data
The effective radius 𝑟𝑒𝑓𝑓 is defined as ratio of the third to the second








where 𝑟 is the radius of the droplet or ice particle. The effective radius is
important because it determines many radiative properties of clouds (e.g.
albedo).
The effective radii from the scenario with sea salt particles are compared to
data obtained from the Moderate Resolution Imaging Spectroradiometer
(MODIS, King et al., 1992) on the AQUA satellite (Parkinson, 2003).
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MODIS has 36 spectral bands that range from visible to infrared. The
cloud mask of MODIS determines the location of the cloud and thus the
validity area of all other cloud properties, the cloud-top properties and
the cloud optical and micro-physical properties. Cloud-top properties are
used in the algorithms of cloud optical and micro-physical properties. The
default band combination for the effective radius retrieval is the 2.1𝜇m
(water vapor-absorbing) and the 0.86𝜇m (non-absorbing) band.
Figure 4.10(b) shows the effective radii for cloud droplets on November 5,
2011. Data from four flights over the area are used to calculate the radii,
which can be seen by AQUA in Figure 4.10(a).
(a) (b)
Figure 4.10.: (a) Track and overflight times of AQUA satellite on November 5, 2011,
taken from University of Wisconsin-Madison (2011). (b) Effective radii in 𝜇m for liquid
particles, measured by MODIS on AQUA on November 5, 2011.
There are some major problems with MODIS cloud optical and micro-
physical properties, as listed in the following paragraphs. For liquid
water, the effective radii 30𝜇m and larger are considered failed retrievals.
Additionally, the values of approximately 20𝜇m are uncertain according
to Platnick et al. (2003). Using a different band (1.6𝜇m or 3.7𝜇m instead
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of the default 2.1𝜇m) to determine the effective radii results in differences
of ±5𝜇m for both liquid water and ice particles over large areas in the
case study of Platnick et al. (2003). In the Medicane case the cloud top
temperature is mostly below -40 ∘C and thus the cloud top is frozen. This
can be an additional source of uncertainty in the effective radii product of
MODIS.
A uniform cloud with one vertical constant bulk effective radius is assumed
by satellite retrievals. However, this assumption is not realistic. Therefore,
to which height the satellite retrieval has to be assigned is unclear, which
complicates comparisons with the model data. The uniform plane-parallel
cloud assumption also leads to uncertainties in comparisons with clouds
with their complex three-dimensional structure. The influence is large
(for example, see Zhang et al., 2012)). The mean over an area of 5 km by
5 km can be highly biased compared to the domain average (up to 8 % in
King et al., 2013). Drizzling clouds are also problematic in calculating
the effective radii (King et al., 2013). Overall, MODIS overestimates the
effective radii by typically 13 % (King et al., 2013).
Compared with simulation data (Figure 4.11), the effective radii have the
same order of magnitude. For the simulation data, profiles of the vertical
distribution of effective radii were used to emphasize the fact that there is
no uniform distribution of the effective radii.
4.5. General Characteristics of the
Simulated Medicane
This section presents the general characteristics of the simulated Medicane.
Figure 4.12 shows the horizontal distribution of sea salt particles and
wind vectors at the lowest model layer (approximately 10 m) for various
domain-specific configurations (Table 4.2) on November 7, at 18 UTC.
The wind vectors are plotted for wind speeds higher than 8 m/s. The
cyclonic structure is visible in all domains; thus, the model is capable of
simulating the Medicane in all setups. The highest number of sea salt
particles corresponds to the locations of the highest wind speed in all
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Figure 4.11.: Simulated effective radii in 𝜇m for liquid particles for scenario with sea
salt particles (REF ALL) on November 5, 2011, at four different times corresponding
roughly to the overflight times of AQUA (Figure 4.10(a)). The values in the latitudinally
are averaged from approximately 39 to 40∘ N. The grey shading denotes the orography.
domains. Therefore, the Medicane produces and maintains its own sea
salt field.
Figure 4.13 shows the temporal change in the composition of aerosols
as the area average of the lowest model layer of scenario REF ALL (see
Table 4.3). Over the entire simulation time, sea salt particles are the most
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Figure 4.12.: Horizontal distribution of sea salt particles and wind vectors for at least
8 m/s in the lowest model layer on November 7, at 18 UTC for different simulation
domains.
abundant aerosol, with a relative contribution of 80 to 60 %. The absolute
mass concentration of sea salt is approximately 30𝜇g/m3. Unspecified
anthropogenic aerosols follow, with a maximum contribution of 20 %
(10𝜇g/m3). This aerosol class consists of anthropogenic aerosols in the
coarse mode, particulate matter with a maximum diameter of 2.5𝜇m
(PM2.5) and elementary carbon. Nitrate contributes approximately 10 %
of aerosols. Primary organic compounds, soot, and ammonium have small
contributions, whereas the remaining components nearly contribute to the
total mass concentration of aerosols.
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Figure 4.13.: Total particulate matter over time, starting on November 5, 12 UTC.
The vertical structure of the Medicane is characterized by a slight asym-
metry according to the north-south component of the wind in a longitude-
height cross section through the eye of the Medicane on November 7, at
18 UTC (Figure 4.14). The position of the eye is 4.75 ∘E at the surface.
East of the eye, the 𝑣-component is southerly. West of the eye, it is
northerly. The result is a cyclonic structure of the wind field around the
eye. Near the surface, the highest wind speeds occur at approximately
8 km from the center (0.1 ∘). A second maximum is visible for a distance
of approximately 40 km. At heights of approximately 5 km a westerly tilt
of the eye region is found. Around 3 km, the 𝑣-component of the wind is
smallest.
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Figure 4.14.: Longitude-Height cross section of v-component of wind through eye of
Medicane on November 7, at 18 UTC.
Displacements in different scenarios make it difficult to show direct dif-
ferences at a given time in variables that exist only in specific areas. For
example, cloud droplet numbers or effective radii of cloud droplets only
exist within clouds. Large differences occur in areas where only one of
the scenarios has a non-zero value possibly leading to wrong conclusions.
Choosing averaged values over longer time periods in order to maximize
those specific areas of a variable could cancel out important features. The
next section displays the direct difference in precipitation between REF
ALL and REF WO and discusses these and further complications.
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4.6. Uncertainties Within Numerical Models
To study the impact of sea salt particles on precipitation, the differences
between REF ALL and REF WO is considered as first step. The difference
in the cumulative precipitation over 48 h (Figure 4.15(a)) corresponds
to the cyclonic structure of the Medicane. The largest differences occur
along the French coast and over the Mediterranean Sea (between 3 to
8 ∘E, 38 to 42 ∘N). Regions with anomalous precipitation can be equally
distinguished.
(a) (b)
Figure 4.15.: Difference in 48 h cumulative precipitation for (a) scenarios REF ALL and
REF WO and (b) REF ALL and REF ALL with an initial random perturbation of the
temperature field.
To account for superimposed effects, a repetition of the simulation for
scenario REF ALL with one small change were performed: a random
perturbation is added to the time derivative of the temperature in the
first time step. A more detailed description of this perturbation follows
in subsection 5.1.2. The difference in the 48 h cumulative precipitation
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for REF ALL and the perturbed REF ALL is plotted in Figure 4.15(b).
Compared with the plot to the left, both scenarios take sea salt particles
into account. The difference is only caused by the perturbation. As a
result of the solution of the Navier-Stokes equations, the perturbation
propagates at the speed of sound (see subsection 5.1.2). The differences
look very similar to those on the plot to the left. The cyclonic structure
of the Medicane is visible and regions with anomalous precipitation of
similar magnitude compared to Figure 4.15(a) are visible. The largest
differences occur within the Medicane and along the French coast, although
the positions and intensities for specific objects differ. The size range in
which differences occur are the same for both cases.
Consequently, the differences in Figure 4.15(a) cannot be easily attributed
to the impact of sea salt particles alone. There are also contributions
from other factors that contribute to the impact of sea salt particles
on precipitation. These factors have different sources that can be cate-
gorized into two classes. Epistemic uncertainties have their sources in
missing knowledge and model limitations (Grimmett and Stirzaker, 2001).
Thus, they can theoretically be reduced by model improvements. These
uncertainties are due to the spatial and temporal discretization and the nu-
merical solver: truncation error, linear damping, numerical dispersion and
diffusion, aliasing, and non-linear instabilities. The second class contains
aleatory uncertainties. They are conceptually not comprehensible and
cannot be reduced (Grimmett and Stirzaker, 2001). The chaotic system
linked to the non-linear equations of dynamics (Navier-Stokes equation)
belongs to this category. It is known for a long time (Lorenz, 1963) that
small changes in the initial conditions propagate fast in a non-linear system
resulting in a diverging outcome. Thus, based on the individual system,
there is a limitation in the prediction time. This is true even if the system
is deterministic, which means that the system is fully described by the
initial conditions and has no random elements.
This thesis deals with the treatment of aleatory uncertainties and suggests
a method to separate the contribution of the non-linear dynamics from
the impact of sea salt particles. As can be seen in Figure 4.15, the differ-
ence of only two aerosol realizations is not adequate for studying aerosol
effects. There is a need for a more complex and sophisticated methodology
to discriminate these impacts. The following chapter describes such a
methodology.
5. A New Methodology for
Separating Aerosol Effects
on Precipitation
Assessing the impact of aerosols on clouds and precipitation is difficult
(Stevens and Feingold, 2009). It is known for a long time (Lorenz, 1963) that
due to the non-linearity of the Navier-Stokes equations slightly modified
initial conditions can lead to completely different outcomes (see also Wang
et al., 2012), even when considering aerosols. Thus, ensemble of models
generated by perturbing initial conditions were proposed to determine the
impact of aerosols (Morrison, 2012). As shown previously, differences in
many variables occur over nearly the entire model domain, even in regions
where only low concentrations of aerosol particles are modeled. The system
is more sensitive to perturbations in some regions, regardless of the source
of perturbation (see Figure 4.15). In these regions, it is very difficult to
distinguish the effects of aerosols.
Classical grid-cell-based scores are often inappropriate for determining the
differences in variables that have strong gradients on small spatial scales,
such as precipitation (Ahijevych et al., 2009). Thus, other methods are
needed. In the following, two methods for developing an ensemble and
two scores that are used both alone and combined to identify the impact
of sea salt particles on precipitation are discussed..
5.1. Ensemble Methods
For numerical weather prediction (NWP), a single realization of a model
prediction is insufficient; instead, several setups with slight differences
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(e.g., in initial conditions or physical parameterizations) are nowadays
used simultaneously, i.e., a model ensemble. The forecast quality is often
determined by the “spread” of a variable, which shows the evolutions
of this variable over time for the ensemble members. As long as the
members exhibit similar values for a variable, the spread is small and a
reliable forecast can be made. If the spread becomes larger, the members
evolve differently and the forecasts are less reliable. There are many ways
to create ensembles, and the proper method depends on the individual
purpose.
The entire ensemble process accounts for the uncertainties in the model
and input. Uncertainties due to the non-linear chaotic character of the
dynamics are accounted for by the ensemble members with perturbations
in the initial fields. To overcome uncertainties due to the driving model,
ensemble members are given perturbations in the boundary conditions.
By disturbing the model physics, uncertainties in the parameterizations
are accounted for. Uncertainties inherent in the models are accounted for
by a multi-model ensemble. As suggested by Morrison (2012), this study
uses ensembles with initial-field perturbations.
5.1.1. COSMO-LEPS as Driver for COSMO-ART
One method for creating an ensemble is to change the initial and boundary
data driving the model. This method aims to account for the non-linear
dynamics and the uncertainties in the driving model. In a non-linear
system, small changes in the initial conditions can have a strong impact
on the system’s response (Lorenz, 1963). Because this effect overlays the
effect of aerosol, it has to be separated. For the reference scenarios of
REF ALL and REF WO (section 4.2), the driver is scenario N2. This
driver is replaced with an ensemble called “COSMO-LEPS” (Montani
et al., 2011), which has 16 members. This creates a new ensemble called
“LD” (LEPS Driven) by performing simulations based on the domain-
specific configuration for nest 3 (Table 4.2). The resulting ensemble has 32
members, 16 of which are nested into one driving COSMO-LEPS member
that considers sea salt particles; the remaining 16 members neglect these
particles. This section describes the development of COSMO-LEPS.
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COSMO is the model system used to perform the simulations (section 3.1).
The Limited-area Ensemble Prediction System (LEPS) was developed
by the HydroMeteoClimate Regional Service of the Environmental Agency
of Emilia-Romagna (ARPA-SIMC) in Bologna, Italy. The aim of the
system is to help forecasters with alerts for events with a low determin-
istic predictability. Through nesting in a global-ensemble system, the
advantages of the probabilistic approach are coupled to high-resolution
details of the local area model. Therefore, it is possible to identify the
occurrence of localized and intense weather events. COSMO-LEPS has
been run operationally since November 2002 (Marsigli et al., 2005). The
system works as a dynamical-downscaling global probabilistic model that
reduces overall computational costs, as described later. Using this tech-
nique, the number of members decreases (from 102 to 16) without losing
much information stored in the neglected (non-representative) members
(Molteni et al., 2001).
COSMO-LEPS is driven by the global ensemble system of ECMWF called
the Ensemble Prediction System (EPS), which has 51 members that each
run with slightly different initial conditions. One model provides the
control forecast, but it has no superior role compared with the other
members in this study. The different initial conditions are disturbed
through the singular vector technique (Buizza et al., 2008). The horizontal
grid size is 80 km by 80 km, with 40 vertical layers and an integration time
of 132 h.
For one complete COSMO-LEPS integration starting at a given day at
12 UTC, two sequential ECMWF-EPS runs are analyzed. The first run
starts on a given day at 0 UTC and the second runs starts at 12 UTC. The
result is an ensemble with 102 members.
The members are arranged into 16 clusters. These clusters constitute
differing numbers of ensembles. To assign each member to a cluster, a
complete-linkage method, which is a hierarchical cluster analysis, is used
(Wilks, 1995). To determine which member belongs to which cluster, the
variables must be discriminated. The variables include a combination of
the two horizontal wind components, the geopotential height, and the
specific humidity at 500, 700 and 850 hPa at the forecast steps of 96 and
120 h (relative to the latest ensemble run, which is 12 UTC of the given
day).
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The procedure to generate the discriminating variables is as follows:
∙ For each member 𝑚 and for each of the variables 𝜙(𝑥, 𝑦) at each
level 𝑧 and forecast step 𝑡, the mean over the clustering area 𝐴







where 𝑁𝐴 is the number of grid cells in the clustering area. The
difference at each grid point value is divided by the standard deviation
𝜎𝑚𝜙 . This results a dimensionless field 𝜑𝑚𝜙;𝑧,𝑡(𝑥, 𝑦):
𝜑𝑚𝜙;𝑧,𝑡(𝑥, 𝑦) =
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)︀2 . (5.3)
∙ The quadratic distances Φ𝑗𝑘 among members 𝑗 and 𝑘 are computed
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which results in the discriminating variables Φ𝑗𝑘.
The cluster analysis is performed on the basis of these discriminating
variables (the number of discriminating variables is 5151).
In the next step, a representative member is selected within each of the
16 clusters. The representative member of a cluster is the member that
satisfies the following criteria:
5.1. Ensemble Methods 69
∙ The ratio between the mean distance of the member and the mean
distance of the other members of the same cluster is minimized.
∙ The ratio between the mean distance of the member and the mean
distance of the members of the other clusters is maximized.
Hence, 16 representative members are selected, one in each cluster. These
members identify important features of the associated cluster.
These representative members serve as initial and boundary conditions
for the COSMO integration. One COSMO run is performed for each
representative member to build the COSMO-LEPS. Integration starts on
a specific day at 12 UTC. The horizontal grid size is 10 km by 10 km, and
there are 40 vertical layers. The time step is 60 s, and the integration time
is 60 h. The model results are output every three hours.
To account for model uncertainties, each of the 16 COSMO integrations
randomly chooses a convection scheme, either Kain-Fritsch (Kain and
Fritsche, 1993) or Tiedtke (Tiedtke, 1989).
The resulting COSMO-LEPS members are used as initial and boundary
conditions for the meteorological fields in the LD ensemble. The initial
aerosol and gas fields are taken from the reference scenarios (Table 4.3).
Within LD, there are no reference cases. In contrast to what is stated in
section 4.2 regarding the domain-specific configuration of nest 3, the LS
ensemble updates the boundary fields every 3 h, starting at 12 UTC, and
lasts only 60 h because the input from COSMO-LEPS is stored at this
frequency. Figure 5.1 presents an overview of the simulation time span for
LD and the handling of the initial data for both the COSMO and ART
fields.
5.1.2. Initial Temperature Perturbations in COSMO-ART
Another method for creating an ensemble is to add a perturbation to a
specific variable at a given time step. With this method, the ensemble
members behave identically up to the point in time at which the pertur-
bation is applied. Afterward, the behaviors may differ. Soon after the
perturbation, the members are very similar, and differences are not easily
seen. As the forecast time proceeds, differences increase, depending on the
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individual case, resulting in completely different states of the atmosphere.
Because the perturbation is added at the first time step, this method can
be seen as a perturbation of the initial conditions and therefore can also
account for the non-linear dynamics.
This method of ensemble generation is applied on the reference scenarios
described in Table 4.3 by adding a variation in the time derivative of the
temperature at the first time step as described below. This ensemble has
the name “ITP” for initial temperature perturbation ensemble. Three
members with and without sea salt particles are created. Along with the
reference cases, the entire random number ensemble has eight members.
In COSMO, the time integration is split into two modes to be numerical
efficiency. As the fast sound waves are part of the solution in the compress-
ible model atmosphere, they limit the time step of explicit time integration
schemes. Thus, the prognostic equations are separated into terms which
directly account for sound waves and slowly varying modes of motion. The
time integration is separately performed for the modes. The time step for
the slowly varying modes is subdivided into smaller time steps which are
used for the fast modes.
An additional term is added to the time derivative of the temperature for
slowly varying modes of motion 𝑠old𝑇 , which do not include variations that
propagate with sound waves:
𝑠𝑇 = 𝑠old𝑇 + 𝑠old𝑇 ·𝑁𝑟. (5.6)
𝑠old𝑇 is the mean value of the three-dimensional time derivative of the
temperature at a given time. A random number perturbation is chosen
to account for the uncertainty in the initial data. The three-dimensional
random number field 𝑁𝑟 is seeded with the system clock of the super
computer. The elements are truncated-Gaussian distributed in the size
range of -2 to 2. The perturbation is performed once in the simulation
after the first time step for each grid cell.
Due to the time-splitting approach, the perturbation which becomes part
of the overall model state contributes to the fast varying modes in the
following. Thus, the perturbation also propagates with the speed of sound
waves although it was originally implemented in the slowly varying modes
only.







period 1 period 2 period 3
Figure 5.1.: Timeline for ensembles (see Figure 4.4 for timeline for scenarios). The black
arrows indicate the simulation time span. The blue arrows indicate the provision of
initial data for meteorological fields. The red arrows indicate the provision of initial
data for aerosol and gases. The filled red dots imply, that initial data for aerosol and
gases is taken from the period before.
This method of generating an ensemble could easily be applied to variables
other than temperature. Because of the ideal gas law, changes in tem-
perature affect pressure and density. Additionally, the relative humidity
and stratification depend on the temperature. Thus, temperature pertur-
bations propagate very quickly into many aspects of the model system
(Rieger et al., 2014) and are sufficient in studying the system behavior.
Note that, because of the random seed, “pairs” of included and excluded
sea salt particles cannot be compared directly; the perturbation is different
for each member. In Figure 5.1, an overview of the simulation time for
both ensembles, ITP and LD, including the handling of the initial data, is
given.
5.2. Method of Analysis
Ensembles are often analyzed by comparing the area averages of a variable
for each member. Temperature is often chosen for this comparison. I am
interested in the changes due to sea salt particles, which are assumed to
be very localized. Additionally, the expected impact does not occur on
only one direction, but it can lead to an increase in a variable’s value at
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one location and to a decrease at another location. Thus, taking an area
average could cancel out interesting features.
A further problem emerges for classical statistical scores, for example,
the 𝜒2 test of independence. This test is used to prove whether the
independence of a frequency distribution of a target variable from two
scenarios is statistically significant on a given level. Independence in the
probability theory means that the occurrence of one event does not affect
the probability of another. In general, such tests assume a distribution
function of the tested variable or a specific distribution function, such as
the normal distribution (i.e., student’s t-test). For example, precipitation
is not normally distributed.
Classical scores in meteorology (or 2-dimensional fields) are grid-cell based;
thus, these scores state comparisons of corresponding grid cells. No infor-
mation on temporal or spatial shifts is provided. Considering precipitation,
in which shifts occur due to the impact of aerosols, these scores suffer from
the so-called “double penalty”. As an example, imagine a feature that is
predicted well in terms of intensity and timing but at the wrong location
compared with the observations. Classical scores assign the feature to
both a “missed event” and a “false alarm”. This results in an unfairly low
forecast score. Classical grid-point-based scores are thus unsuitable to
state the quality of a precipitation forecast.
5.2.1. Displacement and Amplitude Score (DAS)
There are four types of scores that comply with the need for better scores
to analyze precipitation. Scores types are tested in the Spatial Verification
Methods Intercomparison Project (ICP, Ahijevych et al., 2009):
∙ Fuzzy or neighborhood techniques require features that are close
in space, time or intensity. The score quantifies the matching of
features in terms of closeness.
∙ Feature or object-oriented techniques identify features and com-
pare their properties.
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∙ Scale-decomposition scores separate single physical features by
applying spatial filters (e.g., Fourier or wavelet). Therefore, different
scales can be addressed explicitly.
∙ Field verification is performed by comparing (precipitation) fields
with the help of optical flow algorithms. There is no need to identify
separate features.
The score used in this work is called the “Displacement and Amplitude
Score” (DAS). DAS belongs to the class of field verifications by optical flow
algorithms. Keil and Craig (2007) developed the score and implemented
minor changes in 2009 (Keil and Craig, 2009)). DAS quantifies how well
features are predicted in terms of position and intensity. A two-dimensional
vector field is computed to deform (or “morphs”) one image to match
another image. This process displaces the features of the first image. The
magnitude of the vectors provides a measurement for the displacement,
whereas the difference between the morphed and second image describes
the difference in the amplitude of the precipitation. An advantage of this
technique is that single features belonging to both fields do not need to be
identified.
The score was originally developed to compare numerical weather pre-
diction with satellite measurements. I use the score in a different way
because I am interested in differences induced by changes in aerosol sce-
narios. Thus, as input data for the calculation of DAS, the horizontally
distributed precipitation field of two simulations is used: 𝑃1(𝑥, 𝑦) and
𝑃2(𝑥, 𝑦). Furthermore, a value for the “maximum search distance” 𝐷max
must be given implicitly by another variable, the subsampling factor 𝐹DAS.
This variable is the diameter of the search environment for the matching
algorithm. Within this search distance, features are assumed to be the
same but displaced in space. Features that are separated over a large dis-
tance are considered unrelated. Therefore, the maximum search distance
must be chosen individually for the synoptic situation and the process
of interest. Additionally, a threshold can be used to remove background
values. As is true for all scores, the result is influenced by and depends on
the chosen conditions.
The image does not undergo deformation in one step. Instead, the two
images are first coarsened, meaning that a given number of pixels (here,
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the horizontal grid spacing) are aggregated to form a new, coarser pixel
element. Afterward, an initial vector field for the coarse fields is calculated
using a pyramidal matching algorithm (Zinner et al., 2008). The vector
field is applied followed by a new grain that is finer than the first grain.
This chain is repeated until the full resolution of the image is reached.
The graining process depends on the subsampling factor 𝐹DAS. The lowest
resolution (topmost pyramid level, the first graining) averages 2𝐹DAS pixels
from the original image as one pixel element of the new coarse picture.
The maximum search distance 𝐷max is given as the dependency of the
subsampling factor 𝐹DAS by
𝐷max =
√
2 · 2𝐹DAS+2. (5.7)
The unit of 𝐷max in Equation 5.7 is pixels of the original image. To obtain
the maximum search distance, one must multiply 𝐷max by the horizontal
grid spacing.
The displacement vector for each pixel is computed. Within the range of
±2 pixels, a translation in all directions is possible. A displacement that
provides the minimum squared difference in a local region is chosen. To
favor pixel elements that are closer to the original pixel, the extent of the
local region is defined by the convolution of a two-dimensional Gaussian
kernel with a standard deviation of 53 . The center is located on the original
pixel element in the center. The vector field is then applied to the original
image resulting in a temporary image. In the next step, the temporary
image is coarsened by averaging 2𝐹DAS−1 pixels from the original image
into one pixel of the new image (which is the next pyramid level). A new
vector field is computed and applied. The steps are repeated until the
full resolution of the original image is reached. The sum of the individual
vector fields is used to generate the final morphed image. The magnitude of
the displacement vectors provides the displacement field DIS𝑃 1(𝑥, 𝑦). The
root-mean-square difference of the final morphed image and the compared
image provides the amplitude field AMP𝑃 1(𝑥, 𝑦). During the graining
process and the vector field application, the mass of the precipitation is
not completely conserved but rather marginally reduced.
A simple example of the process of coarsening, the calculation and the
application of the displacement field is depicted in Figure 5.2. The precipi-
tation field of simulation 1, 𝑃1, is shown in blue. Green is the precipitation




Figure 5.2.: In blue is the precipitation field 𝑃 1 and in green 𝑃 2 in (a) the original
resolution and (b) coarse grained with 𝐹DAS = 2. (c) and (f) show the search distance
for one specific pixel. The calculated displacement field is shown in (d) and applied on
𝑃 1 in the original resolution in (e).
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field of simulation 2, 𝑃2, visualized in the same grid space. In (a), the
precipitation fields of the two simulations are displayed in the original
space (grey grid). Coarsening with a subsampling factor of 2 is performed.
Thus, 2 by 2 pixels from the original space form a new pixel in the coars-
est space (the lowest resolution), as shown in (b). Afterward, for each
coarse pixel in 𝑃1 within the space of ±2 pixels, a corresponding pixel
in 𝑃2 is searched. The search distance for one specific pixel (thick black
border) is represented in (c) as thin black borders. A vector field links
the corresponding pixels of 𝑃1 with 𝑃2, as shown in (d). This vector field
is applied to 𝑃1 at the original resolution (grey shading in (e)), which
results in a temporary, intermediate precipitation field (blue shading in
(e)). Afterward, the process of coarsening and the calculation of the dis-
placement vector field are repeated until the original resolution is reached.
In our example, these criteria is reached at this step. The corresponding
pixels are searched within the original resolution for the last time, as
shown in (f) for one specific pixel. The displacement field is calculated
and applied. The difference of the resulting morphed image of 𝑃1 and 𝑃2
is transferred to the amplitude field AMP𝑃 1. The sum of the magnitude
of the displacement fields for each resolution states the final displacement
field DIS𝑃 1.
The two fields are zero where no features occur in the original picture.
Non-zero values in DIS𝑃 1(𝑥, 𝑦) and AMP𝑃 1(𝑥, 𝑦) only appear in locations
where precipitation occurred. A non-zero value of DIS𝑃 1(𝑥, 𝑦) means that
a feature was matched within the search diameter in the two images but
was spatially displaced. A value of zero means either a perfect match or
no feature match. A missed feature, when a precipitation pixel occurred
in only one of the two simulations, results in a large value of AMP𝑃 1(𝑥, 𝑦)
at the location.
In contrast, how well the features of simulation 2 match the features
of simulation 1 must be verified. Similarly, the fields DIS𝑃 2(𝑥, 𝑦) and
AMP𝑃 2(𝑥, 𝑦) are calculated. Here a zero value in the displacement field
and a large value in the amplitude field indicates a false alarm. That is
again, when a precipitation object occurred in only one of the simulations,
in this case in the other one compared to the missed feature discussed in
the paragraph above.
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The displacement score over the entire verification area 𝐴 in the space of






DIS𝑃 1(𝑥, 𝑦). (5.8)
𝑁𝑃 1 is the number of grid cells whit a non-zero value. By normalizing
according to 𝑁𝑃 1, the score is insensitive to the size of the verification
area 𝐴 or to the area of non-events. The displacement score in the space
of simulation 2 is similarly defined. An amplitude score over the entire
domain is obtained by calculating the root-mean-square average of the







AMP2𝑃 1(𝑥, 𝑦). (5.9)
AMP𝑃 2 is calculated respectively. The total displacement score is calcu-
lated by
DIS′ = 1
𝑁𝑃 1 +𝑁𝑃 2
(︀
𝑁𝑃 1DIS𝑃 1 +𝑁𝑃 2DIS𝑃 2
)︀
(5.10)
and the total amplitude score is calculated by
AMP′ = 1
𝑁𝑃 1 +𝑁𝑃 2
(︀
𝑁𝑃 1AMP𝑃 1 +𝑁𝑃 2AMP𝑃 2
)︀
. (5.11)
In a later step, these individual scores must be normalized before they
form the final displacement-amplitude score. The displacement field is
normalized with the maximum search distance 𝐷max (Equation 5.7). For
the amplitude score, a characteristic intensity 𝐼0 that depends on the
individual application is used. 𝐼0 is the root-mean-square amplitude of








The combination of the individual scores for the displacement (Equa-
tion 5.10) and amplitude (Equation 5.11) normalized by 𝐷max (Equa-








= DIS + AMP. (5.13)
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A perfect match of the two fields is given for DAS = 0. Values below zero
are not possible. DAS ≈ 1 is typical, but there is no upper limit.
5.2.2. Factorial Method (FM)
Factorial approaches are used to study the impacts of various conditions
on the outcome of an experiment. These conditions are represented by
factors designed to reduce the number of experiment runs; the number of
runs is large if the experiment design has many factors that contribute
to the results. An experiment that depends on only two factors with two
values each is more efficient than an experiment design that includes only
one factor at a time. The possible values of a factor are called “levels”
in statistics. If the factors interact in an experiment, then a factorial
approach is inevitable. In this study, the individual model runs are the
experiment of which is spoken in the following. In atmospheric sciences,
there are two major factorial approaches.
A straightforward factorial approach is factor separation factor separation
(FS) (Stein and Alpert, 1993; Alpert and Sholokhman, 2011). Here, the
contributions of factors are isolated from their interactions. This approach
can identify the factor with the strongest impact on a specific outcome of
an experiment.
The other factorial approach is called Factorial Methods (FM) or factorial
design (Montgomery, 2008). This approach is used in many scientific and
engineering fields and in numerical modeling (Teller and Levin, 2008).
Compared with FS, FM allows for a wide range of statistical analyses.
Within FM, a complete replicate of an experiment means that all possible
combinations of factors and levels are investigated.
FM can identify the contribution of a factor to the variability in an
experimental result and can compare it to the contributions of other
factors. Additionally, the theory of FM allows for multiple replicates of an
experiment, as is required here (see details later in this chapter). Because
FS lacks these features, it is not capable of representing my experiment
design. Thus, I chose FM over FS.
The following summarizes information on FM by Montgomery (2008) that
is relevant to this study.
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A 22 factorial design is used, i.e., there are two factors at two levels. One
complete replicate of this design requires 2 × 2 = 22 = 4 experiments.
The result of an experiment that is performed for the 𝑖-th time is Ψ𝑖. It
depends on two factors, sticking with the terminology of Montgomery
(2008), they are written in capital Latin letters, 𝐴 and 𝐵:
Ψ𝑖 = 𝑓𝑐𝑡(𝐴,𝐵) = Ψ𝑖(𝐴,𝐵). (5.14)
If an effect has two levels, the values are called “low” and “high”. The
levels are represented by lowercase Latin letters (unlike the notation in
Montgomery (2008)):
𝐴 ∈ 𝑎1, 𝑎2, (5.15)
𝐵 ∈ 𝑏1, 𝑏2, (5.16)
where 𝑎1 and 𝑏1 are the low level and 𝑎2 and 𝑏2 are the high level. Table 5.1
shows all possible combinations for an experiment.
Table 5.1.: Possible combinations in a 22 factorial design
Factor
𝐴 𝐵 Label
𝑎1 𝑏1 Ψ(𝑎1, 𝑏1)
𝑎2 𝑏1 Ψ(𝑎2, 𝑏1)
𝑎1 𝑏2 Ψ(𝑎1, 𝑏2)
𝑎2 𝑏2 Ψ(𝑎2, 𝑏2)





Ψ(𝑎1, 𝑏2), Ψ(𝑎2, 𝑏1), and Ψ(𝑎2, 𝑏2) are calculated respectively. It is pos-
sible to display the treatment combinations graphically using a square
(Figure 5.3).
The effect of a factor is denoted with the same uppercase Latin letter as
the factor itself; however, in calligraphy the effect of factor 𝐴 is denoted










Figure 5.3.: Treatment combination in a 22 design.
by 𝒜. The effect of the interaction of factor 𝐴 and 𝐵 is denoted by 𝒜ℬ.
The effect of a factor refers to the change in the experiment result due to a
change in the level of a factor, specifically, the difference in the average of
the experiment outcome using this effect at the high level and the average
of the outcome using this effect at the low level. For example, the effect of
𝐴 at the high level is (Ψ(𝑎2, 𝑏1) + Ψ(𝑎2, 𝑏2))/2𝑁 and the effect at the low
level is (Ψ(𝑎1, 𝑏2) + Ψ(𝑎1, 𝑏1))/2𝑁 . The main effect of 𝐴 is
𝒜 = Ψ(𝑎2, 𝑏1) + Ψ(𝑎2, 𝑏2)2𝑁 −
Ψ(𝑎1, 𝑏2) + Ψ(𝑎1, 𝑏1)
2𝑁 (5.18)
= 12𝑁 (Ψ(𝑎2, 𝑏1) + Ψ(𝑎2, 𝑏2) − Ψ(𝑎1, 𝑏2) − Ψ(𝑎1, 𝑏1)) . (5.19)
Analogous to effect 𝒜 (Equation 5.18), the main effect of factor 𝐵 is
calculated by
ℬ = 12𝑁 (Ψ(𝑎2, 𝑏2) + Ψ(𝑎1, 𝑏2) − Ψ(𝑎2, 𝑏1) − Ψ(𝑎1, 𝑏1)) . (5.20)
The interaction effect 𝒜ℬ is
𝒜ℬ = 12𝑁 (Ψ(𝑎2, 𝑏2) + Ψ(𝑎1, 𝑏1) − Ψ(𝑎2, 𝑏1) − Ψ(𝑎1, 𝑏2)) . (5.21)
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The sign of an effect indicates its direction, i.e., whether an effect is
responsible for an increase or decrease in the experiment results. Using the
magnitude and direction of the effects 𝒜, ℬ, and 𝒜ℬ will help determine
which variables are likely to be important. To confirm this first guess,
analysis of variance (ANOVA) can be used. A fundamental technique of
ANOVA is the sum of squares, which are used to indicate the variance of
each factor. The sum of squares is calculated by
𝑆𝑆𝐴 =
(Ψ(𝑎2, 𝑏2) + Ψ(𝑎2, 𝑏1) − Ψ(𝑎1, 𝑏2) − Ψ(𝑎1, 𝑏1))2
4𝑁 , (5.22)
𝑆𝑆𝐵 =
(Ψ(𝑎2, 𝑏2) + Ψ(𝑎1, 𝑏2) − Ψ(𝑎2, 𝑏1) − Ψ(𝑎1, 𝑏1))2
4𝑁 , and (5.23)
𝑆𝑆𝐴𝐵 =
(Ψ(𝑎2, 𝑏2) + Ψ(𝑎1, 𝑏1) − Ψ(𝑎2, 𝑏1) − Ψ(𝑎1, 𝑏2))2
4𝑁 . (5.24)
By dividing the sum of squares of a factor by the total sum of squares,
one obtains the relative contribution of this factor to the total variability.
For one replicate, 𝑁 = 1, the total sum of squares, 𝑆𝑆𝑇 , is the sum of the
sum of squares for all factors, Equation 5.22 to Equation 5.24
𝑁 = 1 : 𝑆𝑆𝑇 = 𝑆𝑆𝐴 + 𝑆𝑆𝐵 + 𝑆𝑆𝐴𝐵 . (5.25)
With more than one replicate, the total sum of squares is calculated by





Ψ𝑖(𝑎2, 𝑏1)2 + Ψ𝑖(𝑎1, 𝑏2)2 + Ψ𝑖(𝑎2, 𝑏2)2 + Ψ𝑖(𝑎1, 𝑏1)2
)︀
− (Ψ(𝑎2, 𝑏1) + Ψ(𝑎2, 𝑏2) + Ψ(𝑎1, 𝑏2) + Ψ(𝑎1, 𝑏1))
2
4𝑁 . (5.26)
In contrast to Equation 5.25, with more than one replicate it is possible
to calculate the experimental error. The sum of squares due to error 𝑆𝑆𝐸
contributes to the total sum of squares 𝑆𝑆𝑇 in Equation 5.26, which can
also be written as
𝑁 > 1 : 𝑆𝑆𝑇 = 𝑆𝑆𝐴 + 𝑆𝑆𝐵 + 𝑆𝑆𝐴𝐵 + 𝑆𝑆𝐸 . (5.27)
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The sum of squares due to errors are calculated as the last term by
rearranging Equation 5.27,
𝑁 > 1 : 𝑆𝑆𝐸 = 𝑆𝑆𝑇 − 𝑆𝑆𝐴 − 𝑆𝑆𝐵 − 𝑆𝑆𝐴𝐵 . (5.28)
With a single replicate it is not possible to estimate the error this simple.
In Appendix B, there is a simple example of the usage of FM.
FM is applied on precipitation fields of the ITP ensemble (subsection 5.1.2)
to separate the impact of sea salt particles from the impact of the initial
perturbation, which accounts for effects of the non-linearity of dynamics.
Previously, the use of area-averaged variables were criticized because they
may cancel out interesting features. However, area averaging is performed
here by applying FM. Note that the application of FM is not done alone;
it is combined with DAS, which has localized information.
By applying FM to the ITP ensemble, one obtains two factors: sea salt
particles and the initial perturbation that represents the impacts of the
non-linearity of the dynamics. The interpretation of the interaction of both
factors is more complicated: the factors influence each other, and they are
not independent over time. Because the contribution of the interaction is
a result of both factors, it cannot be stated as an impact due to sea salt
particles alone. Although it is clear that sea salt particles contribute to
the variance described by this variable, the impact cannot be separated
here.
The experiment is repeated three times using the three members of the
ITP ensemble for each scenario with and without sea salt particles. The
experiment components with no perturbations produce the same result
for each replicate, assuming that there are no uncertainties in the super
computer. Thus, the error is contributed by the perturbation only.
5.2.3. A New Approach for Coupling
the Methods DAS and FM
By applying DAS, differences in precipitation can be determined and
quantified if they are caused by spatial shifts or intensity differences.
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If and to what extent these differences are linked to aerosols remains
unknown.
FM quantifies the impact of sea salt particles on differences in the area-
averaged precipitation and separates it from those impacts due to the
non-linear dynamics. Spatially resolved information is lost within FM.
To compensate the disadvantages, I combine the methods. First, DAS is
applied to account for the type of differences in the precipitation. Second,
grid cells are filtered that show the feature of interest to an extent (e.g.,
an displacement of at least 8 km) and then FM is applied to those grid
cells. The feature is either the DIS𝑃 1(𝑥, 𝑦) or the AMP𝑃 1(𝑥, 𝑦) field of
DAS for a chosen minimum value.
For example, grid cells that show a precipitation displacement of at least
8 km are chosen. Then, the average of the precipitation value of these grid
cells is taken to calculate the relative contribution of the factors by FM.
With this application, one can state that aerosols somewhat contribute to
the changes in precipitation due to spatial shifts of at least 8 km.
The combination of DAS and FM permits, for the first time, a systemati-
cally study of the impact of aerosols on precipitation by separating the
various effects and by determining the types of changes. The following
questions can be addressed using this technique: Do aerosols lead to shifts
in precipitation? How large are the shifts? On what time scales can an
impact of aerosols on precipitation using a specific simulation be seen?

6. Advanced Model Based Case
Study of Medicane “Rolf”
Increasing numbers of aerosols, which act as cloud condensation nuclei
(CCN), lead to small cloud droplets because of the competition for water
vapor. However, more cloud droplets can form. These droplets do not
grow as efficiently as large droplets because collision–coalescence declines.
Consequently, the droplets need more time to reach the size of raindrops,
at which point they leave the cloud. This process may lead to a spatial
shift of the precipitation compared with a scenario with few aerosols and
CCN.
Droplets that remain in a cloud for a long time have a greater probability of
reaching high altitudes. If the droplets arrive at levels where heterogeneous
nucleation occurs, then the cloud can develop more vigorously and build
large solid hydrometeors at the expense of precipitation in the liquid phase.
If the CCN is large (𝑟 > 1𝜇m), then large cloud droplets form and rain
may start at lower levels and/or at earlier points in time. Nevertheless,
if rain is delayed or accelerated, then the total amount of cumulative
precipitation does not need to change because a dynamical feedback may
be induced.
To determine whether the differences in a precipitation pattern caused by
sea salt particles are related to spatial shifts or differences in the amount
of DAS of Keil and Craig (2009) (see subsection 5.2.1) is applied. Six
small rectangular areas build areas of special interest as subdivisions of
the simulation domain of nest 3: (1) the Balearic Islands, including an
area around Majorca, Minorca, Ibiza, and Formentera; (2) Corsica; and
(3) Sardinia, with the nearby sea; (4) an area over the Mediterranean Sea
without any land; and coastal regions of mainland Europe; (5) an eastern
area where the Medicane caused the most damage; and (6) a western area
(Figure 6.1).
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Figure 6.1.: Simulation area of domain specific configuration of nest 3 (Table 4.2).
Surrounded by red rectangles are sub-domains, for which further investigations are
done.
6.1. Analysis of the Reference Scenarios
How fast the signal of sea salt particles in precipitation propagates is
of interest. Spatial shifts are directly linked to this signal speed and
are quantified based on the DAS calculations as follows. Spatial shifts
could appear linked to the horizontal wind velocity because clouds are
transported at this speed. However, shifts could also be linked to the
transition velocity of the Medicane. Based on the Tropical Bulletins by
the NOAA Satellite and Information Service (Table 4.1), the maximum
transition velocity is 6.7 m/s, which results in a displacement of 72.4 km
in 3 h.
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(a) (b)
Figure 6.2.: Horizontal wind speed of scenario REF ALL over time, (a) maximum and
(b) mean of each layer.
The order of magnitude of the shifts linked to the horizontal wind speed is
estimated by extracting the maximum horizontal wind speed of each model
layer over time for the scenario REF ALL (Table 4.3), which is plotted in
Figure 6.2(a). A relatively high wind speed of 50 m/s, multiplied by a given
time period, provides the upper value of possible displacements. Using
this value for wind speed, displacements of up to 180 km in 1 h are possible.
Assuming that this wind speed maintained over 3 h, displacements of up
to 540 km could theoretically be reached within this time span. Averaging
the wind speeds (Figure 6.2(b)) leads to smaller displacements: 20 m/s
would lead to a displacement of 72 km in one hour or 216 km in 3 h. Taking
the mean instead of the maximum wind speed produces more realistic
displacements if the horizontal extension of the cloud covers several grid
cells. The maximum wind speed reached by a single grid cell, but not by
the surrounding grid cells, is inadequate to move the entire cloud. The
surrounding grid cells must have similar wind speeds to shift the entirety
of a cloud. Additionally, the values of the maximum wind speed do not
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last for 3 h, as seen in Figure 6.2(a). Thus, this value cannot be used to
calculate displacements in 3 h. One has to keep in mind that shifts within
the Medicane are not linear in one direction but are more circular. The
linear distance, which is calculated with DAS, would then be smaller than
a displacement along such a path. Typical lifetimes of clouds are between
30 min and 1 h; thus, different clouds may be identified when calculating
displacements over 3 h. This outcome should not be a problem because
the Medicane consists of many clouds, and identifying single clouds is not
possible.
In summary, a signal speed linked to the transition velocity of the Medicane
is approximately 6.7 m/s, a signal speed linked to average wind speeds
results in a higher signal speed of approximately 20 m/s. Later in this
chapter, those theoretical signal speeds are compared to the actual signal
speed derived by the application of DAS.
6.1.1. Results of the Application of DAS
DAS is applied to the cumulative precipitation fields at different time
spans of the reference scenarios with sea salt particles and of the scenario
without sea salt particles (REF ALL and REF WO) for the entire nest
3 domain and the sub-domains. The score has two input parameters:
a threshold for the precipitation and the so-called subsampling factor.
Values below the threshold are handled as if there was no precipitation at
all. The subsampling factor is coupled to the maximum search distance,
which is the largest distance two grid cells can have to be considered the
same precipitation object by the score. Grid cells with a large distance
are assumed to be different, independent objects. The following section
uses with the descriptive maximum search distance, although the abstract
subsampling factor is the input parameter of DAS.
48 h Cumulative Precipitation
DAS is applied to the 48 h cumulative precipitation starting on November
6 at 00 UTC using the nest 3 setup. Values chosen for the threshold are
of 25 mm, 50 mm, and 100 mm and for the subsampling factor of 1 and 2.
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Inserting the subsampling factor in Equation 5.7 and multiplying by the
horizontal grid spacing results in maximum search distances of 31.7 km
and 63.4 km, respectively.
The cumulative precipitation field for the reference scenarios REF ALL
and REF WO is plotted in Figure 6.3 (top left and top right). The figure
refers to 𝑃1 (REF ALL) and 𝑃2 (REF WO) of subsection 5.2.1. The
vector field, which is calculated to deform 𝑃2 to match 𝑃1, is overlaid onto
𝑃2 on the top right. The precipitation field after deformation by the vector
field is shown on the bottom left (morphed 𝑃2). The difference between
𝑃1 and morphed 𝑃2 is used to calculate the amplitude field. Because the
root-mean-square difference is used, the amplitude field, 𝐴𝑀𝑃𝑃 1 shows
only positive values.
Table 6.1.: DAS, AMP, DIS, mean differences in intensity, AMP′, and mean displace-
ments, DIS′, for nesting 3 domain on 48 h cumulative precipitation.
𝐷max 𝑡ℎDAS DAS AMP DIS AMP′ DIS′
31.7 km 25 mm 0.4557 0.2244 0.2313 12.24 mm 7.32 km
31.7 km 50 mm 0.3835 0.2067 0.1768 17.05 mm 5.60 km
31.7 km 100 mm 0.3264 0.2102 0.1162 27.86 mm 3.68 km
63.4 km 25 mm 0.3887 0.2122 0.1765 11.58 mm 11.18 km
63.4 km 50 mm 0.3102 0.1875 0.1227 15.47 mm 7.77 km
63.4 km 100 mm 0.2786 0.2113 0.0673 28.01 mm 4.26 km
As seen by the values of DAS in Table 6.1, the precipitation fields better
agree for higher thresholds than for lower ones for both maximum search
distances, 𝐷max = 31.7 km and 𝐷max = 63.4 km. A better agreement
indicates that the precipitation field of the two scenarios differs only
slightly; thus, the impact of sea salt particles is low. Differences due to
displacements (DIS) decline for higher thresholds, whereas differences due
to intensity (AMP) do not remarkably change.
The right two columns of Table 6.1 present the mean of the difference in the
intensity (AMP′) and the mean of the displacement (DIS′) calculated using
AMP and DIS when multiplied by norm factors (see subsection 5.2.1 and
Equation 5.13), 𝐼0 and 𝐷max. In this application of DAS, 𝐼0 is 54.55 mm,
82.51 mm, and 132.54 mm for the thresholds of 25 mm, 50 mm, and 100 mm,
respectively. For higher thresholds, the differences in the intensity increase
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Figure 6.3.: 48 h cumulative precipitation in mm for the scenarios REF ALL (𝑃 1, top
left) and REF WO (𝑃 2, top right) overlaid with the displacement vector field calculated
with DAS. Bottom left shows the result of the application of the displacement field on
REF WO (morphed 𝑃 2). Bottom right is the resulting amplitude field in mm.
while the displacements decrease. For a large maximum search distance,
the displacements are slightly larger compared with a low maximum search
distance, whereas the differences in intensity show no significant change.
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3 h Cumulative Precipitation
Figure 6.4.: Number of grid cells for several precipitation thresholds over time.
DAS is applied to the 3 h cumulative precipitation of the reference sce-
narios with the domain-specific configuration of nest 3 for period 2 (for
specifications see section 4.2) starting on November 5. To consider the
temporal change, all of the time intervals of period 2 are used, which
results in 24 time intervals for the 3 h cumulative precipitation. For the
setup of DAS, several thresholds and maximum search distances were
assigned. Only thresholds that have an adequate number of grid cells for
DAS are reasonable. Figure 6.4 shows the number of grid cells over time
for thresholds of 5 mm, 10 mm, 20 mm, 30 mm, 40 mm, and 50 mm. The
larger the threshold, the smaller the number of grid cells. Thresholds of
40 mm and 50 mm corresponds to less than 100 grid cells most of the time.
This number is too low for a reasonable application of DAS, which is why
the following neglects those threshold values.
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Figure 6.5.: DAS (black line), AMP (red), and DIS (blue) for the nesting 3 domain
and a constant threshold of 𝑡ℎDAS = 5 mm for 3 h cumulative precipitation over time.
Values used for threshold 𝑡ℎDAS and maximum search distance 𝐷max are noted on the
top right of each plot.
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To determine the order of magnitude of displacements, a constant threshold
of 5 mm is used and the maximum search distance is varied between 31.7 km
and 158.5 km (which corresponds to subsampling factors of 1 to 5). The
resulting values of DAS for the reference scenarios, REF ALL and REF
WO, and the contributions by AMP and DIS are shown in Figure 6.5
as a time series. For all maximum search distances, DAS increases with
time; therefore, the differences in precipitation increase over time. This
finding is not astonishing because the initial states of the two scenarios
are identical; afterwards, they develop freely. Thus, a longer simulation
has a higher probability of developing unique conditions.
Increasing the maximum search distance decreases DAS because DIS also
decreases as AMP slightly varies, with no connection to different maximum
search distances. Differences in the precipitation field due to differences in
the amplitude of the precipitation do not depend on the chosen maximum
search distance. Nearly all displacements are covered by a maximum
search distance of 31.7 km. If shifts have maximum values of 31.7 km,
then no new attribution of corresponding precipitation objects occurs
when a larger maximum search distance is chosen. DIS decreases with
increasing maximum search distances (Equation 5.13). The factor used
for normalizing AMP′ depends on the chosen threshold, which is kept
constant in Figure 6.5. Because of this finding and because AMP does not
increase or decrease for different maximum search distances, maximum
displacements of 31.7 km are likely to occur.
Therefore, displacements do not occur on the order of magnitude estimated
at the beginning of this chapter (several hundreds of kilometers within
3 h). Displacements do not depend on the horizontal wind speed or the
transition velocity of the Medicane. Assuming maximum displacements
of 31.7 km within 3 h results in a signal speed of approximately 3 m/s,
which is much lower than that estimated. The following text sets the
maximum search distance constant at 31.7 km and chooses thresholds of
5 mm, 10 mm, 20 mm, and 30 mm.
Figure 6.6 shows the calculated values of DAS for the reference scenarios,
REF ALL and REF WO, over time. Additionally, contributions due to
displacements (DIS) and differences in precipitation amount (AMP) are
displayed. Here, different thresholds are chosen whereas the maximum
search distance is constant at 𝐷max = 31.7 km. The value of DAS increases
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Figure 6.6.: DAS (black line), AMP (red), and DIS (blue) for the nesting 3 domain and
a constant maximum search distance of 𝐷max = 31.7 km for 3 h cumulative precipitation
over time. Values used for threshold 𝑡ℎDAS and maximum search distances 𝐷max are
noted on the top right of each plot.
as the forecast time proceeds; this is also true when varying the maximum
search distances, as shown previously.
The red line representing the differences in the precipitation amount has
higher values than DIS nearly everywhere. Thus, changes in the amplitude
are more important than changes in the displacement. In the beginning
of the simulation, the displacement greatly contributes to differences in
the 3 h cumulative precipitation. The distance between the two lines is
very small, and the relative importance of both lines is nearly the same.
At approximately 18 UTC on November 6, the distance increases and the
relative contribution of DIS decreases.
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From 12 UTC to 18 UTC on November 6, there is a large jump of DAS for all
thresholds. This jump is also visible in DIS and AMP. For 𝑡ℎDAS = 5 mm
and 𝑡ℎDAS = 10 mm, the jump in AMP is larger than that in DIS, whereas
for 𝑡ℎDAS = 20 mm and 𝑡ℎDAS = 30 mm, the jump is larger in DIS than in
AMP. The number of contributing grid cells in Figure 6.4 shows a clear
decline of at least a factor of 2 (for a threshold of 5 mm) up to a factor of
10 (30 mm threshold). In addition, the total amount of precipitation was
lower at 18 UTC than at 12 UTC (Figure 6.7 and Figure 6.8). Together,
these two findings result in a smaller 𝐼0 at 18 UTC than at 12 UTC. A
small 𝐼0, which is the normalization factor for AMP′ (Equation 5.12), leads
to a large AMP. This finding could partly be responsible for the jump in
DAS. The location of the precipitation objects could also account for the
jump, as described in the following paragraph.
The 3 h cumulative precipitation at these points in time are visualized in
Figure 6.7 and Figure 6.8. At 12 UTC, clearly there is more precipitation,
particularly around the Alps and the Pyrenees. This orographical precipi-
tation occurs in both scenarios at the same location. Thus, DIS has a low
value here. At 18 UTC, there is no orographic precipitation around the
Alps, and the intensity of precipitation is also reduced compared with six
hours earlier. Thus, smaller and less intense precipitation objects over the
Mediterranean Sea more greatly contribute to the calculation of DAS than
comparable objects at 12 UTC. At 12 UTC, DAS is mainly determined by
the high precipitation around the mountains, which is forcibly in good
agreement in space and intensity; aerosols cannot lead to large shifts,
which results in a small score. At 18 UTC, objects over the sea are more
important. Here, aerosols can more easily influence precipitation because
of the homogeneously flat environment.
The findings within this chapter for the simulation domain of nest 3 are
conferrable to all sub-domains (Figure 6.1). The corresponding plots are
in section C.1. One large difference is that DAS is zero at several points
in time for the small domains. Precipitation does not occur everywhere
during the entire simulation, so there are points when no rain occurs in
specific sub-domains.
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Figure 6.7.: 3 h cumulative precipitation in mm at 12 UTC on November 6 for the
scenarios REF ALL (𝑃 1, top left) and REF WO (𝑃 2, top right) overlaid with the
displacement vector field calculated with DAS. Bottom left shows the result of the
application of the displacement field on REF WO (morphed 𝑃 2). Bottom right is the
resulting amplitude field in mm.
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Figure 6.8.: Same as Figure 6.7 but at 18 UTC on November 6.
6.2. Analysis of the LEPS Driven Ensemble
An ensemble is created by changing the driver of the model. COSMO-
LEPS (see also subsection 5.1.1) is the new driver for the scenarios with
and without sea salt particles (the reference cases in section 4.2 in the
nest 3 domain. Each of the 16 members are used as driver for both
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scenarios, to obtain an overall ensemble with 32 members. Because all
of the original members are variable but equally important, no reference
cases were included.
Figure 6.9.: Precipitation rates over time for scenarios taking sea salt particles into
account covering nesting domain 3. Violet line shows scenario REF ALL. Blue line
shows mean of LD members with sea salt particles. Blue contour covers the range of
the standard deviation calculated with Equation 6.1.
Figure 6.9 shows the area-averaged precipitation rate for the reference
scenario REF ALL and the mean of the (16) LD members with sea salt
particles as solid lines. The area average is taken for the entire domain.
The blue contour indicates the range of 2𝜎 around the mean of the LD







(𝑟𝑟𝑖 − 𝑟𝑟)2, (6.1)
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All grid cells that have a precipitation rate of less than 0.01 mm/h are
neglected. The violet line indicates that the reference scenario REF
ALL starts earlier than the LD ensemble (see timeline for ensembles in
Figure 5.1).
A maximum value is visible at approximately 21 UTC on November 5
in LD and in REF ALL. Later, the precipitation rate decreases, with
local maxima and minima at different points in time. Towards the end of
the simulation, the precipitation rate increases again. The blue curve is
smoother than the violet curve because of the additional mean of the LD
members. The standard deviation, which is connected by the spread of the
members, has only a small variation over time (0.2 to 0.3 mm/h). Although
the values for both lines are rarely the same, the overall behaviors are very
similar.
(a) (b)
Figure 6.10.: Difference in precipitation rate over time of scenarios with and without
sea salt particles covering (a) nesting domain 3 and (b) Corsica. Violet line shows
difference of reference scenarios. Blue line shows mean of difference of corresponding
LD members. Blue contour covers the range of the standard deviation.
To determine the impact of sea salt particles, a visualization of the differ-
ence in the precipitation rate of the area-averaged value of REF ALL and
where 𝑁𝑚 is the number of ensemble members, 𝑟𝑟𝑖 is the precipitation rate
of member 𝑖, and 𝑟𝑟 is the mean of the precipitation rates of all members.
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REF WO and of the mean of the corresponding LD members is given in
Figure 6.10(a). Again, the standard deviation of LD is plotted as a blue
contour. In both differences, there are positive and negative values; thus,
that there is no signal showing that sea salt particles produce more or less
rain on average at all times.
Differences in the precipitation rate are the same order of magnitude and
are independent of the driving model. The standard deviation increases
over time and has values of 0.05 to 0.075 mm/h. The spread generated by
sea salt particles (visible in the difference) is as large as 25 to 37 % of the
spread generated by the ensemble (visible in the absolute values).
The values of the standard deviation are larger than the absolute values of
the difference, making it difficult to identify significant effects. Thus, taking
the area average of such a large domain may cancel out important effects.
I also took smaller domains (Figure 6.1) into account. As an example,
the differences in the area-averaged precipitation rate over Corsica are
plotted in Figure 6.10(b). Although the differences and standard deviation
are larger over Corsica, the overall behavior is the same. The differences
in the precipitation rate fluctuate by approximately 0 mm/h. The line is
interrupted when there is no precipitation. Also, the standard deviation is
larger than the absolute values, which is also true for the other sub-domains
(not shown). Therefore, even if small areas are considered, taking the area
average of a variable is an unfavorable approach for studying the impact of
aerosols because significant effects may cancel out. Additionally, aerosols
can have very localized impacts that are not visible in an area average. To
overcome these disadvantages, representative data that take local features
into account are needed. DAS meets these requirements.
6.2.1. Results of the Application of DAS
DAS is applied to the 3 h cumulative precipitation of each pair of corre-
sponding LD members (with and without sea salt particles). Thus, 16
applications of DAS for each sub-domain (Figure 6.1), and threshold and
maximum search distance combination are performed. The same values
for the threshold and maximum search distance as in the 3 h cumulative
precipitation of the reference scenario (subsection 6.1.1) are used: 5 mm,
10 mm, 20 mm, and 30 mm and a maximum search distance of 31.7 km.
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Figure 6.11.: Calculated mean of DAS (black line), AMP (red), and DIS (blue) for
LD members and a constant maximum search distance of 𝐷max = 31.7 km for 3 h
cumulative precipitation over time. Shaded areas cover the range of mean value ±
standard deviation. Used values for threshold 𝑡ℎDAS and maximum search distance
𝐷max are found on the top right of each plot.
The mean values of DAS, AMP and DIS of the corresponding LEPS mem-
bers over time are plotted as lines in Figure 6.11. The shaded areas cover
the range of each mean value ± the corrected sample standard deviation
(Equation 6.1). Compared with the scores of the reference scenarios (Fig-
ure 6.6), the overall behavior is quite similar. The contribution to the
differences in the 3 h cumulative precipitation from different precipitation
amounts is higher than the contribution from spatial shifts (the red lines
are above the blue lines). Intersections only appear for 𝑡ℎDAS = 5 mm and
𝑡ℎDAS = 10 mm at approximately 18 UTC on November 5. The intersection
for the reference scenario appears at the same time.
102 6. Advanced Model Based Case Study of Medicane “Rolf”
Over time, DAS increases, mainly because of the increasing AMP. In the
reference scenarios (Figure 6.6), this behavior is step-wise (for thresholds
of 5 mm and 10 mm). For small thresholds (5 mm and 10 mm), DIS also
distinctly increases with the simulation time; for 𝑡ℎDAS = 20 mm and
𝑡ℎDAS = 30 mm, the increase is smaller. The standard deviation of DIS
is smaller than the standard deviation of AMP for all thresholds. As the
threshold increases, the standard deviation of DIS increases. This finding
is true for the standard deviation of AMP, but the growth is much smaller
here.
Increasing the maximum search distance from 31.7 km to 63.4 km (not
shown) results in findings that are similar to the reference scenarios. The
overall behavior shows only slight differences between the applications of
the two maximum search distances. Displacements in precipitation larger
than 31.7 km (𝐹DAS = 1) are thus not linked to sea salt particles. This
result is also true for the sub-domains. Again, there are points in time
when DAS is zero because of the lack of precipitation. The corresponding
plots are shown in section C.2.
The findings achieved by the application of DAS to only one scenario pair
(reference scenarios, see subsection 6.1.1) are not necessarily the impact
of sea salt particles. Achieving the same results in several scenario pairs
(LD, this section) demonstrates that the findings (DAS and AMP increase
with time, increase in DIS is smaller, displacements are below 31.7 km) are
robust and are statistically significant.
6.3. Analysis of the Initial Temperature
Perturbation Ensemble
To separate the impact of sea salt particles from other factors, I created
an ensemble using a small, random variation in the time derivative of
the temperature at the first time step. Using the technique described in
subsection 5.1.2, I created an ensemble with three members for the scenarios
with and without sea salt particles. For the two reference scenarios without
disturbance, the ensemble consists of eight members. Compared with the
LD ensemble discussed in the previous section, pair building between
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Figure 6.12.: Precipitation rates over time for scenarios taking sea salt particles into
account covering nesting domain 3. Violet line shows scenario REF ALL. Turquoise
line shows mean of ITP members with sea salt particles. Turquoise contour covers the
spread calculated by the subtraction of the maximum and the minimum value of ITP
ALL at each hour.
6.3.1. Results of the Application of FM
The impact of sea salt particles on precipitation is overlaid by the impact
of other factors, as shown above (section 4.5). To quantify the impacts of
each factor, the Factorial Method is applied as described in subsection 5.2.2.
For the application, two factors with two values each are chosen. The
corresponding members with and without sea salt particles is not possible.
The random numbers used to generate the ensemble are seeded with the
system clock of the super computer, which is different for each member.
This ensemble has the name ITP (Initial Temperature Perturbation) in
the following.
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result is a 22 FM design. The factors are the explicit treatment of the
sea salt particles and the introduction of initial random perturbations
of temperature (subsection 5.1.2). Both of the factors can be switched
on or off (i.e., the two possible values). The calculation of the relative
contribution of the factors to the total variance is achieved by dividing the
sum of squares of each factor (Equation 5.22, Equation 5.23, Equation 5.24,
and Equation 5.28) by the total sum of squares (Equation 5.26).
48 h Cumulative Precipitation
The relative contribution of sea salt particles, the random temperature
perturbations, and their interaction to the variability in the cumulative
precipitation over 48 h is calculated with FM starting on November 6 at
00 UTC. For the calculation, grid cells that have precipitation values below
particular thresholds are neglected. The same thresholds used to calculate
DAS for the reference scenarios (subsection 6.1.1) for the 48 h cumulative
precipitation were assigned (25 mm, 50 mm, and 100 mm). Another very
low threshold of 0.01 mm was used to exclude grid cells with no or very
low precipitation. The contributions of the factors for each threshold are
listed in Table 6.2.
Table 6.2.: Relative contribution of each factor and the interaction of the factors on
differences in cumulative precipitation over 48 h.
relative threshold
contribution 0.01 mm 25 mm 50 mm 100 mm
sea salt 0.007 0.031 0.397 0.395
disturbance 0.028 0.007 0.200 0.012
interaction 0.795 0.000 0.013 0.214
error 0.170 0.962 0.390 0.379
For the minimum threshold of 0.01 mm, the interaction of sea salt particles
and the disturbance is the major contributor to changes in the cumulative
precipitation. Sea salt particles affect precipitation, but this effect cannot
be separated from that of the random perturbation. A clear statement of
the importance of sea salt particles for this threshold cannot be drawn. For
thresholds of 50 mm and 100 mm, sea salt particles have the highest contri-
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bution, followed by the error contribution. The error can be interpreted as
an uncertainty resulting from the disturbance because it originates from
the different outcomes of the replicates. If each ensemble member of ITP
produced the same final precipitation field, the error would be zero. The
error is most prominent for a threshold of 25 mm. Here, all of the other
factors have a very low contribution; in this special case, sea salt has no
impact on the difference in the cumulative precipitation.
There is no link between the importance of the factors and the chosen
thresholds, as seen in Table 6.2. The time span may be too long, or there
may be no actual link. To account for the temporal changes, I present the
application of FM to the 3 h cumulative precipitation for all time intervals
in period 2 in the next section.
3 h Cumulative Precipitation
Figure 6.13.: Relative contribution of factors (sea salt particles in violet, disturbance
in turquoise, the interaction of sea salt particles and disturbance in orange, and the
error in black) to changes in 3 h cumulative precipitation over time. Grid cells showing
a minimum cumulative precipitation of 5 mm (left plot) or 20 mm (right plot) over 3 h
contribute to the calculation.
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Figure 6.13 shows the relative contribution of each factor to the changes
in the cumulative precipitation over 3 h for nested domain 3. The bars
representing the relative contribution of each factor are stacked; to deter-
mine the contributions, the bottom value must be subtracted from the top
value.
The left plot uses all grid cells that have at least 5 mm of precipitation over
3 h to calculate the relative contributions. This minimum value represents
light rain, whereas the plot to the right represents moderate to heavy rain
with a precipitation threshold of 20 mm. Because few grid cells show high
precipitation, the number of grid cells that contribute to the calculation of
FM in the right plot of Figure 6.13 is less than that in the left plot. Note
that the contribution of the error is higher for a threshold of 20 mm on
average.
Overall, none of the factors show a clear signal over time. For each
individual time step, a different factor has the largest contribution to the
changes in precipitation. A temporal signal, for example, an increasing
contribution of the disturbance, is not visible.
Applying FM to the sub-domains shown in fig:sub-domains leads to the
same conclusion. The plots of the sub-domain are within section C.3. Of
course, fewer grid cells contribute to FM for the sub-domains compared
with the entire nested domain 3. When the threshold of precipitation is set
to 20 mm, even fewer grid cells remain, which means that the statement
of FM cannot be easily generalized. Nevertheless, the contributions of the
factors differ by time period without showing a trend, as is true for the
nested domain 3 visible in Figure 6.13.
To discuss the impact of sea salt particles on precipitation, further con-
straints have to be implemented. The following section describes the
application of FM to fields that show a displacement or differences in the
amplitude of the precipitation field. Therefore, the fields achieved by the
application of DAS (subsection 6.1.1) are used.
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6.3.2. Results of the Application of the
Coupling of DAS and FM
To separate the impact of sea salt particles on precipitation from those
of other factors while concerning the type of change is not possible by
the application of FM or DAS alone (see subsection 5.2.3). This section
presents the combination of both methods and it’s application on the
precipitation field.
48 h Cumulative Precipitation
The relative contributions of sea salt particles, the disturbance and their
interaction are calculated using FM with the 48 h cumulative precipitation
starting on November 6 at 00 UTC. Grid cells, which show specific features
achieved by DAS, contribute to FM. Thus, grid cells were filtered by those
with a minimum value in AMP𝑃 1(𝑥, 𝑦), 𝑡ℎAMP, or in DIS𝑃 1(𝑥, 𝑦), 𝑡ℎDIS.
The method was applied to several combinations of precipitation thresholds
and maximum search distances, as achieved by the DAS calculations of the
reference scenarios REF ALL and REF WO. The relative contributions
over the minimum values are plotted in Figure 6.14.
The values for the threshold and maximum search distances used for the
underlying DAS calculation are shown on the top right of each plot. The
abscissa has staggered values. All of the grid cells that overcome the
threshold of one of the factors (𝑡ℎAMP and 𝑡ℎDIS) also contribute to the
calculation of FM for lower thresholds of this factor. Thus, a the higher
factor threshold corresponds to a lower number of contributing grid cells.
The four plots on top of Figure 6.14 show the relative contributions of
the factors depending on the changes in the amplitude, as represented by
𝑡ℎAMP. The amplitude results from the root-mean-squared difference of
precipitation after the morphing (for more information see subsection 5.2.1).
Thus, the remaining precipitation difference after applying the shifts in
the displacement field is given.
The top left image shows that sea salt particles contribute the most to
changes in the precipitation for differences of at least 12 mm. For smaller
differences, the contribution of the disturbance is greater. The orange line
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Figure 6.14.: Application of FM on DAS.
representing the contribution from the interaction of the sea salt particles
and a disturbance is below of the aerosol line (violet) for each value in
𝑡ℎAMP. The error increases significantly for a minimum amplitude of
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33 mm, because the number of grid cells strongly declines (not shown).
Therefore, one should not interpret the values for amplitudes larger than
33 mm.
Increasing the maximum search distance for the same threshold also shows
that sea salt particles are dominant at a minimum amplitude of 12 mm
(top right). The relative contribution of up to 50 % is also the same as with
the lower maximum search distance. For 𝐷max = 63.4 the error begins
to increase at a minimum amplitude of 27 mm, which is lower than that
for 𝐷max = 31.7 km. Specifically, the number of grid cells is lower for this
𝑡ℎAMP with the greater maximum search distance.
Changing the maximum search distance to 31.7 km but increasing the
threshold to 50 mm (second row, left plot in Figure 6.14) reveals that for
an amplitude of at least 12 mm, sea salt particles contribute the most
to the changes in the precipitation. For minimum amplitudes of 30 mm
and 33 mm, the contribution due to the interaction is higher than that
due to sea salt particles, in contrast to 𝑡ℎDAS = 25 mm. For all chosen
values of 𝑡ℎAMP, the error is very low, although the number of grid cells
contributing to the FM calculation is very low starting at 36 mm.
Choosing an even higher threshold of 𝑡ℎDAS = 100 mm (second row, right
plot) hardly impacts the sea salt particles. For all minimum amplitude
values, the disturbance is the major contributor (often over 80 %). Here,
the number of grid cells is low compared with the smaller thresholds.
For 30 mm minimum amplitude, less than 500 grid cells contribute to the
calculation of FM. Thus, one should not interpret the values for amplitudes
larger than 30 mm. For very intense precipitation, the impact of sea salt
particles is difficult to determine in the 48 h cumulative precipitation,
possibly due to the high precipitation values around the Alps. Here,
orographic uplift quickly induces high supersaturation. This condition
may accelerate the growth of cloud drops to rain drops compared with
non-orographic uplift. Thus, the amount of precipitation hardly differs,
regardless of the number of CCN.
The four plots on the bottom of Figure 6.14 show the relative contribu-
tions of the factors to changes in the precipitation due to displacements,
represented by 𝑡ℎDIS. The grid cells were filtered to overcome the value in
𝑡ℎDIS by contributing to the calculation of FM. Maximum search distances
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and thresholds for DAS are chosen that correspond to the four plots at
the top of the figure.
Sea salt particles are most important for 𝐷max = 31.7 km and 𝑡ℎDAS =
25 mm for a minimum displacement of 6 km to 14 km. For smaller and
larger minimum displacements, the disturbance is most important. The
interaction of both factors is with approximately 25 % contribution less
important than the factors alone. Starting at 13 km minimum displacement,
the error rises remarkably.
Increasing the maximum search distance from 31.7 km to 63.4 km and
keeping the threshold constant at 25 mm seems to flatten and stretch the
curves (third row, plot at the right). The contribution of sea salt particles
is greater than that of other factors between a minimum of 7 km and
17 km displacement. The relative contribution is approximately 40 % and
is thus smaller than that for the maximum search distance of 31.7 km.
Additionally, the contribution of the disturbance is greater and is therefore
more similar to the contribution of sea salt particles. The interaction hardly
differs compared to the smaller maximum search distance. The error is
very low because the number of grid cells is above 4000 for displacements of
19 km. That displacements are less responsible for changes in precipitation
can also be seen by the numbers of DIS in Table 6.1.
A decrease in the maximum search distance to 31.7 km but an increase
in the threshold to 50 mm (last row on the left) also show that sea salt
particles contribute the most to changes in precipitation due to shifts of
at least 5 km. The influence of the disturbance decreases with increasing
displacements without changing direction, in contrast to 𝑡ℎDAS = 25 mm.
The error starts to increase at a minimum displacement of 13 km, for
which the number of contributing grid cells is approximately 500. Up to
this minimum displacement, the relative contribution of the interaction is
constant (approximately 26 %).
Increasing the threshold to 100 mm (bottom row, right plot) has nearly
no impact of sea salt particles on changes of precipitation due to displace-
ments, as is also true for changes due to the amplitude (second row, right).
For a displacement of at least 4 km, less than 500 grid cells contribute to
the calculation of FM. One should stop interpreting the values for larger
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displacements than 4 km. Here, the disturbance is dominant. High precip-
itation occurs around the Alps (see above) as a result of orographic uplift;
thus, aerosols cannot cause displacements here because the precipitations
is fixed to orography.
3 h Cumulative Precipitation
In Figure 6.15, the relative contributions of each factor to changes in
precipitation by amplitude are plotted. Each factor is represented by a
sub-figure denoted on the top left. All of the time intervals of the 3 h
cumulative precipitation within period 2 are used, but information on
the time scales is lost. There are 24 time intervals for the 3 h cumulative
precipitation over a simulation period of 3 days. A specific DAS calculation
with a maximum search distance of 31.7 km and a threshold of 5 mm
underlie the FM calculation. The grid cells are filtered according to the
thresholds in the amplitude field, 𝑡ℎAMP, plotted on the abscissa. The plot
is a bivariate histogram showing the absolute number of time intervals for
a specific combination of relative contributions and 𝑡ℎAMP in color. The
black dots indicate the average relative contribution of the number of time
intervals for each 𝑡ℎAMP value of the corresponding factor.
A larger 𝑡ℎAMP corresponds to fewer time intervals. Initially, a minimum
amplitude of 4 mm has 24 time intervals, a 16 mm amplitude has 10 time
intervals, and a 20 mm amplitude has only 5 time intervals. Thus, large
differences in the amplitude occur at a few points in time.
On average, sea salt particles contribute the most to intensity changes in
the precipitation for all chosen 𝑡ℎAMP values (top left). The contribution
is mostly within the range of 35 to 40 %, but a few time intervals show
contributions of 70 % and higher. The disturbance and its interaction with
sea salt particles have nearly equal contributions. The error is constantly
low, with average values up to 15 %; only single time intervals reach
55 %. For all 𝑡ℎAMP, the differences between the contributions of sea
salt particles, the disturbance and interaction are very low. Thus, clear
statements cannot be made in this presentation of data, although the
contribution of sea salt particles is largest for all amplitudes.
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Figure 6.15.: Application of FM on several AMP fields for 3 h precipitation visualized as
bivariate histograms. In color the absolute occurrence of time intervals is given. Black
dots indicate the time intervals’ average of relative contribution at specific 𝑡ℎAMP.
The contribution of the disturbance decreases from approximately 33 %
for no minimum amplitude to 20 % for a minimum amplitude of 10 mm.
Therefore, a disturbance leads to differences in the precipitation intensity
of a few mm, regardless of the forecast lead time.
Overall, Figure 6.16 shows the same difference as Figure 6.15 except that
the grid cells are filtered according to the 𝑡ℎDIS values rather than the
𝑡ℎAMP values. Even for large minimum displacements, most of the time
intervals contribute to FM. For a minimum displacement of 20 km, there
are still 16 time intervals available, but the number sharply decreases to one
6.3. Analysis of the Initial Temperature Perturbation Ensemble 113
Figure 6.16.: Application of FM on several DIS fields for 3 h precipitation visualized as
bivariate histograms. In color the absolute occurrence of time intervals is given. Black
dots indicate the time intervals’ average of relative contribution at specific 𝑡ℎDIS.
time interval for 23 km. Larger displacements do not occur, although the
setting for the underlying DAS calculation with a maximum search distance
of 31.7 km allows displacements of up to 31.7 km. Previously, displacements
were below this value, but it is clearer here that displacements are mostly
less than 20 km.
On average (black dots), sea salt particles contribute the most to shifts
in 3 h precipitation (35 to 45 %). Compared with the differences in the
precipitation amplitude, the discrepancy of the contributions of other
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factors is larger. The contribution of the error is low for all minimum
displacements with an average below 10 %.
The contribution of the interaction is approximately 30 % with small fluc-
tuations, and the contribution of the disturbance remarkably decreases as
the minimum displacement increases. At the same time, the contributions
of sea salt particles increase, particularly from a minimum displacement
of 6 km (approximately 37 %) to 17 km (approximately 47 %). Later, the
average contribution remains at a high level but with a decreasing number
of time intervals.
An interesting feature in simulating aerosol effects is the time scale at which
aerosol effects can be seen. As the simulation time increases, elucidating
the impacts of aerosols becomes difficult because impacts due to non-
linear behavior grow rapidly. To determine these time scales, I used a
combination of DAS and FM in several configurations, as shown in the
following paragraphs.
The relative contributions to the 3 h cumulative precipitation over time
are visualized in Figure 6.17. The contributing grid cells are filtered on
the basis of the DAS calculations of the reference scenarios REF ALL
and REF WO (see subsection 6.1.1); the maximum search distance and
threshold are plotted on the top right of each sub-plot. Grid cells that
show a minimum amplitude of the value plotted on the top left (𝑡ℎAMP)
based on the DAS calculations are taken into account for the resulting
FM calculation.
Differences in the precipitation due to amplitudes induced by sea salt
particles of at least 3 mm are visible as late as to 21 UTC on November 5,
corresponding to a 21 h forecast (top left). Afterward, the contributions
of sea salt particles, the disturbance and their interaction are balanced
at approximately 30 %. In this case, sea salt particles are responsible for
the precipitation differences in the form of intensity differences of at least
3 mm through the 21 h forecast. The error is only a few percent.
In the first few hours (up to 9 h), sea salt particles are not the main con-
tributor. Additionally, the error is very high compared with the following
hours. There are only a few grid cells that contribute to the calculation of
FM because the atmospheric state is very similar in all scenarios. In this
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Figure 6.17.: Relative contribution of factors based on FM on differences in 3 h precipita-
tion intensity for several amplitude thresholds over time. Underlying DAS configuration
is plotted on the top right of each sub-plot.
initialization phase, the model plateaus and significant impacts of specific
factors are difficult to identify.
Increasing the minimum amplitude from 3 to 5 mm for the same DAS
configuration (top right) shows a smaller time span in which sea salt
particles contribute the most to changes in the precipitation due to intensity
differences. Any significant impact would occur between the 9 and 12 h
forecasts. Because of the small number of grid cells, the variation in the
contributions by time step is high.
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Choosing a minimum amplitude of 1 mm (middle row, left) results in the
same contribution of sea salt particles as the minimum of 3 mm; the contri-
bution is the greatest between the 9 and 21 h forecasts. Afterward, all of the
contributions are approximately the same size. If a larger maximum search
distance is used for the underlying DAS calculation, then no difference is
visible (middle row, right). This finding confirms that displacements occur
below 31.7 km. Thus, the same corresponding precipitation objects are
found regardless of the maximum search distances.
If the threshold for the DAS calculation increases from 5 to 10 mm (bottom
left), then the time scale showing the impact of sea salt particles on
precipitation is the same. When further increasing the threshold to 20 mm
(bottom right), no time scale shows a significant impact of sea salt particles.
First, the number of grid cells is too small to show significant effects; second,
only locations with very high precipitation remain. As stated previously,
this location is near the Alps, which is characterized by orographically
induced precipitation; sea salt particles are not expected to have an impact
in this area.
The relative contributions of each factor to precipitation changes due to
spatial shifts over time are displayed in Figure 6.18. Several realizations
of DAS are used as a basis. Note that results taken from the 48 h cumu-
lative precipitation can differ from those taken from the 3 h cumulative
precipitation. Thus, thresholds for the displacement that are independent
of the findings of the 48 h cumulative precipitation are chosen. Choosing
grid cells with a minimum displacement of 1 km (top left) shows that
sea salt particles are dominant between 9 and 21 h. Larger minimum
displacements of 8 km (middle left) or 12 km (top right) for the same DAS
configuration show a contribution through 36 hours. Although fewer grid
cells contribute here compared with a displacement of at least 1 km, these
displacements are more important because the grid spacing is as large as
2.8 km; the corresponding resolution is even higher. Thus, it is possible
to find displacements of 1 km, but they may not be linked to significant
impacts.
Increasing the maximum search distance of DAS from 31.7 km to 63.4 km
(middle right) hardly changes the contribution of sea salt particles. Sea
salt particles are still the dominant factor for changes in precipitation due
to displacements. Increasing the maximum search distance even further
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Figure 6.18.: Relative contribution of factors based on FM on shifts in 3 h precipitation
for several displacement thresholds over time. Underlying DAS configuration is plotted
on the top right of each sub-plot.
(not shown) does not change the contributions of the factors. Choosing
minimum values of AMP (Figure 6.18) also confirms that displacements
are smaller than 31.7 km.
Changing the threshold of DAS instead of the maximum search distance
from 5 mm to 10 mm (bottom left) also indicates that sea salt particles
are the main contributor in the 36 h forecast. Thus, for light and medium
precipitation, an impact of sea salt particles on precipitation shifts can
be seen for the first one and a half days of the simulation. For high
precipitation (𝑡ℎDAS = 20 mm, bottom right), the time span is shorter
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(approximately one day). Here, because of the smaller number of grid
cells, the error is large (up to 20 %). Compared with the differences in
amplitude for 𝑡ℎDAS = 20 mm, a significant impact is still visible.
In summary, the impact of sea salt particles on light and medium precipita-
tion due to displacements is apparent for 1.5-day simulations. Differences
in the amplitude are visible up to one simulated day. For intense precipi-
tation, the impact of sea salt particles on displacements is apparent for a
simulation time of one day, whereas the impact on the amplitude is not
visible.
7. Conclusion
I identified a method for studying the feedbacks between aerosols, clouds
and precipitation in the context of Medicanes. This method relies on
an ensemble of model runs with different initial conditions to determine
uncertainties in initial conditions. Small changes can rapidly lead to a
different model response because of the non-linear atmospheric equations
of motion (Lorenz, 1963). This effect must be separated from the effect
of aerosols. The combination of the Displacement and Amplitude Score
(Keil and Craig, 2007, 2009) and a Factorial Method (Teller and Levin,
2008) can extract the impact of aerosols on clouds and precipitation and
can identify the type of impact.
Although much effort has been focused on gaining comprehensive insight
into aerosol, cloud, and precipitation interactions in recent decades, there
is still a large gap in the understanding of these processes (e.g., Tao et al.,
2012). Model studies that account for individual cloud or weather systems
are feasible for expanding this knowledge (e.g., Stevens and Feingold,
2009).
The interaction of aerosol, the winds, and precipitating clouds are stud-
ied under the dynamic conditions of a Medicane. This type of cyclone
episodically occurs over the Mediterranean Sea (e.g. Cavicchia and von
Storch, 2012; Tous and Romero, 2013) and resembles a small Hurricane
(e.g., Billing et al., 1983; Ernst and Matson, 1983). Once a Medicane
makes landfall, extensive damage is inevitable. Because of its high wind
speeds, a Medicane induces large emission of sea salt particles, thus the
cyclone creates its own aerosol field. If and how aerosols interact with a
Medicane is the subject of this study.
I simulated a Medicane that occurred in early November 2011 using the
modeling system COSMO-ART (Vogel et al., 2009). After confirming
that the model system was able to represent the Medicane accurately, I
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created two aerosol scenarios concerning the representation of sea salt
particles. Other types of aerosols, such as mineral dust or anthropogenic
aerosols, were similarly represented in both scenarios. To account for
the uncertainties in the initial conditions, inaccuracies due to (spatial
and temporal) discretizations, closure assumptions in parameterizations,
and effects of the numerical solver, these scenarios were depicted using
two types of ensembles. In the first ensemble, I used the members of an
already existing ensemble for the initial and boundary data to drive the
simulations. In the second ensemble, I added small, random perturbations
at the beginning of the simulation to the time derivative of the temperature.
Without these ensembles, it would not be possible to determine the aerosol
effect on clouds and precipitation due to interlaced effects, such as the
non-linearity of dynamics.
The ensembles were the basis for the analysis. Many studies on the
aerosol–cloud–precipitation feedback have been performed by comparing
area-averaged precipitation values for different aerosol realizations. This
approach, of course, provides no information on spatial distributions, nor
does it account for buffering effects; thus, the effects will be misinter-
preted according to Stevens and Feingold (2009). In this study, there
are no significant differences in the area-averaged or area-accumulated
precipitation for the different scenarios. Thus, a different method was
applied for the first time. Classical grid-based scores are not capable of
accounting for differences caused by displacements. A score that does not
compare values of single corresponding grid cells is needed. To accom-
plish this task, the Displacement and Amplitude Score (Keil and Craig,
2007, 2009) was chosen, which compares two precipitation fields using an
optical-flow technique and quantifies how well features are matched in
terms of location and intensity. To extract the effect due to aerosols, the
application of a Factorial Method (Teller and Levin, 2008) was performed.
Finally, the combination of Displacement and Amplitude Score and the
Factorial Method applied to the ensemble members can provide robust
conclusions.
At the beginning of this work I formulated questions to address in this
study. To conclude this work, I now return to these questions and provide
explicit answers.
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1. How can aerosol effects on clouds be determined? Can a better method
be developed for separating the effects of aerosol from those of the
non-linear behavior of dynamics?
Single model runs are not sufficient to account for non-linearity; thus,
ensembles with perturbations in the initial data are required. Based on
the model signal, Factorial Methods can be used to determine single
effects and the interaction of several effects. Grid-cell-based scores are
poor when the focus is highly localized quantities, such as cloud cover
or precipitation. The Displacement and Amplitude Score is a feasible
measure for studying localized features.
2. What are the effects of sea salt particles on a Medicane, particularly its
precipitation?
Neither the sum nor the area average of precipitation displayed note-
worthy differences in the different aerosol realizations. In contrast, local
high differences were visible. Areas with high or low precipitation values
could be distinguished at various time scales. Sea salt particles seemed
to have no significant impact on the overall structure or the track of
the Medicane.
∙ Do particles lead to spatial and temporal shifts in precipitation because
the onset of precipitation formation is delayed or accelerated? Do sea
salt particles cause changes in the precipitation amount?
The particles have an impact on both the location and intensity
of precipitation. Depending on the time scale and region, one of
the factors is dominant. For example, shifts occurred in the 48 h
cumulative precipitation along the French coast. However, in all
of the 3 h cumulative precipitation fragments, intensity differences
commonly occurred everywhere. Typical differences in the intensity
reached 12 mm within 3 h.
∙ How large are spatial shifts in precipitation? How fast does the impact
of sea salt particles on precipitation propagate (i.e. how large is this
signal speed)? Is the signal speed coupled to the horizontal wind
velocity, the Medicane’s transition velocity, or neither?
Regardless of the time scales, spatial shifts are mainly less than
31.7 km. These shifts can be attributed to the impact of sea salt
122 7. Conclusion
particles when the shifts are at least 6 km. The upper bound depends
on the precipitation’s intensity and the time scales. In the 48 h
cumulative precipitation case, shifts caused by sea salt particles
last up to 14 km for 25 mm to 50 mm cumulative precipitation. For
stronger precipitation, sea salt particles are responsible for shifts
up to 19 km. In the 3 h cumulative precipitation, a shift of up to
20 km is caused by sea salt particles for less intense precipitation. At
both time scales, sea salt particles do not cause shifts in very high
precipitation. The signal speed of the impact of sea salt particles on
precipitation was approximately 3 m/s. This speed does not depend
on the transition velocity or the horizontal wind speeds, since both
of which both would result in much higher signal speeds.
∙ On what time scales can aerosol effects be observed in the simulations?
Is aerosol observability dependent on the lifetime of single clouds
(which would be minutes to a few hours) or on the lifetime of the
entire system (a few days)?
The time scales at which effects of aerosols on precipitation can be
seen depend on the intensity of precipitation. Impacts on the location
of precipitation objects are found up to a 36 h lead time, whereas
impacts on the amplitude of the precipitation are found up to a 24 h
lead time. Thus, the analysis using the proposed method indicates
that the time scales do not depend on the lifetime of single clouds or
on the lifetime of the Medicane itself.
The combination of the Displacement and Amplitude Score and a Factorial
Method can determine the impact of aerosols on clouds and precipitation
and the type of impact. In principle, this method is applicable to other
variables and weather phenomena and thus is a proper tool for studying
aerosol feedbacks to clouds and precipitation.
A. Initial Aerosol
In COSMO-ART the size distributions of aerosol are represented by modes.
The number and mass of each mode is described by log-normal distributions.
As soot is part of the mixed modes, they have at least a diameter of the
diameter of soot. The median diameters of number distributions differs
from those of mass distributions. The standard deviation is the same for
both, the number and the mass distribution. The values used to display
the size distribution for number concentrations of the modes in Figure 3.2
are listed in Table A.1.
Table A.1.: Aerosol data for Figure 3.2
Mode standard devi. median diam. number conc.
𝑖 𝜎𝑖 𝑑𝑝,𝑁,𝑖 in 𝜇m 𝑁𝑖 in cm−3
nucleation 1.7 0.01 100,000
nucleation mixed 1.7 0.08 10,000
accumulation 2.0 0.07 5,000
accumulation mixed 2.0 0.08 5,000
soot 1.4 0.08 2,000
coarse 2.5 1.00 10
dust A 1.7 0.64 500
dust B 1.6 3.50 8
dust C 1.5 8.70 2
sea salt A 1.9 0.20 500
sea salt B 2.0 2.00 5
sea salt C 1.7 12.00 2
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Values for the dimensionless standard deviation are kept constant within
COSMO-ART. Values for median diameters are also the initial values in
COSMO-ART which are used in the calculation of emissions. In REF
WO there is no calculation of sea salt emission, thus there are no sea salt
particles within this scenario. Values for the number concentrations are
chosen to build a hypothetically environment over Mediterranean coastal
regions.
B. Gedankenexperiment of the
Factorial Method
For better understanding of FM, here comes a small theoretical example of
a 22 factorial design with three replicates. Therefore, 12 experiment runs
are necessary. This example is taken from Montgomery (2008). Table B.1
gives the outcome of each of the replicates and it’s total (Equation 5.17)
for all treatment combinations.
Table B.1.: Data of the gedankenexperiment
Treatment Replicate
Combination I II III Total
Ψ(𝑎1, 𝑏1) 28 25 27 80
Ψ(𝑎2, 𝑏1) 36 32 32 100
Ψ(𝑎1, 𝑏2) 18 19 23 60
Ψ(𝑎2, 𝑏2) 31 30 29 90
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The effect of 𝐴, 𝐵, and the interaction of both can be calculated by
Equation 5.18, Equation 5.20 and Equation 5.21, respectively
𝒜 = 12𝑁 (Ψ(𝑎2, 𝑏1) + Ψ(𝑎2, 𝑏2) − Ψ(𝑎1, 𝑏2) − Ψ(𝑎1, 𝑏1))
= 12 · 3 (100 + 90 − 60 − 80) = 8.33,
ℬ = 12𝑁 (Ψ(𝑎2, 𝑏2) + Ψ(𝑎1, 𝑏2) − Ψ(𝑎2, 𝑏1) − Ψ(𝑎1, 𝑏1))
= 12 · 3 (90 + 60 − 100 − 80) = −5.00,
𝒜ℬ = 12𝑁 (Ψ(𝑎2, 𝑏2) + Ψ(𝑎1, 𝑏1) − Ψ(𝑎2, 𝑏1) − Ψ(𝑎1, 𝑏2))
= 12 · 3 (90 + 80 − 100 − 60) = 1.67.
The absolute values of the effects suggest, that the effect of the interaction
𝒜ℬ is small in comparison to the effects 𝒜 and ℬ. Increasing factor 𝐴
results in an increased outcome of the experiment, whereas an increase of
factor 𝐵 decreases the experiment’s result.
To confirm these first guesses, one can calculate the sum of squares for the
factors 𝐴 and𝐵 and the interaction of both by Equation 5.22, Equation 5.23
and Equation 5.24
𝑆𝑆𝐴 =




4 · 3 = 208.33,
𝑆𝑆𝐵 =




4 · 3 = 75.00,
𝑆𝑆𝐴𝐵 =




4 · 3 = 8.33.
B. Gedankenexperiment of the Factorial Method 127





Ψ𝑖(𝑎2, 𝑏1)2 + Ψ𝑖(𝑎1, 𝑏2)2 + Ψ𝑖(𝑎2, 𝑏2)2 + Ψ𝑖(𝑎1, 𝑏1)2
)︀
− (Ψ(𝑎2, 𝑏1) + Ψ(𝑎2, 𝑏2) + Ψ(𝑎1, 𝑏2) + Ψ(𝑎1, 𝑏1))
2
4𝑁
= 9398.00 − 9075.00 = 323.00.
The missing term is the sum of squares due to error. This is achieved by
rearranging of Equation 5.27
𝑆𝑆𝐸 = 𝑆𝑆𝑇 − 𝑆𝑆𝐴 − 𝑆𝑆𝐵 − 𝑆𝑆𝐴𝐵
= 323.00 − 208.33 − 75.00 − 8.33
= 31.34.
This confirms the first guess, that the main effects are statistically signifi-
cant (they are at least one order of magnitude larger then the interaction
effect) and that there is no interaction between factors 𝐴 and 𝐵. Also the
error is of no importance.

C. Analysis of Sub-Domains
C.1. DAS for Reference Scenarios on
3 h Precipitation
The following plots are an extension to subsection 6.1.1. They show the
values of DAS, AMP, and DIS for 3 h cumulative precipitation over time.
Calculations are done separately for each sub-domain (see Figure 6.1). If
DAS is zero it either means a complete agreement of the two reference
scenarios in precipitation or, more likely, that there were less precipitation
than the chosen threshold value (plotted on the top right of each plot).
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Figure C.1.: DAS (black line), AMP (red), and DIS (blue) for sub-domain 1 for 3 h
cumulative precipitation over time. Values used for threshold 𝑡ℎDAS and maximum
search distance 𝐷max are noted on the top right of each plot.
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Figure C.2.: Same as Figure C.1 but for sub-domain 2.
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Figure C.3.: Same as Figure C.1 but for sub-domain 3.
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Figure C.4.: Same as Figure C.1 but for sub-domain 4.
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Figure C.5.: Same as Figure C.1 but for sub-domain 5.
C.1. DAS for Reference Scenarios on 3 h Precipitation 135
Figure C.6.: Same as Figure C.1 but for sub-domain 6.
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C.2. DAS for LEPS Driven Ensemble on
3 h Precipitation
The following plots are an extension to subsection 6.2.1. They show the
mean values of the LD members for DAS, AMP, and DIS for 3 h cumulative
precipitation over time as solid lines. Calculations are done separately
for each sub-domain (see Figure 6.1). If DAS is zero it either means a
complete agreement of each of the two corresponding scenarios for all
members in precipitation or, more likely, that there were less precipitation
than the chosen threshold value (plotted on the top right of each plot) in
all members. Shaded areas cover the range of mean values ± the standard
deviation calculated with Equation 6.1. If there is no shading visible, just
one of the members contribute to the standard deviation’s calculation
which results in a zero value.
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Figure C.7.: LD ensemble mean of DAS (black line), AMP (red), and DIS (blue) for
sub-domain 1 for 3 h cumulative precipitation over time. Shaded areas cover the range
of mean value ± standard deviation. Values used for threshold 𝑡ℎDAS and maximum
search distance 𝐷max are noted on the top right of each plot.
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Figure C.8.: Same as Figure C.7 but for sub-domain 2.
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Figure C.9.: Same as Figure C.7 but for sub-domain 3.
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Figure C.10.: Same as Figure C.7 but for sub-domain 4.
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Figure C.11.: Same as Figure C.7 but for sub-domain 5.
142 C. Analysis of Sub-Domains
Figure C.12.: Same as Figure C.7 but for sub-domain 6.
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C.3. FM for Initial Temperature Perturbation
Ensemble on 3 h Precipitation
The following plots are an extension to subsection 6.3.1. FM is applied to
the 3 h cumulative precipitation over time on the sub-domains noted on
the top left of each plot. Points in time with no bars plotted means that
there are too less grid cells exceeding the threshold in precipitation (top
right of each plot) to apply the FM calculation.
Figure C.13.: Relative contribution of factors to changes in 3 h cumulative precipitation
over time for sub-domain 1. Grid cells showing a minimum cumulative precipitation of
5 mm (left plot) or 20 mm (right plot) over 3 h contribute to the calculation.
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Figure C.14.: Same as Figure C.13 but for sub-domain 2.
Figure C.15.: Same as Figure C.13 but for sub-domain 3.
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Figure C.16.: Same as Figure C.13 but for sub-domain 4.
Figure C.17.: Same as Figure C.13 but for sub-domain 5.
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Figure C.18.: Same as Figure C.13 but for sub-domain 6.
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description of medicanes from numerical simulation. Nat. Hazard. Earth.
Sys., 14 (5), 1059–1070.
Platnick, S., M. D. King, S. A. Ackerman, W. P. Menzel, B. A. Baum, J. C.
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