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Fluctuations in instantaneous frequency predict
alpha amplitude during visual perception
Stephanie Nelli 1, Sirawaj Itthipuripat1,2, Ramesh Srinivasan3,4 & John T. Serences1,5,6
Rhythmic neural activity in the alpha band (8–13 Hz) is thought to have an important role in
the selective processing of visual information. Typically, modulations in alpha amplitude and
instantaneous frequency are thought to reflect independent mechanisms impacting dissoci-
able aspects of visual information processing. However, in complex systems with interacting
oscillators such as the brain, amplitude and frequency are mathematically dependent. Here,
we record electroencephalography in human subjects and show that both alpha amplitude
and instantaneous frequency predict behavioral performance in the same visual discrimina-
tion task. Consistent with a model of coupled oscillators, we show that fluctuations in
instantaneous frequency predict alpha amplitude on a single trial basis, empirically demon-
strating that these metrics are not independent. This interdependence suggests that changes
in amplitude and instantaneous frequency reflect a common change in the excitatory and
inhibitory neural activity that regulates alpha oscillations and visual information processing.
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Encoding and transferring sensory information betweenneural ensembles relies on a balance of excitatory andinhibitory neural activity (E/I balance) that is reflected in
ongoing oscillatory activity1–16. Many studies of information
processing in visual cortex have focused on the role of oscillatory
activity in the alpha band—a particularly prominent set of
oscillations ranging from ~8–13 Hz. One theory, referred to here
as the desynchronization account, holds that default alpha
amplitude is relatively large in visual cortex, reflecting strong
population-level synchronization and suppression of visual
information processing. In contrast, when processing visual
input, the E/I balance in relevant local circuits shifts, leading to a
local desynchronization from the default rhythm and a sub-
sequent reduction in alpha amplitude13,17–23. Consistent with this
framework, high alpha amplitude is associated with reduced
perceptual sensitivity, presumably owing to a failure of relevant
local circuits to desynchronize from the default rhythm24–26.
Furthermore, alpha amplitude modulations track the relevance of
stimuli in a topographically selective manner: spatial attention
decreases amplitude in areas of visual cortex encoding attended
regions of the visual field and increases amplitude in areas
encoding task-irrelevant regions21,27–34. Finally, the relatively
slow time-scale of these amplitude modulations (> 100 ms)
suggests correspondingly slow alterations between periods of
efficient and inefficient visual information processing (for review
see ref. 17).
Although the desynchronization hypothesis focuses on rela-
tively slow changes in alpha amplitude, rapid, cycle-by-cycle
fluctuations in alpha oscillations are also thought to reflect
alterations in the E/I balance and hence the efficacy of visual
information processing14,24–26,35–39. This account, referred to
here as the instantaneous frequency account, posits that epochs of
neural excitability and efficient visual information processing are
associated with a particular phase of ongoing alpha oscillations.
These shorter and more rapidly occurring alternations in the E/I
balance are thought to enhance perception both by sharpening
feature tuning to stimuli and by temporally concentrating neural
activity, thereby increasing the probability that activity is pro-
pogated to downstream areas3,8,21,40–43. Consistent with this
account, a recent report suggests that instantaneous alpha fre-
quency reflects the temporal density of periods of maximal per-
ceptual sensitivity and the rate at which visual information is
sampled and processed35. Thus, similar to the desynchronization
account, the instantaneous frequency account also holds that
alpha oscillations index changes in the E/I balance and the effi-
ciency of information processing. However, the transitions
between information processing states indexed by instantaneous
frequency are theoretically linked to changes in the sampling rate
of the visual system, and occur on a finer temporal scale than the
more sustained transitions associated with alpha amplitude
modulations.
As outlined above, alpha amplitude (A) and instantaneous
frequency (ω) are typically assumed to reflect independent pro-
cesses, meaning that a sinusoidal voltage measurement (V) from a
neural region at time t can be described simply with V(t) =Asin
(ωt). However, work in mathematics and dynamical theory sug-
gests that these assumptions may be an over simplification,
especially in complex systems like the brain (for review see ref.
44). Instead, interactions between the oscillations in driving and
target neural regions should give rise to interdependencies
between amplitude and frequency. As a simple analogy, imagine
jumping on a trampoline with a partner jumping at very dis-
similar rate, or frequency. In this case, the height, or amplitude, of
your jumps will be relatively low. As your partner changes the
frequency (and phase) of their jumps to match yours, the
amplitude of your jumps will increase (a situation referred to as
resonance). However, even with maximal resonance you cannot
jump infinitely high because of other factors such as air resistance
and the finite stretchiness of the trampoline, forces that act as
damping mechanisms. Although not a perfect analogy, this
conceptual framework can serve as a starting point to understand
interactions between the amplitude and instantaneous frequency
of cortical responses in the alpha band. Here, we sought to first
articulate the formal relationship between frequency and ampli-
tude, and then to empirically test the proposed relationship using
EEG. Our results suggest that amplitude and frequency are linked,
and thus both metrics likely reflect the operation of a common
dynamical system involved in determining the efficiency of visual
information processing.
Results
Linking amplitude and frequency. Amplitude and frequency are
often discussed as independent metrics, although in complex
systems they can be tightly coupled. Consider two interacting
neural ensembles that naturally oscillate at different characteristic
frequencies, such as might be observed in the thalamo-cortical or
cortico-cortical circuits that give rise to alpha oscillations45,46.
Here, we discuss coupled harmonic oscillators for simplicity,
although models involving detailed biophysics exist44,47,48. First,
let the uncoupled driving and target regions oscillate at char-
acteristic frequencies ωD and ωT , which themselves depend on
connectivity and local E/I activity49,50. When considered as a
coupled system, alpha amplitude in the target region (AT) will be
a function (f ) of both the amplitude of the oscillatory drive (AD)
and the difference between the frequency of the driving and target
oscillator, or AT ¼ AD  f ðωT  ωDÞ (See Supplemental Methods
for model and derivation). In addition, the neural oscillations
evoked by stimuli are transient (i.e., damped), making neurons
sensitive to fine temporal structure in sensory inputs or inputs
from other neuronal populations48. Interestingly, the damping
mechanisms regulating the oscillatory response to these inputs
(for example: leak conductance, capacitance, and voltage-gated
currents8) will also modulate the effective characteristic frequency
in the target region (ωeT)8,50. This means that the effective
characteristic frequency in the target region is bounded by the
theoretical characteristic frequency (ωT  ωeT ). Substituting into
the above statement, we now have AT ¼ AD  f ðωeT  ωDÞ
(Supplemental Methods). This potential dependence complicates
the traditional interpretation of alpha amplitude and instead
suggests that shifts in amplitude reflect changes in the instanta-
neous frequency of the underlying dynamical system, which could
arise given changes in oscillatory drive (ωD), local dampening
(ωeT), or local characteristic frequency (ωT ; Supplemental
Methods).
The amplitude spectrum of typical EEG signals recorded over
visual cortex shows a pronounced and focal bump centered on
the dominant alpha frequency (Fig. 1b). This focal alpha bump is
thought to be the result of resonant responses between interacting
neural oscillators8,40,50 (note the similarity to Supplementary
Figure 1a). Thus, we hypothesized that the frequency-amplitude
relationship outlined above is reflected in each subject’s alpha
bump. We expect that changes in the instantaneous frequency
will lead to changes in amplitude, and that the precise nature of
these changes will be captured by the shape of each subject’s
spectrum (Fig. 1a–c, Supplementary Figure 2b).
Visual discrimination. To test the potential interdependence
between instantaneous frequency and amplitude, we designed a
task in which subjects reported whether a low-contrast Gabor
presented for ~8.3 ms was horizontal or vertical (two alternative-
forced-choice orientation discrimination task, Fig. 1d, referred to
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as Experiment 1). A target Gabor could be presented on either the
left or right side of the screen with a variable interval of
3000–4000 ms separating presentations. Performance during EEG
recording was carefully titrated to 65% (± 2.8% SD) to obtain
enough incorrect trials. Mean reaction time was 1106 ms, with
faster RTs for correct (1073 ms) as compared with incorrect
(1170 ms) trials (paired t-test t(15) = −6.33, p< 0.0001). Finally,
subjects performed equally well on trials with vertical and hor-
izontal targets and displayed no bias toward targets presented on
one side of the screen (paired t-test, both t(15)’s< 0.87, p’s> 0.4).
Characterizing ERPs alpha amplitude and alpha frequency.
Before directly assessing the potential link between alpha ampli-
tude and instantaneous frequency, we first make contact with
similar experimental paradigms by replicating event-related
potential (ERP), alpha amplitude, and instantaneous frequency
results from electrode groups contralateral and ipsilateral to the
target location (Fig. 2a, Methods). We characterized task-related
modulations of two ERP components evident in the grand
average waveforms: an early negative deflection thought to index
sensory processing and attentional selection51–57, and a central-
parietal late positive deflection thought to index post-sensory
decision-related processing (e.g., decision difficulty, speed, and
confidence)54,58–61. The early negative deflection (210–260 ms
post-stimulus, see Methods) was significantly larger in electrodes
contralateral compared to ipsilateral to the target (t(15) = −3.4, p
= 0.0001), and showed a significant interaction between electrode
location and behavioral performance (t(15) = −3.1, p = 0.01,
Fig. 2b, c; Table 1). The late positive deflection (460–510 ms post
stimulus, see Methods) was larger on correct compared with
incorrect trials (t(15) = 6.5, p = 0.0), and higher amplitude in
contralateral compared to ipsilateral electrodes (t(15) = 2.1, p =
0.0499, Fig. 2b, c; Table 1). Note that the slightly delayed peaks of
our ERP components are consistent with the low-contrast of our
stimulus and difficulty of our task25,54,62. Together, these results
suggest that sensory representations were topographically selec-
tive and that decision processes were impaired on incorrect trials.
Next, we examined whether modulations in alpha amplitude
predicted behavioral performance. Many previous studies used
attentional cues and analyzed anticipatory, pre-stimulus decreases
in alpha amplitude24,31,63. However, as there was no advanced
information concerning target location or timing in our
paradigm, we expected to find amplitude decreases only after
the stimulus (for review see ref. 64). Consistent with previous
reports, the average magnitude of post-stimulus alpha amplitude
decreases depended on both behavioral accuracy and electrode
location such that there were larger decreases on correct trials and
in contralateral electrodes compared with ipsilateral electrodes
(leading to an interaction between behavioral performance and
electrode location; Fig. 3a; 17,26,33,64,65). These amplitude
decreases are consistent with the desynchronization account that
decreases in alpha amplitude reflect a desynchronization of local
alpha rhythms from a state that impairs visual information
processing.
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Fig. 1 Hypothesis and task design. a A simulated example of an alpha oscillation that is both increasing in frequency and decreasing in amplitude over time,
as exemplified in the left and right plots underneath, respectively. Verticle lines indicate evenly spaced time bins matching one cycle of the initial oscillatory
frequency. Plotted below the amplitude and frequency traces are hypothetical raster plots corresponding with periods of efficient visual information
processing according to the desychonization and instantaneous frequency hypotheses, respectively. b Amplitude spectrum from a representative subject.
Note the general 1/f distribution of amplitude over frequency, and the pronounced bump in the alpha range. The circular outline indicates peak alpha
frequency, whereas gray dots indicate hypothetical shifts away from the peak alpha frequency over the course of the trials outlined in c. c Along with the
same example trial in b, now termed a correct trial, we have plotted a hypothetical incorrect trial that decreases in frequency and amplitude with
magnitudes corresponding with the spectrum in c. Note that on the left side of the panel, the two traces are in phase, but become out of phase over the
course of the trial, meaning frequency shifts could lead to offsets in phase through a relative speeding or slowing of the underlying signals. In addition to
phase offsets, shifts in frequency away from peak alpha could also impact alpha amplitude as shown in the bottom right panel. d Task Design. The target
was a Gaussian—windowed Gabor (mean contrast= 5%) presented for 8.3 ms. The target was immediately preceded and followed by one frame (~8.3 ms
each) of gaussian—windowed white noise. Between target presentations, subjects passively fixated at the center of a gray screen for 3000–4000ms
(uniform distribution of ITIs). Target location (centered 8.5° left or right from fixation) was randomly selected with the only constraint that an equal
number of trials were presented on both sides of fixation
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We then assessed whether higher instantaneous alpha
frequency results in enhanced sensitivity to incoming visual
information, as recently reported by Samaha & Postle 201535 (for
instantaneous frequency derivation see Methods and ref. 66). On
average, we found significantly faster pre-stimulus instantaneous
alpha frequency on correct trials, but only in contralateral
electrodes (t(15) = 3.4, p = 0.0008, Fig. 4a, b; Table 2). These pre-
stimulus shifts in instantaneous frequency may reflect a voluntary
process of preparing for target processing. However, we cannot
rule out the possibility that these shifts reflect spontaneous
fluctuations because we did not use a pre-cue and we post hoc
sorted the trials based on behavioral performance. In either case,
this pattern of results is consistent with the hypothesis that
increases in instantaneous alpha frequency in regions processing
relevant information correspond to more efficient sampling and
processing of visual information. Indeed, instantaneous frequency
shifts of similar magnitudes have been reported to impact the
effective resolution of visual perception35 and spike timing in
biophysical models66.
Predicting alpha amplitude. As shown in Fig. 4c, instantaneous
alpha frequency is highly dynamic and fluctuates by 5.93±
0.64 Hz over the course of single trials (mean± SD, Fig. 4c). To
test the hypothesis that task-related instantaneous frequency
shifts result in concurrent modulations in alpha amplitude, we
used instantaneous frequency to index into amplitude spectra for
each subject and electrode. This analysis effectively treats the
spectra as look-up-tables to generate predicted alpha amplitudes
(PaA) for each timepoint and trial (Fig. 1b, Supplementary Fig-
ure 2, see Methods).
If the amplitude spectrum is a valid transformation between
instantaneous frequency and amplitude, PaA modulations should
track measured amplitude modulations. Indeed, average PaA on
correct and incorrect trials resembled measured modulations in
alpha amplitude (Fig. 5a, Fig. 3a). Post-stimulus decreases in PaA
depended on accuracy and electrode location in a manner similar,
although not identical, to alpha amplitude (Fig. 5b, Table 2). As
we were interested with the relationship between instantaneous
frequency and amplitude within single trials, we computed
timepoint-by-timepoint correlations between PaA and amplitude
across all trials and found a significant relationship (mean
correlation = 0.4773± 0.0732 SD, p = 0, Table 3, Fig. 6a; left
panels, see Methods). These correlations were stable over time,
and did not depend on behavioral performance or the position of
the electrode with respect to the target (p-values do not survive
FDR correction, Fig. 5a; right panels, Supplementary Table 1).
Finally, modulations in PaA on single trials closely tracked those
observed in amplitude (Fig. 5b).
To further investigate how frequency, amplitude, and behavior
are related via the non-monotonic shape of the amplitude alpha
spectra, we next sorted trials into four bins based on average
instantaneous frequency in pre-stimulus and post-stimulus
epochs that were significant in the analyses presented in Figs. 3b
and 4b (see Methods). We binned trials based on whether average
frequency was much lower than peak alpha, lower than peak
alpha, greater than peak alpha, or much greater than peak alpha
(quartile split). We then averaged pre or post-stimulus alpha
amplitude and PaA over the trials in each of these bins. We
observed a clear inverted-U relationship between amplitude and
instantaneous frequency in both pre-stimulus and post-stimulus
epochs (Supplementary Table 2, Fig. 6c). This is consistent with
the main analysis showing that each subject’s alpha spectrum
maps changes in instantaneous frequency onto changes in alpha
amplitude (see Fig. 1). Furthermore, only 25.1± 5% SD of trials
in each pre-stimulus bin were still in that bin in the post-stimulus
epoch, again emphasizing the dynamic changes in frequency that
occur across single trials (25% is expected purely by chance).
Together, these analyses show that amplitude modulations
were accurately predicted by passing instantaneous frequency
through amplitude look-up-tables, evidenced by similar average
PaA and amplitude waveforms, significant timepoint-by-
timepoint PaA—amplitude correlations, and similar modulations
of PaA and amplitude over single trials.
As both instantaneous frequency and amplitude are computed
from bandpass filtered EEG data, we next addressed the concern
that PaA-amplitude correlations were an artifact of filtering by
passing instantaneous frequency through 5000 randomly gener-
ated white noise look-up-tables to generate PaANoise (see
Methods). This analysis yielded correlations between PaANoise
and actual alpha amplitude that were close to 0 (mean correlation
= 3.4*10−21± 8.1*10−16 SD, Supplementary Figure 3, Table 3).
We next evaluated the empirical probability of observing the PaA
—amplitude correlations reported in Fig. 6 under the null
hypothesis of no relationship between these factors. To do this,
we shuffled the frequency axis of each look-up-table, and passed
instantaneous frequency through these shuffled look-up-tables to
generate PaAShuff, a process we repeated 5000 times for each
subject and electrode (see Methods). Average correlations
between PaAShuff and amplitude were ~24× smaller than those
empirically observed, and P-values computed by comparing
observed correlations to the PaAShuff correlations were all equal to
zero (mean correlation = −0.0178± 0.1265 SD, Table 3,
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Fig. 2 Event-related potentials confirm involvement of perceptual
processes. a ERPs on correct (blue) and incorrect (red) trials in the
contralateral and ipsilateral electrodes indicated in the topography plot to
the right in panel b (note that electrode labels are flipped accordingly so
that, by convention, electrodes contralateral to the target are shown on the
left, see Methods). Dashed vertical line indicates target onset. b
Topography for contralateral and ipsilateral electrodes used for all analyses
are outlined on the 64 electrode Biosemi electrode scheme used in these
experiments. c Difference waves between correct and incorrect trials. The
END is more negative in contralateral than ipsilateral electrodes, resulting
in a significant interaction between behavioral performance (correct vs.
incorrect) and electrode location (contralateral vs. ipsilateral). Most
significantly, there is a sustained increase in LPD amplitude on correct as
compared with incorrect trials in both contralateral and ipsilateral
electrodes. Dots below waveforms indicate a significance difference from
zero as obtained from resampled t-tests performed on average amplitudes
within the 50ms time windows indicated by the dot width (210–260 and
460–510ms post stimulus for the END and LPD, respectively). Significant
main effects are indicated in black while purple indicates a significant
interaction, all at P= 0.05
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Supplementary Figure 3). Finally, to evaluate whether our results
are specific to the unique shape of the resonant alpha bump, we
fit a two-term exponential model to each spectrum, generating a
new set of look-up-tables that captured only the 1/f falloff and not
the alpha bump (see Methods). We then passed instantaneous
frequency through these new look-up-tables to generate PaA1/f.
Again, PaA1/f was weakly correlated with amplitude (mean
correlation = −0.0624± 0.0948 SD, Table 3). Together, these
additional analyses indicate that the correlations obtained are
not simply artifacts of our analysis pipeline, but instead reflect an
intrinsic relationship between frequency and amplitude well
described by the shape and peak of each subject’s alpha bump
(Supplementary Figure 3).
Generalizing the link between amplitude and frequency. To
assess the generalizability of the predictive relationship between
frequency and amplitude, we computed PaA for a previously
published dataset in which 14 subjects completed four sessions
and two subjects completed six sessions of a two-interval contrast
discrimination task (with 1176 trials per session; referred to as
Experiment 2, for more details see reference 60). In brief, after an
attentional cue, two oriented stimuli were presented for 300 ms to
the left and right of fixation. After this, there was a blank interval
of 600–800 ms followed by a second presentation of two oriented
stimuli for another 300 ms. The oriented stimuli were rendered at
a variable contrast level ranging from 0% to 81.13% and subjects
had to indicate which of the two stimulus presentation intervals
contained a slight contrast increment. We focused our analysis on
data from the ‘divided attention’ cue condition in which either
stimuli could be the target, because this condition most closely
matched the spatial uncertainty of the stimuli in Experiment 1.
Consistent with the first experiment, we observed event-related
shifts in average instantaneous frequency and amplitude in the
same contralateral and ipsilateral groups of electrodes reported in
the first experiment (Fig. 7a). Importantly, these modulations in
instantaneous frequency and amplitude are linked, as indicated
by high single timepoint correlations between PaA and amplitude
(0.458± 0.063 SD, Fig. 7b), and the similarity in average PaA and
amplitude waveforms (Fig. 7a).
In the more complex paradigm used in Experiment 2, stimuli
were presented for 300 ms and were mostly suprathreshold. Thus,
unlike Experiment 1, the design of Experiment 2 was not ideal to
investigate the impact of alpha modulations on behavioral
performance. However, for completeness, we examined the link
between alpha amplitude, alpha frequency and behavioral
performance using the data from Experiment 2. Like the
modulations reported in Experiment 1, we observed lower post-
stimulus alpha amplitude in contralateral posterior channels on
correct compared with incorrect trials, reflected in an interaction
between topography and accuracy (F(1,14) > 4.44, Supplementary
Figure 5; Supplementary Table 3). In addition, contralateral
instantaneous alpha frequency increased before the onset of the
first stimulus on correct compared to incorrect trials, but only
when stimulus contrast was low (reflected in an interaction
between accuracy and contrast with F(1,14)> 3.31; Supplemen-
tary Figure 5; Supplementary Table 4). The observation of a
significant effect only with low-contrast stimuli is consistent with
the findings from Experiment 1 in which there was a high degree
of sensory uncertainty because stimulus location was unpredict-
able and the stimuli were low-contrast and masked (see
Methods).
In summary, we show that alpha amplitude can be predicted
from instantaneous frequency in two different tasks with different
Table 1 Analysis of the early negative and the late positive event-related potentials
Early negative deflection Late positive deflection
Contralateral vs ipsilateral *t(15)= −3.435, p= 0.0001 *t(15)= 2.129, p= 0.0499
Accuracy, contralateral electrodes t= −1.745, p= 0.0984 *i(15)= 6.548, p= 0.0
Accuracy, ipsilateral electrodes t= 1.258, p= 0.2281 *t(15)= 7.028, p= 0.0
Location×accuracy interaction *t(15)= −3.053, p= 0.01 t(15)= −1.244, p= 0.2301
First, data were analyzed as a function of the location of electrodes with respect to the target (i.e., the amplitude of ERP responses in electrodes that were contralateral or ipsilateral to the target). Next,
comparisons were made between correct and incorrect trials, separately for contralateral and ipsilateral electrodes. Finally, the interaction between electrode position (contralateral/ipsilateral) and
behavioral accuracy was assessed. Note that all statistical tests are reported as t-tests on difference scores instead of F-values that would be obtained in an analysis of variance (ANOVA). This was done
to maintain consistency across comparisons, and produces identical outcomes (t is the square root of F in this situation). All tests report t-tests on the average amplitude values within pre-defined 50ms
windows from 210–260 and 460–510ms post stimulus for the END and LPD, respectively. t-values were compared against distributions obtained empirically by randomizing condition labels 10,000
times and then repeating the same statistical test (see Methods). * indicates a significant effect at p= 0.05
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Fig. 3 Topographically selective increases in post-stimulus amplitude
predict accuracy. a The timecourse of alpha amplitude on correct (blue)
and incorrect (red) trials in the contralateral and ipsilateral electrodes
indicated in Fig. 1. Amplitude timecourses are baselined to −1000 to
−750ms pre-stimulus, and shaded areas indicate± 1 SEM within subject. b
Alpha amplitude decreases more on correct compared to incorrect trials in
both contralateral and ipsilateral electrodes. Furthermore, the decrease in
alpha amplitude is topographically selective, displaying larger decreases
contralateral to the target. Topographic plots indicate the difference
between correct and incorrect trials averaged over 100ms bins centered on
0.4, 0.65, and 0.9 s after stimulus onset. All dots indicate significance from
zero, evaluated by comparing the obtained t-value with a null distribution of
t-values computed by shuffling the condition labels 10,000 times. This
analysis was done on a timepoint-by-timepoint basis from stimulus onset
to + 1 s, as indicated by the non-shaded areas (see Methods). Main effects
with P< 0.05 are indicated in black, and gray dots indicate significance
after FDR correction at P= 0.05
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stimuli and cognitive demands. This suggests that each subjects’
amplitude spectrum is a general link between the modulations in
frequency and amplitude that correlate with changes in visual
perception.
Discussion
In the present study, we show that alpha amplitude and instan-
taneous frequency are linked by the spectral characteristics of
each subject’s alpha oscillation. This result suggests that ampli-
tude and frequency do not reflect unique properties of cortical
oscillations. Instead, amplitude may depend on how close
instantaneous frequency is to peak alpha, as predicted by a simple
model based on coupled oscillators. Furthermore, modulations of
alpha oscillations impact visual information processing in a
manner consistent with seperate lines of research that highlight
the importance of either alpha amplitude or shifts in instanta-
neous alpha frequency. We found a contralateral decrease in
alpha amplitude and an increase in instantaneous frequency when
subjects correctly discriminated a brief target. Historically, these
results have been discussed largely in the context of different
theoretical frameworks, with amplitude primarily associated with
desynchronization17 and frequency associated with changes in
the sampling rate of incoming visual information35. However, our
results suggest a revision of these traditional accounts and high-
light the need for a more unified framework.
In our data, post-stimulus drops in alpha amplitude on correct
trials correspond to shifts in instantaneous frequency both above
and below peak alpha, as no mean post-stimulus differences in
instantaneous frequency are observed between correct and
incorrect trials. However, the fact that correlations between fre-
quency and amplitude remain stable after the stimulus suggests
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instantaneous frequency as a function of the distance from peak alpha over
all subjects, timepoints, and electrodes in each of the four conditions. Dots in
histograms indicate the median shift for that condition
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Fig. 5 Shifts in instantaneous frequency predict alpha amplitude. a On a
trial-by-trial and timepoint-by-timepoint basis, instantaneous frequency
was used to generate predicted alpha amplitudes (PaA). PaA was baselined
to the same interval used for alpha amplitude (−1000:−750 pre-target).
Shaded areas indicate± 1 SEM within subjects for correct (blue) and
incorrect (red) trials. Reported results are averaged over the same groups
of contralateral and Ipsilateral electrodes previously reported. b Correct—
Incorrect differences are plotted for Contralateral and Ipsilateral electrodes.
For illustration, topoplots indicate Correct—Incorrect topographies
averaged over 100ms bins centered on 400, 650, and 900 s after stimulus
onset. All dots indicate significance from zero, evaluated by comparing the
obtained t-value with a null distribution of t-values computed by shuffling
the condition labels 10,000 times. This analysis was done on a timepoint-
by-timepoint basis from stimulus onset to + 1000ms, as indicated by the
non-shaded areas (see Methods). Main effects of accuracy indicated in
blue and yellow in contralateral and ipsilateral electrodes, red indicates a
main effect of topography. Gray dots indicate significance after FDR
correction at P< 0.05
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that changes in instantaneous frequency are related to those in
amplitude. To understand this, it is important to remember that
amplitude and frequency do not have a unique, one-to-one
mapping. Instead, they are related by the non-monotonic bump
shape of the amplitude spectra. This means that significant dif-
ferences in one metric may average out in another metric. For
example, amplitude could be equal at timepoints in which
instantaneous frequency has moved from below to above peak
alpha (or vice versa). Thus, it is possible that before the stimulus,
an increase in instantaneous frequency enhances perception, but
upon stimulus presentation a shift either above or below peak
alpha enables efficient visual information processing.
These observations suggest a possible mechanism for how the
desynchronization of alpha oscillations results in efficient sensory
processing. In the desynchronization account, fewer visual neu-
rons are entrained at a common alpha frequency as activity in
relevant circuits shifts to process sensory stimuli. The current
data suggest that shifts in instantaneous alpha frequency predict
changes in alpha amplitude, which could be interpreted as a
mechanism for this “drop out”. Shifts in instantaneous alpha
frequency away from the peak or resonant frequency—akin to a
pianist drifting from a metronome—may be the mechanism by
which desynchronization and drops in alpha amplitude occur. At
a neural level, these frequency changes could occur when the E/I
balance shifts to allow the formation of local circuits that process
relevant sensory stimuli16,67–69. For example, changes in the
activity of specific sub-sets of inhibitory interneurons likely
modulate the instantaneous frequency of the local
circuit14,49,70–72. Thus, increases and decreases in instantaneous
frequency could be due to a variety of changes in the E/I balance
during sensory processing, and future research will be required to
determine the contribution of factors such as dampening, changes
in a region’s characteristic frequency, and changes in the driving
region’s characteristic frequency.
Finally, in addition to alpha amplitude and frequency, several
previous studies have found a correlation between behavioral
performance and alpha phase24–26. Although we did not find
consistent dependence of performance on alpha phase, the non-
stationarities that we observed in instantaneous frequency might
impair our ability to detect performance-related phase offsets41,66.
Further work is needed to understand how frequency shifts might
contribute previously reports of phasic modulations in perceptual
sensitivity.
In sum, our results show that fluctuations in the instantaneous
frequency of alpha oscillations are associated with both behavioral
performance and alpha amplitude. This suggests that changes in
instantaneous frequency and amplitude do not reflect completely
independent mechanisms for mediating visual information pro-
cessing, and our results provide new insights into understanding
how coupled changes in oscillatory frequency and amplitude
jointly impact visual information processing.
Methods
Subjects. In Experiment 1, 17 subjects (eight male) were recruited at the University
of California San Diego and all data were collected at UCSD’s Perception and
Cognition Lab. The age range of the subjects was 19–30 years old (22.06 mean ±
3.98), and all subjects had normal or corrected to normal vision. All subjects
provided written informed consent in accordance with the Institutional Review
Board at UCSD. Subjects were compensated $10/h for behavioral training and $15/
hour for EEG. One subject was excluded owing to a high number of independent
components showing blink related activity (i.e., five frontally localized components
exceeding> 30 mV).
Experiment 2 is described in detail in Itthipuripat et al 201460. In brief,
17 subjects (18–31 years old, nine females) underwent a 2.5-h behavioral training
session and then 14 subjects completed four EEG sessions and two subjects
completed six EEG sessions for a total of 4704 or 7056 trials, respectively. One
subject withdrew after the second EEG session, yielding 16 subjects for the final
analysis.
Apparatus and stimuli. The experiment was implemented using Psychtoolbox in
the MATLAB programming environment running on a Windows PC with the XP
operating system. Subjects were positioned 60 cm from the display and stimuli
were presented on a 15-inch CRT monitor with 1024 × 768 resolution and 120 Hz
refresh rate. The luminance output of the monitor was measured using a Minolta
LS110 and linearized in the stimulus presentation software.
In Experiment 1, all stimuli appeared 8.5° of visual angle to the left or to the
right (with equal probability) of the central fixation point (with 0° offset from the
horizontal meridian). At the start of each stimulus presentation sequence, a disk of
Gaussian white noise (5.7° diameter) was presented for one video frame (8.33 ms)
in one of the two possible locations. Next, either a vertically or horizontally
oriented Gabor target stimulus was presented for one video frame in the same
spatial position as the white noise stimulus (also 5.7° diameter). Following the
offset of the Gabor, a second white noise stimulus was presented for one video
frame. Subjects reported whether the orientation of the Gabor stimulus was vertical
Table 3 Correlations are specific to the alpha bump
Correlation (mean± SD) PaANoise PaAShuffled PaA1/f PaAEmpirical
Correct −3.35*10−20± 9.2*10−16 −0.0173± 0.1209 −0.0624± 0.0948 *0.4745± 0.0728, p= 0
Incorrect 4.08*10−20± 6.8*10−16 −0.0183± 0.1318 −0.0594± 0.1045 *0.4802± 0.0736, p= 0
Control look-up table analyses were performed to generate PaAnoise, PaAshuffled, and PaA1/f, which were then correlated with amplitude (see Methods). Average correlation coefficients± standard
deviations are shown for all analyses. PaAnoise was generated with a series of white noise spectra as look-up-tables, producing small correlations with amplitude indistinguishable from 0. PaAshuffled was
generated by repeatedly shuffling the frequency axis of a given look-up-table, but again PaAshuffled was uncorrelated amplitude. PaA1/f was generated with look-up-tables captured the 1/f component but
did not contain the characteristic alpha bump. PaA1/f was also uncorrelated to the empirically observed alpha amplitudes. *indicates significance of empirically obtained PaA values, computed by
comparing t-tests against zero of these values to t-tests the shuffled PaA values, and then FDR correcting at P= 0.05
Table 2 Amplitude, Frequency and PaA are modulated by experimental conditions
Amplitude Instantaneous frequency PaA
Contralateral vs ipsilateral *t(15)= –3.576, p= 0.0 t(15)= –1.823, p= 0.0827 t(15)= - 3.167, p= 0.0009
Accuracy (contralateral electrodes) *t(15)= −2.9994, p= 0.0006 *t(15)= 3.399, p= 0.0015 t(15)= −2.279, p= 0.0141
Accuracy (ipsilateral electrodes) *t(15)= −3.878, p= 0.0 t(15)= 1.583, p= 0.135 *t(15)= −3.597, p= 0.0001
Location×accuracy interaction *t(15)= −3.197, p= 0.0002 t(15)= 2.549, p= 0.0248 t(15)= 2.134, p= 0.0399
The empirically observed amplitude, instantaneous frequency and predicted alpha amplitude (PaA) as a function of electrode location and behavioral performance. All tests report the maximum or
minimum timepoint-by-timepoint t-values over a temporal window extending from target onset to 1000ms after target onset for amplitude and PaA, and from −500ms to target onset for frequency. t-
values were compared against distributions obtained empirically by randomizing condition labels 10,000 times and then repeating the same statistical test (see Methods). Reported t-values are from the
timepoint with smallest p-value. * indicates that p-values were significant after FDR correction at alpha= 0.05 from stimulus onset to + 1000ms (amplitude and PaA) or −500ms to target onset
(instantaneous frequency)
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Fig. 7 Frequency, amplitude and PaA in Experiment 2. a Average instantaneous frequency, amplitude, and PaA in the same contralateral and ipsilateral
electrodes examined previously, shaded areas indicate± 1 SEM within subjects. All data are locked to the onset of the cue (indicated by dark shading).
Alpha amplitude shows event-related decreases corresponding to the onset of the cue, stimulus array 1 and stimulus array 2. Similarly, the rightmost panel
shows that average shifts in PaA mirror these changes in amplitude. b Histogram of single trial correlations collapsed across subjects, timepoints, and
electrodes. Traces to the right indicate timecourses of these correlations. Timecourses show these correlations are relatively stable over time, where the y-
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Fig. 6 Predicted alpha amplitude correlates with observed amplitude. a To assess how well PaA corresponds with alpha amplitude, we computed
correlation values for each subject and electrode for each timepoint over the entire –750 to 1000ms peri-stimulus interval. Histograms show correlation
values concatenated over all subjects, timepoints and electrodes on correct (blue) and incorrect (red) trials in the contralateral and ipsilateral electrodes.
Stars on each panel indicate that all correlation values shown in these histograms are significantly different from correlations obtained with shuffled LUTs
(see Methods, Supp Fig. 4). Dots in histograms indicate the median correlations for that condition. Timecourses panels on the right show these
correlations are relatively stable over time, where the y-axes of the plots run from 0.425 to 0.525, corresponding to the gray shaded area in the histogram.
All dots indicate significant difference in the correlations between conditions, evaluated by comparing the obtained t-value with a null distribution of t-
values computed by shuffling the condition labels 10,000 times. This analysis was done on a timepoint-by-timepoint basis from −500 to + 1000ms, as
indicated by the non-shaded areas. Main effects of are in black, whereas purple indicates an interaction. Gray dots indicate significance after FDR
correction at 0.05. b Three example trials from three different subjects show that PaA shifts on single trials mirror those in alpha amplitude. The y-axis and
traces for PaA are indicated in black, while those for amplitude are purple. Note that the y-axis range is different in each subplot to maximize visibility of
amplitude and PaA (see Methods). c Trials were sorted according to mean pre (−350:−50ms) and post (350:650ms) stimulus frequency. Average
amplitude and PaA were then computed on these trials and timepoints. Trials were further split by accuracy, as indicated by blue and red lines. Significant
differences were evaluated using a two-way repeated-measures ANOVA. Black stars indicate a significant effect of frequency, whereas a purple star
indicates a significant effect of accuracy in the two-way ANOVA
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or horizontal by pressing one of two buttons on a small keypad. Subjects were
instructed to respond as quickly as possible, and to do their best to avoid blinking
until after a response was made. After subjects responded, there was an inter-
target-interval of 3000–4000 ms (pseudo-randomly sampled from a uniform
distribution). Each experimental block (72 trials) lasted for ~7 mins. Subjects
completed 14 blocks of trials during the EEG recording session.
The main goal of Experiment 1 was to determine whether frequency shifts in
the alpha band predicted behavioral performance. Before the EEG recording
session, the contrast threshold yielding vertical/horizontal discrimination accuracy
between 60 and 65% was determined in a separate thresholding session using the
method of constant stimuli. In the EEG recording session, the mean accuracy
across subjects after trial exclusion was 65% ± 2.8%, and mean contrast was 5.02%
± 1.12% (mean± SD). Aside from titrating contrast to estimate the threshold for
each subject, the stimulus presentation sequence and timing of the trials in the
behavioral and the EEG sessions were identical.
In Experiment 2, subjects performed a two-interval forced choice contrast
discrimination task in which each trial began with a 500 ms cue instructing subjects
to attend to locations in either the left, right or both hemifields (100% valid)60. The
cue was followed by a 400–600 ms inter-stimulus interval in which only the fixation
point was present. At a pseudo-randomly chosen time within this inter-stimulus
interval window, a first stimulus pair was presented (two sinusoidal Gabor patches,
one in each hemifield) for 300 ms, where each Gabor was presented at one of seven
pedestal contrasts. After another 600–800 ms inter-stimulus interval in which only
the fixation point was visible, a second pair of Gabors was presented for 300 ms. A
small contrast increment was added to the pedestal contrast of the target Gabor
patch during either the first or second presentation interval, and subjects were
asked to report if the increment occurred during the first or second presentation.
For the first six pedestal levels, the magnitude of the contrast increment was
adjusted to maintain ~76% accuracy, while accuracy the highest pedestal contrast
level could not be titrated because the contrast was too high and so was not
included in the analysis in Supplementary Figure 5 (consistent with exclusion of
that condition in the published manuscript60). In addition, several aspects of this
design make it conceptually different from the relatively simple design employed in
Experiment 1 to examine frequency and amplitude modulations. These include the
longer (300 ms) stimulus presentation, the reliance of the task on working memory
during the delay interval, the presentation of bilateral stimuli, and the use of
different pedestal contrasts in each hemifield on each trial (as contrast is known to
modulate frequency66).
EEG recording. All EEG recordings took place in a sound-attenuated and elec-
tromagnetically shielded room (ETS Lindgren, Cedar Park, TX, USA). EEG and
electrooculogram were recorded with a Biosemi Active2 System (Amsterdam, The
Netherlands) using a headcap with standard Biosemi 64 electrode layout. In
addition to the 64 scalp electrodes, one reference electrode was placed on each
mastoid, and 6 electrodes were placed around the eyes to identify and reject trials
with blink and saccade artifacts. All EEG data were recorded at a sampling rate of
512 Hz. Event triggers were recorded in the EEG data file to mark the time of target
presentation and the time of the subject’s response.
EEG preprocessing. After data collection, data from the scalp electrodes were re-
referenced to the algebraic mean of the two mastoid electrodes. Then, the raw
timeseries from each electrode was bandpass filtered between 0.1 and 55 Hz using a
third-order Butterworth filter to attenuate slow drift and 60 Hz line noise. After
filtering, data were epoched into 6-second intervals centered on the presentation of
each target. Trials were excluded from further analysis if the electrooculogram
electrodes located above or below either eye reached ± 85 mV (blinks) or elec-
trooculogram electrodes located outside either outer canthi reached ± 45 mV
(saccades) within ± 1 second of target presentation (7.8%± 8% S.D. of trials were
excluded). Additionally entire blocks of trials were rejected when there was a failure
to record the precise timing of any of the target onsets (i.e., a trigger that was sent
to the EEG recording software was not recorded: 5 out of 256 total blocks across all
subjects). For each subject, electrodes showing voltage fluctuations exceeding the
95th percentile of data from all electrodes and timepoints were also excluded from
further analysis (1.8 ± 1.8 S.D. electrodes excluded). Finally, trials with RTs>
2000 ms were excluded from further analysis (another 4.8% of trials). After
applying these exclusion criteria, subjects had an average of 868± 89 SD trials, 35%
of which were incorrect. Thus, a proportionate number of correct and incorrect
trials were rejected owing to artifacts. In addition, after artifact rejection, 50.25%
(range 48.7–53.2% across subjects) of remaining target presentations were on the
left side of the screen, indicating that artifacts were distributed equally between left
and right targets. Performance was quite stable across the course of the EEG
recording session (paired t-test comparing accuracy in the first and last block t(15)
< 0.058, p> 0.95).
Statistics. For all analyses, we report results from contiguous groups of 3 elec-
trodes of interest (EOIs) located over the left and right occipital cortex identified a
priori based on previous studies—namely: P3, Po7, and Po3 over left occipital
cortex and P4, Po8, and Po4 over right occipital cortex27,55,56,60. All data are
arranged according to target location such that electrodes were subsequently
referred to as contralateral and ipsilateral electrodes throughout the paper. Finally,
all statistical comparisons were paired t-tests where p-values were computed using
an empirical null distribution of t-values computed by randomizing condition
labels 10,000 times (except for Fig. 6c and Supplementary Figure 5 where analysis
of variances were used, see below). For example, to compare responses between
contralateral and ipsilateral electrodes, we generated an empirical null distribution
by pseudo-randomly swapping or maintaining the contralateral/ipsilateral labels on
each trial for each subject and then repeating the entire statistical analysis pipeline
as normal (and this procedure was repeated 10,000 times). Thus, note than any p-
values reported as 0 indicate that the observed effect was larger than any of the
10,000 iterations of this randomization procedure. For consistency across analyses,
we also used t-tests on difference scores to evaluate interaction terms, in which case
the t-values we report are equivalent to the square root of the F-values that are
produced by an analysis of variance. For ERPs, statistical comparisons were per-
formed on average amplitudes in 50 ms time windows centered on peak latencies in
the grand average waveforms73, or from 210–260 and 460–510 ms post stimulus for
the END and LPD respectively25,52–54,60. Note that our slightly delayed ERP epochs
(when compared with some previous studies) are consistent with the low-contrast
of our stimulus and difficulty of our task25,54,62. Otherwise, statistical comparisons
were performed at each sample in either a 500 ms pre-stimulus epoch (for
instantaneous frequency) or a 1000 ms post-stimulus epoch (amplitude, PaA),
based on previous studies17–20,22,24–26. Statistical comparisons of the correlations
between real alpha amplitude and PaA were performed over the entire 1750 ms
epoch to err on the side of being conservative as there is no precedent in the
literature. All p-values were then FDR corrected at p < = 0.0574.
For the analysis in Fig. 6c, trials were sorted based on their average frequency in
either a pre (−350:−50 ms) or post (350:650 ms) stimulus epoch based on
timepoints significant for Figs. 3b and 4c. Specifically, the lowest («) bin consisted
of trials in the lower half of a median split of trials with a mean frequency below
peak alpha. Accordingly, the second lowest (< ) bin were trials in the upper half of
a median split of trials with frequency below peak alpha. The> and » bins were
computed similarly, but were composed of trials with means greater than peak
alpha. Average amplitude and PaA were then computed for these trials and epochs.
A two-way repeated-measures analysis of variance with frequency bin and accuracy
was used to assess how amplitude and PaA depended on frequency in these epochs,
and p-values were computed by comparing observed F-values to a distribution
obtained from 10,000 randomizations of condition labels. Finally, Supplementary
Figure 5 and Suplementary Tables 1 and 2 were computed using a three-way
repeated-measures analysis of variance with the pedestal contrast of the target
(collapsed across consecutive pedestals to yield three instead of six levels), accuracy
and topography as factors. The analyses in Supplementary Figure 5 and
Supplementary Table 3 and 4 use only the divided attention trials to make the
interpretation of these timecourses more comparable to those analyzed in
Experiment 1 (in which the location of the target was not pre-cued). p-values were
computed by comparing F-values to distributions obtained by shuffling condition
labels 5000 times.
ERPs. ERPs were obtained by averaging stimulus-locked timecourses for each
electrode of interest and then using a low-pass third-order Butterworth filter with a
cutoff frequency = 5 Hz). All time-frequency analyses were performed using cus-
tom MATLAB scripts (see below for details). To avoid edge artifacts, all filtering
was applied to 6 s epochs centered on stimulus presentation, after which peri-
stimulus time epochs of interest were extracted (i.e., epochs ± 1,000 ms around the
presentation of each target). Note that all statistical analyses were performed on
data before the 5 Hz low-pass filter was applied. The low-passed data were pre-
sented in the figures for visualization purposes only. Also note that there was not a
pronounced P1 component (assessed by using a cutoff frequency of 15 Hz), con-
sistent with the use of a low-contrast or briefly presented target stimulus25,60.
Alpha amplitude. The timecourse of stimulus-locked alpha amplitude at each
electrode’s peak alpha frequency was extracted by bandpass filtering the data with a
third-order Butterworth filter spanning± 2.5 Hz centered on the peak frequency to
EEG data from each electrode and subject and then applying a Hilbert transform to
this filtered timeseries. As in the preprocessing of the EEG data for generating ERPs
(see above), we applied the bandpass filter to a 6000 ms epoch surrounding target
onset to avoid contaminating the peri-stimulus window (±1000 ms) with edge
artifacts. Alpha amplitude on trial k at time t was estimated by Hilbert trans-
forming the bandpassed timeseries to yield a complex representation of the form
Ceiω. Note that C describes the amplitude and ω the frequency of the signal. Thus,
we take the absolute value of these complex coefficients to yield an amplitude
estimate:
AkðtÞ ¼ CkðtÞeiωkðtÞ
 
All amplitude values were then baselined on a trial-by-trial basis by subtracting
the mean amplitude −1000 to −750 ms before the stimulus.
Instantaneous frequency. Instantaneous frequency is defined as the first deriva-
tive in time of the phase of the EEG signal, or the change in phase per unit time as
time approaches zero (see ref. 66 for review). For each subject and EOI, artifact free
epochs were bandpass filtered at± 2.5 Hz around peak alpha using a 3rd order
Butterworth filter (again, bandpass filtering done on 6000 ms epochs surrounding
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target onset to attenuate edge artifacts in the peri-stimulus window). We then
applied a Hilbert transform to the filtered data from each epoch to obtain the
amplitude and phase of the EEG response at each point in time on each trial. The
phase angle was unwrapped to be cumulative so that there were no discontinuities
at –pi and pi. We then calculated instantaneous frequency by approximating the
derivative of these unwrapped phase angles. To yield an estimate of frequency in
Hz at time t and trial k, we then normalized this approximate derivative by the
sampling rate (sr). Because computing numerical derivatives of discretely sampled
timeseries can produce sharp discontinuities, we attenuate the influence of these
outliers by low-pass filtering our estimates of the derivative of the phase angle.
More formally, we estimated the instantaneous frequency on trial k and time t by
fitting a line of the following form to the unwrapped phase data in temporal
window of 88 data samples centered on time t: .
pt;k ¼ dϕk tð Þx þ It;k
Where pt;k corresponds to the estimated unwrapped phase, parameterized by scalar
dϕk tð Þ, or an estimated slope (change in phase angle ϕ), vector x, the time axis, and
scalar It;k, the y intercept. The window size of 172 ms for x, corresponding to 88
data samples at sr = 512 Hz, was selected because it was the smallest window that
kept the average instantaneous frequency fluctuations on single trials within the
5 Hz wide bandpass range (Supplementary Figure 1). Given this fit, we defined
instantaneous frequency at time t and trial k:
ωinst k; tð Þ ¼
dϕk tð Þ
2π
sr þ It;k
Where ωinst k; tð Þ corresponds to an estimate of the instantaneous frequency at time
t on trial k. The regression lines were estimated using a least squares fitting
algorithm to the unwrapped phase data and the fits were generally quite good (R2 =
0.995± 0.016, mean± SD). We also evaluated our results by estimating instanta-
neous frequency by simply subtracting sequential points along the timeourse of the
unwrapped phase:
dϕk tð Þ ¼ ϕk tþ1ð Þ  ϕk tð Þ
ωinst k; tð Þ ¼
dϕkðtÞ
2π
sr
However, owing to occasional sharp discontinuities in the first derivative, this
second method then requires the application of median filters over large temporal
windows to attenuate the influence of fluctuations far outside of the bandpass range
(see35,66). In our data sets, both methods yielded similar results.
Look-up-tables relating frequency and amplitude. To generate the look-up-
tables (look-up-tables) that were used to relate changes in instantaneous frequency
and amplitude, we used a wavelet decomposition based on a family of Morlet
functions with center frequencies ranging from 3 to 20 Hz in 0.1 Hz steps. Using
these wavelets, the amplitude at each frequency in this band was estimated and
stored for use in the main analysis. To avoid biasing the results, the amplitude
look-up-tables were calculated from a set of 6-s-long epochs drawn from an equal
number of correct and incorrect trials separately for each subject and electrode
(mean number of trials across subjects: 325± 36 SD). These spectra were also used
to define peak alpha for each subject and EOI (10.3 Hz± 1.1 Hz SD across subjects
in the 6 posterior electrodes of interest). The use of averaging many long epochs to
estimate amplitude spectra (for our look-up-tables) is related to Welch’s method75.
This method is common in spectral density estimation for achieving both (1) high
frequency resolution and (2) low variance and stability in the estimate. Thus, this
procedure produces stable amplitude spectra for each subject and electrode. In fact,
within a subject the three contralateral channels we analyzed are correlated at 0.97
± 0.02 SD, illustrating that our technique tends to converge on similar, stable
spectra for neighboring channels. In contrast, the three contralateral channels show
a much weaker correlation of 0.69± 0.09 SD between subjects, confirming that
these spectra are phenotypic and subject specific.
To generate white noise look-up-tables, we used the built in white Gaussian
noise (wgn) function in Matlab with parameter output power set to 1 dBw. We
generated 6 s epochs of white noise separately for each subject using the number of
trials in their dataset. Look-up-tables were then estimated by using a wavelet
decomposition of these trials as described above. This process was repeated for
5000 iterations so we could assess the stability of resultant PaA estimates.
Shuffled look-up-tables used for statistical comparison were computed by
pseudo-randomly shuffling the frequency axis (3 to 20 Hz in steps of 0.1) of each
subject and electrode’s original look-up-table 5000 times.
Finally, to generate 1/f look-up-tables, we fit a two-term exponential to each
subject and electrode’s original look-up-table using Matlab’s built in fit function
and excluded the alpha bump (i.e., fit only amplitudes at frequencies below 5 and
above 14 hz) in the fitting procedure.
PaA. We evaluated the hypothesis that changes in alpha amplitude and shifts in
instantaneous frequency are interdependent by using each subject’s amplitude
spectra as a look-up-table to link these two metrics (as shown in Fig. 1b). On every
trial and timepoint, instantaneous frequency was used to index into this look-up-
table, yielding a predicted amplitude value for each timepoint and trial. The alpha
amplitude distribution is known to be a stable trait76—hence we are using each
subject’s phenotypic amplitude spectrum to generate single trial PaA (Supple-
mentary Figure 2b). Single trial examples of PaA and amplitude are shown for
three subjects (2, 13, and 15) on trials and electrodes 814, 623, 193 and 30, 26, 63,
respectively (Fig. 6b).
Correlations with observed alpha amplitude. We correlated PaA timecourses—
computed by passing instantaneous frequency through the amplitude look-up-table
—with empirically observed amplitude timecourses on a timepoint-by-timepoint
basis. Note that these correlations emphasize the similarity of the timecourses as
opposed to matching the exact scaling of the PaA with respect to the scale of the
empirically observed data. Indeed, differences in the overall magnitude of PaA and
the observed amplitude vary because (a) wavelet transforms were used to estimate
the look-up-tables while Hilbert transforms on bandpassed data were used to
generate empirical estimates of alpha amplitude and (b) stable amplitude look-up-
tables result from averaging many trials, and thus PaA reflect these average
magnitudes as opposed to the single trial magnitudes for observed amplitude. We
used wavelets to generate the look-up-tables so that we could increase the fre-
quency resolution of our look-up-tables (i.e., smaller step sizes along the x-axis in
Fig. 1b). In Experiment 1, we computed correlations over 2000 ms epochs centered
on target presentation. In Experiment 2, we computed correlations over 4000 ms
epochs locked to an attentional cue that occurred 0.5 s into each trial.
Phase locking and phase bifurcation index. To make contact with previous
papers, we also examined the relationship between alpha phase and behavioral
performance. We first computed the intertrial phase locking index (PLI) by
applying Hilbert transforms to data bandpassed around peak alpha as described
previously. PLI was estimated from the complex values obtained from this Hilbert
transform at time t over trials 1 to k using the formula:
PLI tð Þ ¼ 1
k
Xk
1
CkðtÞeiωkðtÞ
Ck tð Þeiωk tð Þ
 
Where Ceiωis the same complex representation of the data as outlined in the
amplitude section above. This value ranges from 0 to 1 (no phase locking to perfect
phase locking at any phase). As stimulus onset was unpredictable, pre-stimulus
alpha phase should be randomly distributed over all trials. Thus, we computed a
phase bifurcation index from PLI to assess whether any observed phase locking
occurred at the same or opposite phases between accuracy conditions (as described
in25,26). Bifurcation was computed over correct and incorrect trials at time t:
B tð Þ ¼ ðPLIðtÞcorrect  PLIðtÞallÞ´ ðPLIðtÞincorrect  PLIðtÞallÞ
Note that this value ranges from 1 (perfect phase locking in both conditions at
opposite phases, leading to PLIall = 0) to −1 (perfect phase locking in only one
condition). Values close to zero indicate random phase distributions for correct
and incorrect trials (Supplementary Figure 4,25).
Data availability. EEG data and Matlab code supporting the frequency and PaA
findings of this study have been deposited in the open science framework, acces-
sible at https://osf.io/wkx5h/. Further data that support the findings of this study
are available from the corresponding author upon reasonable request.
Received: 20 January 2017 Accepted: 10 November 2017
References
1. Carandini, M. & Heeger, D. Normalization as a canonical neural computation.
Nat. Rev. Neurosci. 13, 51–62 (2012).
2. Heeger, D. J. Normalization of cell responses in cat striate cortex. Vis. Neurosci.
9, 181–197 (1992).
3. Isaacson, J. S. & Scanziani, M. How inhibition shapes cortical activity. Neuron
72, 231–243 (2011).
4. Fries, P. A mechanism for cognitive dynamics: neuronal communication
through neuronal coherence. Trends Cogn. Sci. 9, 474–480 (2005).
5. Fries, P. Rhythms for cognition: communication through coherence. Neuron
88, 220–235 (2015).
6. Akam, T. & Kullmann, D. M. Oscillatory multiplexing of population codes for
selective communication in the mammalian brain. Nat. Rev. Neurosci. 15,
111–122 (2014).
7. Lopes da Silva, F. EEG and MEG: relevance to neuroscience. Neuron 80,
1112–1128 (2013).
8. Buzsáki, G., Andreas, D. & Draguhn, A. Neuronal oscillations in cortical
networks. Science 304, 1926 (2004).
ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/s41467-017-02176-x
10 NATURE COMMUNICATIONS | 8:  2071 |DOI: 10.1038/s41467-017-02176-x |www.nature.com/naturecommunications
9. van Vreeswijk, C. & Sompolinsky, H. Reproduced with permission of the
copyright owner. Further reproduction prohibited without permission. Science
274, 1724–1726 (1996).
10. Anderson, J. S., Carandini, M., Ferster, D. & Sherman, S. M. Orientation tuning
of input conductance, excitation, and inhibition in cat primary visual cortex
orientation tuning of input conductance, excitation, and inhibition in cat
primary visual cortex. J. Neurophysiol. 84, 909–926 (2000).
11. Azouz, R. & Gray, C. M. Dynamic spike threshold reveals a mechanism for
synaptic coincidence detection in cortical neurons in vivo. Proc. Natl. Acad. Sci.
USA 97, 8110–8115 (2000).
12. Engel, A. K. et al. Neural mechanisms of visual attention: how top-down
feedback highlights relevant locations. Science 316, 1612–1615.(2007).
13. Salinas, E. & Sejnowski, T. J. Correlated neuronal activity and the flow of neural
information. Nat. Neurosci. 14, 811–819 (2001).
14. Atallah, B. V. & Scanziani, M. Instantaneous modulation of gamma oscillation
frequency by balancing excitation with inhibition. Neuron 62, 566–577 (2009).
15. Brunel, N. & Wang, X.-J. What determines the frequency of fast network
oscillations with irregular neural discharges? i. synaptic dynamics and
excitation-inhibition balance. J. Neurophysiol. 90, 415–430 (2003).
16. Mazzoni, A., Panzeri, S., Logothetis, N. K. & Brunel, N. Encoding of naturalistic
stimuli by local field potential spectra in networks of excitatory and inhibitory
neurons. PLoS. Comput. Biol. 4, e1000239 (2008).
17. Klimesch, W., Sauseng, P. & Hanslmayr, S. EEG alpha oscillations: the
inhibition-timing hypothesis. Brain. Res. Rev. 53, 63–88 (2007).
18. von Stein, a, Chiang, C. & König, P. Top-down processing mediated by
interareal synchronization. Proc. Natl. Acad. Sci. USA 97, 14748–14753 (2000).
19. Klimesch, W. Memory processes, brain oscillations and EEG synchronization.
Int. J. Psychophysiol. 24, 61–100 (1996).
20. Fries, P., Womelsdorf, T., Oostenveld, R. & Desimone, R. The effects of visual
stimulation and selective visual attention on rhythmic neuronal
synchronization in macaque area V4. J. Neurosci. 28, 4823–4835 (2008).
21. Fries, P., Reynolds, J. H., Rorie, A. E. & Desimone, R. Modulation of oscillatory
neuronal synchronization by selective visual attention. Science 291, 1560–1563
(2001).
22. Pfurtscheller, G. Functional brain imaging based ERD/Ers. Vision Res. 41,
1257–1260 (2001).
23. Shao, Z. & Burkhalter, A. Different balance of excitation and inhibition in
forward and feedback circuits of rat visual cortex. J. Neurosci. 16, 7353–7365
(1996).
24. Mathewson, K. E., Gratton, G., Fabiani, M., Beck, D. M. & Ro, T. To see or not
to see: pre-stimulus alpha phase predicts visual awareness. J. Neurosci. 29,
2725–2732 (2009).
25. Busch, Na, Dubois, J. & VanRullen, R. The phase of ongoing EEG oscillations
predicts visual perception. J. Neurosci. 29, 7869–7876 (2009).
26. Dugue, L., Marque, P. & VanRullen, R. The phase of ongoing oscillations
mediates the causal relation between brain excitation and visual perception. J.
Neurosci. 31, 11889–11893 (2011).
27. Sauseng, P. et al. A shift of visual spatial attention is selectively associated with
human EEG alpha activity. Eur. J. Neurosci. 22, 2917–2926 (2005).
28. Händel, B. F., Haarmeier, T. & Jensen, O. Alpha oscillations correlate with the
successful inhibition of unattended stimuli. J. Cogn. Neurosci. 23, 2494–2502
(2011).
29. Foxe, J. J., Simpson, G. V. & Ahlfors, S. P. Parieto-occipital approximately 10
Hz activity reflects anticipatory state of visual attention mechanisms.
Neuroreport 9, 3929–3933 (1998).
30. Bosman, C. A. et al. Attentional stimulus selection through selective
synchronization between monkey visual areas. Neuron 75, 875–888 (2012).
31. Yamagishi, N., Callan, D. E., Anderson, S. J. & Kawato, M. Attentional changes
in pre-stimulus oscillatory activity within early visual cortex are predictive of
human visual performance. Brain. Res. 1197, 115–122 (2008).
32. Meeuwissen, E. B., Takashima, A., Fernández, G. & Jensen, O. Increase in
posterior alpha activity during rehearsal predicts successful long-term memory
formation of word sequences. Hum. Brain. Mapp. 32, 2045–2053 (2011).
33. Rihs, T. A., Michel, C. M. & Thut, G. Mechanisms of selective inhibition in
visual spatial attention are indexed by α-band EEG synchronization. Eur. J.
Neurosci. 25, 603–610 (2007).
34. Kelly, S. P., Gomez-Ramirez, M. & Foxe, J. J. The strength of anticipatory
spatial biasing predicts target discrimination at attended locations: a high-
density EEG study. Eur. J. Neurosci. 30, 2224–2234 (2009).
35. Samaha, J. & Postle, B. R. The speed of alpha-band oscillations predicts the
temporal resolution of visual perception. Curr. Biol. 25, 2985–2990 (2015).
36. Womelsdorf, T. et al. Modulation of neuronal interactions through neuronal
synchronization. Science 316, 1609–1612 (2007).
37. Hasenstaub, A. et al. Inhibitory postsynaptic potentials carry synchronized
frequency information in active cortical networks. Neuron 47, 423–435 (2005).
38. Lakatos, P., Karmos, G., Mehta, A. D. A. D., Ulbert, I. & Schroeder, C. E.
Entrainment of neuronal oscillations as a mechanism of attentional selection.
Science 320, 110–113 (2008).
39. Lakatos, P. et al. The Leading sense: supramodal control of neurophysiological
context by attention. Neuron 64, 419–430 (2009).
40. Izhikevich, E. M. Simple model of spiking neurons. IEEE Trans. Neural Netw.
14, 1569–1572 (2003).
41. Lowet, E., Roberts, M. J., Peter, A., Gips, B. & Weerd, P. De. Neuronal gamma-
band synchronization regulated by instantaneous modulations of the oscillation
frequency. bioRxiv (2016).
42. Wehr, M. S. & Zador, A. M. Balanced inhibition underlies tuning and sharpens
spike timing in auditory cortex. Nature 426, 442–446 (2003).
43. Kayser, C., Montemurro, M. A., Logothetis, N. K. & Panzeri, S. Spike-phase
coding boosts and stabilizes information carried by spatial and temporal spike
patterns. Neuron 61, 597–608 (2009).
44. Boccaletti, S., Kurths, J., Osipov, G., Valladares, D. L. & Zhou, C. S.
synchronization chaotic Syst. Phys. Rep. 366, 1–101 (2002).
45. Başar, E., Schurmann, M., Başar-Eroglu, C. & Karaka, S. Alpha oscillations in
brain functioning: an integrative theory. Int. J. Psychophysiol. 26, 5–29 (1997).
46. Lopes da Silva, F. H., Vos, J. E., Mooibroek, J. & van Rotterdam, A. Relative
contributions of intracortical and thalamo-cortical processes in the generation
of alpha rhythms, revealed by partial coherence analysis. Electroencephalogr.
Clin. Neurophysiol. 50, 449–456 (1980).
47. Aronson, D. G., Ermentrout, G. B. & Kopell, N. Amplitude response of coupled
oscillators. Phys. D. Nonlinear Phenom. 41, 403–449 (1990).
48. Izhikevich, E. M. Resonate-and-fire neurons. Neural Netw. 14, 883–894 (2001).
49. Wang, X. J. Neurophysiological and computational principles of cortical
rhythms in cognition. Physiol. Rev. 90, 1195–1268 (2010).
50. Hutcheon, B. & Yarom, Y. Resonance, oscillation and the intrinsic frequency
preferences of neurons. Trends Neurosci. 23, 216–222 (2000).
51. Heinze, H. J., Luck, S. J., Mangun, G. R. & Hillyard, S. A. Visual event-related
potentials index focused attention within bilateral stimulus arrays. I. Evidence
for early selection. Electroencephalogr. Clin. Neurophysiol. 75, 511–527 (1990).
52. Itthipuripat, S., Cha, K., Rangsipat, N. & Serences, J. T. Value-based attentional
capture influences context-dependent decision-making. J. Neurophysiol. 114,
560–569 (2015).
53. Hickey, C., Van Zoest, W. & Theeuwes, J. The timecourse of exogenous and
endogenous control of covert attention. Exp. Brain. Res. 201, 789–796 (2010).
54. Mangun, G. R. & Buck, L. A. Sustained visual spatial attention produces costs
and benefits in response time and evoked neural activity. Neuropsychologia 36,
189–200 (1998).
55. Mangun, G. R. & Hillyard, S. A. The spatial allocation of visual attention as
indexed by event- related brain potentials. Hum. Factors 29, 195–211 (1987).
56. Mangun, G. R. & Hillyard, S. A. Spatial gradients of visual attention: behavioral
and electrophysiological evidence. Electroencephalogr. Clin. Neurophysiol. 70,
417–428 (1988).
57. Voorhis, S. & Hillyard, S. A. Visual evoked potentials and selective attention to
points in space. Percept. Psychophys. 22, 54–62 (1977).
58. Elton, M. et al. Event-related potentials to tones in the absence and presence of
sleep spindles. J. Sleep Res. 6, 78–83 (1997).
59. Yordanova, J., Kolev, V. & Polich, J. P300 and alpha event-related
desynchronization ~ERD! Psychophysiology 38, 143–152 (2001).
60. Itthipuripat, S., Ester, E. F., Deering, S. & Serences, J. T. Sensory gain
outperforms efficient readout mechanisms in predicting attention-related
improvements in behavior. J. Neurosci. 34, 13384–13398 (2014).
61. Squires, N. K., Donchin, E. & Squires, K. C. Bisensory stimulation: Inferring
decision-related processes from the P300 component. J. Exp. Psychol. Hum.
Percept. Perform. 3, 299–315 (1977).
62. Cravo, A. M., Rohenkohl, G., Wyart, V. & Nobre, A. C. Temporal expectation
enhances contrast sensitivity by phase entrainment of low-frequency
oscillations in visual cortex. J. Neurosci. 33, 4002–4010 (2013).
63. Rohenkohl, G. & Nobre, A. C. Alpha oscillations related to anticipatory
attention follow temporal expectations. J. Neurosci. 31, 14076–14084 (2011).
64. Klimesch, W., Doppelmayr, M., Röhm, D., Pöllhuber, D. & Stadler, W.
Simultaneous desynchronization and synchronization of different alpha
responses in the human electroencephalograph: a neglected paradox? Neurosci.
Lett. 284, 97–100 (2000).
65. Thut, G., Nietezl, A., Brandt, S. & Pscual-Leone, A. electroencephalographic
activity over occipital cortex indexes visuospatial attention bias and predicts
visual target deBand tection. J. Neurosci. 26, 9494–9502 (2006).
66. Cohen, M. X. Fluctuations in oscillation frequency control spike timing and
coordinate neural networks. J. Neurosci. 34, 8988–8998 (2014).
67. Vogels, T. P., Sprekeler, H., Zenke, F., Clopath, C. & Gerstner, W. Inhibitory
plasticity balances excitation and inhibition in sensory pathways and memory
networks. Science 334, 1569–1573 (2011).
68. Gray, C. M. & Singer, W. Stimulus-specific neuronal oscillations in orientation
columns of cat visual cortex. Proc. Natl Acad. Sci. USA 86, 1698–1702 (1989).
69. Okun, M. & Lampl, I. Instantaneous correlation of excitation and inhibition
during ongoing and sensory-evoked activities. Nat. Neurosci. 11, 535–537
(2008).
NATURE COMMUNICATIONS | DOI: 10.1038/s41467-017-02176-x ARTICLE
NATURE COMMUNICATIONS |8:  2071 |DOI: 10.1038/s41467-017-02176-x |www.nature.com/naturecommunications 11
70. Blatow, M. et al. A novel network of multipolar bursting interneurons generates
theta frequency oscillations in neocortex. Neuron 38, 805–817 (2003).
71. Buzsáki, G. & Chrobak, J. J. Temporal structure in spatially organized neuronal
ensembles: a role for interneuronal networks. Curr. Opin. Neurobiol. 5, 504–510
(1995).
72. Mann, E. O. & Mody, I. Control of hippocampal gamma oscillation frequency
by tonic inhibition and excitation of interneurons. Nat. Neurosci. 13, 205–212
(2010).
73. Luck, S. J. Event-related potentials. APA Handb. Res. Methods Psychol. 1, 1–18
(2012).
74. Benjamini, Y. & Hochberg, Y. Controlling the false discovery rate: a practical
and powerful approach to multipletesting. J. R. Stat. Soc. 57, 289–300 (2016).
75. Welch, P. D. The use of fast fourier transform for the estimation of power
spectra: a method based on time averaging over short, modified periodograms.
IEEE Trans. Audio Electro. 15, 70–73 (1967).
76. Grandy, T. H. et al. Peak individual alpha frequency qualifies as a stable
neurophysiological trait marker in healthy younger and older adults.
Pathophsiology 50, 570–582 (2013).
Acknowledgements
We thank Sarah Fraley for help with data collection, and Eran Mukamel, Vy Vo, Bradley
Voytek, Tommy Sprague, and Bradley Postle for useful discussions. Supported by
NSDEG graduate fellowship to S.N., by HHMI international student fellowship and a
Royal Thai Scholarship from the Ministry of Science and Technology, Thailand to S.I.,
and by NEI R21-EY024733, NEI R01-EY025872, and James S. McDonnell Foundation
awards to J.T.S.
Author Contributions
S.N. and J.S. conceived the idea. S.N. carried out EEG experiment and analysis of data. R.
S. provided feedback on time-frequency decomposition methods. S.I. provided data for
analysis of relationship in Experiment 2. S.N and J.S. co-wrote the paper. All authors
discussed the results and commented on the manuscript.
Additional information
Supplementary Information accompanies this paper at https://doi.org/10.1038/s41467-
017-02176-x.
Competing interests: The authors declare no competing financial interests.
Reprints and permission information is available online at http://npg.nature.com/
reprintsandpermissions/
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.
Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not included in the
article’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder. To view a copy of this license, visit http://creativecommons.org/
licenses/by/4.0/.
© The Author(s) 2017
ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/s41467-017-02176-x
12 NATURE COMMUNICATIONS | 8:  2071 |DOI: 10.1038/s41467-017-02176-x |www.nature.com/naturecommunications
