In this paper, we discuss a library generator for parallel 
Introduction
Automatic Program Optimization is a difficult problem. Compilers are designed to deal with general purpose programs and many times they lack the semantic information necessary to optimize the source program. At the same time, computers are becoming increasingly complex. This makes the interactions between hardware and software difficult to understand, and hence difficult to determine the transformations and program parameter values that lead to the best performance on a given platform. As a result of this situation, library generators such as ATLAS [14] , FFTW [3] , and SPIRAL [11] have emerged. They have access to the domain specific semantic information that compilers lack and therefore can be more effective than compilers in generating fast code. To determine the best transformations for each target platform these generators make use of empirical search, which proceeds by executing different versions of the target code on the target machine. The version that obtains the best performance is selected as the library routine to be generated for that particular platform.
Recently, a library generator for sequential sorting * This material is based upon supported by the National Science Foundation under Awards CCF 0702260 and CNS 0509432 routines was developed [9, 10] . In [9] , empirical search is used to tune a set of sorting algorithms taking into account the fact that performance of sorting depends not only on the architectural features of the target machine, but also on input characteristics such as number of keys and standard deviation. During a training phase this sorting routine generator gathers information about the performance of different versions of sorting as a function of the characteristics of the input data. This information is used at runtime, when the input characteristics are known, to select the version of the code that is to be executed.
In our library generator, we are following an approach similar to that of [9, 10] to generate parallel sorting routines. Thus, in this work we evaluate how the input characteristics affect the performance of several sorting algorithms and develop new strategies for the tuning of the parallel sorting routines. We found that as was the case for sequential sorting, a single algorithm is not the best across the board for parallel sorting. Therefore our strategy, like in the case of the sequential sorting generator is to select at execution time an algorithm based on a table mapping input characteristics to algorithms computed offline.
We compare the preliminary performance of our generated routine with others like the Parallel Sorting using Regular Sampling P SRS [12] , and the Charm++ Radix Sort [8] . We found that our tuned algorithm runs significantly faster than PSRS or Charm++. Throughout this paper, we use standard deviation for the runtime algorithm selection. However, entropy is another metric that can be used for runtime selection of an algorithm. Entropy measures the variation of digits in a key and was used in previous work [9, 10] .
In Section 2, we provide motivation for this research. We then briefly discuss our implementation of the sorting library generator in Section 3. Next, in Section 4, we provide some initial experimental results and compare our sorting library to two distributed memory sort implementations. In Section 5, we discuss similar projects having to do with distributed sorting and automatically tuned libraries. Finally we will present our conclusions in Section 6.
Motivation
Unlike many dense numerical algorithms, sorting depends on factors other than the characteristics of the target machine. In [10] , it is shown that the standard deviation as well as the number of keys to sort can significantly influence the performance of various sorting algorithms. Depending on the number of keys and standard deviation, different algorithms may perform best.
The problem of developing fast, adaptive sorting routines becomes even more complex with the addition of another orthogonal design space: parallel computers. There are additional factors that influence performance when multiple computers are involved such as the number of processors, the network connectivity, the latency, and the bandwidth. This is illustrated in Figure 1 , which shows the execution times of two different sorting routines (Parallel CC-Radix and one that we call CCSample Sort) when sorting sequences of 4M keys with the same average value and different values of standard deviation on four processors of a cluster known as Turing. The figure shows that for low values of standard deviation CCSample Sort runs faster, while for high values of standard deviation it is better to use Parallel CC-Radix Sort. In addition to selecting an algorithm, we observe improvements in performance when tuning our algorithms at runtime based on input data. Figure 2 compares the runtimes of parallel CC-radix sort using a single radix pair across all standard deviations with runtimes when a radix pair is selected for each data set. The dotted line corresponds to a reasonable choice (8 internal, 5 external) of radix pair made without any experimentation. The dashed line corresponds to a single radix pair identified using empirical search across all standard deviations. The solid line corresponds to the best choice of radix pair for each standard deviation. Clearly, training for each standard deviation separately is beneficial. With multicore systems being the new standard for personal computing, there is new need for common algorithms to be designed for shared memory. This presents new challenges to the generator as multicore systems bring new architectures and problems. However, shared memory also allows us more freedom with languages and algorithms as communication between processors is faster. We are extending this library generator to target multicore systems. Other plans for extension include supporting generic data types.
Generation of a Sorting Routine
As mentioned above, in [9, 10] it was shown that performance of each sorting routine depends not only on the architectural features of the target machine, but also on the input characteristics such as number of keys and standard deviation. As a result, the sorting routine generation was carried out in two phases. In the first phase, the training phase, empirical search is used to determine the values of those parameters on the target architecture as discussed below. In addition, the training phase collects information about the performance of different sorting routines as the input characteristics change. Then, at runtime, tables will be used to select an algorithm and the parameter values for each algorithm. The collected information is used during the next phase, the runtime phase, where the input is examined for certain characteristics, and the appropriate sorting routine is selected. In this work, we follow a strategy similar to that of [9, 10] , but produce parallel algorithms instead of serial.
The training phase is completed offline. We use a pseudo-random number generator to produce input data sets with different numbers of keys and standard deviations. We create a lookup table according to our input characteristics. At runtime, the standard deviation of the input must be determined. Then, the table can be used to determine the best algorithm.
We evaluate our library generator using two different clusters, each using up to 16 processors. One cluster, called Turing, is composed of dual G5 processors. The other cluster, called Mercury, is composed of dual Itanium 2 processors. The computers within each cluster are connected via Myrinet-2000 hardware. Communication between the processors is implemented using MPI. More extensive experiments can be found in [15] .
Tuning Parallel CC-radix
The challenge in Parallel CC-Radix is balancing the load. To do this we must select good radices. Different standard deviations call for different radices. Large radices help separate highly concentrated data, but cause higher cache miss ratios due to the size of the histogram used to count the data going into each bucket. Small radices will have better cache performance, and will work well if data is evenly spread out. Our generator searches for best internal and external radices due to the effects of the standard deviation.
To evaluate the performance of parallel CC-Radix, we run an exhaustive search over all possible choices for external and internal radices. 
Tuning Sample Sort
In our implementation of Sample Sort, each processor locally sorts the keys, and selects s regularly spaced splitters. These are then broadcast to all other processors so that the the global splitters can be selected. After the global splitters are chosen, the keys are sent to the appropriate processor, where a final sort is performed. Given this implementation, there are three sources of variation:
1. The routine to perform the local sort. In our implementation, we evaluate both Quicksort and CCRadix Sort.
2. The number of splitters (s) each processor selects.
3. The routine to perform the final sort .
We use empirical search to determine the best choices along these three dimensions for each standard deviation.
We found that for our training data, CC-Radix Sort always outperforms quicksort as the local sort on Turing and Mercury.
For both Turing and Mercury, we found that no matter the standard deviation, the best choice for load balance on P processors is nP − 1 samples (n is a positive integer). This evenly balances the load between processors as nP − 1 samples implies n groups of data per processor. Equal number of groups on a processor provides good load balance.
It is also necessary to choose the final sort, Merge Sort or CC-Radix. Our experimental results show that as the number of processors increases Merge Sort becomes slower, while CC-Radix becomes faster.
Parallel CC-Radix versus Sample Sort
After tuning parallel CC-Radix and Sample Sort, we need to determine which algorithm performs better. Figure 3 shows the running times of both algorithms when sorting 8M keys in 8 processors. The figure shows that at low standard deviations, Sample Sort performs better than Parallel CC-Radix. The reason is that with low standard deviation, Parallel CC-Radix chooses a large radix to achieve acceptable load balancing. When a large radix is used, the histogram used to accumulate counts of data keys per bucket is very large, causing many cache misses, and lower performance. As standard deviation increases, smaller radix are the best, which results in the better performance of Parallel CCRadix versus Sample Sort. It is important to note that the execution time of Sample Sort increases with standard deviation, while Parallel CC-Radix decreases.
We must also note that while we see a large benefit in selecting one of these two algorithms on Mercury, parallel CC-Radix sort generally dominates the results on Turing in Figure 3 . Results depend on many aspects of the system like number of data items, number of processors and specifications of the system. There are scenarios where large benefit is gained from the two algorithm option on Turing as well.
Comparisons
In this Section we compare the performance of our generated library to other parallel algorithms. Figure 4 compares the performance of the sorting routine generated using the techniques described in this paper (Optimally Tuned Sorting Algorithm) versus Charm++ Radix Sort and Parallel Sorting using Regular Sampling P SRS. Table 2 compares the run times of various sorting algorithms for Turing and Mercury. We include the performance of the tuned Sample Sort and Parallel CC-Radix implementations as well as the run times of the generated sorting routine that we call Tuned. Tuned is either Sample Sort or Parallel CCRadix (selected by a function based on offline training as discussed above) plus the overhead of computing the standard deviation. Notice that in the table the time reported for Tuned in Mercury is often smaller than both Sample Sort and Parallel CC-Radix. This is because the execution times of tuned and the best of the two algorithms on which Tuned is based are fairly close so that the natural variation in timing causes this effect. Also, the overhead of computing standard deviation was very small in Mercury, around 1%, while in Turing was around 5%. We also include the performance of PSRS and the Charm++ Radix Sort. As can be seen, Tuned runs significantly faster than PSRS and Charm++ Radix Sort.
Related Work
The closest related work is that of [9, 10] . However, they generate sequential sorting routines while we generate parallel ones. In [9] , they follow a similar strategy to the one described in this paper in that several algorithms are tuned separately and the best algorithm is chosen based on the platform and input characteristics. In [10] , they explore the generation of hybrid sorting routines using genetic algorithms. Some of the techniques described in [10] have been used in our library generator when optimizing the sequential algorithms.
Bidan and Toledo [1] present a framework to generate hybrid sequential sorting routines. They tune the algorithm to take into account number of keys of the input, but other input characteristics such as standard deviation are not considered.
Brewer [2] presents an extensive framework for parallel algorithm selection by predicting algorithmic runtimes and selecting the fastest.
Thomas et al. [13] present a framework for the gen- eration of a standard template parallel library. Their framework uses machine learning in addition to empirical experimentation to train a parallel system. While they perform tuning at runtime, their emphasis is on algorithm selection, and fine tuning of individual algorithms is not performed. Finally, Jiménez et al. [5, 6, 7] have performed significant work to increase data locality when performing a radix sort. They take steps to improve cache usage and load balancing. We use CC-radix and Parallel CCradix as described by Jiménez et al. In their research, they take limited information about input charactaristics while determining a radix, while we use an empirical search.
Conclusion
We have presented some results from our ongoing study on automatic generation of parallel sorting routines. It was shown that dynamic adaptation and offline training are effective for the automatic generation of parallel sorting algorithms. The results of our experiments show that automatic tuning results in most of the cases in a parallel sorting routine that is faster than any of the routines that we could find in the public domain. This however, is not necessarily universally true. It must be pointed out that our objective was not to generate the fastest implementation, but to show that automatic tuning is an effective strategy for parallel sorting. Thus, when an implementation outperforms those considered by the generator, the generator can be extended by incorporating the new algorithm guaranteeing in this way that automatically generated routines can always produced the best known results.
