In this paper we propose a systematisation of the monitoring and control aspects in a Virtual Enterprise (VE). As an instrument, we use the mobile agent paradigm, defining the concept of a Mobile Agent Web (MA-web). One of the roles of the agents in this environment is to mediate negotiations between the parties of the VE. We make some assumptions about the new behaviour and code of conduct in the MA-web, such as the willingness to share data and knowledge.
INTRODUCTION
The goal of this paper is to present some interesting design aspects of the PROVE system, developed by our research group. We investigate the use of the mobile agent paradigm for the integration of IT support systems in a Virtual Enterprise, in particular the use of the agents for supporting negotiation processes. What distinguishes our research from previous work is the exploitation of the closeness concept [Szirbik&al99a] : we link the agent to the process it has to support. The classical approach is to use the agent as a static wrapper of legacy systems, in order to achieve uniformity (see [Kjenstad98] ). Our approach is completely different: the agents are in charge of certain tasks, and they interact with the legacy systems via a specialised infrastructure, the mobile agent dock [Goossenaerts&al98] .
THE VIRTUAL ENTERPRISE MODEL
The concept of the VE is relatively new, so we will present an introduction. The same holds for the mobile agent technology and we present the standard concepts and key challenges in the development of agent-based systems. Our research is based on the idea that the concepts of the Virtual Enterprise and of the Mobile Agent-based Systems (MAS) are complementary.
Our definition of the Virtual Enterprise
Our view of a Virtual Enterprise is related to the concept of virtual capability [Wortmann97], [Kornelius99] . This is reflected in our definition: "A Virtual Enterprise is group of enterprises, which has the capability of realising in a collaborative manner, items or services from a limited portfolio of products." The enterprises participate in the process of collaboratively manufacturing a complex product. Not every enterprise, participating in the VE, will contribute to every order. Since the orders leading to Virtual Enterprising are typically opportunistic and hard to forecast, an enterprise may not have the necessary resources available at a given point in time. A VE will therefore need to have some degree of redundancy. In order to capture the status of the VE at a certain moment in time, we introduce a new concept for that: "A group of enterprises inside a Virtual Enterprise, that are involved in the execution of an order from a customer, is a Cluster." Many Clusters can be active simultaneously in a Virtual Enterprise.
We make the assumption that the enterprises will commit only a small fraction of their resources to participate in a Cluster. Also, an enterprise can be at one moment participating in many Clusters. The resources used in a Cluster must be free at the moment when they are needed in the execution of the order. Free resources may exist because of over-capacity policies, delayed or cancelled orders, and scheduling [Kornelius99] . The latter is the most frequent source of free time-slots. Even the most advanced schedulers cannot completely fill the available time of the resources, due to batch, sequencing and especially dependency constraints. Also material resources, such as a slack stock, can be viewed as a free manufacturing resource.
An important observation is that the enterprises participating in Clusters view Virtual Enterprising as a collateral activity that helps them to: -fill the gaps in the usage of their resources -respond quickly to new market demands -virtually extend their resource types
Agent based systems and Virtual Enterprising
The paradigm we use for the IT integration across the VE is the software agent framework. Typically, agents are static and used to wrap the functionality of the local IT components [Kjenstad98] , to provide an open and uniform communication and co-ordination interface between the modules sitting at different sites in the VE.
To have uniform communication, all the agents must "speak" the same agent communication language, such as KQML (see [KQML97] ). For uniform co-ordination, all the agents must have the same behavioural model such as the BDI behavioural model [Wooldridge99] . The latter model states that an agent must have Goals ("Desires"), Knowledge ("Beliefs"), and an Agenda ("Intentions"). A reasoning mechanism is needed to trigger agent-actions from the Agenda. To insert and sequence actions in the agenda, a planning capability has to be built into the agent. Sequences of actions can be structured in tasks.
The actions an agent can perform are functions of the wrapped modules. If there are more agents, with different capabilities, they can perform co-ordinated actions (in parallel or sequential), and execute group tasks. More than that, sets of agents can have common Goals, and co-operate (by exchanging knowledge or performing tasks for each other) to achieve these. The most complex form of interaction is when agents plan their agenda together, and even identify common Goals in the environment. We call this collaboration (also referred to as "team-work" or "joint intentions"). When the members of the VE decide to adopt an agentbased solution for the integration of local functionality, they must agree in a very precise manner about the common specifications for the communication language and for the common behavioural model of the agents. Each member has to implement this locally in its wrapper software. Finally, the overall agent system must be tested, validated and updated when necessary. This scenario for the development of an agent-based system illustrates clearly that such a process is an extremely difficult task [Wooldridge98] .
2.3
Mobile agents are perfectly suited for the VE Our approach to the development of an agent based system for IT integration in a VE is to use mobile agents. These distinguish themselves from the static agents of §2.2 by the fact that they can migrate by their own "will" from one computer to another and thus execute their code on different locations. To let the mobile agents run on our computers, we need specialised software, which in literature is called "mobile agent server" or "dock".
The scenario for the development for a mobile agentbased VE integrator is to install docks at every enterprise involved. The decision-makers of the enterprises only have to reach an agreement about which type of the dock to adopt. We believe that the best approach to develop the agents is to rely on a specialised trusted third party. We call this party the Software Agent Common Provider (SACP). Mobile agents can migrate to the enterprises' computers where and when they are needed. This model therefore has a very easy installation process. The testing and validation of the system is done by a single party (the SACP), that is in charge of the collection of the specifications and the execution of the upgrades as well.
This approach also differs from the classical one, because the goal is not to integrate local functionality by wrapping it, but to realise communication and coordination in the system by means of agents. The task of the enterprises involved in the development process is to provide access for the agents to local functionality, when needed. Agent frameworks, such as our development tool, the Mitsubishi Concordia Mobile Agent Framework [conc] , provide specialised modules (Java Classes named Service Bridges) as a basis for building interfaces between the agents and the local software. These Service Bridges are part of the dock, and in the simplest case, they can use Java applets to pose questions on the behalf of the software agent to the human users and request certain actions of them.
In our effort to link the paradigms of Virtual Enterprising and Mobile Agents, we do not put the emphasis on the local functionality, but concentrate on the global task of order executions. To simplify the case, we assume that the members of the VE are all linked to the Internet, and have mobile agent docks installed on their computers. We call such a group of enterprises an MA-web (Agent web). An MA-web is able to deliver a specific portfolio of products. When an order is issued, a fraction of the MA-web commits itself to execute the order (they have a "target"). We call this group a Target Cluster. A selection process is needed to establish the members of the Target Cluster.
THE ARCHITECTURE
Our research group has started to develop a Concordiabased prototype named PROVE [Szirbik&al99a, b] . It is part of an interdisciplinary research project, named ROVE (Reasoning about Operations in Virtual Enterprises) at the Eindhoven University of Technology. The role of the prototype is to identify problems, which may occur in the Virtual Enterprising process, and to find the best architectural patterns for VE integration oriented IT systems.
Design decisions
The agents in PROVE will use a sub-set of KQML for communication and a BDI behavioural model. They have three roles: -the selection of the enterprises for a Target Cluster -the tracking and monitoring of the ordered products -support negotiation processes between the enterprises when problems appear. The Cluster selection process is based on a pull model, by maintaining a centralised repository of the available resources at the SACP site. An approach which is quite similar is described in [Dasgupta99], but it lacks the centralisation of availability data. This repository is continuously updated by so-called roaming mobile agents, which have the task to visit as often as possible all enterprises in the MA-web and report to the repository all changes. We expect the flow of information to be more gradual than when we would use a specialised static agent, for each enterprise, which periodically reports the changes to the repository (like an alert-server). Such agents tend to report at the same moments.
The repository can be viewed as a Gantt chart, where all time-slots for available resources are stored, for a given period of time. The length of the period is typically slightly more than the time needed to execute an order. This data structure is appropriate for manufacturing resources, but we can use it also for material resources. This Gantt chart is used for a Global Scheduling (GS) activity. When a customer issues an order, the enterprise taking the order (we call it a VE "gate") creates, with the help of the SACP, an agent which is dedicated to the execution of the order. The final product to be delivered is a called a Target. It becomes the Goal of the agent to realise the Target. The product, e.g., the undercarriage of an aircraft, is to be assembled using components from suppliers, which have to manufacture them or simply deliver them from existing stocks. Each component is expressed as a resource type. Also, the assembly (and installation) process is viewed as a resource type. The agent at the gate knows the resource types needed and their relationships, and invokes a Central Scheduler from the SACP site, communicating resource types required and the dependency constraints between them.
The Central Scheduler, using the data from the resource availability repository, generates a schedule to purchase, manufacture, assemble and install the product. For each component and process, a free resource of that type is assigned, determining the enterprise to obtain it from as well. This information is sent back to the agent.
The role of the agents
The agent at the gate is creating a mobile agent for each resource, and dispatches these agents to the related enterprises. The gate plays the role of buyer, and the receiving enterprise that of supplier. The agents migrate to the supplier and ask if these resources can be committed for the current target, and for what price. If the response is positive, the agent sends a confirmation to buyer's agent, and if this one agrees with the selection, it informs the central repository, where the committed resources are deleted from the repository. At this moment, a contract is signed with the customer, and a delivery date (resulting from the GS) is established. The case of a negative answer is discussed below. We consider time to be more important than price, and we do not make any optimisation in terms of costs. After all agents have been dispatched in the Target Cluster, and all the enterprises have committed themselves to execute that order, the work-effort can begin, following the overall plan of the GS. In the product execution phase, the role of the agents is to monitor the processes, by invoking monitoring functionality in the local system. The agents must be able to detect problems at the local site with respect to the normal execution of the target. When a component is finished at a supplier's site, the agent reports that, and after the component leaves the enterprise to the buyer's site, the agent migrates to the buyer's site as well, tracking the component. His creator agent, located currently at the buyer's site, takes the component's agent data, which is relevant for further use, and deletes the agent. This process is a reversal of the dispatching process in the selection process. Finally, a single agent remains at the initial gate, and when he reports that the target is finished, the product can be delivered to the customer.
In order to be able to monitor the execution of the local component, the agent must have access to the various data in the local system, such as daily schedules and confirmation reports. Another policy is to directly ask human users, in a pro-active manner, about the status of the component execution. The agent must be "intelligent" enough to detect when a problem occurs.
Problem management
Problems arise when an enterprise cannot fulfil its commitment and renders its contribution. If the delivery to the customer subsequently cannot make the due date, the product will make a lower price, and the difference is to be paid as a penalty by the rendering enterprise. If this enterprise is seen as a supplier, the buyer linked to it can try to solve the situation and create a win-win-win (supplier, buyer, final customer) situation as follows. The agent at the buyer's site can look into the repository for a resource which has the same type, but a slightly later time-slot, and send an agent there, to check commitment. Between the buyer and the new supplier, a negotiation to fix a new due date can be arranged. The buyer tries to make its time-slot smaller, by moving the start of its work effort to a later moment, and the new supplier tries to deliver earlier, at a date before the buyer's starting date. Of course, this mean that the work-effort has to be more intensive (by hiring temporary staff and machines, working more hours, etc.) and the rendering enterprise has to pay to the buyer and the new supplier the supplementary effort. But it is possible that this sum is less than the penalty to be paid to the customer and more than that, the initial GS can be followed.
We call this process the Delay Management. In each situation, the main common goal of the agents is to find a solution which leads to the delivery of the product to the customer as close to the agreed due date as possible. As a secondary goal, they have to find the less harmful solution, the one, which implies the smaller penalties and disturbances for the enterprises involved. Following the behaviour of such an agent-based system means to share risks, profits, and improve customer satisfaction. Also, it leads to a better co-operation within the VE. By allowing the agents to interfere in the negotiation processes, we empower them with decision-making capabilities. They will mediate the negotiation process, which will be executed according with the rules coded in the agents. All the enterprises must be willing to obey these rules, which enact some sort of generic code of conduct during the negotiations within the VE.
AGENT MEDIATED NEGOTIATION
We realised that the solving process always finalises in a negotiation between a pair of enterprises, and the issue of the negotiation is a price. In such a negotiation, we have a seller (supplier) and a buyer. The seller tries to sell at the highest price and the buyer tries to buy at the lowest price. Before the negotiation starts, each party has a reservation price (the "walk away" price). The buyer will not pay more than that (we refer to this price as b) and the seller will not accept less that his (a value referred as s).
The negotiation basic scenario
Using mediator agents, we can have the following scenario for interaction: 1. Both parties send their reservation price to the locally docked agent 2. The agents compare the prices, and if b>s, then a zone of agreement exists and a fair price can be the simple average of b and s (like in Figure 1 ). Negotiation ends. 3. If b<s, there is no possibility for agreement, and the agents have to ask the parties to give in a little bit and propose new reservation prices. We go back to step 2. This mediation method can be enhanced in many ways. A problem arises when the parties in a mediated price negotiation tend to exaggerate the reservation prices [Raiffa82] . A solution is to use instead of fixed value reservation prices, uniform probability distributions, in terms of price intervals. Figure  2) . The agents can decide if the probability is high enough and ask for the disclosure of the real prices. Or if the probability is too low, the agents can ask for an adjustment of the distributions. Also, the agents can have previous knowledge about the price zones (from previous negotiations between the same parties, or other pairs) and try to keep the current values within "normal" boundaries, by not letting a party exaggerate the price zone too much. Another option is to ask neutral parties in a similar context what the prices they are willing to pay and compare to the current situation. The final price can be influenced by this supplementary knowledge, because sometimes it is not fair to apply the average formula ( 1/2*(b+s) ), if one of the party exaggerates and the other doesn't. This is named asymmetric mediated price negotiation [Raiffa82] and empowers the mediators with more power than in the normal situation. It is up to the mediator to determine which of the parties is exaggerating and which is not. The negotiation process can be viewed as an agent group task, composed by actions taken by the agents who are driving it. In PROVE, we adopted a Java written inference engine, JESS (for Java Expert System Shell), which is built with the similar approach as the classical CLIPS inference engine [jess] . The agenda for the negotiation and the triggering of the actions are a result of the rules written by the agent designer. It is important that the "programming" of the agents is not done directly in Java, but in much more expressive language (if-then) rules, which can be understood by different decision people who are adopting the common body of rules for the entire VE. It is very important to illustrate clearly the behaviour of the agents to the people who will use them as mediators. This is because these people must be willing to rely on a system towards they are delegating part of their power. From the programming point of view, the rules can be more easily changed than programming code.
An example
As an illustration, we show the following case: a party S1 with a due date T1 is rendering, and in the worst case scenario, implying a totally new re-schedule, it has to pay a big penalty p to the customer. The agent at S1 message to the agent at the buyer B. This agent looks for a replacement resource at S2, but the due date T2 is slightly later than T1. The buyer compresses its time s slot for its work effort to start later at T3, but this is still earlier that T2. The cost of compressing is b. The buyer asks S2 to compress its time to be able to deliver before T3 (see Figure 3) . The cost of the compressing at S2 must be less than p-b, which is the reservation price for B. The agent at S2 can seek for similar resources (in terms of type and duration), and ask about the price of compression. From these data, it is possible to construct a probability distribution and compute the probability for the agreement. If there is no zone of agreement with any possible S, the agent at B can contact the next buyer, B2, and negotiate with him a possible compression, leaving T2 as the starting moment at B, but delaying the delivery to B2 to T4. The agents are viewed in these negotiations as trusted third parties, and they are not disclosing the reservation prices of the other party. They are only announcing if the agreement can be reached, and in the "yes" case, together with the final price, which is always above the reservation price (see the "surplus" in figure 1 ).
The improved method
Using mediator agents is somehow equivalent to the well-known method for price bargaining named simultaneous-revelation resolution procedure [Pratt79]. This method is the fastest known, but it is inefficient because encourages exaggerations. In [Raiffa82] it is stated that "partners consider that it is culturally acceptable to exaggerate a little bit in your favour". The problem is that if both parties exaggerate a lot, then the chances for an agreement are very poor. A laboratory experiment involving humans (made by Samuelson, presented in [Raiffa82] ) compared the true reservation prices (TRP -established by the experimenter) and the announced reservation prices (ARP) in simulated price negotiations. The experiment revealed that in many cases, especially when the TRP values were close, the negotiation failed, because the ARPs gave no zone of agreement. Fortunately, the simultaneous-revelation resolution can be altered in such a way as to engender truthfulness [Chaterjee78] . Suppose there is a supplier S, a buyer B, and a mediator AG (in our case, the pair of agents). Imagine that A can induce B to make honest revelations: his declared price, ARP_B, is the same as his real price TRP_B. How can AG get S to be equally honest? If S's real price is TRP_S and if S announces ARP_S, while B announces a new ARP_B = TRP_B, Notice the higher supplier's ARP_S the lower the adjusted payment he will receive from the buyer. The difficult part of implementing this scheme is to construct the adjustment in such a way so that if the buyer tells the truth (ARP_B = TRP_B), then the supplier's overall response is also to tell the truth (ARP_S = TRP_B). The problem is that the function depends on the value of TRP_S and the interval between this value and TRP_B, because it is important that S has to announce ARP_S = TRP_S for all possible values of TRP_B and TRP_S. If we assume that the supplier announces the correct value, how we can determine the adjustment that B will have to pay him? AG will induce B to pay this adjustment by reversing the roles and making the supplier pay to S an adjustment value that depends solely on ARP_B. AG will construct the adjustment function for B so as to make it most profitable for him. The final expectation is that the side adjustments will sum to zero. With suitable adjustments functions, honest revelations are in equilibrium, and each party should tell the truth if the other does. Can all this be done? The experts [Raiffa82] [Chatterjee78] [Pratt79] say that the buyer and the supplier have to agree to it before the negotiation begins. If they are using the agents as mediators, that is implicit. The mediator has to calculate appropriate adjustment functions and he needs to know beforehand the probability distributions, that are yielding the drawing of TRP_B and TRP_B. In this case, it is necessary for the agent system to keep a history of the previous negotiations, in order to select the appropriate adjustment function when necessary.
CONCLUSIONS AND FUTURE WORK
In this paper we argued that the mobile agent paradigm is well suited for the IT VE integration and we give some insights about the design decisions. We presented some of the processes, which are taking place in the system, like dispatching, monitoring, delay management supplier's exaggeration the amount the buyer pays the seller as a reward for a honest disclosure of his price and negotiation. Finally, we detailed some aspects of price negotiations and how these can be regulated by using agents as mediators.
The system is designed now to tackle only one-of-akind ordering. The first logical extension is to extend the model to a lot-size ordering style, and further, to time-phased batches. Another improvement will be the inter-target agent negotiation. In the current model, only agents assigned to the same target can interact. But the VE can have many targets simultaneously, with agents that are competing for resources, and it could be a good improvement to let the agents of different targets negotiate and resolve resource allocation conflicts, having an overall VE perspective.
From a higher perspective, it is interesting to note the ethical dimension of this kind of application for the agent technology, such as the domain of enterprise-toenterprise interaction. Adopting such a solution, a group of enterprises will agree to adapt part of their behaviour to a common set of norms (simply coded in the agent rule-bases), and to support the enforcement of this behaviour by a software system. A psychological problem is that the power delegated to the agents and indirectly to the trusted third party, who is manipulating them makes some business people uneasy.
