A Non-oscillatory Preissmann Slot Method Based Numerical Model  by Malekpour, A. & Karney, B.
 Procedia Engineering  89 ( 2014 )  1366 – 1373 
1877-7058 © 2014 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of the Organizing Committee of WDSA 2014
doi: 10.1016/j.proeng.2014.11.461 
ScienceDirect
Available online at www.sciencedirect.com
16th Conference on Water Distribution System Analysis, WDSA 2014 
A Non-Oscillatory Preissmann Slot Method Based Numerical 
Model  
A. Malekpoura,*, B. Karneya 
aUniveristy of Toronto, 35 St. George St., Toronto M5S 1A4, Canda 
Abstract 
The Preissmann Slot Method concept is implemented by a first-order Godunov type numerical model. In order to remove the 
spurious numerical oscillations, an approximate HLL Riemann solution is proposed to automatically augment the numerical 
viscosity whenever the water level is in the vicinity of the conduit roof and the pressurization of the conduit is proximate. The 
comparison of the model’s results with analytical solutions show that the proposed model can provide non-oscillatory solutions 
over  a wide range of the wave velocities between 10 to 1000 ms-1. The results confirm that the proposed model also limits data 
smearing to a reasonable level. 
© 2014 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the Organizing Committee of WDSA 2014. 
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1. Introduction 
In order to calculate unsteady mixed flow in closed conduit systems, Preissmann proposed a modelling approach 
which has been widely used as a computational tool for almost four decades [1]. This method which is well known as 
Preissmann Slot Method (PSM) assumes a narrow slot above the crown of the conduit and allows pressurized flows 
to be treated by the same set of partial differential equations governing unsteady flow in open channels. Proper choice 
of the slot width enables the open channel waves to move as fast as the acoustic waves in pressurized flows whenever 
the water level exceeds the crown of the pipe. This extends the PSM so that it can accurately track the wave motions 
in the pressurized zone as well.   
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The shock capturing feature of this method has made it more attractive compared to the alternative approach in 
which the cumbersome shock fitting technique is utilized to track sharp flow discontinuities along computational 
domains. The PSM however suffers from two deficiencies that under particular circumstances can render this approach 
inaccurate in treating pressurized flows.  First, the PSM cannot sustain negative pressures frequently occurring in 
pressurized flows. As soon as negative pressures occur within a pipe system, the PSM changes the flow regime from 
pressurized to open channel flow regardless of whether or not the actual ventilation of the pipe system at that location 
physically allows such a diversion. The second limitation of the PSM is the spurious numerical oscillations induced 
while the flow is switching from open channel to pressurized flow. The numerical oscillations not only contaminate 
the solution domain with non-physical pressures, but they can also produce negative depths in the open channel zone, 
eventually causing the computer code to crash. These drawbacks intensify as higher acoustic wave velocities are 
considered for the conduit in simulations.  
The first limitation is recently overcome through two independent approaches (but with quite close underlying 
concepts), but these two approaches still suffer from spurious numerical oscillations [2], [3]. Although several 
remedies have been proposed for suppressing the numerical oscillations, none of them has yet been quite satisfactory 
[4], [5]. The specific goal of this paper thus is to propose a non-oscillatory numerical approach which can be efficiently 
used in a wide range of pipe acoustic wave velocities.  
 
Nomenclature 
ܽ            pipe acoustic wave velocity 
ܣ  flow cross sectional area 
ܣ௙௨௟௟      conduit cross sectional area 
F flux vector  
F*           flux vector at star region 
݅             distance index 
݃            gravitational acceleration 
ܩ            a specific index 
ܭ௔          a constant variable 
݇            a dummy index 
ܮ            index standing for left 
݊            time index 
݊݉         Manning coefficient 
ܰܵ         number of computational cells used for searching 
തܲ            average pressure over flow cross sectional area 
ܳ flow discharge 
ܴ            index standing for right 
ܴ݄          flow hydraulic radius 
ܵ            wave velocity    
S  source term vector 
ݐ             time independent variable 
௙ܵ           slope of energy grade line 
ܵ଴           bottom slope of channel 
௦ܶ           slot width 
U flow variable vector 
U*          flow variable vector at star region 
ܻீ           reference depth  
ݔ            distance independent variable 
ߩ            flow density 
οݐ          time step 
ȳ           wave celerity  
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2. Governing equations 
The PSM treats both open channel and pressurized flow by the same set of the partial differential equations 
representing unsteady flow in open channels. The conservative form of the continuity and momentum equations in 
open channels can be written as follows [6]:  
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In the PSM, a hypothetical slot above the crown of the pipe allows the flow to virtually enter the hypothetical slot 
whenever the pipe becomes pressurized. If the open channel flow depth is considered a counterpart for the pipe 
pressure head, the pressurized flow could be simply treated as open channel flow. Nevertheless the slot width is 
calculated such that the open channel waves in the slot move with the same velocity as the acoustic wave velocity in 
pipes. The following equation provides the proper width of the slot. 
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3. Numerical Formulation 
Godunov schemes are upwind schemes which is implemented based upon Finite Volume Method (FVM). In FVMs, 
the special domain x is divided into a series of numerical cells whose length for ith cell is οݔ௜, while the temporal 
domain t is usually split into constant time intervals οݐ. The data is then reconstructed among the computational cells 
according to the order of accuracy expected from the numerical scheme. A piecewise constant data reconstruction 
provides first order accuracy in special domain while a piecewise linear data reconstruction enables second order 
accuracy. Assuming a piecewise constant data reconstruction, the general finite volume equation [equation (1)] can 
be explicitly integrated as following: 
 1 1/2 1/2n n n n ni i i i it tx  '   ''U U F F S    (4) 
where the superscripts  n, and n+1 refer to previous and new time lines respectively, and the subscript i+1/2, and i-
1/2 index the adjacent downstream and upstream cells of the ith computational cells respectively.  
The unknowns at a given computational cell for current time line can be explicitly calculated by utilizing equation 
(4) provided that the numerical fluxes in the upstream and downstream boundaries of the cell are known. In the 
Godunov approach, the fluxes are calculated through solving the Riemann problem at cell boundaries.  
By definition, a Riemann problem consists of a given system of hyperbolic equations along with a special initial 
piecewise constant data containing a discontinuity [7]. The physics of the problem may be easily conceived by 
considering Fig. 1 which schematically shows how the discontinuous data in either side of a cell boundary is 
decomposed into two different types of waves, out of a variety of combinations, each moving with a speed equal to 
an Eigenvalue of the system of equations being solved.        
The Riemann solution provides the flow variables at the constant state region (U*) which can be then used to 
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calculate the numerical fluxes at the cell boundaries. However the exact Riemann solution for nonlinear system of 
equations is not straightforward and requires an iterative procedure. Nevertheless a variety of approximations of the 
Riemann solution are available with an acceptable level of accuracy [8]. 
 
 
Fig. 1.  A typical wave decomposition in the Riemann solution 
3.1. Approximate HLL Riemann solution 
Originally proposed by Harten, Lax, and Van Leer, HLL Riemann solver is an approximate solver which is built 
upon the premise that the left and right waves are shock waves [8]. The left and right shock wave velocities can be 
calculated based on the flow conditions in the star, left, and right zones as follows: 
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If the two waves move in opposite directions the fluxes in the star region can be simply determined by cancelling 
out כ  from equations (5) and (6); the resulting formula is presented in equation (7). However for other wave 
structures, the fluxes should be adjusted by a sampling procedure. If the left wave cannot move against the flow 
(supercritical condition) the flux in the star region would be the same as the fluxes in the left region. By the same 
token, the fluxes in the right region take over if the right wave cannot move against the flow.  
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As can be seen in the HLL Riemann solver, the fluxes can be simply calculated if the magnitudes of the left and 
right wave are known beforehand. A variety of approaches have been proposed in order to approximate the wave 
velocities [8]. Since the numerical viscosity of the scheme depends on the magnitudes of these velocities, in order to 
prevent unwanted numerical diffusion and to capture flow discontinuities as sharp as possible, all these approaches 
are designed to introduce a minimal amount of numerical viscosity.  
To implement such numerical scheme the approximate HLL Riemann solution is utilized herein because the wave 
velocity could be easily adjusted in this method. Leon et al. [5] proposed the following formula for calculating left 
and right wave velocities: 
; ;L L L R R RS V S V :  :    (8) 
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Where :K(K=L.R) is given by 
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where the variables with sub-index ܩ are the functions of a reference depth ܻீ  which should be estimated. Leon et 
al. [5] provided three different approaches for approximating ܻீ  which in general can be assisted in calculating least 
diffusive fluxes. However since the proposed numerical model in the following research should adjust the magnitude 
of the numerical viscosity according to the flow depth in the conduit, special care is required to approximate this 
depth. 
The numerical explorations show that a ܻீ  value greater than the height of conduit means that equation (9) provides 
wave velocities similar to gravity waves except in the vicinity of the conduit roof. This can be easily verified in the 
context of the example presented before. By neglecting the flow velocity and considering ܻீ = 1.3 m, the wave 
velocities for different water level in the conduit are calculated based on equation (9) and compared with those 
obtained from the gravity wave celerity, ඥ݃ݕ. As shown in Fig. 2, for flow depths less than 0.98 m the estimated 
wave velocities do not significantly exceed those calculated by gravity wave celerity formula, but beyond this depth 
the resulting wave velocities dramatically grows as the water depth increases. When flow depth exceeds the conduit 
height, the wave velocity calculated by equation (9) is no longer sensitive to ܻீ  and remains almost constant at 
conduit’s acoustic wave velocity. 
 
 
Fig. 2. wave velocity versus depth in a box shape conduit 
The above discussion confirms that equation (9) can potentially be used to adjust wave velocities provided ܻீ  is 
estimated properly. Extensive numerical experiment shows that the following strategy can be efficiently employed to 
estimate ܻீ : 
> @1 1 1 1, ,..., , , ,..., ,G a i NS i NS i i i i NS i NSY K MAX y y y y y y y          (10) 
This simple strategy first searches for the maximum water depth in the vicinity of  ith computational cell within a 
collection of NS cells. The maximum depth is then multiplied by a constant coefficient, ܭ௔, to estimate ܻீ . In order to 
produce an optimal value of the numerical viscosity, both NS and Ka are required to be well tuned.   
If the maximum depth is higher than the conduit height, the ith computational cell is inferred to be close to the 
pressurization bore and a higher ܭ௔ is required. The numerical experiments conducted show that a value of 1.4 is 
sufficient in this case while a smaller value of 1.001 works well elsewhere. The value of NS in equation (10) depends 
on the resolution of the computational grid and should be selected such that the search domain is extended far enough 
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from the computational cell for which the wave velocity is being calculated. The numerical experiments show that an 
efficient search spectrum may have a physical length which is 2 to 3 times as big as the height of conduit, but in any 
case the NS should never be less than three computational cells. It is worth noting that if the computational cell is 
found near a boundary the flow depth in the boundary point should be also incorporated into equation (10). 
4. Numerical results 
4.1. Test case 1 
To highlight the performance of the proposed Riemann solution a simple filling problem is considered. The 
problem consists of rapid filling of a horizontal-frictionless box-shaped conduit with unit cross sectional area (1 m by 
1 m) which initially maintains a stagnant water column with a depth of 0.6 m.  
 
 
Fig. 3. a) Exact Riemann solution  b) Proposed HLL solver 
Two reservoirs at the upstream and downstream side of the conduit are proposed to exchange water with  the 
conduit. Both reservoirs initially have the same depth as the conduit’s depth, 0.6 m. A filling bore is then initiated by 
suddenly increasing the depth of the water in the upstream reservoir to 4 m.  
The problem is calculated by applying both exact and proposed HLL Riemann solution and the results are compared 
with analytical solution in Fig. 3. As can be seen in Fig. 3-a the exact Riemann solution results in intensive numerical 
oscillation even at acoustic wave velocity = 100 ms-1 whereas the proposed HLL solution provide non-oscillatory 
solution for the wave velocity = 1000 ms-1.  
 
 
a 
b 
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4.2. Test case 2 
This test case is designed to explore whether the proposed model can accurately capture both transient mixed flow 
and strong water hammer pressures which may occur in a single transient event. To this end, the same frictionless 
box-shaped conduit used in the previous example is utilized. Transient flow is setup by simultaneously increasing the 
water depths at both upstream and downstream reservoirs from 0.6 m to 4 m.  
Analytical calculations show that two similar hydraulic bores with the same upstream depth of 3.167 m are set up 
at the either end of the conduit and propagate with the same absolute velocity of 10.0884 but in opposite directions. 
The hydraulic bores then collide in the middle of the conduit at 19.825 s and produce the extreme water hammer 
overpressure of 411.37 m, an acoustic wave which then propagates in opposite directions toward the reservoirs with 
the wave velocity 1000 m/s. 
 
 
Fig. 4 numerical and physical bore positions in different timelines 
Fig. 4 compares the model results with the analytical solutions in some sequential timelines before collision of the 
filling bores. As can be seen, the model’s results are in very good agreement with the analytical solution, though the 
numerical bore fronts are slightly a head the analytic solution. 
Fig. 5 compares both the numerical and analytical HGLs in two different timelines after the collision of the bores. 
The model perfectly replicates the magnitude of the resulting water hammer pressure, though the water hammer surge 
fronts are ahead of those of analytical by almost 150 m. The difference is attributed to the earlier collision of the bores 
in numerical solution which is caused by data smearing occurring in the numerical solution. Although the time 
difference is not significant (0.15 s), the abrupt action of the pressure waves during this short period makes a large 
difference in the wave locations. Nevertheless as Fig. 5 implies, after the collision the difference between the 
numerical and physical water hammer surge front’s location remains almost constant. This establishes that following 
the pressurization of the conduit the model can also replicates the track of the water hammer pressures accurately.   
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Fig. 5. numerical and analytical HGLs following the collision of the bores. 
5. Conclusions 
A first-order Godunov numerical scheme is proposed for implementing the PSM concept. In order to remove 
numerical oscillations, a HLL Riemann solver is proposed which can automatically augment the numerical viscosity 
of the model particularly when the water level is in vicinity of pipe’s roof and pressurization tends to occur. The 
performance of the proposed model is then demonstrated in the context of simple example for which analytical 
solution exists. The results show that the proposed model enables non-oscillatory solutions for high acoustic wave 
velocities, even those of order of 1000 ms-1. Further the results imply that the proposed HLL solver is able to limit the 
numerical smearing to practically acceptable values. 
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