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Let A = (ail) be an n x m matrix with ai9 E K, a field of characteristic not 
2, where X;-, afj = e, 1 < j < m, and XL, aij aij’ = 0 for j # j’. The question 
then is when is it possible to extend A, by adding columns, to obtain a matrix 
with orthogonal columns of the same norm. The question is answered for 
n - 7 < m < n as well as for more general cases. Complete solutions are 
given for global and local fields, the answer depending on what congruence 
class module 4 n belongs to and how few squares are needed to sum to e. 
Let A = (uii) be an n x m integral matrix with the properties that 
CF=, ut are constant for 1 < j < m and that Cr=, aiiaij, = 0 for j # j’. 
That is, the column vectors which make up A have the same norm and are 
orthogonal. In [1] we considered the problem of when it was possible to 
extend A, by adding columns, to a matrix with the same properties. It 
was conjectured (and since proved by N. C. Ankeny) that for norm 
e > 0 and n < 8 A extends to an n x n matrix if and only if e is a square 
for odd n or a sum of two squares if n E 2 (mod 4). Here we want to 
consider the same problem with the exception that the coefficients of A 
come from any field K of characteristic not 2 instead of just the integers. 
The existence of A is equivalent to the quadratic form xza + ... + x,2 
representing e(y12 + ... + y,“) where e # 0 is the norm of the column 
vectors of A. (Note that e = 0 is a trivial case. Such an A will always 
extend by using the vectors already in A.) Denote the quadratic form 
Xl2 + ..* + x%2 by &. In K then, (7, representing t$, = Iz, is equivalent 
to there existing a quadratic form v such that (y) r (y) + v. Hence A 
can be extended to m + 1 columns if and only if e E G(q), ie - e is 
represented by qz~. So the extensibility of A depends only on e and K. 
This is not the case in the integers as (11, 4, 4) cannot be extended even 
once although (10, 7, 2) can be. 
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The cases n - m < 3 can be completely solved by using the fact that 
a form in at most three variables is determined up to equivalence by its 
dimension, determinant, and Hasse invariant. For example, suppose 
n - m = 2 and n = 3 (mod 4). Then (;, E 11~~ + v = “,;f + (e) + y 
where dimension of y is 2. Clearly the determinant of v, d(y), is e. 
Equating the Hasse invariant of both sides yields 1 = H(F). Now the 
binary form v with d(v) = e represents e if and only if q s (1, e) and 
H( 1, e) = [e, e] where [e, e] is the quaternion algebra over K with struc- 
ture constants e, e. So e E G(v) if and only if [e, e] = 1 if and only if e 
is the sum of two squares. In a similar fashion we obtain 
THEOREM 1. Let A be an n x (n - k) matrix, k = 1, 2, 3, with elements 
in the jield K, char K # 2, and suppose the columns of A are orthogonal 
(in the Euclidean sense) and all have norm e # 0. Necessary and suficient 
conditions for A to be extended to a like n x (n - k + 1) matrix are given 
by the following table: 
Congruence class of n mod 4 
0 1 2 3 
1 Always e E G(1) e E G(1, 1) e E G(1) 
k 2 Always Always e E G(l, 1) e E G(l, 1) 
3 Always Always Always e E G(1, 1, 1). 
Remark. If K is a field in which every quadratic form in more than 
four variables represents 0 nontrivially, then for k 3 4, A can always be 
extended to an n x (n - k + 1) matrix. 
This is clear since in this case for dim cp > 4, v is universal and hence 
represents e. So in particular the problem of extensibility is now answered 
for all non-Archimedean local fields. It follows immediately from the 
Hasse-Minkowski theorem and the above that the conclusion of the 
remark is true for all algebraic number fields and function fields over 
finite fields. 
In order to examine the cases k 3 4 in general we need the following: 
let x be the minimum integer such that e E G,2,“, . x exists since e E G,Z . 
Since (“1; is strongly multiplicative in the sense of Pfister, (“; E (“e”, . 
Hence, for discovering when e E G(v) in A, s ,Tj + y, we may assume, 
by repeated applications of Witt’s cancellation theorem, that 0 < m < 2”. 
Now if n >, 2x, then we have (7, = “~7 + (“;; z “$ + (“e; g E, + 9. 
Therefore, g, s n,;r + “;e;” and e E G(v). So we have 
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THEOREM 2. Let A be an n x m matrix whose columns are mutually 
orthogonal of norm e # 0 E K. If x is the least integer such that e E GF1’) 
and 1 is the integer such that 0 < m - 12” < 2”, then A extends to a Iike 
n x (m + 1) matrix when n - 12” 3 2”. 
The only case left to consider is 0 < m < n < 2”. If m = 0, then A 
extends if and only if e E G,‘& . So assume 0 < m < n < 2”. Then 
,y, g (TJ + y implies 25 (e)2% 1) = “;;y + (7, Lx 2;;n (22 + ;“e; + F and so 
““;;y g “;;y + v. Thus 1 E G”l;y o e E G”;;: and so 2” - m > 2”-l or 
m < 2”-l. Call y = x - 1. We have shown 
m < 2y < n. (1) 
By (l), n = 216 - a, m = 2~ + b where 0 < a, b < 2~. Viewing “;;:” g 
2Y-b (ej + y it the Witt group for a moment, we obtain (“1 - (“e”, =
a q - o, - (pj . But (“1”, + (?e’e, is anisotropic so 2 .2~ < dim y + a + b 
or 2y < a + b. Combining this with 0 < a, b < 2~ gives 
(1/2)(a + b) < 2y d a + b. (2) 
From 2yc E “;;” + q~, it is immediate that ‘yzb g “&” + y. Consequently 
e E G(y) if and only if 2”:fj-1 represents ‘y;’ or equivalently 2”$‘j-1 
represents ‘;;a . In particular, 
if a=2Y--1, e E G(y) o e E G 
2y+b-I 
(1) * 
We are now in a position to consider the cases 4 < n - m < 7 when 
neither Theorem 2 nor 2” I m applies. Note n - m = a + b. If a + b = 4, 
then by (2), 2Y = 4. Suppose e E G(v) when a = 1, b = 3. Then $, = 
(z, + $ where d($) = 1 and H(4) = 1 and H($) = [e, e]. But this means 
# z (1, e, e) and so $, z (t, . Contradiction since 2” = 8. Thus e # G(v). 
Similar arguments work for a = 2, b = 2 and a = 3, b = 1 (note that 
(3) also applies to a = 3, b = 1). It should be pointed out that these 
cases do actually exist. For example, let K = Q2((x)) be the power series 
field in x over the 2-adic number. Then (“1, represents (i, but does not 
extend. 
If a + b = 5, then again by (2), 2~ = 4. There are two cases: a = 3, 
b = 2; a = 2, b = 3. The first case is handled by (3). In the second case, 
(“1, g (e) + y so there are ai E K such that 01 = (al ,..., as) has norm e. 
But then (a,, -a,, a,, -a,, a6, -as) has norm e and is orthogonal to 
01. Hence e E G(v). 
For a + b = 6, again 2y = 4 and a = b = 3 is the only possibility. 
By (3), e E G(q) if and only if e E G,6,, . Finally, for a + b = 7, 2~ = 4 
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but there are no possible a, b which satisfy a, b -C 231. Summarizing the 
above results, we have 
THEOREM 3. Let A be an n x m matrix whose columns are mutually 
orthogonal of norm e # 0 E K. Suppose 0 < m < II < 2” with 4 < k = 
n - m < 7. If k = 4, then A does not extend. If k = 5, n even, then A 
extends to an n x (m + 1) like matrix. For k = 5, n odd, A extends once 
if and only if e E G,:, . If k = 6, A extends once if and only if e E G,& . The 
case k = 7 cannot exist. 
If k > 8, we have obtained necessary and sufficient conditions for the 
extensibility of A, but they involve representations of one form by 
another instead of the representation of elements. This is not a satisfactory 
solution since it may not be any simpler than the original problem. 
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