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Abstract
For given monotone data we propose the construction of a histopolating linear/linear rational spline of class
C1. The uniqueness and existence of this spline is proved. The method is implemented via the representation
with histogram heights and ﬁrst derivatives of the spline. The use of Newton’s method and ordinary iterations are
discussed. Numerical tests support completely the theoretical results.
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1. Introduction
In several practical applications one would like to construct a function S with some smoothness which
reﬂects the shape of the histogram and whose integral over any particular interval is equal to the area of
the corresponding histogram rectangle, i.e.∫ xi
xi−1
S(x) dx = zi(xi − xi−1), i = 1, . . . , n,
where zi is the histogram height over the interval [xi−1, xi]. It is known that, for example, cubic and
quadratic polynomial spline histopolants without additional knots do not preserve monotonicity or
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convexity of given data. On the other hand, a linear/linear rational spline of class C1, being strictly
monotone or constant everywhere, cannot histopolate non-monotone data. Thus, it is natural to ask
whether there is a linear/linear rational spline histopolant to any monotone data. We will answer to this
question in our work. Note that similar problem for interpolation is solved in [5,7].
Another approach in shape preserving approximation is to increase the degree of spline or to use
additional knots or parameters. For example, in [11], quadratic/linear rational splines of class C1 with
somewhat special introduction of parameters are studied. For the existence of monotone (or convex)
histosplines sufﬁcient and necessary conditions are derived, which always can be satisﬁed by choosing
the parameters appropriately. In [10], having some similarity to [11], cubic/linear rational splines of class
C2 with special choice of parameters are considered. Conditions for the existence ofmonotone (or convex)
histosplines are established and theymean, actually, that the parameters characterizing the rationality have
to be sufﬁciently large. The authors of [8] analyze a C2 class cubic/linear rational spline interpolation
preserving monotonicity. As an application, it is proposed to use the derivatives of rational interpolating
splines as monotonicity preserving histopolants. In [4], classical quadratic splines of class C1 with two
additional uniformly spaced knots on each particular interval for the histopolation of monotone data are
studied. Conditions for monotonicity (and positivity) concerning the values of splines in additional knots
are established. Two algorithms for computing spline parameters are presented and analyzed.
The histopolation algorithms with polynomial splines are presented in [12] where the reader can ﬁnd
also several references to earlier results on this topic.
We refer the reader to [3] for general information about shape preserving approximation, see also the
references in [10] for shape preserving interpolation.
2. The histopolation problem
Let xi be given points in an interval [a, b] such that a= x0<x1< · · ·<xn= b and let zi , i= 1, . . . , n,
be given real numbers. We want to construct a C1 smooth function S on [a, b] of the form
S(x)= ai + bi(x − xi−1)
1+ di(x − xi−1) (1)
with 1+ di(x − xi−1)> 0 for x ∈ [xi−1, xi], i = 1, . . . , n (i.e. a linear/linear rational spline), satisfying
the histopolation (area-matching) conditions∫ xi
xi−1
S(x) dx = zi(xi − xi−1), i = 1, . . . , n. (2)
In addition, we impose the boundary conditions
S′(x0)= , S′(xn)=  (3)
or
S(x0)= , S(xn)=  (4)
for given  and . However, one condition from (3) and another from (4) at different endpoints x0 and xn
may be used.
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Observe at once that on [xi−1, xi], we have
S′(x)= bi − aidi
(1+ di(x − xi−1))2
, (5)
which means that S being in C1[a, b] is strictly increasing or strictly decreasing or constant on [a, b].
This, in turn, implies that, for the existence of the solution of (2) with (3) or (4), it is necessary that
z1< · · ·<zn or z1> · · ·>zn or z1 = · · · = zn (6)
and the boundary data have to be consistent with zi , for example, in the ﬁrst case S′(x0) = > 0 and
S′(xn)= > 0 or S(x0)= <z1 and S(xn)= >zn.
3. Uniqueness of the histopolant
Theorem 1. There are no two different linear/linear rational splines of class C1 satisfying histopolation
conditions (2) and boundary conditions (3) or (4).
Proof. Let S1 and S2 be linear/linear rational splines. Denoting g = S1 − S2 and using (5), we have on
[xi−1, xi]
g′(x)= c1i
(1+ d1i(x − xi−1))2
− c2i
(1+ d2i(x − xi−1))2
.
It may be that g′(x) = 0 for all x ∈ [xi−1, xi]. Otherwise, using the sign of the denominator in (1),
g′(x)= 0 is equivalent to
1+ d1i(x − xi−1)
1+ d2i(x − xi−1) =
(
c1i
c2i
)1/2
(7)
because c1ic2i > 0 in this case. But then (7) may be satisﬁed only at one point x. Thus, on each interval
[xi−1, xi] we have g′(x)= 0 everywhere or at most in one point.
Suppose S1 and S2 satisfy (2) with the same zi and the same boundary conditions. Then∫ xi
xi−1
g(x) dx = 0, i = 1, . . . , n, (8)
which implies that there is i ∈ (xi−1, xi) so that g(i)= 0.
Suppose at ﬁrst that there is no interval [xi−1, xi] with g′(x)= 0 everywhere. Conditions (4) give that
g(x0)= 0 and g(xn)= 0. In total, g has at least n+ 2 different zeros in [x0, xn]. This, by Rolle’s theorem,
implies that g′ has n+ 1 different zeros in (x0, xn) which is impossible. Another boundary conditions (3)
give g′(x0)=0 and g′(xn)=0. But, anyway, we have n−1 different zeros of g′ between i , i=1, . . . , n,
and again we have found n+ 1 zeros of g′.
If there are intervals [xi−1, xi] with g′(x) = 0 everywhere, the same reasoning is applicable to each
maximal connected union of intervals where g′ is not identically zero.
Finally, if g′(x) = 0 in [x0, xn], then g is constant and any of conditions (8) implies that g(x) = 0
everywhere. This completes the proof. 
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4. Representation of the histopolant
Let us denote S′(xi)=mi , i = 0, . . . , n, and hi = xi − xi−1, i = 1, . . . , n. Using also ci = bi − aidi ,
i = 1, . . . , n, we get from (5)
ci =mi−1 and ci
(1+ dihi)2
=mi. (9)
In Section 2 it was already stated that the strict increase or decrease or constancy of S and in terms of mi
these properties may be expressed that, either mi > 0 or mi < 0 or mi = 0 for any i = 0, . . . , n.
From (9), for mi 
= 0, we obtain immediately
di = 1
hi
((
mi−1
mi
)1/2
− 1
)
. (10)
In the case di 
= 0 (then mi−1 
= mi), the histopolation conditions (2) lead to
bi
di
− ci
hid
2
i
log
(
mi−1
mi
)1/2
= zi. (11)
Now (10), (11) and ci = bi − aidi allow us to express also ai and bi in terms ofmi−1,mi , zi and establish
for x ∈ [xi−1, xi] with x = xi−1 + thi the representation
S(x)=zi + hi mi−1
((
mi−1
mi
)1/2 − 1)2 log
(
mi−1
mi
)1/2
− hi mi−1
((
mi−1
mi
)1/2 − 1)(1+ t ((mi−1
mi
)1/2 − 1)) . (12)
In the case di = 0, however, mi−1 =mi and bi = ci =mi . Condition (2) gives ai = zi − himi/2 and we
obtain for x ∈ [xi−1, xi] the representation
S(x)= zi +mi
(
x −
(
xi−1 + hi2
))
. (13)
Clearly, for mi = 0 we have S(x)= zi , x ∈ [a, b], which is consistent with (13), too.
5. Continuity conditions
The representation of S in terms of mi as we did in (12) and (13) ensures the continuity of S′. In this
section we will express the continuity of S in the knots x1, . . . , xn−1 by the corresponding equations.
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We restrict ourselves to the casemi > 0 for all i, the casemi < 0 for all imay be treated similarly. From
(12) we get (in the case di 
= 0)
S(xi − 0)= zi + himi
mi−1
mi
(log(mi−1
mi
)1/2 − 1)+ (mi−1
mi
)1/2
((
mi−1
mi
)1/2 − 1)2 ,
S(xi−1 + 0)= zi − himi−1
mi
mi−1 (log(
mi
mi−1 )
1/2 − 1)+ ( mi
mi−1 )
1/2
((
mi
mi−1 )
1/2 − 1)2 . (14)
From (13) it follows (in the case di = 0)
S(xi − 0)= zi + hi2 mi, S(xi−1 + 0)= zi −
hi
2
mi. (15)
Let us introduce the function
(x)=


x2(log x − 1)+ x
(x − 1)2 for x > 0, x 
= 1,
1
2 for x = 1.
A quite standard calculus gives the following:
Lemma 2. It holds
(1) (x)> 0, ′(x)> 0 and ′′(x)< 0 for x > 0,
(2) limx→1 (x)= 12 , limx→1 ′(x)= 13 ,
(3) limx→0+ (x)x = 1, limx→∞ (x)log x = 1,
(4) 12 < (x)x < 1 for 0<x < 1.
Let us write explicitly the continuity conditions S(xi − 0)= S(xi + 0), i = 1, . . . , n− 1.
If di 
= 0, di+1 
= 0, (14) gives
mi
(
hi
((
mi−1
mi
)1/2)
+ hi+1
((
mi+1
mi
)1/2))
= i , (16)
where i = zi+1 − zi . As we suppose mi > 0, S has to be strictly increasing and, consequently, we have
to assume i > 0.
For di = 0, di+1 = 0, (15) gives
mi(hi + hi+1)= 2i . (17)
If di = 0, di+1 
= 0 (the case di 
= 0, di+1 = 0 is similar), (14) and (15) together give
mi
(
hi
2
+ hi+1
((
mi+1
mi
)1/2))
= i . (18)
Let us remark that Eqs. (17) and (18) are special cases of Eq. (16). Indeed, di=0 is equivalent tomi−1=mi
and it sufﬁces to remember that (1)= 12 .
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Observe that the boundary conditions (3) ﬁx the values m0 =  and mn = . Conditions (4) may be
expressed
z1 − h1m0
((
m1
m0
)1/2)
= ,
zn + hnmn
((
mn−1
mn
)1/2)
=  (19)
independent of the values d0 and dn in the light of previous remark.Notice that Eqs. (19)may be considered
as special cases of (16) with i = 0, i = n and h0 = 0, z0 = , hn+1 = 0, zn+1 = .
6. Existence of histosplines
The main result of this paper is the existence of linear/linear rational spline for any strictly monotone
data zi and consistent boundary condition values , .
Theorem 3. For any zi with property (6) and consistent boundary values , , there is a linear/linear
rational spline of class C1 satisfying (2) and (3) or (2) and (4).
Proof. Suppose there is i = 0. Then, by (16) (or by another of Eqs. (17), (18) or (19) as special cases of
(16)) mi = 0 for the solution S of (2) with (3) or (4). But this yields constancy of S. Therefore, we may
assume i > 0, i = 1, . . . , n− 1, with > 0, > 0 in (3) and <z1, >zn in (4).
We write all the equations of type (16)–(18) with two additional ones obtained from the boundary
conditions in the form mi = i(m) with m= (m0, . . . , mn) and we show that there is an interval [c,M]
such that all functionsmap asi : [c,M]n+1 → [c,M] andi are continuous. Then by theBohl–Brouwer
ﬁxed point theorem the system mi = i(m), i = 0, . . . , n, has a solution.
Eq. (16) is in fact
mi = i(m)=
i
hi((
mi−1
mi
)1/2)+ hi+1((mi+1mi )1/2)
. (20)
Suppose mi−1, mi , mi+1 ∈ [c,M], where 0<c<M . Then, as  is strictly increasing, we have
i(m)
i
(hi + hi+1)(( cM )1/2)
.
By Lemma 2(4), ((c/M)1/2)(c/M)1/2/2. Continuing with the estimation, we get
i(m)
2i
hi + hi+1
(
M
c
)1/2
M
if
2i
hi + hi+1 (Mc)
1/2. (21)
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On the other hand, for sufﬁciently small c and large M (actually, it sufﬁces to takeM/c1.84), it holds
((M/c)1/2)2 log(M/c)1/2, and we get
i(m)
i
2(hi + hi+1) log(Mc )1/2
c
if
i
hi + hi+1 c log
M
c
. (22)
We have mentioned in the previous section that Eqs. (17) and (18) are special cases of (16), therefore, the
estimates with them lead to inequalities (21) and (22), too. The same could be said about (19), but as for
boundary conditions (3) we have simply to take care of the requirement ,  ∈ [c,M] in the choice of c
and M.
Denote (we mean h0 = 0, hn+1 = 0 as needed in (19))
A= max
0 in
2i
hi + hi+1 , B = min0 in
i
hi + hi+1 .
Keeping A= (Mc)1/2 and decreasing c (accompanying the increase ofM ) we achieve Bc log(M/c).
The proof is complete. 
7. Rate of convergence
Suppose we have additional knots i in intervals (xi−1, xi), i=1, . . . , n, and consider the interpolation
conditions
S(i)= f (i), i = 1, . . . , n, (23)
for some function f deﬁned on [a, b]. In [6] we proved the following:
Proposition 4. Given strictly monotone f with f ′′ ∈ Lip 1, the linear/linear rational interpolating spline
S of class C1 satisfying (23) and (3) or (4) on uniform mesh (i.e. xi =a+ ih, h= (b−a)/n, i=0, . . . , n)
has the rate of convergence O(h3) in uniform norm.
Remark 5. The proof of the rate O(h3) is presented explicitly in [6] merely in the case of boundary
conditions (4). As for (3), the argument is quite similar. The only changement is that, for example, the
condition S′(x0)= f ′0 = f ′(x0) leads to the equation (with Si = S(xi), i = 0, 1)
h2f ′0(S1 − f (1))− h(f (1)− S0)(S1 − S0)= 0,
which replaces the ﬁrst one in the system (3.1) in [6].
Consider a linear/linear rational spline S satisfying∫ xi
xi−1
S(x) dx =
∫ xi
xi−1
f (x) dx, i = 1, . . . , n, (24)
202 M. Fischer, P. Oja / Journal of Computational and Applied Mathematics 175 (2005) 195–208
for a function f being at least continuous. By mean value theorem there are i ∈ (xi−1, xi) such that∫ xi
xi−1
(S(x)− f (x)) dx = (S(i)− f (i))(xi − xi−1)= 0,
which gives S(i)= f (i). This means that the histopolant S is also an interpolant.
Consider the boundary conditions
S′(x0)= f ′(x0), S′(xn)= f ′(xn) (25)
and
S(x0)= f (x0), S(xn)= f (xn). (26)
Based on Proposition 4 we have the following:
Theorem 6. For given strictly monotone function f with f ′′ ∈ Lip 1 (in particular, with f ∈ C3[a, b]),
the linear/linear rational histopolating spline S of class C1 satisfying (24) on uniformmesh and boundary
conditions (25) or (26) has the rate of convergence O(h3) in uniform norm.
8. On actual construction of histopolants
The representation of the histopolant (12) or (13) requires the knowledge of parameters mi . They are
uniquely determined by Eq. (16) for i = 1, . . . , n − 1 (including (17) and (18) as special cases) with
additional two ones (19) (special cases of (16), too) obtained from boundary conditions (4) or simply
m0 = , mn = . This system could be written in the form
0(m) ≡ m0 − = 0,
i(m) ≡ mi
(
hi
((
mi−1
mi
)1/2)
+ hi+1
((
mi+1
mi
)1/2))
− i = 0, i = 1, . . . , n− 1,
n(m) ≡ mn − = 0 (27)
with obvious modiﬁcations if we use Eqs. (19). We will use the function (m) = (0(m), . . . ,m(m))
and (m)= 0 as a brief form of (27).
Oneway to ﬁnd the solution of (27) is Newton’s method.A step of Newton’s methodmeans the solution
of the linear system
 ′(mk)mk+1 = ′(mk)mk −(mk) (28)
with tridiagonal matrix. The entries of the matrix  ′ are (in ith row)
i
mi−1
= 1
2
hi
1
ui
′(ui),
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i
mi
= hi(ui)− 12 hiui
′(ui)+ hi+1(vi)− 12 hi+1vi
′(vi),
i
mi+1
= 1
2
hi+1
1
vi
′(vi)
with ui = (mi−1/mi)1/2 and vi = (mi+1/mi)1/2.
Proposition 7. For any ui > 0, vi > 0 it holds i/mi > 0.
Proof. Consider the function (x)=(x)− x′(x)/2. Then ′(x)= (′(x)− x′′(x))/2. From Lemma
2(1), it follows ′(x)> 0 for x > 0. Since (0)= 0 (more precisely, lim (x)= 0 as x → 0+), we get the
assertion of the proposition.
It is clear that i/mi−1> 0 and i/mi+1> 0 (except some boundary cases (19) where these
derivatives may be equal to zero). Therefore, the difference of domination in ith row is
i
mi
− i
mi−1
− i
mi+1
= hi
(
(ui)− 12
(
ui + 1
ui
)
′(ui)
)
+ hi+1
(
(vi)− 12
(
vi + 1
vi
)
′(vi)
)
.
Let us introduce the function
(x)= (x)− 1
2
(
x + 1
x
)
′(x).
Then
′(x)= 1
2
(
1+ 1
x2
)
′(x)− 1
2
(
x + 1
x
)
′′(x)
and, by Lemma 2, it holds ′(x)> 0 for x > 0. The equation (x) = 0 (or, equivalently, the equation
2x4 log x − 3x4 + 4x3 − 2x2 + 2x log x + 1= 0) has the solution x∗ ≈ 0.734. Consequently, we have
the following: 
Proposition 8. The diagonal of the matrix in Newton’s method is dominant if mi−1/mi(x∗)2 ≈ 0.54,
mi+1/mi(x∗)2 and at least one of these inequalities is strict.
Let us remark that, histopolating a strictly monotone function in the process n → ∞, we have mi−1,
mi and mi+1 to be close each other and, thus we have the diagonal dominance.
In practical calculations with given data we do not know in advance which representation, (12) or (13),
should be used. The solution of system (27) itself determines which case we have to deal with because
di = 0 is equivalent to mi−1 =mi .
We will use the following (see, e.g. [2]) classical result about the convergence of Newton’s method.
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Proposition 9. Suppose there is a ball B(m0, R) such that, with respect to some norm,
‖ ′(x)−′(y) ‖ L ‖ x − y ‖ ∀ x, y ∈ B(m0, R),
‖ (′(m0))−1 ‖ b0, (29)
‖ (′(m0))−1(m0) ‖ b1 (30)
with b0b1L 12 andR(1−
√
1− 2b0)b1/b0.Thenmethod (28) converges to the solutionm∗ ∈ B(m0, R)
of system (27).
Let us recall also that due to Lipschitz continuity of′ the convergence is quadratic, i.e., ‖ mk+1−m∗ ‖
=O(‖ mk −m∗‖2).
In our case, Lipschitz continuity of ′ is guaranteed by the smoothness of the function . Estimate
(29) is satisﬁed in many natural situations, e.g. in the case described just after Proposition 8. Finally, if
m0 (or any mk which could be considered as an initial value) is quite close to the solution then (30) is
satisﬁed for some small b1.
To be more precise, suppose we have to histopolate a function f ∈ C3[a, b] with given histogram
heights
zi = 1
hi
∫ xi
xi−1
f (x) dx, i = 1, . . . , n.
Take the initial values
mi = 2(zi+1 − zi)
hi + hi+1 , i = 1, . . . , n− 1. (31)
The use ofTaylor’s formula gives thatm0i =f ′(xi)+O(h) (here h=max hi) and evenm0i =f ′(xi)+O(h2)
in the case of uniformmesh.More complicated but straightforward calculations lead tom∗i =f ′(xi)+O(h)
and, consequently,m0i−m∗i=O(h).Thus, for smallh, Proposition 9 is applicable to ensure the convergence
of Newton’s method starting with indicated choice of initial values. Let us add that, if possible, we should
use the boundary conditions m0 = f ′(x0) and mn = f ′(xn). Having only given histogram we may form
(at the left end of the interval [a, b], the other end of [a, b] is similar) the linear or quadratic interpolant,
say p(x), at the points (xi−1+ xi)/2, i= 1, 2 for linear and i= 1, 2, 3 for quadratic case using the values
z1, z2 and z1, z2, z3 correspondingly and take S(x0)= p(x0) or m0 = p′(x0). Then m0 = f ′(x0)+O(h)
for the linear interpolant and m0 = f ′(x0) + O(h2) for the quadratic interpolant even on nonuniform
mesh. In both cases we have S(x0) = f (x0) + O(h2). The precision S(x0) = f (x0) + O(h3) could be
obtained by the quadratic histopolant using z1, z2, z3.
However, the described choice of initial values (31) and m0, mn is natural having arbitrary monotone
histogram.
Consider again the system
mi = i(m), i = 0, . . . , n, (32)
brieﬂy, m = 	(m) with 	(m) = (0(m), . . . ,n(m)), consisting of Eqs. (20), i = 1, . . . , n − 1, and
two ones obtained from (19) or simply the given values m0 =  and mn = . Another natural method
for solving (32) is ordinary iterations mki = i(mk−1), k = 1, 2, . . . . We will analyze the behavior of
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iterations only for i = 1, . . . , n− 1 as for i = 0 and i = n this is similar and even simpler. Represent the
difference 
ki =mki −m∗i = i(mk−1)− i(m∗) by Lagrange formula taking the derivative at the point
 = mk−1 + (1 − )m∗,  ∈ (0, 1), where, for briefness, we do not indicate the dependence of  on k.
We have

ki
m∗i
= 1
2
i
(
(i + i)

k−1i
i
− i

k−1i−1
i−1
− i

k−1i+1
i+1
)
,
where
i =
hi((
m∗i−1
m∗i
)1/2)+ hi+1((m
∗
i+1
m∗i
)1/2)
hi((
i−1
i
)1/2)+ hi+1((i+1i )
1/2)
,
i =
hi(
i−1
i
)1/2′((i−1i )
1/2)
hi((
i−1
i
)1/2)+ hi+1((i+1i )
1/2)
,
i =
hi+1(i+1i )
1/2′((i+1i )
1/2)
hi((
i−1
i
)1/2)+ hi+1((i+1i )
1/2)
.
By Lemma 2, it holds i + i < 1−  for some > 0 depending on particular system (32). It may happen
that i > 1.
Suppose we are in a small neighborhood of m∗, i.e. mk ≈ m∗ and, thus,  ≈ m∗. Then i ≈ 1
and relative errors |
ki |/m∗i (consequently, absolute errors |
ki |, too) converge to zero geometrically with
the quotient i + i . Actually, as (1) = 12 and ′(1) = 13 , this quotient is 23 . Note that the worst case
is 
k−1i 

k−1
i−1 < 0 and 

k−1
i 

k−1
i+1 < 0 which always has been realized in practical calculations where,
nevertheless, the actual quotient is rather 12 than
2
3 .
The behavior of iterations nearby the solution is almost as an exact geometric progression and this
suggests the use of some acceleration method. For example, coordinatewise Aitken’s transform could be
recommended.
A natural question arise: is the map 	 contractive? In the next section we give an example saying that,
in general, there is no norm in Rn+1 ensuring the contractivness of 	. However, this does not exclude
the existence of a metric (probably depending on particular system) in the cube [c,M]n+1 for 	 to be
contractive.
9. Numerical tests
First, we histopolated the function f (x) = sin x on the interval [0, 1] with uniform mesh using (24)
and end conditions S′(0)= f ′(0), S′(1)= f ′(1). The system (27) was solved by Newton’s method with
starting values formi as cos xi+0.1 and iterations were stopped at ‖ mk−mk−1‖∞< 10−7.Actually, 4–5
steps were needed.We calculated the error ‖ S−f ‖∞ approximately as max0 i10n|(S−f )(i/(10n))|.
The results are presented in Table 1 and conﬁrm the rate of convergence O(h3).
In the second example taken from [9] we histopolated with uniform mesh on the interval [0, 7] the
values zi as 5.78, 3.51, 2.11, 1.27, 0.75, 0.49, 0.29, using end conditions S′(0)=−2.6, S′(7)=−0.19.
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Table 1
Calculated errors of histopolation of the function f (x)= sin x on the interval [0,1]
n 4 8 16 32 64
‖ S − f ‖∞ 8.17× 10−4 1.07× 10−4 1.36× 10−5 1.70× 10−6 2.13× 10−7
Fig. 1. Linear/linear rational spline histopolant for the data taken from [9].
Table 2
Histogram heights and meshes used in Figs. 2 and 3
xi 0 2 2.5 3 4 5
0 2.4 2.5 2.6 4 5
zi 1.25 2.5 2.6 3 11
Newton’s method for solving system (27) was started from values m1 = −2.5, m2 = −2.2, m3 = −2,
m4=−1.7,m5=−1.5,m6=−1.2. The histopolant is shown in Fig. 1 and is practically coinciding with
that of [9].
In the next example, we used two different meshes for the same histogram heights zi written
in Table 2.
In both cases, as boundary conditions we took S′(0)= 1, S′(5)= 5 and starting values werem1= 1.1,
m2 = 1.2, m3 = 1.3, m4 = 1.4. The histopolants are represented in Figs. 2 and 3.
We considered an example inspired by classical Akima’s test data [1] for interpolation. On uniform
mesh xi = i, i = 0, . . . , 5, we took histogram heights z1= 10, z2= 10.1, z3= 100, z4= 100.1, z5= 101.
The heights zi were interpolated linearly at points 12 and
3
2 to get  = S(x0) and similarly  = S(x5).
Fixed 1 = z1 −  and 5 = − z5 were then used in ordinary iterations with initial values calculated by
(31) and also with m00 = m01 and m05 = m04. Ordinary iterations converged to m0 = 0.371, m1 = 0.0116,
m2 = 1.83× 105, m3 = 0.0106, m4 = 2.62, m5 = 0.555.
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Fig. 2. Histogram and linear/linear rational histopolant corresponding to the ﬁrst mesh in Table 2.
Fig. 3. Histogram and linear/linear rational histopolant corresponding to the second mesh in Table 2.
In the next example we took also the mesh xi = i, i = 0, . . . , 5, and the histogram heights z1 = 100,
z2=200, z3=300, z4=400, z5=500. The initial values were taken asm0=100 (ﬁxed),m01=1,m02=101,
m03 = 1, m04 = 101, m5 = 100 (ﬁxed). The matrix 	 ′(m0) has the (maximal by modulus) eigenvalue 7.66
which is the spectral radius of 	 ′(m0). Thus, 	 could not be contractive in the neighborhood of m0 with
respect to some norm in Rn+1.
Any considered example was tested with ordinary iterations and Seidel’s method. Linear convergence
with a quotient between 12 and
2
3 was observed.This rate determines the number of steps depending directly
on required precision.Aitken’s transform accelerated considerably the convergence but Newton’s method
nearby the solution being easy to implement, could be recommended.
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