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Lorsqu’on réalise une analyse des données dans le cadre d ’une enquête, on est souvent 
confronté au problème des données manquantes. L’une des solutions les plus fréquem­
ment utilisées est d ’avoir recours aux méthodes d ’im putation simple. M alheureusement, 
ces méthodes souffrent d ’un handicap im portant : les estimations courantes basées sur 
les valeurs observées et imputées considèrent à to rt les valeurs imputées comme des 
valeurs connues, bien qu’une certaine forme d’incertitude plane au sujet des valeurs à 
imputer. En particulier, les intervalles de confiance pour les paramètres d ’intérêt ba­
sés sur les données ainsi complétées n’incorporent pas l’incertitude qui est attribuable 
aux valeurs manquantes. Les méthodes basées sur le rééchantillonnage et l’im putation 
multiple — une généralisation de l’imputation simple — s’avèrent toutes deux des so­
lutions courantes convenables au problème des données manquantes, du fait qu ’elles 
incorporent cette incertitude. Une alternative consiste à avoir recours à l’im putation 
multiple à deux niveaux, une généralisation de l’im putation multiple (conventionnelle) 
qui a été développée dans la thèse que Shen [51] a rédigée en 2000 et qui perm et 
d ’exploiter les situations où la nature des valeurs manquantes suggère d ’effectuer la 
procédure d’imputation en deux étapes plutôt qu ’en une seule. Nous décrirons ces mé­
thodes d ’analyse des données incomplètes qui incorporent l’incertitude attribuable aux 
valeurs manquantes, nous soulèverons quelques problématiques intéressantes relatives 
au recours à ces méthodes et nous y proposerons des solutions appropriées. Finalement, 
nous illustrerons l’application de l’imputation multiple conventionnelle et de l’im puta­
tion multiple à deux niveaux au moyen d ’exemples simples et concrets.
M o ts  clés : imputation multiple conventionnelle, imputation multiple à deux 
niveaux, méthodes basées sur le rééchantillonnage, incertitude, valeur m anquante.
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INTRODUCTION
Lorsqu’on réalise une analyse des données dans le cadre d ’une enquête, on est sou­
vent confronté au problème des données manquantes : erreurs dans le traitem ent de 
l’information, refus ou incapacité des individus à répondre au questionnaire dans son 
ensemble (non-réponse to ta le) ou à certaines questions (n on-réponse p artie lle), 
etc. Par exemple, la figure 1 représente un ensemble de données incomplètes, où l’on 
a préalablement demandé à cinq adolescents sherbrookois, âgés de 12 à 17 ans et sé­
lectionnés au hasard, s’ils ont déjà consommé (1) de l’alcool (2) du tabac et (3) de la 
drogue, et où ? désigne une valeur manquante.
1 2 3
1 Oui Oui ?
2 Oui ? ?
3 Non Non Non
4 Oui ? ?
5 Oui Non Non
Figure 1 -  Ensemble de données incomplètes.
Le problème des données manquantes peut être une menace importante à la validité 
des résultats issus d ’analyses statistiques. Il est encore de nos jours un enjeu auquel les 
chercheurs doivent être sensibilisés, et cela, pour diverses raisons. Premièrement, c’est, 
à notre avis, un sujet qui est encore trop peu abordé dans la formation académique 
des chercheurs. Deuxièmement, dans leurs articles scientifiques publiés à ce jour, les 
chercheurs font peu état, dans leur méthodologie, de la méthode de traitem ent des 
données manquantes et même de la proportion d ’information manquante dans leurs
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ensembles de données. Enfin, la facilité d ’utilisation des logiciels d ’analyse statistique 
permet aux chercheurs d ’effectuer leurs analyses sans même se soucier de la présence 
de données manquantes dans leurs ensembles de données.
Puisque chaque méthode courante d ’analyse des données incomplètes doit respecter ses 
propres conditions d ’utilisation, aucune méthode ne peut être qualifiée de «meilleure» 
pour traiter le problème des données manquantes. Comme le remarque Allison [2 ], la 
meilleure solution au problème des données manquantes serait plutôt d ’en avoir aucune !
De nos jours, l’une des méthodes à laquelle les chercheurs ont recours le plus fréquem­
ment sont les méthodes d ’imputation simple (IS) comme l’imputation par la régression 
linéaire avec résidus aléatoires. Malheureusement, ces méthodes souffrent d ’un handi­
cap im portant : les estimations courantes basées sur les valeurs observées et imputées 
considèrent à tort les valeurs imputées comme des valeurs connues, bien qu ’une cer­
taine forme d ’incertitude plane au sujet des valeurs à imputer. Les inférences sur les 
paramètres basées sur les données ainsi complétées n’incorporent donc pas l’incertitude 
(variabilité additionnelle) qui est attribuable aux valeurs manquantes, et ce, même si 
la méthode d ’IS est choisie judicieusement et si elle génère des valeurs imputées de 
manière aléatoire. À moins que la proportion de valeurs manquantes soit très faible, 
cette solution engendre notamment une surestimation im portante de la précision des 
estimateurs de paramètres.
Et alors si les méthodes d ’IS s ’avèrent inadéquates pour tenir compte de l’incertitude 
attribuable aux valeurs manquantes, quelles alternatives s ’offrent à nous ? Les méthodes 
basées sur le rééchantillonnage et l’im putation multiple (IM) s’avèrent toutes deux des 
solutions plus générales, courantes et convenables au problème des données m anquan­
tes, du fait qu’elles incorporent cette incertitude. L’idée à l’origine des méthodes basées 
sur le rééchantillonnage consiste d ’abord à appliquer à répétition les procédures d ’im­
putation aléatoire et d ’estimation aux répliques générées lors du rééchantillonnage, et 
ensuite à réaliser une inférence commune sur le param ètre d ’intérêt basée sur les diffé­
rentes estimations obtenues. L ’IM, elle, est basée essentiellement sur le même principe ;
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toutefois les procédures d ’imputation aléatoire et d ’estimation sont appliquées directe­
ment à l’ensemble original des données incomplètes, évitant d ’avoir recours à une étape 
de rééchantillonnage. Nous verrons notamment que l’IM est une généralisation de l’IS. 
Une alternative consiste à avoir recours à l’IM à deux niveaux, une généralisation de 
l’IM (conventionnelle) qui a été développée dans la thèse que Shen [51] a rédigée en 
2 0 0 0  et qui permet d ’exploiter les situations où la nature des valeurs m anquantes sug­
gère d ’effectuer la procédure d ’imputation en deux étapes plutôt qu’en une seule. Dans 
ce contexte, le but de ce mémoire est de décrire ces méthodes, de soulever quelques 
problématiques intéressantes relatives au recours à ces méthodes ainsi que de proposer 
des pistes de solution appropriées, et d ’illustrer l’application de l’IM conventionnelle et 
à deux niveaux au moyen d’exemples concrets.
Après avoir défini au chapitre 1 certaines notions préalables à la compréhension de 
ce mémoire, nous décrirons au chapitre 2  quelques méthodes courantes d ’analyse des 
données incomplètes qui figurent parmi les plus fréquemment utilisées mais qui n ’incor­
porent pas l’incertitude attribuable aux valeurs manquantes, en particulier les méthodes 
d ’IS, en plus de définir formellement ce concept d ’incertitude. Deux chapitres entiers, 
les chapitres 3 et 4, seront ensuite consacrés à la description des méthodes basées sur le 
rééchantillonnage et de l’IM. Nous préciserons, pour chacune de ces méthodes, la ma­
nière dont l’incertitude attribuable aux valeurs manquantes sera incorporée à travers 
l’inférence qui en découle. Puis nous présenterons au chapitre 5 l’IM à deux niveaux. 
Nous réaliserons également dans ce chapitre une analyse critique de la présentation de 
l’IM à deux niveux telle que décrite dans Shen [51], ce qui perm ettra notam m ent de 
mettre de l’avant nos contributions ainsi que celles de certains statisticiens comme Harel 
[14] qui a, entre autres, proposé, contrairement à Shen [51], des estimateurs appropriés 
des proportions d’information manquante sur le paramètre d ’intérêt. Enfin, nous illus­
trerons au chapitre 6  l’application de PIM conventionnelle et de PIM à deux niveaux en 




Dans ce chapitre, nous établissons les bases nécessaires à la compréhension des sections 
ultérieures. Plusieurs concepts et résultats sont empruntés à Little et Rubin [23]. Voici 
d ’abord quelques expressions que nous utiliserons par la suite.
D éfin ition  1.1. Une donnée m anquante est une donnée dont aucune valeur n ’est 
observée sur une variable pour une certaine unité statistique, alors qu’il serait logique 
d ’observer une telle valeur.
D éfin ition  1.2. Un ensem ble de données incom plètes est un ensemble de données 
dont certaines sont manquantes.
Dans ce mémoire, nous désignons un ensemble de données incomplètes composé de 
n  unités statistiques échantillonnées sur lesquelles sont mesurées K  variables par la 
matrice Y  = (yZJ) de dimension n  y. K .
D éfin ition  1.3. Un ensem ble de données com plètes (ou im putation^ est un
ensemble de données dont toutes les valeurs sont soit observées soit imputées.
Nous aurons également besoin d ’utiliser une notation non courante pour désigner la 
distribution de Student non standard.
D éfin ition  1.4. Soit une variable aléatoire G qui suit une distribution t(v), où t{v) 
désigne la distribution de Student à v degrés de liberté. On dira que la variable aléa­
toire H  =  \/bG  + a suivra une distribution de Student de paramètre de position a, de 
paramètre d ’échelle b et de degrés de liberté v, et on notera cette distribution t(a ,b ,v ).
R em arques 1.5.
a) La définition 1.4 revient à dire que H  suit une distribution t(a , b, v) si et seulement 
si (H  — a )/\ /b  suit une distribution t(v).
b) En particulier, £(0, l ,v )  = t(v).
1.1 M écanismes d ’absence des données
Les chercheurs doivent comprendre le mécanisme qui cause le type de données man­
quantes auquel ils font face, puisque l’efficacité des méthodes de traitem ent des données 
manquantes est directement reliée à ce mécanisme (Little et Rubin [23]). Les méca­
nismes qui expliquent la présence de données manquantes ont été définis la première 
fois par Rubin en 1976. Ils perm ettent de justifier pourquoi certaines valeurs sont man­
quantes dans l’ensemble des données et que d ’autres ne le sont pas. Afin de distinguer 
les différents types de mécanismes d ’absence des données, désignons par M  = (m y ) la 
matrice indicatrice des valeurs manquantes de dimension n  x K  associée à l’ensemble 
des données incomplètes représenté par la matrice Y  =  (y^) de dimension n  x K , où 
mij vaut .1, si y^ est manquante, ou 0 , sinon. Désignons par f(M\Y,4>) la distribution 
conditionnelle de M  étant donné Y ,  où 4> est un paramètre inconnu et relatif à M .
D éfin ition  1.6. On dispose d ’un m écanism e d ’absence des données de ty p e  
M C A R  (missing completely at random), si l ’absence des données ne dépend ni des 
valeurs observées ni des valeurs manquantes de la matrice Y , c ’est-à-dire lorsque
f(M \Y,cf)) = f{M \(p), pour tout Y, (p.
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En d’autres mots, lorsque le mécanisme d ’absence des données est de type MCAR, la 
probabilité que les valeurs d ’une variable de l’ensemble des données incomplètes original 
soient manquantes ne dépend ni des autres valeurs de cette variable ni des valeurs des 
autres variables. Afin de définir les autres mécanismes d ’absence des données, désignons 
yob8 l’ensemble des valeurs observées de Y  et Emis l’ensemble des valeurs m anquantes 
de Y . On peut alors écrire Y  =  (Y0bs> Ynis)-
D éfin ition  1.7. On dispose d ’un m écanism e d ’absence des données de ty p e
M A R  (missing at random), si ce mécanisme est de type M C AR ou si l ’absence des 
données dépend uniquement de y>bs et non de YmjS, c ’est-à-dire lorsque
f(M \Y , 4>) = f(M \Y obs,<f)), pour tout Ymis,(f).
Remarquons que l’hypothèse MAR est moins restrictive que l’hypothèse MCAR.
D éfin ition  1.8. On dispose d ’un m écanism e d ’absence des don nées de ty p e  
N M A R  (not missing at random), si l ’absence des données dépend au moins de YniS.
L’exemple suivant perm ettra de bien distinguer ces trois types de mécanismes.
E xem ple 1.9. Supposons que l’indice de masse corporelle (IMC) Yi d ’un échantillon 
de n = 3 patients sujets à souffrir d ’obésité soit mesuré en janvier. Certains de ces 
patients doivent retourner chez leur médecin pour faire mesurer de nouveau leur IMC 
Y2 en mars, tandis que d ’autres n ’ont pas à y retourner. Le tableau 1.1 présente les 
valeurs de Yî mesurées sur les trois patients ainsi que les valeurs de Y2 que l’on observe 
après avoir appliqué trois types différents de mécanismes d’absence des données. Dans 
la première situation, supposons que le seul patient dont l’IMC a été mesuré en mars 
ait été sélectionné au hasard parmi les trois patients mesurés en janvier. Le mécanisme 
d ’absence des données est alors de type MCAR. Dans la deuxième situation, supposons 
que nous ayons décidé de mesurer en mars l’IMC des deux patients dont l’IMC en 
janvier était supérieur ou égal à 30 (une valeur qui pourrait perm ettre de diagnostiquer 
l’obésité). Le mécanisme d ’absence des données est alors de type MAR. Enfin, dans la
troisième situation, supposons que nous ayons mesuré en mars l’IMC des trois patients 
et que nous ayons décidé d ’inscrire dans l’ensemble des données seulement les valeurs 
de l’IMC, en mars, supérieures ou égales à 30. Le mécanisme d ’absence des données est 
alors de type NMAR.
r2
Y MCAR MAR NMAR
31 ? 29 ?
29 31 ? 31
32 ? 33 33
Tableau 1.1 -  IMC des n = 3 patients mesurés en janvier et en mars, où les valeurs 
manquantes sont générées à l’aide de trois mécanismes d ’absence des données différents.
Puisqu’aucune procédure ne peut véritablement distinguer les mécanismes d ’absence des 
données de type MAR et NMAR (Graham [12]), certains auteurs utilisent uniquement 
la notion d’ignorabilité l , c’est-à-dire d ’établir si le mécanisme d ’absence des données 
est ignorable2 ou non, plutôt que discriminer entre MAR et NMAR. Désignons f {Y \ 9)  
la distribution de Y  indexée par un paramètre inconnu 9. Nous introduisons la notion 
d ’ignorabilité à l’aide de la définition 1.10 dont la formulation de la deuxième condition 
tient compte de l’approche (classique ou bayésienne) utilisée pour faire de l’inférence 
sur le paramètre d ’intérêt 9. À cette fin, désignons par p(9, (f>) la distribution a priori 
conjointe de 9 et <fi, par p(9) la distribution a priori de 6 et par p(<p) la distribution 
a priori de <f>.
D éfin ition  1.10. Un m écanism e d ’absence des données ignorable est un méca­
nisme d ’absence des données qui satisfait aux deux conditions suivantes :
1. il est de type M AR ;
2. (a) Si l ’approche classique est utilisée pour faire de l ’inférence sur 9, alors Vespace-
paramètre conjoint de (9 , <fi) est le produit des espaces-paramètre de 9 et de (p.
1. Nous employons le terme «ignorabilité» pour désigner un concept qui peut être ignoré.
2. Nous employons le terme «ignorable» pour désigner quelque chose que l’on peut ignorer, négliger.
(b) Si l ’approche bayésienne est utilisée pour faire de l ’inférence sur 6, alors 0 
et ({) sont indépendants a priori, dans la mesure où p{9,(/)) = p(9)p(<f>).
R em arques 1.11.
a) Concrètement, la condition 2 de la définition 1.10 signifie que la connaissance des 
valeurs de 9 ne donne aucune information additionnelle sur <j>, et vice versa.
b) La condition 2 (b) de la définition 1.10 est plus forte que la condition 2 (a), puisque 
pour être indépendants a priori, 9 et <fr doivent être préalablement distincts.
c) Selon Rubin [36], la définition 1.10 revient à dire qu’un mécanisme d ’absence 
des données est ignorable, si essentiellement chaque non-répondant adm et les 
mêmes caractéristiques que les répondants qui possèdent les mêmes valeurs des 
variables com plètem ent observées (variables qui ne présentent que des valeurs 
observées). À l’inverse, un mécanisme d ’absence des données n’est pas ignorable, 
s’il existe une différence systématique entre les répondants et les non-répondants 
qui possèdent les mêmes valeurs des variables complètement observées.
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CHAPITRE 2 
Méthodes courantes d’analyse des 
données incomplètes
La manière la plus simple de traiter le problème des données manquantes consiste à 
faire appel à des méthodes de réduction courantes basées sur les valeurs observées, mé­
thodes que nous présentons à la section 2.1. Des méthodes plus efficaces seront décrites 
à la section 2.2, dont les méthodes d ’IS. Ces dernières comptent parmi les méthodes les 
plus fréquemment utilisées en pratique en raison de leurs avantages im portants com­
parativement aux autres méthodes. Nous verrons qu’un des rares inconvénients des 
méthodes d’IS réside dans le fait qu’elles n ’incorporent malheureusement pas l’incerti­
tude attribuable aux valeurs manquantes, un concept im portant que nous définirons à 
la section 2.3. Nous terminerons en proposant à la section 2.4 des méthodes basées sur 
les méthodes d ’IS et qui incorporent, elles, cette incertitude.
2.1 M éthodes de réduction courantes
Les données manquantes ont longtemps été considérées comme une nuisance à l’analyse 
des données et on a longtemps préféré ne pas en tenir compte. Même encore aujourd’hui,
quand vient le temps d ’analyser des données lorsque certaines sont manquantes, bien 
des gens ont comme réaction de faire appel à des méthodes de réduction courantes 
basées sur les valeurs observées. On présente ici deux de ces méthodes : la méthode 
d’analyse CC et la méthode basée sur les unités statistiques disponibles.
2.1.1 M éth od e d ’analyse CC
Plusieurs traitent le problème des données m anquantes en ayant recours systém ati­
quement à une méthode qui consiste à éliminer toutes les unités statistiques qui ont 
des valeurs manquantes pour une ou plusieurs variables impliquées dans l’analyse. On 
appelle cette façon de faire la m éth od e d ’analyse CC (complete-case analysis ou 
listwise deletion). C’est d ’ailleurs la démarche q u ’appliquent par défaut la p lupart des 
logiciels de traitem ent statistique les plus couramment utilisés.
La méthode d ’analyse CC est une solution fréquemment utilisée pour tra iter le pro­
blème des données manquantes. Cette méthode est simple et rapide, car les procédures 
d ’analyse courantes qui requièrent des données complètes peuvent être appliquées sans 
modification. Mais elle est efficace seulement lorsque la quantité de valeurs manquantes 
est petite, auquel cas elle s’avère une solution peu coûteuse et rapide. Elle comporte 
par contre plusieurs désavantages im portants qui la rendent souvent inintéressante :
1 . elle permet de révéler seulement les caractéristiques des répondants plu tôt que 
celles de l’ensemble de la population.
2 . elle admet une perte de précision et un gaspillage d ’information, lorsque la quan­
tité de valeurs manquantes est grande ou lorsque l’étude porte sur une quantité 
im portante de variables, puisque dans ces situations, une quantité substantielle 
d ’unités statistiques sont alors supprimées de l’analyse. La réduction de la taille 
de l’échantillon a notamment pour effet de diminuer la puissance des tests d ’hy­
pothèses statistiques, et du coup d ’augmenter la probabilité de commettre une 
erreur de type II, qui consiste à accepter à tort l ’hypothèse nulle.
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3. elle entraîne la présence de biais im portants sur les paramètres à estimer, lorsque 
le mécanisme d’absence des données n ’est pas de type MCAR;
2.1.2 M éth od e basée sur les u n ités sta tis tiq u es  d isponib les
Une variante naturelle de la méthode d ’analyse CC consiste à ne retenir que les unités 
statistiques dont la valeur de la variable d ’intérêt est observée. Cette méthode est 
appelée m éth od e basée sur les un ités sta tistiq u es d ispon ib les (available-case 
analysis ou pairwise deletion). Cette méthode est préférable à  la méthode d ’analyse CC, 
puisque toutes les unités statistiques disponibles sont mises à contribution. Toutefois, 
l’échantillon varie en fonction de la variable d ’intérêt.
2.2 M éthodes plus efficaces
La littérature au sujet des méthodes d ’analyse des données incomplètes a véritablement 
débuté au début des années 1970 avec les avancées technologiques du calcul numérique 
effectué à l’ordinateur. Pour plusieurs statisticiens, une bonne méthode d ’analyse des 
données incomplètes est une méthode qui traite  adéquatement la non-réponse sous 
toutes ses formes. En particulier, c’est une méthode qui perm et de démontrer à quel 
point l’inférence que l’on obtient en utilisant seulement les données observées peut être 
différente de celle que l’on aurait obtenue s’il n ’y avait pas eu de valeurs manquantes. 
Little et Rubin [23] ont proposé en 2002 trois catégories de méthodes non mutuelle­
ment exclusives et généralement plus efficaces que les méthodes de réduction courantes 
présentées à la section 2 .1  :
1 . les méthodes de repondération ;
2 . les méthodes d ’IS ;
3. les méthodes où les inférences sont basées sur la fonction de vraisemblance ou la
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distribution a posteriori sous le modèle des données l .
2.2.1 M éth od es de repondération
Lorsqu’on analyse un ensemble de données incomplètes, ce sont aux méthodes de repon­
dération — des variantes de la méthode d ’analyse CC — auxquelles on a le plus souvent 
recours en pratique pour traiter la non-réponse totale. Les méthodes de repondération 
consistent à accorder plus d ’importance à certaines valeurs observées de la variable d ’in­
térêt afin de combler l’absence de certaines autres valeurs. Pour ce faire, on augmente 
les poids d’échantillonnage de certaines unités statistiques dont la valeur de la variable 
d ’intérêt est observée. Le recours à des repondérations a pour but de représenter au tan t 
les valeurs observées que les valeurs manquantes. En plus de traiter la non-réponse to­
tale, les méthodes de repondération réduisent le biais de la méthode d’analyse CC par la 
présence de poids d ’échantillonnage (Little et Rubin [23]). P ar contre, elles possèdent 
un inconvénient im portant : elles ignorent encore une fois les unités statistiques qui 
présentent de la non-réponse. Elles entraînent donc une augmentation de la variance 
des estimateurs de paramètres, et elles sont utiles plus souvent qu’autrem ent lorsque 
l’information sur les covariables complètement observées est limitée et lorsque la taille 
de l’échantillon est grande (Little et Rubin [23]).
2.2.2 M éthodes d ’im pu tation  sim ple
Une des manières les plus simples qui résoud le problème de la réduction des données est 
d ’avoir recours à des méthodes basées sur l’IS, c’est-à-dire des méthodes qui consistent 
à remplacer chaque valeur manquante par une valeur dite «imputée». L’IS est souvent 
utilisée pour tra iter la non-réponse partielle qui survient dans le cadre d ’une enquête.
1. On retrouve parmi ces méthodes : la méthode basée sur l’estimation du maximum de vraisem­
blance, les méthodes basées sur la factorisation de la vraisemblance, les méthodes itératives comme 
l’algorithme espérance-maximisation (EM), les méthodes itératives bayésiennes de simulation comme 
l’augmentation de données, etc.
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L’IS possède plusieurs avantages im portants :
1 . elle permet l’utilisation des méthodes courantes d ’analyse qui requièrent des don­
nées complètes ;
2 . elle permet l’utilisation de l’information additionnelle détenue par l’organisme res­
ponsable de la production des données (par exemple, Statistique Canada) au sujet 
du mécanisme d ’absence des données, information que l’organisme qui effectue ul­
térieurement l’analyse des données (par exemple, le ministère des finances et de 
l’énonomie du Québec) ne détient généralement pas en raison de contraintes d ’es­
pace dans les fichiers de données ou de contraintes de confidentialité (Rubin[37]).
3. contrairement à la méthode d ’analyse CC,
(a) elle permet de conserver toute l’information contenue dans les données obser­
vées, plutôt que de supprimer l’information qu’auraient apportée les unités 
statistiques qui présentent de la non-réponse et qui auraient donc été rejetées 
lors de l’application de la méthode d ’analyse CC ;
(b) elle tend à produire des estimateurs moins biaisés.
En raison de ces avantages im portants, nous portons m aintenant notre attention sur 
l’IS, une approche couramment utilisée en pratique au problème des données m anquan­
tes. L’une des méthodes d ’IS la plus couramment utilisée en raison de sa simplicité 
s ’appelle l’im p utation  non cond itionn elle  à l’a ide de la  m oyenne g lob a le . Elle 
consiste à imputer chaque valeur manquante d ’une variable par la moyenne des valeurs 
observées de cette variable. Mais l’im putation par la moyenne entraîne un problème 
im portant : la sous-estimation des variances des estimateurs des paramètres à l’étude. 
On parvient à atténuer ce problème en im putant les valeurs manquantes par des moyen­
nes conditionnelles, c’est-à-dire en répartissant d’abord les valeurs manquantes et les 
valeurs observées de la variable d ’intérêt dans différentes cellules d ’ajustem ent qu’on 
prend soin de déterminer en fonction des valeurs observées des variables impliquées dans 
l’étude, et en im putant ensuite chaque valeur m anquante non pas par la moyenne glo­
bale, mais par la moyenne des valeurs observées de la cellule d ’ajustement dans laquelle
13
se retrouve cette valeur manquante. Cette méthode s’appelle l’im p u tation  con d ition ­
nelle à l’aide de la m oyenne. À titre d ’exemple, l’im putation à  l’aide de la régression 
linéaire (Little et Rubin [23], p. 62) est une méthode d ’IS conditionnelle à l’aide de la 
moyenne.
Mais peu importe si l’on décide d ’im puter conditionnellement ou non à l’aide de la 
moyenne, un problème survient : les distributions marginales et les mesures de covaria­
tion calculées en présence de données complètes sont déformées, ce qui provoque par le 
fait même, entre autres, la sous-estimation des variances des estimateurs de paramètres. 
Pour corriger la situation, on peut avoir recours à une méthode qui consiste à im puter 
les valeurs manquantes par des tirages aléatoires calculés à partir de la  d istr ib u ­
tion  prédictive des valeurs m anquantes, au lieu d ’im puter par des valeurs situées 
exclusivement au centre de cette distribution. Par exemple, l’im putation à l’aide de la 
régression linéaire avec résidus aléatoires (Little et Rubin [23], p. 65) est une méthode 
d’IS qui consiste à effectuer des tirages aléatoires conditionnels de la distribution pré­
dictive des valeurs manquantes. Une autre façon de faire consiste à recourir à un cas 
particulier des méthodes par donneur appelée «m éth od e  du hot deck», méthode qui 
consiste à tirer un échantillon aléatoire simple avec remise de taille r  parmi l’ensemble 
des valeurs observées A r, qui agissent à titre de donneurs, et d ’imputer chaque valeur 
manquante (receveur) y, par l’une de ces valeurs, y* = yj, où j  G Ar.
Parmi les autres méthodes d ’IS les plus couramment utilisées, on retrouve : l’im putation 
cold deck, l’imputation par l’estimateur du maximum de vraisemblance, l’im putation à 
l’aide de l’algorithme EM et l’im putation composite (Little et Rubin [23]).
2.3 Incertitude attribuable aux valeurs m anquantes
Les méthodes d ’IS présentent cependant un handicap im portant : les inférences sur les 
paramètres basées sur les données complètes ne tiennent pas compte de l’incertitude 
(variabilité additionnelle) attribuable aux valeurs manquantes, et ce, peu importe si la
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méthode d ’imputation utilisée pour traiter la non-réponse partielle est choisie de ma­
nière judicieuse et si elle génère des valeurs imputées de manière aléatoire. En d ’autres 
mots, l’analyse des données complètes ne fait pas la distinction entre les valeurs obser­
vées et les valeurs imputées, bien qu’une certaine forme d ’incertitude plane au sujet des 
valeurs à imputer pour les valeurs manquantes. Les analyses courantes des données com­
plètes considèrent à tort les valeurs imputées comme des valeurs connues. Les valeurs 
imputées sont plutôt des réponses prédites qui ajoutent de l’incertitude à l’estimation 
des param ètres2. Lorsque la proportion de valeurs manquantes est faible, comme par 
exemple lorsqu’elle est inférieure à 0,05, les inférences basées sur l’IS pour l’estima­
tion d ’un paramètre peuvent être assez précises. Autrement, sans mesure de correction 
additionnelle, les inférences basées sur l’IS tendent à surestimer la précision des esti­
mateurs. Nous définissons ici formellement cette notion d ’incertitude attribuable aux 
valeurs manquantes.
D éfin ition  2.1. L ’incertitude attrib uab le au x  valeurs m anquantes 3 est le degré 
d ’incertitude relié au fait qu’on considère à tort connue et fixe la valeur imputée de 
chaque valeur manquante en employant une méthode d ’IS.
L’incertitude attribuable aux valeurs manquantes se sépare en deux composantes :
1. l’incertitude intra-m odèle (ou variabilité d ’échantillonnage intra-modèle), c’est- 
à-dire l’incertitude attribuable aux valeurs manquantes sous un même modèle 
d ’imputation, en d ’autres mots lorsqu’un seul modèle est utilisé pour l’im putation. 
C ’est l’incertitude qui est attribuable au fait que, pour chaque valeur manquante, 
on décide de considérer à to rt connue et fixe la valeur imputée qui a été sélec­
tionnée parmi l’ensemble de toutes les valeurs possibles que le modèle aurait pu 
générer pour imputer cette valeur manquante.
2 . l’incertitude inter-m odèle, c’est-à-dire l’incertitude attribuable au choix du 
modèle d ’imputation.
2. La notion d’incertitude, ici, est bien différente de la notion d’erreur d’échantillonnage.
3. Les termes imputation variance (Kim et Fuller [20] ; Wolter [57]) et imputation uncertainty (Little 
et Rubin [23] ; Andridge et Little [3]) sont également utilisés dans la littérature.
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C ’est l’incertitude qui est attribuable au fait que, pour chaque valeur manquante, 
on décide de considérer à to rt connue et fixe le modèle qui a été sélectionné parmi 
l’ensemble de tous les modèles qui auraient pu être utilisés pour im puter cette 
valeur manquante. Nous incluons également dans cette incertitude l’in certitu d e  
attribuable au choix des param ètres du m odèle  d ’im p u tation , c’est-à- 
dire l’incertitude qui, même lorsque le choix du modèle a déjà été fait, subsiste 
toujours au sujet des paramètres inconnus associés à ce modèle. Par exemple, 
même lorsqu’on décide d ’imputer les valeurs manquantes à l’aide d ’un modèle 
de régression linéaire, une incertitude plane toujours au sujet des param ètres 
(coefficients de régresison) que l’on peut utiliser.
Puisque les inférences basées sur les données complétées à l’aide d ’une méthode d ’IS ne 
tiennent compte de ni l’une ni l’autre des deux composantes de l’incertitude attribuable 
aux valeurs manquantes, des problèmes surviennent alors :
- les écarts-types des estimateurs de paramètres calculés à partir des données com­
plètes sont systématiquement sous-estimés, et ce, même si les modèles d ’im puta­
tion sont correctement définis ;
- les niveaux critiques des tests d ’hypothèses sont trop pe tits  ;
- les intervalles de confiance pour les paramètres à estimer sont trop étroits.
L’incertitude attribuable aux valeurs manquantes étant une caractéristique latente, 
c’est-à-dire qu’elle ne peut être mesurée exactement à l’aide de formules explicites, nous 
nous contenterons de considérer des méthodes d ’analyse des données qui l’incorporent.
2.4 M éthodes qui incorporent l ’incertitude attribuable  
aux valeurs m anquantes
Afin d ’analyser correctement un ensemble de données incomplètes, il est plus qu’impor­
tan t de considérer des méthodes qui produisent des inférences valides, c’est-à-dire des
16
méthodes qui perm ettent d ’estimer correctement le param ètre d ’intérêt et la variance 
de cet estimateur, tout en incorporant l’incertitude attribuable aux valeurs manquan­
tes. Harel [14] et Graham [13] qualifient de «modernes» et d’«améliorées» ces méthodes 
comparativement aux méthodes que nous avons décrites précédemment, qu’ils qualifient 
d ’«anciennes» et d ’«ad hoc». Little et Rubin [23] ont relevé en tout quatre catégories 
de méthodes qui incorporent l’incertitude attribuable aux valeurs manquantes :
1 . les méthodes basées sur la construction de formules explicites de la variance d ’es­
tim ateurs de paramètres, qui dépendent de la méthode d ’im putation utilisée et 
qui tiennent compte de la non-réponse ;
2 . les méthodes basées sur certaines modifications des méthodes d ’im putation, qui 
perm ettent de calculer des estimateurs valides de la variance en utilisant qu’un 
seul ensemble de données complètes ;
3. les méthodes basées sur le rééchantillonnage ;
4. l’IM.
Considérant que, en ce qui concerne la première catégorie de méthodes, il est difficile de 
déterminer des estimateurs explicites de paramètres lorsque le plan d’échantillonnage est 
complexe ou lorsque le mécanisme d ’absence des données est complexe (Little et Rubin 
[23]), et considérant, en ce qui concerne la deuxième catégorie de méthodes, que d ’une 
part, son application ne peut se faire que dans un cadre bien précis où les estim ateurs des 
paramètres doivent être non corrélés entre eux, ce qui restreint le champ d ’application 
de cette catégorie de méthodes, et que d ’autre part, les modifications apportées aux 
méthodes d ’imputation peuvent compromettre la qualité même des estim ateurs (Little 
et Rubin [23]), nous avons donc choisi de porter notre attention sur les deux dernières 
catégories de méthodes. C’est pourquoi nous décrirons ces dernières aux chapitres 3 et 4.
R em arques 2.2.
a) Par souci de simplicité, nous supposons, dans tou t ce mémoire, que la taille de la 
population est beaucoup plus grande que celle de l’échantillon, ce qui perm ettra
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d ’exprimer les estimateurs de la variance sans facteur de correction pour une 
population finie.
b) Puisque dans bien des situations où l’on doit estimer un paramètre, il est plus 
im portant de minimiser le biais attribuable à la non-réponse que la variance de 
l’estimateur, nous supposons dans les chapitres 3 à 6  que la technique d ’ajustem ent 
de l’analyse des données pour la non-réponse totale, par exemple une méthode 
de repondération, réussit bel et bien à éliminer la partie du biais de l’estim ateur 
du paramètre attribuable à la non-réponse totale. Nous supposons également, 
pour des raisons de simplicité, que la méthode d ’im putation utilisée pour tra iter 
la non-réponse partielle, fournit des estimateurs de paramètres essentiellement 
non biaisés, ce qui nous permet de nous concentrer sur l’étude des méthodes 
d ’analyse des données incomplètes, qui incorporent l’incertitude attribuable aux 




Méthodes basées sur le 
rééchantillonnage
3.1 Introduction
L’idée à l’origine des méthodes basées sur le rééchantillonnage, consiste d ’abord à ap­
pliquer de manière répétitive les procédures d ’im putation aléatoire et d ’estimation, à 
différentes répliques de l’ensemble des données incomplètes original générées lors d ’une 
étape préliminaire de rééchantillonnage, et ensuite à réaliser une inférence commune sur 
le param ètre d ’intérêt basée sur les différentes estimations obtenues. C ette approche au 
problème des données manquantes est récente, les premiers développements é tan t ap­
paru seulement il y a une vingtaine d ’années. Rao et Shao [29], Rao [28], Fay [9], Shao, 
Chen et Chen [49], Shao [48] ainsi que Little et Rubin [23] abordent également cette 
approche. Nous verrons que les méthodes basées sur le rééchantillonnage incorporent 
les deux composantes de l’incertitude attribuable aux valeurs manquantes. Il existe 
plusieurs méthodes de rééchantillonnage. Nous décrirons à la section 3.2 des méthodes 
basées sur les méthodes de rééchantillonnage les plus fréquemment utilisées dans les 
enquêtes : le Bootstrap et le Jackknife. Nous fournirons les hypothèses de ces méthodes
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à la section 3.3, nous relèverons les avantages et inconvénients de ces méthodes à la 
section 3.4 et nous comparerons brièvement ces méthodes à la section 3.5. Plusieurs 
résultats de ce chapitre sont empruntés de Little et Rubin [23].
3.2 Description des m éthodes
3.2.1 Le B ootstrap
Soit 9 un estim ateur d ’un paramètre 9 calculé à partir d ’un ensemble Y  de données 
complètes composé de n unités statistiques échantillonnées et indépendantes. Soit 
le be sous-échantillon (ou réplique bootstrap ) obtenu de Y  à l’aide d ’un plan d ’échan­
tillonnage aléatoire simple avec remise de taille n. En posant m f '1 le nombre de fois où 
l’unité statistique i est incluse dans la réplique bootstrap S^ b\  les B répliques bootstrap 
sont générées de manière indépendante comme suit :
( m f , . . .  ,m ^ )  ~  M N O M {n\ (n -1 , . . .  b =  l , . . . , B  (3.1)
qui est la distribution multinomiale pour un ensemble de n unités statistiques qui pos­
sèdent chacune une probabilité n~l d ’être échantillonnée, et ce, dans chacune des B  ré­
pliques bootstrap. Après avoir généré les rrif* à partir de (3.1), ce qui attribue à l’unité 
statistique i le poids m f \  on peut alors poser 0(b), un estim ateur de 9 qui est obtenu en 
appliquant à la procédure d ’estimation originale 9, c’est-à-dire 9^  = Ô (S^). Soit 
0(i) > • • • > 0(B) les B  estimateurs obtenus en répétant cette procédure B  fois.
L’estim ateur b ootstrap  de 6  est alors donné par :
1 B
9b,boot =  -g ^ 2  ®(b)' (3-2)
6=1
L’estim ateur b ootstrap  de la variance de 0B,boot est quant à lui défini par :
1 B 2 
Tb ,boot =  — (0 (6) — 0J3,boot) ■ (3.3)
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P ropriété 3.1. Sous certaines conditions, on peut montrer que, lorsque B  oc et 
n —> oo, Tb,boot est un estimateur convergent de la variance de 6 3 ,boot-
Démonstration. Voir Shao et Tu [50], section 3.2.2. □
Les deux lemmes suivants fournissent des intervalles de confiance bootstrap pour 9.
Lem m e 3.2. Si la distribution des 0^) est approximativement normale, alors un inter­
valle de confiance bootstrap de niveau 100(1 — a) % pour 9 est donné par :
0B,boot i  z l — a/2 \ / T b , boot) (3.4)
où Z\—a/ 2  est le quantité d ’ordre 1 — a / 2  de la distribution normale centrée et réduite.
Démonstration. Le résultat découle de l’hypothèse de la normalité asymptotique. □
Lem m e 3.3. Si la distribution des 0^) n’est pas approximativement normale, alors un 
intervalle de confiance bootstrap de niveau 100(1 — a) % pour 9 est donné par :
[#(6,a/2) i 0(6,1—a/2)]j (3.5)
où 0(6,a /2) et 0 (6, i -a /2) sont respectivement les quantités empiriques d ’ordre a / 2  et l —a / 2  
de la distribution empirique des 9^)-
R em arque 3.4. Afin d ’obtenir des intervalles de confiance (3.4) stables, c’est-à-dire 
qui ne varient que très peu d ’un échantillon à l’autre, la taille de l’échantillon doit 
nécessairement être grande et le nombre B  de répliques doit être d’au moins 200. Les 
intervalles de confiance (3.5) requièrent, de plus, que B  soit beaucoup plus grand, par 
exemple B  > 2000.
3.2.2 M éth od e basée sur le B ootstrap
Supposons que l’on dispose d ’un ensemble Y  de données incomplètes composé de n 
unités statistiques échantillonnées et indépendantes. On doit d ’abord déterm iner un
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estimateur convergent 9 du paramètre 6  à partir de l’im putation lmp (F ) que l’on ob­
tient en im putant les valeurs manquantes contenues dans Y  à  l’aide d ’une m éthode 
d ’imputation «lmp» donnée. Ensuite, on effectue les étapes suivantes :
1. Pour b = 1 , . . . ,  B  :
(a) Rééchantillonnage : créer une réplique S ^  à partir de y  à l’aide des poids 
donnés en (3.1).
(b) Im putation : imputer les valeurs m anquantes dans en appliquant la 
méthode d ’im putation «lmp» à S^b\  ce qui forme l’imputation Imp(5^b^ ).
(c) Estimation : calculer 9^  à partir de 9 et Im p(S '^ ), ce qui perm et d ’obtenir 
9(b) =  0(Im p(S(b))).
2. Combinaison : combiner les résultats de l’étape 1.
(a) Un estim ateur de 9 est donné par 9b ,boot en ayant recours aux 9(b) et à (3.2).
(b) Un estimateur de la variance de #B,boot est donné par Tb ,boot en ayant recours 
aux <?(6), à 9b ,boot et à (3.3).
La figure 3.1 illustre les étapes de la méthode basée sur le Bootstrap.
R ésu lta t 1
R épliques
R ésu lta t B
9(B)
Im pu tation  1
Imp(SU))




(9b ,boott T b ,boot)
Rééchantillonnage Im putation Estim ation Combinaison
Figure 3.1 -  Étapes de la méthode basée sur le Bootstrap.
R em arques 3.5.
a) La méthode basée sur le Bootstrap reflète l’incertitude intra-modèle. En effet, sous 
un même modèle d ’imputation, chaque valeur m anquante qui figure dans chaque
22
réplique échantillonnée est imputée un certain nombre de fois qui varie entre zéro 
et n. Dans l’ensemble des répliques échantillonnées, chaque valeur m anquante est 
donc imputée la plupart du temps un grand nombre de fois, à moins d ’être mal­
chanceux1. Ainsi, plusieurs valeurs imputées sont généralement proposées pour 
chaque valeur manquante, comparativement à une seule valeur imputée dans le 
cadre de l’IS. L’inférence basée sur la combinaison des résultats issus de chacune 
des B  imputations reflète alors l’incertitude intra-modèle. Plus précisément, l ’es­
tim ateur de la variance Tb ,boot, qui n ’est d ’autre que la variance échantilonnale 
des B  estimateurs 9^  du paramètre 9 calculés sous chacune des B  im putations, 
est une mesure quantitative qui reflète cette incertitude.
b) Il est possible que certaines des B  répliques bootstrap S ^  contiennent un nombre 
insuffisant de valeurs observées, rendant difficile voire impossible l’im putation des 
valeurs manquantes à l’intérieur de ces répliques. Dans ces situations, il vaut mieux 
fusionner certaines de ces répliques entre elles de manière à ce que l’im putation 
puisse être appliquée correctement à l’intérieur de chaque réplique.
L em m e 3.6. L ’estimateur Tb ,boot de 9b ,boot obtenu à l ’étape 2 ci-dessus est convergent.
Démonstration. L’idée de la démonstration est la suivante. Pour au tan t que, dans 
chaque imputation, la distribution des données complètes (observées et imputées) ne 
soit pas trop éloignée de la distibution des données que l’on aurait obtenue en l’absence 
de valeurs manquantes, l’estimateur de la variance de 9b ,boot, qui est obtenu en appli­
quant (3.2) et (3.3) aux estimateurs bootstrap 9^) calculés en appliquant à répétition les 
étapes 1 . (a) à (c) décrites plus haut, possède les mêmes propriétés que l’estim ateur de 
la variance que l’on aurait obtenu en l’absence de valeurs manquantes. En particulier, 
en vertu de la propriété 3.1, cet estim ateur de la variance est convergent. □
À noter que les équations (3.4) et (3.5) peuvent être utilisées dans le but d ’obtenir des 
intervalles de confiance bootstrap pour le param ètre 9.
1. L’exemple 3.17 apportera plus de précisions à ce sujet.
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3.2 .3  É tude de la  sensib ilité  des inférences relativem ent au  ch oix  
du m odèle d ’im pu tation
Comme présentée à la section 3.2.2, la méthode basée sur le Bootstrap n ’incorpore 
malheureusement pas l’incertitude inter-modèle, puisque c’était le même modèle d ’im­
putation «lmp» qui était appliqué à chaque réplique échantillonnée bootstrap. Dans 
les situations où l’on ne sait pas lequel des modèles d ’im putation devrait être privilégié 
plus que les autres ou lorsqu’on ne sait pas si le mécanisme d ’absence des données est 
ignorable ou pas, une étude de la sensibilité des inférences relativement au choix du 
modèle d ’imputation est fortement recommandée (Little et Rubin [23]). C’est pourquoi 
nous avons pensé à éliminer ici la contrainte de l’unicité du modèle d ’im putation en 
incorporant à la méthode basée sur le Bootstrap une étude de la sensibilité des infé­
rences relativement aux différents modèles d ’im putation qui auraient pu être utilisés 
pour traiter la non-réponse partielle.
D escription  de la  dém arche
Supposons que nous disposions d ’un ensemble Y  de données incomplètes composé de 
n  unités statistiques échantillonnées et indépendantes, d ’un estimateur 9 du param ètre 
d ’intérêt 9 sur lequel l’inférence aurait été basée si aucune valeur n ’avait été manquante 
et de I  modèles d ’imputation. Afin d ’étudier la sensibilité des inférences relativement 
au choix du modèle d ’imputation, la démarche que nous proposons générera en tou t 
B  =  5Zi=i imputations. Chacune de ces im putations est construite en im putant une 
réplique bootstrap, qui a été initialement créée à partir de l’ensemble des données 
incomplètes Y , en ayant recours à un modèle différent. La démarche revient simplement 
à appliquer la méthode basée sur le Bootstrap, c’est-à-dire à répéter les étapes 1 et 2 
de la section 3.2.2, à chacun des I  >  2 modèles, comme nous le présentons ici.
Pour i =  1 , . . . ,  /  :
1. Pour b =  1 , . . . ,  Bi :
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(a) Rééchantillonnage : créer une réplique S ^  à partir de y  à l’aide des poids 
donnés en (3.1).
(b) Im putation : imputer les valeurs m anquantes dans S ^  en appliquant la 
méthode d ’im putation Im p^ à S^b\  ce qui forme l’im putation lm p ^ (S ^ ) .
(c) Estimation : calculer 0 ^  à partir de I m p ^ S ^ ) ,  ce qui perm et d ’obtenir
ÂJJ =  0 (lmp W(SW)).
2. Combinaison : combiner les résultats de l’étape 1.
(a) Un estim ateur de 9 est donné par $Bboot en ayant recours aux 0 ^  et à (3.2).
(b) Un estim ateur de la variance de 0 g boot est donné par boot en ayant recours 
aux d\lv à 0$iboot et à (3.3).
La figure 3.2 résume les étapes de l’étude que nous proposons de la sensibilité des 
inférences issues de la méthode basée sur le Bootstrap relativement au choix du modèle 
d ’imputation. Les expressions (3.4) et (3.5) peuvent être utilisées pour construire, sous 
chaque modèle d ’imputation, des intervalles de confiance pour le param ètre 9. Afin 
de construire des intervalles de confiance stables, il est im portant que la taille n  de 
l’échantillon soit grande et que les nombres Bi d ’imputations générées soient très grands, 
par exemple, Bi > 2 0 0 , i =  1 , . . . ,  / .
R em arques 3.7.
a) La présente étude de la sensibilité des inférences relativement au choix du modèle 
d ’imputation est une généralisation de la méthode basée sur le Bootstrap présentée 
à la section 3.2.2. En effet, en choisissant 7 =  1 modèle d ’imputation, la présente 
étude de la sensibilité se réduit évidemment à cette méthode.
b) Certains pourraient prétendre — et nous sommes également de cet avis — que, 
dans les situations où l’on hésite entre un nombre relativement élevé de modèles 
d ’imputation, par exemple I  > 1 0 , c’est-à-dire lorsque /  modèles semblent bons 
pour imputer les valeurs manquantes, les I  inférences risqueraient alors d ’être si­
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Figure 3.2 -  Étude de la sensibilité des inférences issues de la méthode basée sur le 
Bootstrap relativement au choix du modèle d ’imputation.
de sorte que l’étude de la sensibilité des inférences relativement au choix du mo­
dèle d ’imputation serait coûteuse à réaliser pour se rendre finalement compte que 
l’incertitude inter-modèle serait négligeable dans son ensemble. En effet, il serait 
coûteux d ’effectuer les (2) comparaisons d ’inférences dont chacune nécessite l’im­
putation, l’estimation et la combinaison d ’un très grand nombre d ’im putations 
(Bi > 2 0 0 ) pour se rendre finalement compte qu’une minorité d ’inférences seule­
ment diffèrent entre elles. C’est pourquoi nous suggérons que, dans ce cas, il vaut 
mieux présélectionner, par exemple, les 2 <  J  < 4 modèles d ’im putation que 
l’on soupçonne être les «meilleurs» et d ’effectuer les ( 2 ) comparaisons qui seront 
beaucoup moins coûteuses à réaliser que les (2) comparaisons, ce qui rend par le 
fait même plus facile l’identification des inférences différentes des autres. De cette
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manière, il sera quand même possible de refléter l’incertitude inter-modèle sans 
augmenter inutilement la quantité de calculs à effectuer à l ’aide de l’ordinateur.
Incorporation de l’incertitud e attrib uab le aux valeurs m anquantes
L’étude de la sensibilité des inférences relativement au choix du modèle d ’im putation 
incorpore les deux composantes de l’incertitude attribuable aux valeurs manquantes. En 
effet, d ’une part, sous chaque modèle i , l’estim ateur 7 ^ boot de la variance de l’estim ateur 
0 ^  boot de 0 ) n’est d ’autre que la variance empirique des Bi estimateurs calculés 
sous chacune des Bi imputations, est une mesure quantitative qui reflète l’incertitude 
intra-modèle. D ’autre part, la variation (petite, moyenne, grande, etc.) des inférences, 
comme les intervalles de confiance que l’on construit à partir des 8 g boot et des T^|boot, 
à travers les I  modèles est une mesure qualitative qui reflète l’incertitude inter-modèle. 
L’exemple suivant illustre ce propos.
E xem ple 3.8. Supposons que la plupart des /  intervalles de confiance pour 9, que 
l’on peut calculer à l’aide de (3.4) ou de (3.5) sous chacun des I  modèles à partir des 
estimateurs 9 ^ boot de 9 et des estimateurs Tj)|boot de la variance des 0£iboot, soient très 
différents les uns des autres. On en déduit alors que l’incertitude inter-modèle est très 
grande dans cette situation et que le choix du modèle d ’imputation est d ’au tan t plus 
im portant, puisque les inférences effectuées sous chaque modèle sont toutes significative­
ment différentes entre elles. Parce que l’incertitude inter-modèle est très grande, il n ’est 
cependant pas sensé d ’imputer ici les valeurs manquantes à partir d ’un seul modèle, 
puisque les conclusions que l’on en tirerait ne tiendraient pas compte des autres modèles 
que l’on aurait pu utiliser pour imputer les valeurs manquantes. À l’inverse, supposons 
que ces mêmes I  intervalles de confiance pour 9 soient sensiblement les mêmes. Par 
conséquent, l’incertitude inter-modèle est très faible ou même négligeable et le choix du 
modèle d’imputation n ’est donc pas aussi im portant que nous pourrions le penser, dans 
le sens où les inférences effectuées sous chacun de ces modèles reviennent sensiblement 
au même.
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3.2 .4  Le Jackknife
Le Jackknife est très souvent utilisé dans les sondages où un niveau de stratification 
est mis en place pour sélectionner les unités d ’échantillonnage. Nous décrivons ici cette 
méthode. Soit 9 un estimateur de 9 calculé à partir d ’un ensemble Y  de données com­
plètes composé de n unités statistiques échantillonnées indépendantes. Soit un
sous-échantillon (ou réplique jackknife) composé de n — 1 de ces n unités statistiques 
et obtenu en supprimant la j e unité statistique de Y, et soit 6 (\j) = 9 ( S l’estim ateur 
de 9 calculé à partir de Posons
9j = n 9 - ( n - l ) 9 {\j ) . (3.6)
L’estim ateur jackknife de 6  est alors donné par :
1  " ~
ênjack =  ê +  (n  -  1 )(9 -  9) = -  Oj, (3.7)
71 j = i
où 9 =  9(\j)/n. Tukey [53] a montré que l’estim ateu r jackknife de la variance
de 0 n jack est dans ce cas
Tnjack =  “  ~  ^ ) 2 =  ,n _  X > (^  _  ^njack)2- (3.8)
j = 1 '  j = 1
P ropriétés 3.9. Sous certaines conditions, on peut montrer que :
a) 9n jack est moins biaisé que 9 ;
b) Tnj æk est un estimateur convergent de la variance de 9nj æk* lorsque n —» oo.
Démonstration. Pour la partie a), voir Wolter [57], section 4.2.3. Pour la partie b), voir 
Shao et Tu [50], sections 2.1.1 et 2.2.1. □
Les deux lemmes suivants fournissent des intervalles de confiance jackknife pour 9.
Lem m e 3.10. Si la distribution des 9 ^  est approximativement normale, alors un 
intervalle de confiance jackknife de niveau 100(1 — a) % pour 9 est donné par :
^njack dl ^1—a /2  x/Trijack- (3.9)
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Démonstration. Le résultat découle de l’hypothèse de la normalité asymptotique. □
Lem m e 3.11. Si la distribution des 0(\j) n’est pas approximativement normale, alors 
un intervalle de confiance jackknife de niveau 100(1 — a) % pour 9 a pour expression :
[ (V/ia/2) i cc/2)] i (3 .1 0 )
où 6{\j,a/2) et @(\j,i—a/2) sont respectivement les quantiles empiriques d ’ordre a /2  et 
1 — a /2  de la distribution empirique des ô(\j).
R em arque 3.12. Afin d ’obtenir des intervalles de confiance (3.9) et (3.10) stables, la 
taille de l’échantillon doit nécessairement être grande.
3.2.5 M éth od e basée sur le Jackknife
La procédure est similaire à celle qui a été employée pour la méthode basée sur le Boot­
strap. Supposons que l’on dispose d ’un ensemble Y  de données incomplètes composé 
de n unités statistiques échantillonnées et indépendantes. On doit d’abord déterm iner 
un estimateur convergent 9 du paramètre 9 à partir de l’imputation Im p(Y ) que l’on 
obtient en im putant les valeurs manquantes contenues dans Y  à l’aide d ’une certaine 
méthode d ’im putation «lmp». Ensuite, on effectue les étapes suivantes.
1. Pour j  = 1 , . . . ,  n :
(a) Rééchantillonnage : supprimer l’unité j  de Y ,  ce qui donne la réplique jack­
knife S^j K
(b) Im putation : imputer les valeurs manquantes dans en appliquant la 
méthode d ’imputation «lmp», ce qui forme l’imputation lm p ( 5 ^ ) .
(c) Estimation :
i. calculer 9(\j) à partir de 9 et lm p( 5 ^ ) ,  c’est-à-dire 9(\j) =  0(lm p
ii. calculer la pseudovaleur 9j à partir de (3.6).
2 . Combinaison : combiner les résultats de l’étape 1 .
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(a) Un estimateur de 9 est donné par 0njack en ayant recours aux 9j et à (3.7).
(b) Un estim ateur de la variance de #njack est donné par Tn^ k  en ayant recours 
aux 0j i a jack et a (3.8).
La figure 3.3 illustre les étapes de la méthode basée sur le Jackknife.
R é s u lta t  1
(^(\i)î0 i)
R ép liq u es
5 < \1 )............S (\n )
Im p u ta t io n  1
Im p (5 ^ 1^ )
Im p u ta t io n  n
co m m u n e
In fé re n c e
Rééchantillonnage Im putation Estimation Combinaison
Figure 3.3 -  Étapes de la méthode basée sur le Jackknife.
R e m a rq u e  3.13. La méthode basée sur le Jackknife reflète l’incertitude intra-modèle. 
En effet, sous un même modèle d ’imputation, chaque valeur manquante qui figure dans 
chaque réplique échantillonnée est imputée un certain nombre de fois qui varie entre 
zéro et une. Dans l’ensemble des n répliques échantillonnées, chaque valeur m anquante 
est par contre imputée n  — 1 fois, comparativement à une seule fois dans le cadre de 
l’IS. L’inférence basée sur la combinaison des résultats issus des im putations reflète 
alors l ’incertitude intra-modèle. Plus précisément, l’estim ateur Tnjack de la variance, un 
multiple de la variance empirique des n  estimateurs 9(\j) du paramètre 9 calculés sous 
chacune des n  imputations, est une mesure quantitative qui reflète cette incertitude.
L em m e 3.14. L ’estimateur Tn^v. de flnjack obtenu à l ’étape 2  ci-dessus est convergent.
Démonstration. L’idée de la démonstration est la suivante. Pour au tan t que, dans 
chaque imputation, la distribution des données complètes (observées et imputées) ne 
soit pas trop éloignée de la distibution des données que l’on aurait obtenue en l’absence
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de valeurs manquantes, l’estimateur de la variance de 0 „jackj qui est obtenu en appli­
quant (3.7) et (3.8) aux estimateurs jackknife 9^  calculés en appliquant à répétition 
les étapes 1 . (a) à (d) décrites plus haut, possède les mêmes propriétés que l’estim ateur 
de la variance que l’on aurait obtenu en l’absence de valeurs manquantes. En particulier, 
en vertu de la propriété 3.9 b), cet estim ateur de la variance est convergent. □
À noter que les équations (3.9) et (3.10) peuvent être utilisées dans le but d ’obtenir des 
intervalles de confiance jackknife pour le param ètre 9.
3.2.6 É tude de la sensib ilité des in férences relativem ent au  choix  
du m odèle d ’im pu tation
Comme présentée à la section 3.2.5, la méthode basée sur le Jackknife n ’incorpore 
malheureusement pas l’incertitude inter-modèle, puisque c’était le même modèle d ’im­
putation «lmp» qui était appliqué à chaque réplique échantillonnée jackknife. L’étude 
de la sensibilité des inférences relativement au choix du modèle d ’im putation que nous 
proposons ici perm ettra de refléter cette incertitude. Comme mentionné précédemment, 
cette étude sera utile aux utilisateurs de la méthode basée sur le Jackknife dans les si­
tuations où ils ne savent pas quel modèle devrait être privilégié plus que les autres ou 
lorsqu’ils ne savent pas si le mécanisme d ’absence des données est ignorable ou pas. Pour 
en arriver à étudier la sensibilité de l’inférence sur 9 au choix du modèle d ’im putation, 
il s’agit simplement d ’adapter la démarche que nous avons déjà présentée à la section 
3.2.3 dans le cadre de la méthode basée sur le Bootstrap.
Puisque la méthode basée sur le Jackknife génère n imputations, la démarche que nous 
proposons ici générera n imputations sous chacun des I  modèles qui pourraient servir 
à im puter les valeurs manquantes, pour un to tal de n i  imputations. Chacune de ces 
imputations est construite en im putant une réplique jackknife, qui a été initialement 
créée à partir de l’ensemble des données incomplètes Y , en ayant recours à un modèle 
différent. La démarche que nous proposons revient simplement à appliquer la méthode
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basée sur le Jackknife — c’est-à-dire à répéter les étapes 1 et 2 de la section 3.2.5 — 
sous chacun des I  >  2 modèles d ’imputation. Parce qu’il s’agit simplement d ’adapter 
dans le présent contexte la démarche que nous avons déjà présentée à la section 3.2.3 
dans le cadre de la méthode basée sur le Bootstrap et pour ne pas alourdir inutilement 
ce mémoire, nous ne fournissons pas explicitement cette démarche. Nous remarquons 
simplement que la démarche est la même que celle déjà présentée à la section 3.2.3 à 
l’exception du fait que, dans le présent contexte, puisque ce sont les mêmes n  répliques 
jackknife S ^ \  j  = 1  , . . . , n  qui sont imputées sous chacun des I  modèles, il vaut 
mieux générer préalablement ces n  répliques qu’une seule fois, au commencement de 
cette démarche, plutôt que de les générer I  fois, sous chacun des I  modèles. C ette légère 
modification permet d ’économiser une quantité im portante de calculs. C ’est la variation 
(petite, moyenne, grande, etc.) des inférences, comme les intervalles de confiance que 
l’on construit à partir des estimateurs jackknife du param ètre 6  et des estim ateurs 
jackknife de leur variance que l’on calcule sous chacun des I  modèles d ’im putation, qui 
permet ici de refléter l’incertitude inter-modèle.
R em arques 3.15.
a) La présente étude de la sensibilité des inférences relativement au choix du modèle 
d ’imputation est une généralisation de la m éthode basée sur le Jackknife présentée 
à la section 3.2.5. En effet, en choisissant 7 =  1 modèle d ’imputation, la présente 
étude de la sensibilité se réduit évidemment à cette méthode.
b) Dans le même sens que la remarque 3.7 b), il vaut mieux présélectionner les 
2 <  J  <  I  modèles d ’imputation que l’on soupçonne être les «meilleurs» et d ’ef­
fectuer les ( 2) comparaisons d ’inférences qui seront beaucoup moins coûteuses 
à réaliser que les (2) comparaisons qu’il aurait été nécessaires d ’effectuer afin 
d ’identifier les inférences différentes des autres. De cette manière, il sera quand 
même possible de refléter l’incertitude inter-modèle sans augmenter inutilement 
la quantité de calculs à effectuer à l ’ordinateur.
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3.3 H ypothèses
Deux hypothèses doivent être respectées lorsqu’on applique l’une ou l’autre des deux 
méthodes basées sur le rééchantillonnage comme solution au problème des données 
manquantes. Premièrement, la méthode d ’im putation doit perm ettre d ’obtenir un esti­
m ateur 9 convergent de 6 . Little et Rubin [23] soutiennent que lorsque cette hypothèse 
est satisfaite, les probabilités de couverture des intervalles de confiance (3.4), (3.5), (3.9) 
et (3.10), ainsi que les tests d’hypothèses sur 9 respectent leur niveau nominal. Deuxiè­
mement, les ensembles de données incomplètes Y  doivent être de grande taille n  et, 
pour la méthode basée sur le Bootstrap, le nombre de répliques B  doit aussi être grand, 
et ce, pour deux raisons. D ’une part, comme discuté à la remarque 3.4, cela perm et 
de construire des intervalles de confiance stables. D ’autre part, si les tailles n  ne sont 
pas grandes, l’hypothèse à l’effet que les échantillons originaux représentent fidèlement 
leur population entière n’est plus valide (Enders [6 ]) et il se peut que l’on soit obligé 
d ’apporter des modifications à la méthode d ’im putation, comme illustré dans l’exemple 
suivant.
E xem ple 3.16. Supposons que l’on ait recours à la méthode basée sur le B ootstrap où 
9 est l’estimateur du maximum de vraisemblance (EMV) de 9, où n n ’est pas grand et 
où la proportion de valeurs manquantes est grande. Il est alors possible que les EMV ne 
puissent pas être calculés dans toutes les répliques bootstrap. En effet, il est possible que 
certaines répliques ne présentent que des valeurs manquantes, ce qui rendrait impossible 
le calcul de l’EMV de 9 dans ces répliques. On peut montrer que l’on peut om ettre 
ces répliques dans le calcul des intervalles de confiance (3.4) et (3.5) sans affecter la 
convergence asymptotique des écarts-types bootstrap de ces EMV, mais la validité de 
cette façon de faire dans le cas où n  est relativement petit n ’est pas assurée, puisque 
cette avenue de recherche n ’a pas encore été explorée. Des modifications à la méthode 
d ’imputation devraient donc être apportées pour corriger cette situation.
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3.4 Avantages et inconvénients
Nous relevons ici les avantages et les inconvénients des méthodes basées sur le Bootstrap 
ou le Jackknife lorsqu’elles sont utilisées comme solution au problème des données 
manquantes.
1. Elles sont souvent simples à implémenter et elles peuvent s’appliquer à un vaste 
éventail de situations.
2. Elles reflètent les deux composantes de l’incertitude attribuable aux valeurs man­
quantes : d ’une part, elles reflètent l’incertitude intra-modèle et d ’autre part, les 
études de la sensibilité des inférences issues de ces m éthodes relativement au choix 
du modèle d ’im putation perm ettent de refléter l’incertitude inter-modèle.
3. Comme mentionné à la section 3.3, les ensembles de données incomplètes Y  
doivent nécessairement être de grandes tailles et, dans le cas de la méthode basée 
sur le Bootstrap, le nombre de répliques B  doit aussi être grand.
4. Les étapes d ’im putation et d ’estimation du param ètre 9 doivent être appliquées 
un grand nombre de fois (une fois à chaque réplique), ce qui nécessite d ’effec­
tuer beaucoup de calculs. Pour la méthode basée sur le Bootstrap, chacune de 
ces étapes doit être appliquée au moins B  = 200 fois. Une méthode plus simple 
consiste d ’abord à appliquer la méthode d ’im putation «lmp» qu’une seule fois à 
l’ensemble original Y  afin d ’obtenir l’im putation Imp(V'), ensuite à appliquer à ré­
pétition les étapes de rééchantillonnage et d ’estimation aux imputations générées, 
et enfin à réaliser une inférence commune sur 9 basée sur les estimations obte­
nues. Mais cette façon de faire ne fournit pas des inférences valides, puisqu’elle 
ne propage clairement pas l’incertitude intra-modèle. Concernant la m éthode ba­
sée sur le Jackknife, on peut toutefois diminuer la quantité de calculs à effectuer 
en divisant les données en K  blocs de J  données, où J  =  n / K .  La quantité K  
remplace alors la quantité n  dans (3.6) à (3.8).
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3.5 Comparaison entre ces m éthodes
On peut penser intuitivement que la méthode basée sur le Jackknife puisse être meilleure 
que la méthode basée sur le Bootstrap pour refléter l’incertitude intra-modèle. Illustrons 
cela par un exemple.
E xem ple 3.17. Supposons qu’un ensemble de données incomplètes Y  soit composé de 
n  =  250 unités statistiques sur lesquelles sont mesurées K  variables, et où seulement 
trois valeurs sont manquantes : yn , V2 i et ynK- À l’aide d ’un plan d ’échantillonnage 
aléatoire simple avec remise, on génère un grand nombre B  de répliques bootstrap  afin 
d ’estimer un paramètre 6 . Supposons que l’unité statistique 1 n ’apparaisse dans aucune 
des B  répliques bootstrap, que l’unité statistique 2 n ’y apparaisse qu’une seule fois et 
que l’unité statistique n y apparaisse 1 0  fois au total dans une ou plusieurs répliques. 
En d ’autres mots, on suppose que m i6) =  5Jf=i m 2  ) =  1 et Y2b=i =
Ainsi, dans l’ensemble des B  répliques bootstrap, aucune valeur ne sera proposée pour 
remplacer la valeur manquante yn, une seule valeur sera proposée pour remplacer y21 , et 
10 valeurs pour ynK- Par conséquent, l’incertitude intra-modèle des valeurs m anquantes 
yn  et y21 ne sera pas reflétée en employant la méthode basée sur le Bootstrap, quoi 
que celle de la valeur manquante ynK le soit. Cette situation ne peut heureusement pas 
arriver lorsqu’on a plutôt recours à la méthode basée sur le Jackknife. En effet, dans 
ce cas, chaque unité statistique apparaîtra exactement n  — 1 fois dans l’ensemble des 
n  répliques jackknife qui seront générées, et donc n — 1 valeurs seront proposées pour 
remplacer chacune des trois valeurs manquantes. Par conséquent, l’incertitude intra- 
modèle de chaque valeur manquante sera cette fois-ci reflétée en employant la méthode 





L’IM (conventionnelle) est fréquemment utilisée de nos jours pour analyser des données 
incomplètes. Après une brève introduction dans cette section, nous décrivons l’IM à 
la section 4.2. Nous justifions à la section 4.3 l’utilisation des formules d ’estimation 
qui interviennent dans cette méthode. Nous discutons des hypothèses à respecter et du 
choix du nombre de valeurs imputées à créer respectivement aux sections et 4.4 et 4.5. 
Nous terminons en comparant l’IM et l ’IS à la section 4.6 et en comparant l’IM et les 
méthodes basées sur le rééchantillonnage à la section 4.7.
L’IM fut d ’abord proposée en 1978 par Rubin [34] et ensuite développée plus en détail 
en 1987 par Rubin [36]. Les références suivantes abordent également l’IM : Rubin [35], 
Herzog et Rubin [19], Rubin et Schenker [41], Rubin [38], ainsi que Little et Rubin [23]. 
L’IM a connu récemment un gain de popularité im portant avec l’arrivée d ’ordinateurs 
plus performants et de logiciels spécialisés de calculs, pour devenir de nos jours l’une 
des méthodes les plus fréquemment utilisées en analyse des données incomplètes (Pigott 
[27] ; Reiter et Raghunathan [32]).
36
L’IM est une technique de simulation intuitive qui s’applique en trois étapes. La pre­
mière étape est l’im putation. L’im putation consiste à  remplacer chaque valeur m an­
quante d ’un ensemble de données incomplètes Y  — (yobs, Finis) non pas par une seule 
valeur comme c’est le cas pour FIS, mais plutôt successivement par D  > 2  valeurs 
imputées. L’idée à la base de ce remplacement est que les valeurs imputées devraient 
être choisies de manière à refléter l’incertitude attribuable aux valeurs manquantes. 
Les D  valeurs imputées perm ettent d ’obtenir D  ensembles de données complètes (ou 
imputations) : en remplaçant chaque valeur m anquante par sa première valeur impu­
tée, une première im putation est créée, en remplaçant chaque valeur m anquante par 
sa deuxième valeur imputée, une seconde im putation est créée, et ainsi de suite. Dési­
gnons =  (Fobs, Y ^ ) ,  d =  1 , . . . ,  D  les D  imputations, où est l’ensemble des 
valeurs imputées de la de imputation. La figure 4.1 illustre la création de D  im puta­
tions à partir d ’un ensemble de données incomplètes Y  composé de 6  unités statistiques 
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Figure 4.1 -  Création de D  imputations à partir d ’un ensemble de données incomplètes 
composé de 6  unités statistiques échantillonnées et de 3 variables.
Ce sont les différences entre les D  imputations qui reflètent l’incertitude attribuable aux 
valeurs manquantes. La deuxième étape est l’estimation (ou l’analyse). Elle consiste à 
appliquer à chacune des D  imputations la même m éth od e courante d ’estim a tio n  
des données com plètes (la méthode d ’estimation qui aurait été appliquée s’il n ’y
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avait pas eu de valeurs manquantes), ce qui permet d’obtenir D  résultats relatifs à  l’es­
tim ation du paramètre d ’intérêt 9. La troisième et dernière étape est la combinaison. 
Elle consiste à combiner les D  résultats obtenus à la deuxième étape dans le but de réa­
liser l’inférence voulue, par exemple la construction d’un intervalle de confiance pour 9. 
Dans ce chapitre, nous nous contenterons généralement de décrire l’IM par une approche 
classique, quoiqu’elle puisse être aussi abordée d ’un point de vue bayésien.
4.2 Description de la m éthode
4.2.1 Cas où l’on  a recours à un seul m odèle d ’im pu tation
Nous présentons l’IM dans le cas où l’on a recours à un seul modèle d ’im putation pour 
traiter la non-réponse partielle. À l’étape de l’imputation, D  valeurs imputées sont 
calculées pour chaque valeur manquante à l’aide d ’un modèle donné, ce qui fournit 
D  imputations Y ^ \ . . .  ,Y ^D\  À l’étape de l’estimation, chacune de ces im putations 
est analysée en utilisant la méthode courante d ’estimation des données complètes du 
problème. Dépendamment de la dimension de 9, nous distinguons les deux cas suivants :
Cas 1 : 9 est un idim ensionnel
Supposons qu’en l’absence de valeurs manquantes, l’inférence sur 9 soit basée sur l’ap­
proximation normale suivante qui est valable en présence d ’échantillons de grande taille 
et dont la justification est donnée à la section 2.10 de Rubin [36] :
^ ~ J V ( 0 , i ) ,  (4.1)
où 9 = 9(Yoba, ymis) est un estimateur de 9 et où U = U(Yoba, Ymis) est un estim ateur 
de sa variance. Nous nous en remettons ici à l’utilisateur afin de choisir les estim ateurs 
9 et U qui semblent estimer raisonnablement 9 et la variance de 9. Soient (9d,Ud), 
d =  1 , . . . ,  D, les statistiques 9 et U calculées dans chacune des D  im putations. En
38
d ’autres mots, les D  estimateurs de 9 sont :
9d = 9 (Y (d)), d = l , . . . , D  (4.2)
et les D  estimateurs de la variance des 9d sont :
Ud = U ( Y ^ ) ,  d = l , . . . ,  D. (4.3)
Nous présentons maintenant les règles de R ub in  développées par Rubin [36] en 1987 
et qui perm ettent de réaliser la troisième et dernière étape : la combinaison des résultats. 




L’estim ateur de la variance de 9d admet deux composantes : la com p osante intra- 
im putation , qui estime la variabilité à l’intérieur de chaque im putation et qui est 
simplement la moyenne des estimateurs des variances intra-im putation qui considèrent 
les valeurs imputées comme si elles étaient observées,
1 D
ü °  = d Y , u <*’ (4-5)
d= 1
et la com posante in ter-im putation , qui est la variance empirique des 9d,
Bd = 1^ t E ( ^ - ^ ) 2. <4-6)
d= 1
et qui reflète l’incertitude intra-modèle. L’estim ateu r IM  d e la variance de 0 o , qui 
permet d ’estimer la précision de Op pour estimer 9, est alors constitué de la somme 
corrigée de ses deux composantes :
Td = Üd + + (4.7)
où (1 +  1 /D )  est un facteur de correction dans le cas d ’un nombre fini D  d ’imputations.
39
R em arques 4.1.
a) L’erreur commise en calculant §d dans (4.6) à l’aide d ’un nombre fini D  p lu tôt 
qu’infini d’estimateurs engendre une variabilité additionnelle qui est reflétée dans 
le terme B d / D  inclus dans la formule de Td (Schafer [44]).
b) Nous justifirons à la section 4.3 les formules d ’estimation (4.4) à (4.7) en ayant 
recours à une approche essentiellement bayésienne.
c) Rubin [36] a présenté plusieurs exemples pour lesquels T d est convergent, lorsque 
la taille de l’échantillon et le nombre d ’imputations sont grands. Fay [7], Wang et 
Robins [56] et Nielson [26] ont cependant montré que T d peut parfois être biaisé 
pour estimer la variance de §d - Quoique le biais de Td ne soit pas souhaitable, Ru­
bin [39] a soutenu que le biais n ’est généralement pas assez grand pour l’em porter 
sur les avantages que procure l’utilisation de cet estim ateur, à savoir notam m ent 
la facilité à le calculer.
La figure 4.2 résume les étapes de l’IM lorsqu’on a recours à un seul modèle d ’im putation 
pour traiter la non-réponse partielle. Plusieurs logiciels perm ettent d’effectuer en même
R ésu lta t 1
0 u Ui)
R ésu lta t D
(Od - U d )
Im putation  1
y(D




(ÔD,T D,e  te.)
Imputation Estimation Combinaison
Figure 4.2 -  Étapes de l’IM.
temps les trois étapes de l’IM. En 2010, Enders [6] a comparé à la section 11.3 trois 
logiciels qui figurent parmi ceux qui sont actuellement les plus utilisés : NORM (Schafer 
[43]), SAS (Yuan [58]) et SPSS.
40
En présence d ’échantillons de grandes tailles, la distribution approximative de référence 
qui permet de construire des intervalles de confiance pour 9 et des tests d ’hypothèses 
sur 6  est, d ’après Rubin [36], une distribution de Student :
° -= = L ~  t { v o ) ,  (4.8)
V  J-D
où le nombre de degrés de liberté est estimé par
Vd = (d ~ 1 ) { ( i  + i / d )b d )  ' (4’9)
R em arque 4 .2 . L’utilisation d ’une distribution de Student plutôt qu’une distribution 
normale centrée réduite a l’avantage d ’élargir les intervalles de confiance pour refléter 
le fait que l’on commet une erreur en utilisant un nombre fini D  plutôt qu ’infini d ’im­
putations (Schafer [44]). Rubin [36] a fourni à la section 3.3 une justification théorique 
complexe de l’utilisation de la distribution de Student et du nombre de degrés de liberté 
vp  en ayant recours à une approche bayésienne.
Lem m e 4.3. Un intervalle de confiance pour 9 de niveau 100(1 —a ) %  est donné par :
9d  ±  t i - a / 2 {vD)\/TÜ, (4-10)
où t i - a/2 (ùD) est le quantile d ’ordre 1 — a /2  de la distribution de Student à Vp degrés 
de liberté.
Démonstration. Le résultat découle directement de (4.8) et de (4.9). □
R em arque 4 .4 . En l’absence de valeurs manquantes, la composante inter-im putation 
B q  vaut évidement 0 et Tp = Üp +  (1 +  1 / D ) B p  se réduit à Üp.  Cela suggère que l’ex­
pression f p  =  (1 H- 1 / D ) B p Ü p l est un bon estim ateu r de l ’augm en tation  relative  
de la  variance attribuable aux valeurs m anquantes (Rubin [36]). On peut alors 
montrer facilement que le nombre de degrés de liberté vD peut également s’écrire sous 
la forme vp = (D — 1) ( l  +  r /;1) 2. On en tire donc les conclusions suivantes :
1. lorsque D  est petit et que rp  est grand, vp  est petit et une plus grande précision
(un estimateur 9p  plus précis et donc un intervalle de confiance plus étroit) serait 
obtenue en augmentant le nombre d ’imputations D.
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2 . lorsque D  est grand ou que f p  est petit, vp  est grand, de sorte que la distribution 
de Student tend à s’approcher d ’une distribution normale centrée et réduite. Dans 
ce cas, le gain de précision serait négligeable en augm entant D.
En présence d ’échantillons de petites tailles, on utilise encore dp pour estimer d et Tp  
pour estimer la variance de dp, et la distribution de référence est toujours la distribu­
tion de Student, mais un problème survient. Il est possible que vp  soit beaucoup plus 
grand que le nombre de degrés de liberté vcom associé à chacun des estim ateurs de la 
variance Ud et que l’on aurait obtenu dans le meilleur des cas, c’est-à-dire en l’absence 
de valeurs manquantes (Barnard et Rubin [5]). La présence de valeurs m anquantes de­
vrait faire diminuer le nombre de degrés de liberté plutôt que de le faire augmenter. Par 
conséquent, il est possible que l’on surestime la précision de l’estimation de 0 par Op.
Lem m e 4.5 . Une meilleure expression pour le nombre de degrés de liberté de la distri­
bution de Student (4-8) est donnée par :
où
U p  (  t?com d-  1 \  
v obs — TjfT" l ~  I Vcom  ■Tp  V^com +  3 /
Démonstration. Voir Barnard et Rubin [5]. □
On peut montrer que, pour des valeurs D  et rp  fixées, v*D augmente, lorsque la taille 
n  de l’échantillon augmente, sans jamais n ’excéder ncom — ce qui est une propriété 
désirable —, contrairement à vp  qui demeure constant. Puisque, par définition, v*D < vp, 
l’utilisation de v*D plutôt que vp entraîne un quantile de la distribution de Student plus 
grand, et par le fait même un intervalle de confiance plus large ainsi qu’un niveau 
critique plus grand que la formule originale. Lorsque n  est petit, cette modification 
atténue grandement la surestimation de la précision de l’estimation de 6  par dp causée 
par l’utilisation de vp. Par conséquent, au tant que possible, on devrait choisir, comme 
nombre de degrés de liberté de la distribution de Student, v*D plutôt que vp.
Cas 2 : 9 est m ultid im ensionnel
Dans le cas particulier où l’on estime un vecteur de param ètres 9 à. k  > 2 éléments 
plutôt qu’un param ètre unidimensionnel, les règles de combinaison sont sensiblement 
les mêmes, excepté quelques modifications. Les quantités Ud deviennent ici les matrices 
des variances et covariances estimées des vecteurs 6 4  et ( - ) 2 est remplacé par (-)T(-) 
dans (4.6). Il est alors possible d ’adapter (4.4) à (4.10) au cas multidimensionnel.
Rubin [36] a établi que pour tester l’hypothèse nulle 9 =  on peut utiliser une 
statistique de type Wald à partir de laquelle on pourrait par ailleurs construire des 
régions de confiance,
(eo-enf ü B'(e0- S n)
  k( 1 +  m  '
où /d  =  (1 +  l/D )T r(B i> Ü ^ 1 ) /k ,  Tr(-) est la somme des éléments diagonaux d ’une 
matrice carrée et Tr(B£>Ü^1) /k  est l’élément moyen situé sur la diagonale de la matrice 
B d Ü d 1- Sous l’hypothèse nulle, Wd(9o,9d) suit approximativement une distribution de 
Fisher F ( k , lo ) à k et Id degrés de liberté
W D(90 ,9D) ~ F ( k J D), (4.11)
où le choix du nombre de degrés de liberté Id a été discuté par plusieurs, mais dont la 
meilleure expression est, selon Li, Meng, Raghunathan et Rubin [22],
4 +  (çd — 4)
lD 1
2
, si gD =  k(D  -  1) >  41 + (1_^ )ij  
f  0 + ï) (! + l Ù  ' s i n o n '
Le niveau critique pour tester l’hypothèse nulle 9 =  90  est alors donné par l’inégalité 
P(F (k , Id) > Wd(90, 9d))- Les tests d ’hypothèses basés à partir de Wd{9q, 9d) et de la 
distribution de Fisher F ( k , lo ) donnent des résultats extrêmement précis (Rubin [37]).
En présence d ’échantillons de petites tailles, toutefois, le nombre de degrés de liberté 
Id  n’est plus approprié (Reiter et Raghum nathan [32]). Pour tester l’hypothèse nulle,
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on peut encore utiliser la statistique Wp(90 ,9p) et la distribution de Fisher F ( k , lD), 
mais Reiter [30] a proposé une meilleure approximation de lD.
Lem m e 4.6 . Une meilleure expression pour le nombre de degrés de liberté lp  de la 
distribution de Fisher (4-11) est
. 1 , 1 f  ^ f e m - 2 ( l  +  gp)] ^ r 1
°  Ucom -  4(! +  aD) 9d  ~  4 \ ( 1  + aD ) 2 [v*om -  4(1 + aD)] J \
OÙ c^orn =  ^com(^com "h l)/(^com F  3) et ap  =  fpÇp/^Qp  2).
Démonstration. Voir Reiter [30]. □
4.2.2 É tude de la  sensib ilité  d es in férences relativem ent au  choix  
du m odèle d ’im putation
D escription  de la dém arche
Comme mentionné précédemment, dans les situations où l’on ne sait pas lequel des mo­
dèles d ’im putation devrait être privilégié plus que les autres ou lorsqu’on ne sait pas si 
le mécanisme d ’absence des données est ignorable ou pas, une étude de la sensibilité des 
inférences relativement au choix du modèle d ’im putation est fortement recommandée. 
Pour arriver à étudier cette sensibilité, il s ’agit d ’adapter les études de la sensibilité des 
inférences issues des méthodes basées sur le rééchantillonnage relativement au choix du 
modèle d ’imputation, études que nous avons déjà présentées aux sections 3.2.3 et 3.2.6. 
En d ’autres mots, la démarche revient simplement à appliquer celle de la section 4.2.1, 
c’est-à-dire les trois étapes (imputation, estimation et combinaison) sous chacun des I  
modèles d ’imputation. Il s’agit alors de proposer encore une fois D  valeurs imputées 
pour chaque valeur manquante, mais en ayant recours à Di valeurs imputées provenant 
du modèle d’imputation Im p^, i =  1 , . . . ,  I ,  avec I  >  2 et D =  X)i=i ce Q11* Permet 
une fois de plus de créer en tout D  imputations. Voici la manière dont on procède.
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Im putation : Sous chaque modèle Im p^, l’im putation consiste à créer im putations 
en remplaçant chaque valeur manquante par A valeurs imputées, où le nombre Di >  2  
est choisi par l’utilisateur. Désignons Y =  (Y^bs, ) , d =  1, . . . ,  A> les A impu­
tations issues du modèle Im p^, où Y ^]^  est l’ensemble des valeurs qui ont été imputées 
à l’aide du modèle Im p^ et contenues dans la de imputation.
Estimation : L’estimation consiste ensuite à appliquer la méthode courante d ’estim ation 
des données complètes du problème à chacune de ces A  imputations. À cet effet, 
désignons d = 1, . . . Di, i = 1, . . . ,  I  les estim ateurs du param ètre 9 que
l’on obtient de cette façon et ujp =  d =  1 , . . .  Di, i =  1 , . . . ,  I  les estim ateurs
de leur variance.
Combinaison : Les règles de Rubin sont alors appliquées sous chaque modèle lm p ^ , afin 
de réaliser la combinaison des résultats issus des A  im putations. Sous chaque modèle 
Im p^, l’estimateur IM de 9 devient alors :
*S =  t t E » ! ? .  <4-12)
1 d—l
et l’estimateur IM de la variance de 9p vaut la somme corrigée des composantes intra- 
imputation Üp et inter-imputation JB^ J :
ï f  = ÿ D  +  ( l  + ;Y )f l i5 .  (4.13)
où ( 1  +  1 / A )  esf un facteur de correction dans le cas d ’un nombre fini Di d ’im putations,
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La figure 4.3 résume les étapes de l’étude de la sensibilité des inférences issues de l’IM 
relativement au choix du modèle d ’imputation.
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Figure 4.3 -  Étude de la sensibilité des inférences issues de l’IM relativement au choix 
du modèle d ’imputation.
R em arque 4 .7 . La ressemblance entre les figures 4.3 et 3.2 témoigne de l’adaptation 
au présent contexte des études de la sensibilité des inférences issues des méthodes 
basées sur le rééchantillonnage relativement au choix du modèle d ’imputation que nous 
avons déjà présentées aux sections 3.2.3 et 3.2.6. Plus précisément, la présente étude 
de la sensibilité des inférences relativement au choix du modèle d’im putation est une 
généralisation de la méthode présentée à la section 4.2.1. En effet, en choisissant 1 = 1  
modèle d’imputation, l’étude se réduit évidemment à cette méthode.
Incorporation de l’incertitude attribuable aux valeurs m anquantes
Les D  imputations incorporent les deux composantes de l’incertitude attribuable aux 
valeurs manquantes. En effet, d ’une part, la composante inter-imputation B^j de la
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variance associée à chaque modèle i est une mesure quantitative qui reflète l ’incertitude 
intra-modèle associée au modèle i. D’autre part, la variation (petite, moyenne, grande, 
etc.) des inférences, par exemple les intervalles de confiance que l’on construit à  partir 
des 9p et des T p , obtenues sous chacun des I  modèles est une mesure qualitative qui 
reflète l’incertitude inter-modèle.
Comme mentionné précédemment, dans les situations où les inférences effectuées sous 
chaque modèle sont toutes significativement différentes entre elles, c’est-à-dire dans les 
situations où l’incertitude inter-modèle est très grande, le choix du modèle est d ’autant 
plus important. Nous présenterons à la section 5.3.2 une approche qui perm ettra, entre 
autres, dans cette situation, de produire une inférence commune qui reflétera l’incer­
titude inter-modèle. Cette approche se voudra meilleure que l’étude de la sensibilité 
des inférences relativement au choix du modèle d ’im putation pour refléter l’incertitude 
inter-modèle. Elle sera basée sur la théorie de l’IM à deux niveaux que nous présenterons 
au chapitre 5.
4.3 Justification des formules d ’estim ation
Le but de cette section est de démontrer le théorème 4.8 ci-dessous qui perm ettra  de 
justifier, à l’aide d ’une approche essentiellement bayésienne, l’utilisation de l’estima­
teur dont l’expression est donnée en (4.4) pour estimer 9 et de l’estim ateur Tp dont 
l’expression est donnée en (4.7) pour estimer sa variance, des statistiques qui servent à 
faire de l’inférence sur 9 que nous supposons ici unidimensionnel par souci de simplicité. 
Avant d ’énoncer ce théorème, nous établissons les bases de l’approche bayésienne qui 
sera utilisée dans ce théorème. Les résultats de cette section sont empruntés m ajoritai­
rement de Little et Rubin [23].
L’approche bayésienne que nous présentons ici ne sert pas seulement à justifier le recours 
à 9d pour estimer 9 et à Td pour estimer la variance de 9r>. C’est également cette 
approche qui procure la justification la plus naturelle et simple possible de la manière
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dont est construite l’IM. En effet, Rubin [36] a soutenu que l’IM repose d ’abord et 
avant tout sur une perspective bayésienne. L’approche bayésienne est fondée sur le 
principe que l’on peut utiliser une information a priori sur le paramètre d ’intérêt 9 qui 
se traduit généralement par une distribution a priori d ’une variable aléatoire sur l’espace 
paramétrique. Contrairement à l’approche classique, 9 et M, la matrice indicatrice des 
valeurs manquantes, sont considérés ici respectivement comme une variable aléatoire et 
comme une matrice aléatoire. Soit Y  =  (Y0bs, Emis) l’ensemble des données complètes 
que l’on aurait obtenu si les valeurs manquantes contenues dans Ymj3 avaient plutôt été 
observées. L’approche bayésienne est basée sur le théorème de Bayes
mr.m.rnrnm,
où p(9\Y, M ) est la distribution a posteriori de 9, p(9) est la distribution a priori de 0 
qui traduit les idées conditionnées pour 9, f(Y , M\9) est la fonction de densité conjointe 
de Y  et M  et p(Y, M ) est une constante de normalisation. La distribution a posteriori 
qui servira ici à faire de l’inférence sur 9, appelée « distribution a posteriori actuelle de 
9», est p(#|Y0bs, M). Elle peut s’exprimer en fonction de p(9\Y, M ) comme suit :
p(9\Yoha,M ) =  J  p(9,Ymis\Yobs,M )dY mis
p(9\Y, M)p(Ymis\Yobs, M )dYmis> (4.17)
h
où p(Ymis|YobS, M )  représente la d istribu tion  p réd ictive  des valeurs m an quantes.
Désignons deux quantités que nous utiliserons au théorème 4.8 : 9 ^  =  limo^oo 9p 
et Boo =  limo^oo Bd,  l’estimateur 9p et la composante inter-imputation B d  lorsque 
D  =  oo.
Théorèm e 4.8 . Si les quatre hypothèses suivantes sont satisfaites :
i) en présence de tout ensemble de données complètes X  et sous le modèle bayésien 
introduit en (4.16), on a 9{X)  =  E[9\X,  M\  et U{ X)  = Var(0|X, M ) ;
ii) le modèle bayésien qui génère p(YmiS|V^ bs) M) est le même que celui utilisé en ii) ; 




a) l ’espérance a posteriori de 0\Yob8, M  peut être approximée par un estimateur dont 
la version classique est 9d ;
b) la variance a posteriori de #|V^bg, M  peut être approximée par un estimateur dont 
la version classique est :
_  J Üq +  Bp, si D est grand
°  \  +  (1 +  1 / D) Bd , si D est petit.
Démonstration. Précisons d ’abord que l’hypothèse iii) est valable, entre autres, lorsque
la taille de l’échantillon est grande et que sa justification est donnée à la section 2 . 1 0
dans Rubin [36]. D’après (4.17) et la loi faible des grands nombres, on peut écrire :
1 D
p(9\Yûbs,M )  = J im  -  J > ( 0 | y (d),M ), (4.18)
-*°° d = l
Où Y {d) =  (Yobs.^iS), d ~  avec Yl ‘is ~  K^misl^obs, M), d =  1 , . . . , D  qui
représentent D  tirages indépendants basés sur la distribution prédictive des valeurs 
manquantes. Puisque les deux premiers moments de la distribution a posteriori ac­
tuelle de d résument adéquatement cette distribution qui est supposée normale d ’après 
l’hypothèse iii), (4.18) peut être remplacée, en ayant recours à des propriétés statistiques 
élémentaires, par les deux équations suivantes :
E[d\Yohs, M ] =  E[E(6 \Yobs,Ymis,M )\Y ohs,M]  (4.19)
Var(0|Yobs, M ) =  £[Var(0|Yobs, Ymis, M)|Yobs, M] +  Var[£(0|Yoba, Ymis, M )|Yobs, M].
(4.20)
Supposons que D  soit grand. L’équation (4.19) peut être approximée, en vertu de 
la loi faible des grands nombres, en ayant recours à D  tirages indépendants de Ymis, 
~  p(^mis|^obs, M ), d =  1 , . . . ,  D, ce qui permet d ’obtenir :
1 D
E(9\Yobs, M )  «  -  E (9\YW , M ).
d =  1
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En remarquant que, selon les hypothèses i) et ii), E { 6 \ Y ^ , M )  — 9 ( Y (-d)), pour tout 
d =  1, .. . ,£ >  et en utilisant (4.2) et (4.4), on obtient :
E(9\Yohs, =  15 È êd = ÔD-D  D  J
d=1 d=l
Remarquons que même si D  est petit, on peut quand même approximer E(9\Y0 i>a, M )
par 6 p. On en déduit alors que la partie a) est démontrée. L’équation (4.20) peut aussi
être approximée, lorsque D  est grand et d ’après la loi faible des grands nombres, par
1 D 1 D
V ar(0 |rob8, Var(0| Y™, M)  +  ]T (£ [0 | Y W, M ] “
d =  1 rf= 1
En remarquant que, selon les hypothèses i) et ii), V ar(0|Y (d), M )  =  J /(Y (d)), pour tout 
d = 1, .. .,£ >  et en utilisant (4.3), (4.5) et (4.6), on obtient :
1 D 1 D 
Var(0|Yobs, M)  «  — U d  +  £ ( h  ~  9 p f  =  ÜD +  B D. (4.21)
d=1 d =1
Lorsque D  est grand, la variance a posteriori de #|Yobs, M  peut donc être approximée 
par un estimateur dont la version classique est donnée par Tp =  Üp + Bp.  Remarquons 
que cet estimateur correspond à l’estim ateur Tp de la variance introduit en (4.7), mais 
duquel on a retranché le terme B p / D  qui aurait reflété l’erreur que l’on commet en 
simulant 9p à l’aide d ’un petit nombre D  d ’im putations plutôt que d ’un grand nombre 
d ’imputations qui a justement pour effet de rendre négligeable le terme B p / D .  La partie
b) est alors partiellement démontrée.
Supposons que D  soit petit. Rubin et Schenker [41] ont montré, en ayant recours à  l’ap­
proche classique, que l’on peut obtenir une meilleure approximation de Var (0|Y^bs, M ).  
On approxime d ’abord Var(0|Yobs, M)  par :
V a r (^ )  =  E[V&r{ëp\Yoba,M )\+V<ir(E{êp\Yobs,M])
E Var ( ^ ^ 2 9 d\Yobs, M +  Var(£0O).
d= 1
Puisque les 9d sont des variables aléatoires indépendantes, on a ensuite :
D




Puisque B <*> =  limo^oo 0D =  limo-*,*, Yld=i0d ~  9°°)2/ ( D  ~~ 1) est variance des 9d 
calculée à l’aide d ’un nombre infini d ’imputations, alors B ^  =  Var(0d|V^bs) M )  et on a :
Var(0D) =  E  +  Var(0oo)
=  +  V a r ^ )
=  -^Boo +  Var^oo). (4.22)
Finalement, en estimant sans biais B *  par B d = ]CdLi(^d~~^c>)2/(B  — 1) et en estim ant 
Var(0oo) à l’aide de (4.21), on obtient l’estim ateur de la variance de 9d suivant :
D
Lorsque D  est petit, la variance a posteriori de 9\Yobs,M  peut donc être approximée 
par un estim ateur dont la version classique est T d =  Üd + (1 +  1 /D )B d , introduit en
bayésien de l’imputation — celui qui perm et de calculer p(Ymis\Y0 bs, M ).  Cela signifie 
que l’IM est basée sur le fait qu’en théorie, ces deux modèles doivent être les mêmes. Or, 
en pratique, il y a de fortes chances que ces deux modèles ne soient pas les mêmes, c’est- 
à-dire que des organismes différents effectuent l’imputation et l’estimation (l’analyse) 
sans se consulter, ce qui augmente les chances que le modèle d’im putation ou que 
les hypothèses mises en place pour créer les D  imputations soient incompatibles avec 
les hypothèses utilisées pour les analyser (Schafer[44]). Par exemple, il est possible 
que l’organisme responsable de l’élaboration du modèle d’imputation, sans savoir que 
certaines relations entre des variables seront étudiées ultérieurement au cours de l’étape 
de l’estimation, n’inclut malheureusment pas toutes les variables qu’il serait nécessaire 
d ’inclure pour réaliser par la suite l ’estimation. Meng [25], Rubin [38] et Schafer [42] 
ont montré que dans de tels cas, il est possible que les estimateurs 9d de 9 et les 
estimateurs Td  de la variance soient biaisés. Heureusement, Rubin [38] et Schafer [45]
(4.7). La partie b) est alors démontrée en entier. □
R e m a rq u e  4 .9 . L’hypothèse ii) du théorème 4.8 stipule que le modèle bayésien de 
l’analyse des données — celui utilisé à l’hypothèse i) — doit être le même que le modèle
51
ont montré que même lorsque l’hypothèse ii) du théorème 4.8 n ’est pas respectée, il 
est parfois possible d ’obtenir le résultat du théorème, notamment lorsque le modèle 
bayésien de l’imputation contient moins d ’hypothèses que celui de l’analyse des données 
ou lorsqu’il contient des hypothèses additionnelles bien fondées. D’autres références à 
ce sujet incluent Fay [7], Fay [8 ], K ott [21] et Little et Rubin [23] (section 10.2.4).
4.4 H ypothèses de l ’im putation m ultiple
4.4.1 Incertitude in tra-m odèle
L’IM doit être dans un certain sens «cohérente» (proper multiple-imputation), c’est- 
à-dire que l’incertitude intra-modèle doit être propagée correctement à travers les D  
imputations. Rubin [36] a décrit aux p. 118-119 trois conditions techniques qui assurent 
qu’une procédure d ’IM soit «cohérente». Ce qui est im portant de savoir pour ce mémoire 
est qu’une procédure d ’IM «cohérente» garantit des inférences qui reflètent correcte­
ment l’incertitude intra-modèle, dans la mesure où l’inférence qui aurait été réalisée en 
l’absence de valeurs manquantes aurait donné de bons résultats (Rubin [36]).
Par exemple, la méthode du hot deck, l’une des manières les plus couramment utili­
sées pour imputer les valeurs manquantes, n ’est pas une procédure d ’IM «cohérente» 
(Fay [9]). En effet, les tirages des valeurs manquantes réalisés à l’aide de la méthode du 
hot deck ne perm ettent pas de refléter toute l’incertitude qui plane au sujet des valeurs 
manquantes. Par contre, la procédure A pproxim ate Bayesian Bootstrap  (ABB) 
présentée dans Rubin et Schenker [41] est une procédure d ’IM non param étrique dite 
«cohérente». Elle incorpore les idées du Bootstrap, implique deux étapes d ’im putation 
hot deck et permet de construire les D  imputations. En supposant que, parm i les n  
unités statistiques échantillonnées, r valeurs de la variable d ’intérêt soient observées et 
n — r valeurs soient manquantes, les étapes de la procédure ABB sont les suivantes.
Pour chaque imputation d — 1 ,D  :
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(a) Tirer au hasard et avec remise un échantillon de taille r  parmi les r  valeurs 
observées.
(b) Tirer au hasard et avec remise un échantillon de taille n  — r parmi les r  valeurs 
observées tirées à l’étape (a), puis a ttribuer au hasard à chacune des n  — r  valeurs 
manquantes l’une de ces valeurs.
4.4 .2  C hoix du ou des m od èle(s) d ’im pu tation
La validité de l’IM repose sur la façon dont sont construites les D  imputations. Dans la 
mesure du possible, le ou les modèle(s) utilisé(s) pour imputer les valeurs m anquantes 
doit ou doivent être choisi(s) judicieusement, c’est-à-dire que l’incertitude attribuable 
aux valeurs manquantes devrait être incorporée au(x) modèle (s) de manière à ce que 
les valeurs imputées représentent le plus fidèlement possible les vraies valeurs que l’on 
aurait observées si les valeurs n’avaient pas été manquantes. Little et Rubin [23] ont 
identifié trois critères pratiques qui devraient guider le choix du ou des modèle(s) d ’im­
putation. Selon eux, les valeurs imputées devraient être :
1 . conditionnelles aux valeurs observées, afin de réduire le biais attribuable à la non- 
réponse partielle, augmenter la précision et préserver les associations entre les 
valeurs manquantes et observées ;
2 . multidimensionnelles, pour préserver les associations entre les variables qui feront 
ultérieurement l’objet de l’analyse de données ;
3. des tirages aléatoires de la distribution prédictive des valeurs m anquantes plutôt 
que des moyennes, afin d ’obtenir des estimateurs valides pour un grand éventail 
de paramètres.
Rubin [38] a conseillé d’inclure le plus de variables possible dans les modèles d ’im puta­
tion pour deux raisons. D ’une part, en n’incluant pas, par exemple, les variables impli­
quées dans le calcul des estimateurs 9a donnés en (4.2), les analyses ultérieures risquent 
fort bien d ’être biaisées, c’est-à-dire que les estimations des paramètres risquent d ’être
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mauvaises. D ’autre part, l’introduction de variables dans les modèles d’im putation d ’une 
variable ne contribue pas à biaiser l’analyse des données ultérieure concernant cette 
variable. C ’est pourquoi Rubin [38] a soutenu, de plus, qu’il est généralement mieux 
d’inclure dans les modèles une quantité trop grande de variables plutôt qu’une quantité 
insuffisante. Des modèles d ’imputation peuvent être basés sur une distribution des don­
nées multidimensionnelle normale, loglinéaire, sur un modèle de régression, etc. Schafer 
et Olsen [47] ont remarqué qu’il est plutôt rare, en pratique, que les données complètes 
se conforment à un modèle basé sur une telle distribution. Une variété de procédures de 
création des D  imputations ont été développées par des méthodologistes d ’enquêtes : 
Schafer [42], Royston [33], van Burren [54], etc. Ces procédures s ’appliquent à différents 
types de problèmes (des variables continues par opposition à des variables discrètes, des 
données longitudinales par opposition à des données en coupe transversale, etc.).
4.4 .3  M écanism e d ’absence des données
La plupart des procédures présentement disponibles et qui créent les D  im putations, 
par exemple celles déjà implémentées dans le logiciel SAS, supposent que le mécanisme 
d ’absence des données est ignorable, parce que le mécanisme probabiliste par lequel les 
valeurs deviennent manquantes n ’a pas besoin d ’être modélisé (Harel [14]). En effet, 
sous cette hypothèse, on peut ignorer l’information contenue dans la matrice M  pour 
im puter les valeurs manquantes, comme le confirme le théorème 4.10. Rubin [36] a même 
soutenu que l’ignorabilité est la condition la plus faible sous laquelle on peut ignorer 
l’information contenue dans la matrice M  pour im puter les valeurs m anquantes. La 
démonstration du théorème 4.10 requiert toutefois que l’on considère le modèle bayésien 
sous-entendu suivant pour Y  = (V^ bs> ^mia) et M ,  où Y  est l’ensemble des données 
complètes que l’on aurait obtenu si l’on avait plutôt observé les valeurs m anquantes :
p(Y, M, e, 4>) =  p(M \Y, 4>)p{Y, e, 4>)
= p(Y\e)p(M\Y,4>)p(d,<P). (4.23)
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T héorèm e 4.10. Si le mécanisme d ’absence des données est ignorable, alors
pC^misl^obS) Af) — p(Vmis|^obs)-
Démonstration. Rappelons qu’en vertu de l’hypothèse et d ’après la définition 1.10, 
d ’une part le mécanisme d’absence des données est de type MAR, et d ’autre part 
p(9,<p) =  p(9)p((f>). En ayant recours à des propriétés élémentaires de la théorie des 
probabilités, d ’après (4.23) et parce que p(9,</>) =  p(9)p(<f>), on obtient :
p(Ymis\Yobs, M ) = J  J p(Ymis,6,(p\Yobs,M)d9d<f> 
=  p(Yobs, M ) - 1 J  J p(Y, M, 9 ,4>)d9d4>
=  p(YobB, M ) - 1 J  J p(Y \e)p (M \Y , 4>)p(9)p(<P)d0d<t>.
En ayant recours à d ’autres propriétés élémentaires de la théorie des probabilités et 
d ’après l’hypothèse MAR, on obtient alors :
p(Ymis\Yobs, M ) = p(Yobs, M ) " 1 J  J p(Y \9)p(M \Yobs, 4>)p{9)p{cj))d9dcj) 
=  p(M \Yobs)p(Yobs, M ) - 1p(yobs, Fmis)
== PC^misl^obs)-
□
Quelques rares procédures de création des D  im putations s’adaptent dans un contexte 
où le mécanisme d ’absence des données n ’est pas ignorable et ont été publiées à ce 
jour (Glynn, Laird et Rubin [11], Verbeke et Molenberghs [55] et Enders [6 ]). Il est à 
prévoir que, dans ce contexte particulier, de nouvelles méthodes verront le jour (Schafer 
et Graham [46]).
4.4 .4  D istrib u tion  a priori des param ètres
Puisque l’IM repose d ’abord et avant tout sur une approche bayésienne (Rubin [36]), 
certains pourraient prétendre que la distribution a priori p{9) du paramètre 9 doit être
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choisie judicieusement, parce que ce choix pourrait mener à des résultats très différents 
les uns des autres, et qu’il fait intervenir un certain degré de subjectivité. Schafer 
et Olsen [47] ainsi que Schafer et Graham [46] ont rassuré les éventuels sceptiques 
en soutenant que le choix de la distribution a priori exerce rarement une influence 
importante sur les inférences, car la plupart du temps (entre autres, lorsque la taille de 
l’échantillon est relativement grande), n ’importe quelle distribution a priori raisonnable 
mène à des résultats essentiellement similaires. P ar ailleurs, le recours à des distributions 
a priori non informatives, c’est-à-dire à des distributions a priori dont l’impact sur 
l’inférence qui est réalisée est relativement faible, réduit la variabilité des inférences.
4.5 Choix de la valeur D
Nous supposons que le paramètre 9 est unidimensionnel pour simplifier la présentation.
4.5.1 D ans un con tex te  d ’estim ation  d e 9
Désignons par 7  la proportion  d ’inform ation m anquante sur 6  a ttr ib u ab le  aux  
valeurs m anquantes telle que définie ci-dessous. La notion d ’information sur le pa­
ramètre d ’intérêt 9 est considérée ici au sens de Fisher [10]. Il est d ’abord im portant 
de distinguer 7  de la proportion de valeurs m anquantes : l’information m anquante est 
un concept qui tient compte à la fois des valeurs manquantes et de l’ampleur des cor­
rélations qui existent entre les variables qui servent à imputer les valeurs manquantes. 
Par exemple, 7  et la proportion de valeurs manquantes sont approximativement égales 
lorsque ces variables ne sont pas corrélées, mais 7  est généralement plus petite que la 
proportion de valeurs manquantes lorsque les variables sont corrélées, car les corréla­
tions entre les variables atténuent la perte d ’information (Enders [6 ]). Par ailleurs, le 
symbole 7  quantifie à quel point l’estimation de 9 par 6 q aurait été plus précise si 
aucune valeur n’avait été manquante.
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Pour déterminer le nombre D  d ’imputations qui assure que l’estimateur 9p du para­
mètre 9 ait une bonne efficacité asymptotique 1 relative (EAR)— c’est-à-dire qui assure 
que l’estim ateur dp basé sur un nombre fini D  d ’im putations ait une variance asympto­
tique qui n ’est pas beaucoup plus grande que celle de ce même estimateur, mais calculé 
à l’aide d ’un nombre infini d ’imputations —, on peut se baser sur l’écart qui existe 
entre ces deux variances asymptotiques. Le lemme 4.11, tiré de Rubin [36], sera utilisé 
dans la démonstration du lemme 4.12 qui, lui, nous renseignera au sujet de cet écart, 
et donc au sujet de l’E A R  associée à Oo que nous désignons par Ad. Avant d ’énon­
cer le lemme 4.11, désignons également par Üoo =  liniD->oo Üd l’estimateur Üd lorsque 
D  — oo, quantité que nous utiliserons, entre autres, dans ce lemme.
L em m e 4.11. Lorsque D = oo, il vient : 7  =  £oo/(t/oo +  £oo)-
Démonstration. D’après Rubin [36], p. 85-86, on peut définir, lorsque D  = 0 0 , l ’infor­
mation observée au sens de Fisher sur 6  par l’inverse de la variance a posteriori de 
9\Yohs,M ,  à savoir Var- 1(0|FObs, M), où, d ’après (4.21) découlant du théorème 4.8,
Var(0|Fobs, M )  =  lim (0 D +  B D) = Ü0O + B ^ .  (4.24)D-ïoc
De même, on peut définir, lorsque D = 0 0  et d ’après la remarque 4.4, l’information 
totale qui aurait été observée sur 9 si les valeurs manquantes contenues dans avaient 
plutôt été observées, par Ü ^ .  La proportion d ’information manquante sur 9 devient :
Û - 1 -  ( Ü o o  +  B o o ) - 1 _  . g p o
7  Ü - 1 t/ 0 0 +  £ 0 0  ■
□
Lem m e 4.12. Sous les hypothèses du théorème 4-9, on a Ad =  (14- 7 /Z))-1 .
Démonstration. L’EAR associée à 9q est basée sur l’écart qui existe entre les variances 
asymptotiques Var(0D) et Var(i90O), où Var(0oc) est approximée, d’après (4.24), par la
1. Par «asymptotique», on fait référence ici à des échantillons de grande taille.
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variance a posteriori de 9\Y0 ^S,M ,  à savoir V&r(9\Y0 bS, M )  =  U^  +  Roo- D ’après (4.22) 
issue du théorème 4.8, on a :
_  Yarjëoo) V a r ^ )  _  _  /  1 \  ~x
Var (Ôp) B ^ / D  +  Var(0oo) Üoo +  (1 +  1 / D ) B 00 \  D Ü 00 + B 00)
On obtient le résultat en remarquant que, d ’après le lemme 4.24, fîoo/^oo +  B ^ )  =  7 .
□
Le tableau 4.1 présente les valeurs de l’EAR associée à 9o en fonction de différentes 
valeurs D  et 7 . On constate qu’à moins que 7  soit très grande, trois à cinq im putations
7
D 0 , 1 0 0 , 2 0 0,30 0,50 0,70 0,90
1 0,91 0,83 0,77 0,67 0,59 0,53
2 0,95 0,91 0,87 0,80 0,74 0,69
3 0,97 0,94 0,91 0 , 8 6 0,81 0,77
5 0,98 0,96 0,94 0,91 0 , 8 8 0,85
1 0 0,99 0,98 0,97 0,95 0,93 0,92
0 0 1 ,0 0 1 ,0 0 1 ,0 0 1 ,0 0 1 ,0 0 1 , 0 0
Tableau 4.1 -  EAR associée à 9q en fonction de différentes valeurs D  et 7 , en unité de 
variance.
sont suffisantes pour que l’efficacité asymptotique relative associée à 9o prenne des 
valeurs très grandes. En effet, considérons que 7  =  0,30, qui est la proportion d ’infor­
mation manquante maximale rencontrée dans la plupart des situations. Avec seulement 
D  =  5 imputations, l’EAR associée à 9o est de 94 %. En augmentant ce nombre à 
D  =  10, l’EAR associée à 9o attein t 97 %, une augmentation très faible considérant 
que l’effort requis pour calculer les valeurs imputées a quant à  lui doublé. C ’est pourquoi 
Little et Rubin [23] ont soutenu qu’il est généralement inutile de créer plus de trois à 
cinq imputations pour obtenir de bons résultats à l’aide de l’IM, lorsque l’objectif est 
d ’estimer 9 à l’aide d’un estimateur, 9o, dont la précision n ’est pas très loin de celle 
que l’on aurait plutôt obtenue si l’on avait idéalement eu recours à un nombre infini 
d’imputations. C ’est ce qu’en ont également conclu Rubin [38] et Schafer [42]. Une 
valeur D  supérieure à cinq est pratique seulement lorsque 7  prend de grandes valeurs
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(0,50 et plus). Ce qui pourrait être trompeur, en observant les résultats du tableau 4.1, 
serait de considérer qu’en choisissant une valeur D  moindrement raisonnable, comme 
D = 5, PIM donne de bons résultats, et ce, peu importe la valeur de 7 . Comme toute 
autre méthode d ’analyse des données incomplètes, l’IM ne peut donner de bons résul­
ta ts au-delà d ’une certaine proportion d ’information m anquante sur le param ètre 9 que 
plusieurs statisticiens fixent aux alentours de 0,30.
4.5 .2  D ans un con tex te  d ’estim ation  de 7
Pour plusieurs raisons, il est intéressant d ’estimer correctement la proportion d ’infor­
mation manquante sur le paramètre d ’intérêt 9. Selon Harel [15], la connaissance de 
cette proportion :
- permet de quantifier l’influence qu’ont les valeurs m anquantes sur l’estim ateur de la 
variance Td, ce qui permet d ’évaluer la contribution de l’information m anquante à 
l’incertitude des inférences effectuées sur 6  ;
- est un facteur im portant lorsqu’on choisit le nombre d ’imputations D  ;
- peut servir à prédire la vitesse de convergence de l’algorithme EM ou de l’augmenta­
tion de données lorsque ces algorithmes sont utilisés pour imputer les valeurs m an­
quantes.
Nous fournissons ici une démarche qui permet d ’obtenir un estim ateur de la proportion 
d ’information manquante sur 9 et nous présenterons ensuite la démarche qu’a utilisée 
Harel [14] en 2003 pour choisir le nombre d ’im putations D  qui assure d ’atteindre la 
précision désirée sur l’estimation de cette proportion.
E stim ateur de la proportion  d ’inform ation m anquante
Comme mentionné précédemment, nous supposons qu’en l’absence de valeurs m anquan­
tes, l’inférence basée sur l’approximation normale
9 ~  N(9, U) (4.25)
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serait appropriée, mais qu’en présence de valeurs manquantes, l’inférence est plutôt 
basée sur l’approximation de Student
Ôd ~  Q N 
W  ~ t{VD)'
que l’on peut aussi réécrire, selon la remarque 1.5 a),
9d  ~  t(9, Td, vd)- (4.26)
Les deux lemmes suivants fournissent les informations de Fisher sur 9 contenues dans les 
distributions (4.25) et (4.26), informations qui perm ettront de construire un estim ateur 
de la proportion d’information manquante sur 6 .
L em m e 4.13. L ’information de Fisher sur 9 contenue dans la distribution (4-25) est 
estimée par .
Démonstration. Posons G =  9 et désignons par Ig (9)  l’information de Fisher sur 9 
contenue dans la distribution (4.25) ainsi que par f d g , 9) la densité de cette distribu­
tion. On a :
i ^  ~  6 ) 2
^ ) = æ t  2C/ •
l°g fa (g ,9 )  =  ~^log(27tU) -
d  i f  t a\  -  2(g ~ e ) _  9 ~ d 
d9 o g ^ 9, ) 2U U ’
^ ï o g  f d g  , 9) = - U ~ \
Ig (9) = - E J ^ l o g  f a {g,9) =  V
Puisque U est l’estimateur de la variance de 9 que l’on aurait obtenu en l’absence de 
valeurs manquantes, on l’estime par Td , dont l’expression se réduit à Üd dans un tel 
contexte, selon la remarque 4.4. Un estim ateur de Ig {9) est alors donné par V f,1. □
L em m e 4.14. L ’information de Fisher sur 9 contenue dans la distribution (4-26) est 
donnée par (vd +  1 )(^d +  S)-1^ 1.
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Démonstration. Soit G  ~  t{vo). Posons H  = y/TpG + 9. Calculer l’information de 
Fisher sur 6  contenue dans la distribution (4.26) revient à calculer /# (# ), selon la 
définition 1.4. La densité de la distribution de H  =  i(G) = \ /T d G  + 9, est donnée par :
f H{h, 0 ) = J L  . IM  • [1 +  (h — 9) 2 /{Td vd ) ) - ^  + l ) /2 .
y/TE y/vDnV(yD/2)
On obtient ensuite 
d d
^ l o g  / „ ( M )  = dtj
V D  +  1
v  D +  1
log [l +  (h -  9)2 /{T DvD)] ^ 
1 - 2 (h -  9)
= ( v D  +  1)
1 +  (h -  9)*/(Td vd ) 




log f f f (h,9)  =  (ur> +  l) 
=  ( v d  +  1 )
T d vd  +  (h -  9 f
(h — 9) 2 — TjjVd 
L [TDvD + ( h - 9 ) 2 }2  
1 2 TdVd
TDvD + ( h - 9 ) 2 [TbuD +  {h -  0) 2 ]2
Posons A(h, 9) = 1 + (h — 9) 2 /(T dvd) .  On a alors : 
d 2 , t  t u  a \  v d  +  1^ l o g / „ ( M )  = A(h,9) A 2 (h, 9)
E l°g f H(h, 9)
v d  +
Tdvd 
vd +  1
K* iA{h,9) -  2 E1 1[[ ;4 (M )]2J
Tdvd 
vd +
t J L - ^ =  • —  L)( f ,  • [ ^ ( M ) ] “ (VD + 1 ) / 2  ~  2<ta\ /7d  ’(u d / 2)
(4.27)
Désignons par I  et J  les l re et 2e intégrale de (4.27). En effectuant les changements de
variables zi = (h — #)vVd +  2 l\JTpVp  et z^ = {h — 9)\Jvd +  4 / \ZTpi7p, on obtient :
(uD +  2 ) +  1
T((uD +  l ) / 2 )
I  =
J  =  2
1 +
'/Td\Jvd'kT{vd /2) J_co (
r ( ( ^  + 1 ) / 2 ) [ +°° (  
y/TBy/vD*l'{vD/2) J - oo \
y/TpVp 
yjvp  + 2




\ f T p V p  
y /v D +  4
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Puisque la densité d ’une distribution de Student intègre bien évidemment à un, et en 
remarquant que T (a  +  1 ) =  c*r(a), pour tout nombre réel a  >  0 , on a :
I  =
T { ( vd  + l ) / 2 ) y / v E  y /  ( v p  +  2 )7rr((wjr) +  2 ) / 2 )
y / v DTrll( yD/ 2 )
T ( ( v d + 1 ) / 2 )
T ( vd / 2 )
vd
\Jvd +  2
r ( W 2  +  i)
r(K + 3)/2)
I > d /2  +  3/2)
J  = 2
=  2
v p  +  1
r ( (u D + 1 ) / 2 )
(4.28)
y/vp y j  (vp +  4 )7r r ( (u jP +  4)/2)
y / vDirl ' (vD/ 2 )  
T((uD +  l ) / 2 ) 
T ( v d / 2 )
Vd {vd  +  2)
('vp  +  1)(ud +  3)
y/vp  +  4 
Y{vp / 2  +  2 ) 
T{vp/2  +  5/2)
r((f£) +  5)/2)
(4.29)
Les équations (4.27) à (4.29) entraînent que :
E l°g M M ) vp + 1 TpvD 
V p  +  l  
vp + 3 ÀD
vp
Vp +  1
T n l
2 - v p ( v p  +  2) 
( v p  +  1)(vd +  3)
L’information de Fisher sur 6  contenue dans la distribution (4.26) est donc donnée par :
æ
Ih (6) =  - E de2
log f H(h, 9) vp  +  f r _i 
vp  +  3 D
□
On peut alors utiliser les lemmes 4.13 et 4.14 afin de construire un estim ateu r  n a ïf  
de la proportion  d ’inform ation m anquante sur 0 .
Lem m e 4.15. Un estimateur naïf de la proportion d ’information manquante sur 6  est 
donné par :
, d  _  0 g ‘ - ( » ,  +  !)_ (» ,+  3 )-% - (4 3 0 )
Up
Démonstration. En vertu des lemmes 4.13 et 4.14, on peut affirmer qu’en présence de 
valeurs manquantes, l’information de Fisher sur 9 contenue dans la distribution (4.26)
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est (vD +  1)(ud +  3)' ~xT ô \  mais qu’en l’absence de valeurs manquantes, l’information 
de Fisher contenue dans la distribution (4.25) peut être estimée par Üp1. Un estim ateur 
«naturel» de la proportion d ’information manquante sur 9 est alors donné par le rapport 
entre l’information manquante, Üpl — (vp  +  1)(ùd +  3)' - ' t e 1, et l’information observée 
en l’absence de valeurs manquantes, Ü^ 1 :
ÜEx - ( v D  + l){yD + Z ) - 'T E x
1 d = ------------------- - r i -------------------- •
UD
□
Mais cet estimateur, 7 0 , en plus de refléter l’information perdue dans les valeurs man­
quantes, reflète également l’information qui est perdue en utilisant un nombre fini D  
d ’imputations plutôt qu’infini. En s ’assurant de choisir une valeur D  suffisamment 
grande, un estim ateur de la véritable proportion  7  d ’inform ation  m an quan te  
sur 0  attribuable uniquem ent aux valeurs m anquantes est alors donné en adap­
tan t (4.30) au cas où D  est grand.
T héorèm e 4.16. Lorsque D  est grand, un estimateur naïf de 7  est donné par 
7 = B d /(Ü d + B d ).
Démonstration. Lorsque D  est grand, vp  est également grand, en vertu de la remarque 
4.4. Les facteurs de correction (vp + 1 )(ùd +  3) _ 1  et (1 +  1/ D)  deviennent alors né­
gligeables. D’après le lemme 4.15, la proportion 7  peut donc être estimée naïvement 
par :
Ü E ' - i v D  +  i X v p  +  s r ' T E 1 s  Ü E 1 ~  T 5 1
Ühl ÜE1
ÜE1 - \ Ü d + {1 + 1 / D) B d ) ~ 1 
Û E 1






C hoix de la valeur D  pour estim er 7
Schafer [42] a remarqué que l’estimation de 7  peut donner des résultats instables, à 
moins de choisir une grande valeur D. En déterm inant la distribution de 7  lorsque 
D  —> 0 0 , nous serons en mesure de proposer des valeurs D qui assurent d ’atteindre le 
degré de précision désiré, qui sera donné par l’écart-type de 7 , sur l’estimation de 7  par 
7 . Le lemme suivant porte le nom de «méthode delta multivariée» dans la littérature. 
Nous y aurons recours entre autres dans les démonstrations du théorème et du lemme 
qui le suivent et qui perm ettront d ’obtenir la distribution de 7  lorsque D  —> 0 0 .
L em m e 4.17. (M éthod e d e lta  m ultivariée) Soient (X n)ne^  une suite de vecteurs 
aléatoires X n =  [.Xn l, . . . ,  X nk]T, g  : Mfe —>• K* une fonction vectorielle de k variables 
réelles g(y) = [gi (y) ,  ■ ■ ■ , g i { y ) ] T qui est différentiable au point ô =  [ù i,. . . ,  ôk]T, un 
vecteur constant, et E une matrice constante définie positive et de dimension k  x k.
Si \ / n ( X n — 5) A  iV(0 ,E ), alors ^ n [ g ( X n) — <?(<5)] N(0,GT,Gt ), où D désigne la
T héorèm e 4.18. La distribution de 7  converge en loi vers une distribution normale, 
lorsque D  —> 0 0 . Plus précisément,
convergence en distribution et où G = (gij) désigne la matrice jacobienne de g au point 
y =  5 et de dimension l x k avec g^ = dgi(y)/dyj\y=s-
Démonstration. Voir Agresti [1], p. 577-581. □
(7 -  7) 4  AT(0,1). (4.31)
V ^ D 7 ( l - 7 )
Démonstration. Rubin [36] a justifié (voir section 3.3) l ’approximation
{D  — l)B u /B co  ~  x 2(D — 1 ), (4.32)
où x 2(D — 1) désigne la distribution du Khi-deux à D — 1 degrés de liberté. En supposant 
que cette approximation soit raisonnable et en remarquant qu ’une variable aléatoire 
qui suit une distribution x*(D — 1) peut s’écrire comme une somme de D  — 1 variables
aléatoires indépendantes et identiquement distribuées de distribution x 2 (l)> le théorème 
central limite entraîne, lorsque D —> oo,
(D -  l ) B D/ B 00 -  (D -  1) *
s / 2 ( D - l )
c’est-à-dire :
N (  0,1),
On peut alors appliquer le lemme 4.17 avec A; =  1, l =  1, n =  D, X n =  Bp,  S = B ^ ,  
S  =  2B ^  et g(y)  =  y /(Ü o  + y) pour obtenir, lorsque D  —> oo,
Or G = Üd / { Ü d  +  Soc)2. On obtient alors, lorsque D  —> oo,
VD  f  7 -  _ g °° )
4 iv(0,i),
V +  S o o ) 4
ou, en approximant Üd par Üx  =  limo^oo Üd , car D —> oo,
^ ( 7 ” C + ^ ) ® JV(0,1).
Y ( t ^  +  B ^ ) 4
Selon le lemme 4.11, on a Boo/({/<» +  5oo) =  et donc :
3  AT (0 ,1 ). (4.33)
7 2 / 5 7 ( 1 - 7 )
Dans un contexte où 7  converge en probabilité vers 7 , on a ensuite recours au théorème 
de Slutsky afin d ’estimer 7  par 7 , ce qui permet finalement d ’obtenir le résultat. □
Lorsque 7  est près de 0 ou de 1, la variance de 7  devient presque nulle et la distribu­
tion normale devient presque dégénérée. Pour corriger cette situation, on peut décider 
d ’appliquer une fonction, la fonction logit, qui aura pour effet de stabiliser la variance 
en la rendant constante.
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R em arque 4.19. Lorsque 7 est près de 0 ou de 1, une distribution plus appropriée, 
lorsque D —>• 00, est donnée par :
>/D(logit(7) -  logit(-y)) % N  (0,2) ,
où logit(y) =  ln [y /(l — y)] est la fonction logit. En effet, en réécrivant autrem ent (4.33), 
on obtient, lorsque D  00 :
V D ( j  -  7) 4  N  (0 ,272(1 -  7 )2) .
Le résultat découle alors de l’application du lemme 4.17 avec n  =  D, X n = 7, 0 =  7, 
a 2 =  2 7 2 ( 1  -  i ) 2 et y(y) =  logit(y) =  ln [y /(l -  y)].
Considérons le cas où 7 n’est pas près de 0 ou de 1, ce qui est presque toujours le 
cas en pratique. Remarquons que Harel [14] a effectué des simulations qui ont permis 
de conclure que l’estimation de 7 par 7 au moyen de la distribution de 7, lorsque 
D —> 00, donnée en (4.31) produisait des résultats qui reflètent la réalité, car les résultats 
théoriques étaient très similaires à ceux qu’il a obtenus par les simulations. Le choix de 
la valeur D  assure d ’atteindre, lorsqu’on décide d’estimer 7 par 7, la précison désirée 
qui, elle, est mesurée à l’aide de l’écart-typ e de 7  approximé, d’après (4.31), par :
=  ( 4 ' 3 4 )
En effet, si l’on désire obtenir un écart-type S E ( 7) donné en estimant 7 par 7, il 
n ’existe alors qu’une seule valeur D , que l’on peut calculer à partir de (4.34), qui assure 
cela. Le tableau 4.2 propose différentes manières de choisir le nombre d ’im putations 
D en fonction de diverses valeurs de 7 et S E ( 7). D ’après les données de ce tableau, 
on constate, par exemple, que, pour une valeur 7 fixée, afin d ’atteindre un degré de 
précision de plus en plus grand sur l’estimation de 7, la valeur D doit bel et bien être 
choisie de plus en plus grande.
66
7
S E (  7 ) 0 , 1 0 0,25 0,50 0,75 0,90
0,03 18 79 139 79 18
0 ,0 2 41 176 313 176 41
0 ,0 1 162 704 1250 704 162
Tableau 4.2 -  Choix de D  en fonction de différentes valeurs 7  et S E  (y).
4.6 Comparaison entre l ’im putation m ultiple et l ’im ­
putation simple
R em arque 4.20. L’IM est une généralisation de FIS. Deux situations perm ettent de 
conclure cela. Premièrement, lorsque D = 1, la composante inter-im putation B d  vaut 
0, ce qui signifie que l’incertitude intra-modèle devient nulle. Les valeurs imputées sont 
considérées comme connues et fixes et l’IM équivaut dans ce cas à l’IS. Deuxièmement, 
considérons la situation où, pour chaque valeur manquante, les D  valeurs imputées sont 
identiques, ce qui peut être le cas lorsque la méthode d ’imputation est déterministe 
(imputation par la régression linéaire, im putation par le plus proche voisin, etc.). Dans 
cette situation, les D  imputations générées par la procédure d ’IM sont identiques et les 
D  estimateurs dd le sont également. La composante inter-im putation B d  de Td  devient 
alors nulle, tout comme l’incertitude intra-modèle. On peut ainsi restreindre le nombre 
d ’imputations D  à une seule, ce qui revient au cas de FIS.
Comme mentionné à la section 2.2.2, FIS est une solution très souvent utilisée pour 
traiter le problème des données manquantes et qui possède entre autres deux avantages 
im portants : elle permet l’utilisation de méthodes courantes d ’estimation qui requièrent 
des données complètes et elle permet l’utilisation de l’information additionnelle détenue 
par l’organisme responsable de la production des données au sujet du mécanisme d ’ab­
sence des données, information que l’organisme qui effectue ultérieurement l’analyse des 
données ne détient généralement pas en raison de contraintes d ’espace dans les fichiers 
de données ou de contraintes de confidentialité. Cependant, FIS ne reflète ni l’une ni
67
l ’autre des deux composantes de l’incertitude attribuable aux valeurs manquantes, ce 
qui entraîne une sous-estimation de la variance des estimateurs de paramètres.
L’IM est, à tous les égards, une meilleure solution au problème des données manquantes 
que l’IS, pour les raisons suivantes :
1 . elle partage à la fois les deux avantages mentionnés ci-dessus de l’IS.
2. lorsque les D  >  2 valeurs imputées de chaque valeur manquante sont des tirages 
aléatoires calculés à partir de p{YmiB\Yob8, M ),  le calcul de la moyenne effectué 
sur les D  imputations, qui permet d ’obtenir l’estim ateur Qd de d, augmente la 
précision de l’estimation par rapport à celle que l’on aurait obtenue si l ’on avait 
plutôt eu recours qu’à une seule im putation (Little et Rubin [23]).
3. elle rectifie les deux inconvénients de l’IS mentionnés ci-dessus. En effet,
(a) d ’une part, lorsque les D > 2 valeurs imputées de chaque valeur m anquante 
sont des tirages aléatoires calculés à partir de p(V^niS|^obs, M )  et issus d ’un 
même modèle, les D  imputations générées perm ettent, une fois combinées, de 
créer une inférence qui reflète correctement l’incertitude intra-modèle. Dans 
ce cas, PIM permet de produire, pour une vaste classe de modèles d ’im puta­
tion, des estimateurs valides de la variance d ’estimateurs de param ètres qui 
peuvent être calculés en présence de données complètes et qui sont plus effi­
caces que ceux que l’on obtient en ayant recours qu’à une seule im putation.
(b) d ’autre part, en ayant recours à une étude de la sensibilité des inférences 
relativement au choix du modèle d ’imputation, la variation des inférences 
obtenues sous chaque modèle reflète l’incertitude inter-modèle.
4. elle est très efficace, même en choisissant un nombre D  d ’imputations aussi petit 
que cinq et même parfois deux, selon Little et Rubin [23], lorsque, entre autres 
conditions, la proportion 7  n ’est pas trop élevée.
5. elle s’avère prometteuse dans un contexte d ’enquêtes complexes (plan d ’échan­
tillonnage complexe ou formules d ’estimation complexes), lorsqu’en présence de
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non-réponse partielle, il est parfois difficile de modifier analytiquement des mé­
thodes courantes d ’estimation qui requièrent des données complètes.
L’IM présente seulement deux désavantages plus souvent qu’autrement négligeables.
1 . elle requiert un temps de traitem ent à l’ordinateur plus grand que celui requis 
pour l’IS. Mais l’amélioration continue des logiciels de statistique comme STATA 
et MATLAB permet d’atténuer grandement cet inconvénient, puisqu’il ne s’agit, 
en réalité, que d ’exécuter la même démarche D  fois au lieu d ’une seule fois, où D  
est souvent très petit.
2 . elle requiert une capacité d ’entreposage des données supérieure à celle requise pour 
l’IS. Encore une fois, les nouvelles avancées technologiques atténuent grandement 
cet inconvénient. L’effort supplémentaire nécessaire pour entreposer des ensembles 
de données multiples n’est pas beaucoup plus grand que celui pour entreposer 
des ensembles de données simples. En désignant par p  la proportion de valeurs 
manquantes contenues dans l’ensemble des données incomplètes original, on peut 
montrer que, en terme d ’éléments de matrice, l’ensemble des données imputées 
multiples n ’est seulement (1 +  Dp) fois plus grand que l’ensemble des données 
incomplètes original, généralement un facteur situé entre un et deux (Rubin [35]).
4.7 Comparaison entre l ’im putation m ultiple et les 
m éthodes basées sur le Bootstrap ou le Jackknife
Little et Rubin [23] ont réalisé une synthèse 2 des avantages et inconvénients entre l’IM
et les méthodes basées sur le Bootstrap ou le Jackknife. Voici ce qu’ils ont observé.
1 . Les deux catégories de méthodes :
(a) requièrent le respect de certaines hypothèses au sujet de la distribution pré­
dictive des valeurs manquantes, dans le but de générer des estim ateurs basés
2. Pour une discussion plus détaillée à ce sujet, veuillez consulter Rao [28], Fay [9] et Rubin [38].
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sur les valeurs imputées et convergents pour les paramètres de la population ;
(b) perm ettent de construire facilement des estim ateurs convergents de la va­
riance d ’estimateurs de paramètres.
2. En présence d ’échantillons de grande taille, l’IM semble être plus vulnérable que 
les méthodes basées sur le Bootstrap ou le Jackknife au mécanisme d ’absence des 
données.
3. Les méthodes basées sur le Bootstrap ou le Jackknife nécessitent des échantillons 
de grande taille et leurs propriétés en présence d ’échantillons de petite taille 
peuvent être mises en doute, tandis que l’IM, qui repose d’abord sur une ap­
proche bayésienne, peut fournir de bonnes inférences en présence d ’échantillons 
de petite taille.
4. Moins de temps est requis pour effectuer à l’ordinateur les calculs relatifs à l’IM 
comparativement aux calculs relatifs aux méthodes basées sur le Bootstrap ou le 
Jackknife. En effet, l’IM donne de bons résultats pour des nombres D  d ’im puta­
tions aussi petit que 1 0 , et parfois même de deux, tandis que les méthodes basées 
sur le rééchantillonnage donnent de bons résultats seulement lorsque le nombre 
d ’imputations est très grand, par exemple au moins B  =  200 imputations.
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CHAPITRE 5
Imputation multiple à deux niveaux
5.1 Problém atique
Dans le cadre de l’IM conventionnelle, le nombre D  de valeurs imputées est le même 
pour chaque valeur manquante. En pratique, par contre, il n ’est pas toujours convenable 
de générer le même nombre de valeurs imputées pour chaque valeur manquante, comme 
l’a illustré Shen [51] en faisant référence aux deux situations suivantes. D ’une part, on 
peut être porté à vouloir générer très peu de valeurs imputées pour des variables (ou plus 
généralement des valeurs manquantes) dont l’im putation nécessite beaucoup de calculs 
— en d ’autres mots, des variables qui coûtent cher à im puter — et davantage de valeurs 
imputées pour les variables qui ne coûtent pas cher à imputer. D’autre part, on peut 
être porté à vouloir générer très peu de valeurs imputées pour des variables (ou plus 
généralement des valeurs manquantes) qui comportent de faibles proportions d ’informa­
tion manquante sur le paramètre d ’intérêt 6 et davantage de valeurs imputées pour les 
variables qui comportent des proportions im portantes d ’information manquante. Une 
question s’impose donc ici : comment peut-on adapter l’IM conventionnelle pour ex­
ploiter le fait que, dans certaines situations, la nature des valeurs manquantes suggère 
d ’effectuer l’imputation plutôt en deux étapes?
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Shen [51] a répondu à cette question en concevant, dans la thèse qu’il a rédigée en 
2 0 0 0 , une méthode originale qui consiste d ’abord à im puter une première partie des 
valeurs manquantes à l’aide d ’un nombre d ’im putations donné et ensuite le reste des 
valeurs manquantes à l’aide d ’un nombre d ’im putations qui n ’est pas nécessairement 
le même. Shen a appelé cette méthode l’IM  em b o îtée  (nested multiple im putation). 
Aujourd’hui, cette méthode est mieux connue sous le nom d’IM  à deux n iveau x  (two- 
stage multiple imputation) qui a été popularisé par Harel [14]. Nous verrons que l’IM 
à deux niveaux est une généralisation de l’IM conventionnelle qui incorpore, elle aussi, 
les deux composantes de l’incertitude attribuable aux valeurs manquantes. D ’autres 
références récentes incluent Rubin [40], Harel [14], Reiter et Dreschsler [31] ainsi que 
Reiter et Raghunathan [32]. Nous décrivons à la section 5.2 cette méthode d ’analyse des 
données incomplètes comme présentée dans la première partie de la thèse de Shen [51], 
c’est-à-dire lorsque l’objectif est d ’estimer un param ètre unidimensionnel 0. Shen s ’est 
inspiré en grande partie de la présentation de l’IM conventionnelle donnée par Rubin 
[36] pour rédiger la première partie de sa thèse. À noter que Shen a adapté dans la 
seconde partie de sa thèse les résultats de la première partie dans le cas où l’on désire 
plutôt estimer un paramètre multidimensionnel 6, un contexte que nous n ’aborderons 
pas ici pour ne pas alourdir inutilement ce mémoire. Nous réaliserons ensuite à la section 
5.3 une analyse critique du contenu présenté à la section 5.2. Une brève conclusion sera 
donnée à la section 5.4.
5.2 Présentation de l ’im putation m ultiple à deux ni­
veaux par Shen
5.2.1 D escrip tion  de la m éthode
L’un ou l’autre des deux exemples introduits à la section 5.1 suggèrent de décomposer 
l’ensemble des données incomplètes Y  de la manière suivante :
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Y  (Vobsi ^mis) — (Vobsj VA,mis> ^B,mis))
où Va,mis et Vernis désignent les ensembles des valeurs manquantes appartenant au 
type A et au type B respectivement. Par exemple, on pourrait définir Va,mis l’ensemble 
des valeurs manquantes qui coûtent cher à im puter ou dont la proportion d ’informa­
tion manquante sur 9 qui lui est attribuable est la moins élevée et Y^mis l’ensemble 
des valeurs manquantes restantes. Shen s’est appuyé sur les trois mêmes étapes de 
l’IM conventionnelle : imputation, estimation et combinaison. Il a préconisé l’approche 
bayésienne pour effectuer l’imputation et il a proposé les deux méthodes suivantes pour 
générer les imputations. Soient D  >  2 et E  > 2 deux nombres naturels et M  la matrice 
indicatrice des valeurs manquantes qui est considérée fixe ici.
Méthode 1 :
(a) Tirer D  valeurs indépendantes de Va ,mis à partir de sa distribution a posteriori 
prédictive, Y ^ û s ~  p(VA,mis|^obsî M ), d =  1 Cela permet d ’obtenir D  
ensembles de données partiellement complètes (V^,bs>^Amis)’ d — 1 , . . . ,  D.
(b) Pour chacune des D  valeurs Y^ is de l’étape (a), tirer E  valeurs indépendantes 
de V^mis à partir de sa distribution a posteriori conditionnelle et prédictive, 
r ï A  ~  P (U i.n»K b„ ï £ L ,  M ), e = 1 E.
La méthode 1 crée en tout D E  imputations y ( d,e) =  (V^bs, Yi^ mis» d = 1 , . . . ,  D,
e = 1, . . .  ,E.  La figure 5.1 illustre la création de D E  imputations en employant la 
méthode 1, où ?a et ?b désignent une valeur manquante du type A et du type B 
respectivement. Remarquons que l’origine des expressions «IM à deux niveaux» et «IM 
emboîtée» provient du fait que les tirages de YB,mjS effectués au deuxième niveau sont 
emboîtés à l’intérieur de chaque tirage de Va,mis réalisé au premier niveau.
Méthode 2 :
(a) Tirer D  valeurs indépendantes de YmjS à partir de sa distribution a posteriori 
conditionnelle prédictive, V ^  ~  p(YinjS|Y^ bs> M ), d = 1 , . . . ,  D, perm ettant d ’ob­
tenir D  im putations conventionnelles, (Y0bS, Y ^ ) ,  d =  1, c’est-à-dire
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y ( 0 )
A,mi8
y (A  1) y(D,E)
B,mis / B,mis
y ( i . i )  y ( i , £ )  y ( A D  y ( A £ )
Figure 5.1 -  Création de D E  imputations par la méthode 1 et à partir d ’un ensemble de 
données incomplètes composé de 10 unités statistiques échantillonnées et de 3 variables.
les D  imputations qui auraient été générées par l’IM conventionnelle.
(b) Pour chacune des D  valeurs =  (F [d„lis! F g ^ J  de l’étape (a), tirer E  — 1 
valeurs indépendantes additionnelles de Yb,mis à partir de sa distribution a poste­
riori conditionnelle, ~  p(FB,mis|Fobs, F ^ is, M ), e =  2 , . . . , E .  Cela perm et
d ’obtenir D ( E  -  1) imputations (Fobs, F ^ is, F g ^ ) ,  d — 1 , . . . ,  D, e  =  2 , . . . ,  E.
La méthode 2 permet elle aussi de construire en tout D  +  D ( E  — 1) =  D E  im putations 
Y (d'e\  d = l , . . . , D ,  e = l , . . . , E .
L em m e 5.1. Les méthodes 1 et 2 sont équivalentes pour générer les imputations. 
Démonstration. En remarquant que :
p ( Y s  ,m is|F)bsi ^A,mis) M)p(FAimis|Fobs, M)  =  p(FA,mi8) FB,mi8|FobS) M) =  p(Fmis|Fobs, M ),
les D  ensembles de valeurs imputées . . . ,  ( F ^ is, F ^ ) ,  obtenus en ef­
fectuant l’étape (a) et la première itération de l’étape (b) de la méthode 1 , constituent
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alors D  tirages indépendants de p( Finis |Eôbsi M ), parce qu’ils proviennent tous d ’un em­
boîtement différent d. De même, les D  ensembles de valeurs imputées Y ^ l , . . . ,  Y^fJ  
obtenus en effectuant l’étape (a) de la méthode 2 constituent D  tirages indépendants 
de ^(KnisIV'obs, M ). Faire l’étape (a) et la première itération de l’étape (b) de la méthode 
1 revient donc à faire l’étape (a) de la méthode 2, ce qui crée D  imputations convention­
nelles. On obtient le résultat en remarquant que les im putations créées en effectuant les 
itérations subséquentes des deux méthodes sont clairement équivalentes. □
R em arques 5.2.
a) L’IM à deux niveaux est une généralisation de l’IM conventionnelle. En effet, 
d ’après la démonstration du lemme 5.1, on constate que, dans le cas particulier 
où E  =  1, l’une ou l’autre des deux méthodes de génération des im putations 
fournit D  imputations conventionnelles.
b) La distribution a posteriori la plus facile à déterminer entre p(FA,mis|^bs) M )  et 
p(^miS|F^bsî M ) guide le choix de la méthode à privilégier pour im puter les valeurs 
manquantes.
L’estimation consiste à analyser chacune des D E  imputations à l’aide de la méthode 
courante d ’estimation des données complètes du problème. Supposons qu ’en l’absence 
de valeurs manquantes, l’inférence sur le param ètre unidimensionnel 9 soit basée sur 
l’approximation normale suivante valable en présence d ’échantillons de grande taille :
(5.1)
où 6 =  0(V^ba! Finis) est un estimateur de 9 et où U =  U(Y0[}S,Y miS) est un estim ateur 
de sa variance. Soient (0(d,e)> (^d,e))> d =  1, . . .  ,D,  e =  1 , . . . ,  E  les statistiques 9 et U 
calculées dans chacune des D E  imputations. En d ’autres mots, les D E  estim ateurs de 
9 sont :
Ô{d,e) =  9 ( Y ^ ) ,  d e =  ! , . . . , £  (5.2)
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et les D E  estimateurs de la variance des 6^,e) sont :
U{d,e) =  t /(F (d’e)), d = l , . . . , D ,  e =  l , . . . , E .  (5.3)
R em arque 5.3. Les D E  ensembles de valeurs imputées, obtenus en ayant recours 
à l’une ou l’autre des deux méthodes de génération des imputations, ne peuvent pas 
être échangés les uns par rapport aux autres. Par exemple, lorsque la méthode 1 est 
employée, chacun des E  ensembles de valeurs imputées (^aoius’ e =  1, • • • , £ '
est issu du même emboîtement d et contient donc un ensemble commun de valeurs : 
l’ensemble des valeurs imputées P^mis- Ainsi, aucun de ces ensembles ne peut être 
échangé avec l’un des (D — l ) E  autres ensembles de valeurs imputées qui proviennent de 
tout autre emboîtement différent de l’emboîtement d. Cela justifie l’élaboration de règles 
de combinaison des résultats différentes des règles de Rubin. Les résultats présentés dans 
les règles de combinaison suivantes seront justifiés à la section 5.2.2.
L’estim ateu r IM  de d est donné par la moyenne des O^e),
^  =  =  <5-4>
<2=1 e=l <2= 1
où ëd. =  £ f =i ê[d, e) / E  est la moyenne des d(d:e) issus de l’emboîtement d. L’estim ateur 
de la variance de Ode admet deux composantes : les composantes intra-im putation et 
inter-imputation. La com posante in tra-im pu tation  est la moyenne des estim ateurs 
des variances à l’intérieur de chaque im putation qui considèrent les valeurs imputées 
comme si elles étaient observées,
1 D E
(5-5)<2= 1 e=l
La composante inter-imputation est, quant à elle, décomposée en deux : la com p osan te  
in ter-em boîtem ent, qui est la variance empirique des moyennes 8d.,
D
B ÿ E = - M 2 . <5'6>
<2 = 1
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où l’exposant (b) désigne «entre» (between) et la com p osan te  in tra -em b oîtem en t, 
qui est la moyenne des variances empiriques des 0(d,e) à l’intérieur des emboîtements,
D  ^ E
=  i  É  F = T  Ë  («M» -  * * ) a' (5.7)
d=l 6=1
où l’exposant (tu) désigne «à l’intérieur» (within). La somme des composantes inter­
emboîtement B ^ e  et intra-emboîtement B p ’l  est une mesure quantitative qui reflète 
ici l’incertitude intra-modèle, c’est-à-dire la variabilité des estimateurs 0{d,e) à travers 
les D E  imputations issues d ’un même modèle. L’estim ateu r IM  de la  variance de  
& d e  est alors constitué de la somme corrigée de ses trois composantes,
1 \  \  1
Tde = Ude  + ( 1 + B (n l  + ( 1y -'DE t  » x £. / B d Ei
(w) (5.8)
où (1 4 - 1 / D ) et (1 — 1/E)  sont des facteurs de correction dans le cas de nombres finis 
D  et E.  La figure 5.2 résume les étapes de l’IM à deux niveaux.
©C
R ésu lta t 1Im putation  1
y(i,i)
R ésu lta t D E
(0(D,E), U{D,E))
Im putation  D E
y(D,E)
Inférence
Imputation Estim ation Combinaison
Figure 5.2 -  Étapes de l’IM à deux niveaux.
Nous démontrerons à la section 5.2.2 que la distribution de Student permet, lorsque la 
taille de l’échantillon est grande, de construire des intervalles de confiance et des tests 
d ’hypothèses sur 6 :
0 — 0d e
x/T di
K v de ), (5.9)
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où le nombre de degrés de liberté est estimé par :
VdE ~ D -  1
( 1  +  1 /P ) g j&
Tde
+ D ( E  -  1)
(1 -  l / E ) B (w)DE
'■DE
(5.10)
R em arq u e s  5.4.
a) En choisissant E  =  1, la composante inter-emboîtement vaut évidemment 0 et 
on constate aisément que l’estim ateur du param ètre 6, Od e , l’estim ateur de sa 
variance, TDE, et le nombre de degrés de liberté, vDE, se réduisent bel et bien 
à leur expression correspondante dans le cadre de l’IM conventionnelle, à savoir 
respectivement ÔE , Ed et vE , donnée en (4.4), (4.7) et (4.9). En d ’autres mots, en 
choisissant E  — 1, les présentes règles de combinaison se réduisent aux règles de 
Rubin dans le cadre de l’IM conventionnelle.
b) Comme dans le cadre de l’IM conventionnelle, le recours à la distribution normale 
centrée réduite plutôt que la distribution de Student (5.9), dans le cadre de l’IM 
à deux niveaux, serait acceptable dans les situations où le nombre de degrés de 
liberté vde donné en (5.10) serait grand, ce qui est le cas lorsque D  est grand ou 
lorsque les termes ( 1  +  1 / D )B ^ e /T de  et ( 1  — 1 / E ) B ^ / T Ee sont petits.
L em m e 5.5. Un intervalle de confiance pour 6 de niveau 100(1 — a) % est donné par :
@DE ±  t i_a/2(vDE) \ /T d e - (5-11)
Démonstration. Le résultat découle directement de (5.9) et (5.10). □
5.2.2 Justification  bayésienne des règles de com binaison
Shen [51] a réussi à justifier (5.9) et (5.10) en se basant sur l’approche bayésienne qu’a 
empruntée Rubin [36] aux sections 3.2 et 3.3 dans le cadre de l’IM conventionnelle. En 
d ’autres mots, en désignant
S  DE ^ (^ Ô(d,e), , d 1, . . . ,  79, e 1, . . . ,  ,
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et sachant que la distribution a posteriori conditionnelle de 9\Sde est très difficile à 
obtenir analytiquement, Shen en est venu plutôt à approximer la distribution a pos­
teriori conditionnelle de (9 — 6d e )Tq 1J 2\Sde  par une distribution de Student t{voE)-
Nous présentons en cinq étapes la démarche qu’il a utilisée pour y arriver, en introdui­
sant d ’abord quelques notations pour les limites de variables aléatoires suivantes, où les 
égalités doivent être prises au sens de la convergence en probabilité :
&00E =  lim Ode (5-12)
D —¥ OO
Ü00E — Un1 Üde (5.13)
D-+00
ip rW    dÙ")
' DEe ~ DE (5-14)
b S  =  lim B f l  (5.15)
D — > 0 0
1. A pproxim ation  de la d istribu tion  de 0 \ë ooE'> Û ^ e -, B ^ e
T héorèm e 5.6. Sous les hypothèses suivantes :
i) en présence de tout ensemble de données complètes X , on a 9(X)  =  E[9\X,  M ]
et U{X)  =  Var(0|X, M)  ;
ii) la distribution a posteriori actuelle de 9, sur laquelle Vinférence sur 9 est basée, 
est approximativement normale;
alors :
(0|0ooE, Ü^E, Æ ,  b ™ )  ~  N {9ooE, Üooe + B%e  +  B ™ ) .  (5.16)
Démonstration. Selon une propriété des espérances conditionnelles, on a :
E[9\Yohs,M ] = E[E(9\Yohs,Y mis,M )\Y oba,M ], (5.17)
où l’espérance extérieure est par rapport à Y"mjS. En vertu de la loi faible des grands 
nombres et d ’après l’hypothèse i), (5.2), (5.4) et (5.12), (5.17) devient :
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D  E
E[9lnta, M \ =  lim m  J 2  E . M \
d=l e=l
D - ¥ 0 0  D E d= 1 e=l
=  J™  b ^ E E ^ »
d=l e=l
=  lim 0DE 
D —*:o
= OocE- (5.18)
De plus, avec la décomposition de la variance,
Var(0|Yobs,M ) =  £[Var(0|Yoba, Ymis, M )\Yohs, M] +  Var(£[0|Yobs, Ymis, M]|Yobs, M ),
(5.19)
où les espérance et variance extérieures sont toutes deux par rapport à Ym;s. En vertu 
de la loi faible des grands nombres et d ’après l’hypothèse i), (5.3), (5.5) et (5.13),
1 D E
£[V ar(0|Fobs> Y nis ; M )\Yohs, M] =  Jùm —  E E  Var(0|Y(d’e),M )
d= 1 e=l 
D E
D —too D E=  E ” t t s E E  v w ™ )d=l e=l 
D E
=  h ë E E ^ i
d= 1 e=l
=  lim Ü D e
D —too
=  Ü ^ e - (5.20)
En approximant ensuite Var(£'[0|Yobs, Ymis, M ]|E ,bs, M )  par V ar(E[0|Y ^’e\  M ]|Fobs, M ) 
et d ’après l’hypothèse i) et (5.2), on obtient :
Var(£[0|Yobs, Ymis, M]\Yobs, M ) «  V a r ( £ [ 0 |Y ^ ,  M]|Yobs, M )
=  V a r(0 (Y ^ ) |Y obs,M )
=  Var(0(d,e)|Yobs,M ). (5.21)
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Pour calculer Vàr(Ô(dtej\Yobfi, M ), on utilise la décomposition orthogonale présentée dans 
Barnard [4] :
Puisque la distribution a posteriori actuelle de 9 est approximativement normale, selon 
l’hypothèse ii) — une approximation qui est valable, entre autres, en présence d ’un 
échantillon de grande taille — et d ’après (5.18) à (5.21) et (5.23), on obtient l’approxi­
mation :
où le conditionnement par (Y0bS, M ) peut être remplacé par le conditionnement par
Avant d ’énoncer le théorème suivant qui perm ettra d ’obtenir ces distributions, nous 
introduisons la notation A  ~  (B , <C C ) qui signifie que la distribution de A  adm et une 
espérance B  et une variance substantiellement plus petite en ordre de grandeur que C.
T héorèm e 5 .7 . Sous les hypothèses suivantes :
i) les estimateurs 9 ( d , e ) sont identiquement et approximativement distribués selon 
une distribution normale;
ii) la variance commune des estimateurs U(d,e) est substantiellement plus petite en 
ordre de grandeur que celle des estimateurs 9(d,e) ;
9 (d , e )  9 0 +  ( Bdoo ^ooi?) “b (@{d,e)  9 d o o ) i (5.22)
où 9doo =  lim ^ o o  9d■ =  lim ^ o o  9{d,e)/E- Puisque ces trois termes sont mutuelle­
ment indépendants et qu’il est possible de montrer que Var(0doo — 6ooE\Yoh9n M ) =  B ^ E 
et que Var(<9(die) -  9doo\Y0bs, M ) = B ^ ]E, alors :
Var(0(die)|l^bs) Af) — Var(#doo $oo£;|Aôb8 > Af) +  Var($(d,e) $d<x>|Aobs> Af)
(5.23)
(0|Yobs, M ) ~  N ÿ ^ E ,  t/oc e  +  B ^ e  +  B ^ b ) , (5.24)
(OooE, U ocE , B (£ e , B {™1) pour obtenir le résultat. □
2. O btention  des d istribu tions de Qooe e t de
t / o o  e ISd e ^ ^ B ^ I
alors :
( S „ e \S De , B% e , B '~ l )  ~  N(Ôd b , ± B % e  + (5.25)
dW i pi(w}
(Ux e \Sd e , B ^ e , B ^ I )  ~  (D o s ,  «  - °°ED g  ■°°g0 - (5.26)
Démonstration. Précisons tout d ’abord que, d ’après des arguments similaires à ceux 
donnés dans Rubin [36] à la p. 89 dans le cadre de l’IM conventionnelle, les hypothèses 
i) et ii) sont souvent jugées raisonnables, par exemple dans les situations où, entre autres, 
la taille de l’échantillon est grande. Déterminons dans un premier temps les distributions 
a posteriori conditionnelles de ( Ô d e \&<x >e ,  B ^ E, et de ( Ü D e \ Ü o c E ,  B (^ e , B ^ E ) .
Puisque E [6 ^e)\Yobs, M] =  #oo.e> d = 1, • • •, D, e = 1 , . . . ,  E  et d ’après (5.4),
E[dDE\YobB, M) = E
D E  J
d=  1 e = l  
D  E= {DE)-1 Y ,  E E [9(d,e)\Yobe, M]
d =  1 e=l
=  Ô^e . (5.27)
De plus, d ’après (5.4) et la bilinéarité de la covariance,
/  1 D E \
Vai(ëDE\Yobe, M) =Var l — Y Y l  ê(^)\Yobs, M
\  d =  1 e=l /
( D E  D E  \E E «<*«>. E  E m
d i = l e i = l  d2 =l «2 = 1  /
D  E  D  E
= (DE)-2 E  E E E M). (5.28)
di=l et=l d 2 = l  e2=l
On peut montrer, à partir de la décomposition orthogonale (5.22), que
{ 0 , si d\ ±  d2B [^ e , si di =  d2 et ex ^  e2 . (5.29)
b S e  +  b ™L si di =  d2 et e1 = e2
L’équation (5.28) devient alors :
Var(0D£|Kob.,M) = (DE)~2\DE(E - 1 ) B ^ E + D E ( B ^ e + B<^)]
=  + ( M ) - 1f l « .  (5.30)
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Puisque Ode  est une combinaison linéaire des 0(d,e) qui sont identiquement et approxi­
mativement distribués selon une distribution normale, d ’après l’hypothèse i), et d ’après 
(5.27) ainsi que (5.30),
(0DE\Yobs, M ) ~  N ^ e , D ~l B {£ E +  {D E )- l B {™h
que l’on peut réécrire :
(ÔDE\ëooE, B ^ e , B ™ )  ~  NiO ^E, D ~l B ^ E + ( D E y ' B ™ ) .  (5.31)
De plus, puisque E[U ,^e)\Yobs, M] =  f/ooE et d ’après l’hypothèse ii) et (5.29), on a
(U{d,e)\Yobs, M ) ~  {Ü^E, «  B ^ e  + B (™1). (5.32)
D’après (5.5) et (5.32) et en appliquant des propriétés statistiques élémentaires, on a
{Üd e \Yo^ ,  M )  ~  «  (D E ) -1[B ^ b +  B « ] ) ,
que l’on peut aussi réécrire :
(Ü d e \S d e , B ^ e , B ^ e ) ~  ((7ooE, «  ( D E r ' I B ^  +  B Ï Ï l) .  (5.33)
En considérant maintenant 0x e comme un param ètre et en appliquant une distribution 
a priori sur Oooe qui est proportionnelle a une constante, (5.31) entraîne (5.25). Enfin, 
en considérant maintenant Uooe comme un param ètre et en appliquant une distribution 
a priori sur f/ooE dont l’impact sur l’inférence qui est réalisée est relativement faible, 
(5.33) entraîne (5.26). □
3. Obtention de la distribution de 0 \ S d e - >  B ^ e , B ^ e 
Théorème 5.8. Sous les hypothèses des théorèmes 5.6 et 5.7,
(0\SDe , B ^ e , B ^ e ) ^ N Od e , UDe  +  ( 1 +  ^  J B ^ E +  f 1 +  Jÿj=, ) B œE
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Démonstration. Selon le théorème 5.6, on a
m ê ^ E  , Ü „ B, B (»E , B « )  ~  N ( ê x E ,Ü œ E  +  B% b  +  ). (5.34)
En appliquant (5.25), issue du théorème 5.7, à (5.34), on obtient :
W S d s ,D«,e , B%e , £*>  ) ~  N(ÔDE, Üx B  +  ( 1  +  D - l )B® E +  [1 +  ( D E ) - l ] B ^ l ) .
(5.35)
Enfin, en appliquant (5.26), issue du théorème 5.7, à (5.35), on peut simplement rem­
placer ÜooE par Üde sans ajout de variance, pour obtenir le résultat. □
4. A pproxim ation  de la d istr ibu tion  de
{v d eTd e ) /  \^ Üde +  (1 +  1/-D) +  (1 +  1 / [ DE] )  |S d e
À cette étape-ci, Shen a d’abord exploité le fait que la subdivision de la composante 
inter-imputation en deux sources distinctes, B ^ E et B ^ E, est très similaire à ce qui sur­
vient lorsqu’on réalise une analyse de la variance (ANOVA) à un facteur. En effet, dans 
le cadre d ’une ANOVA à un facteur, la variance d ’une variable est subdivisée en deux 
sources orthogonales : la variabilité entre les traitem ents et la variabilité à l’intérieur des 
traitements. La subdivision de la composante inter-im putation de la variance de Ode  
en deux sources distinctes peut alors être considérée comme une ANOVA à un facteur 
(Va,mis) où la variabilité entre les D  traitem ents (les d = 1 , . . . ,  D) est mesurée
à l’aide de la composante inter-emboîtement D ÿE et la variabilité à l’intérieur des D  
traitem ents est mesurée à l’aide de la composante intra-emboîtement B ^ E. Dans cette 
optique, chaque estimateur Q(d,e) peut être considéré comme une observation de la va­
riable aléatoire 9 ayant subi le traitem ent et peut être décomposé algébriquement
par le modèle linéaire suivant, issu de (5.22) dans le cas où D et E  sont finis :
9(d,e) ~  Ode = (Od. — Od e ) +  (Ô(d,e) — Od■)• (5.36)
Mason, Gunst et Hess [24] ont montré que, dans ce cas, on obtient le tableau d ’ANOVA 
5.1. Les résultats de ce tableau et l’approximation suivante seront utilisés dans le théo­
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Tableau 5.1 -  Tableau d ’ANOVA dans le cadre de l’IM à deux niveaux.
L em m e 5.9. Soient X i  et X 2 deux variables aléatoires indépendantes telles que f i X i  
et / 2AT2 suivent respectivement une distribution x 2 ( /i)  et une distribution x 2 ( / 2 )- Alors 
pour tous nombres réels strictement positifs ai et 0 2 ,
1 +  a\ +  a 2




f i  \  1 +  ai +  Ü2
+
/ 2  \  1 +  al T  a2
Démonstration. Voir Rubin [36], p. 91-92. □
T h é o rè m e  5.10. Si les perturbations aléatoires associées au modèle linéaire (5.36) 
suivent une distribution normale, alors :
vdeTde
u d e  +  ( n -  è )  b m e  +  C1 +  m )  B <w )00 E
s  D E  I ~  X 2 (v D e ) -
Démonstration. D’après la littérature au sujet de l’ANOVA, il est bien connu que, sous 
l’hypothèse de ce théorèmè, les carrés moyens EB^e e  e t B^ EE du tableau d ’ANOVA 5.1 
sont deux variables aléatoires indépendantes telles que
C D - I ) E B ÿ B ~  X2{ D  -  1)
E B ^ e +  B.( w )  00 E ,
D (E  — 1)
B (w)00E
~  x \ D ( E  -  1)) .
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En prenant X , =  E B ÿ E/ ( E B (»e + f l£») ,  X 2 =  B ^ / B (~ l  f ,  =  B - l ,  h  = D ( E - l ) ,
a i  =  ( 1  +  1 / D ) B (q E/ Ü d e  et a2 =  ( 1  — 1/E)B^e e / Ü d e , où  X i et X>i sont indépendantes, 
puisque B EE et B EE le sont, le lemme 5.9 entraîne que :
Ude +  ( 1  +  +  ( 1  -  jt)&DE
ÜDE + (1 + i ) ( B ^ E + iBjS) + (1 -  i ) B ^
où v est donné, après avoir recours à (5.8) et (5.10), par :
S p E  ~  X2(u)>
y d e -
(1 +  l /P )B g j;
Tde
+ D ( E - l )




En remarquant que le dénominateur de la variable aléatoire dans (5.37) est égal à
UDE +  (1 +  ±)B™ e  + (1 +  j ïë )B (™e , et d ’après (5.8), on obtient le résultat. □
5. O b te n tio n  d ’un e  a p p ro x im a tio n  d e  la  d is tr ib u tio n  de  (0  — 0d e )T d e ^2\S d e
T h é o rè m e  5.11. Sous les hypothèses des théorèmes 5.8 et 5.10,
9 — 6de
V T de
Démonstration. Selon le théorème 5.8, on a 
(«| S o e . B ^ B ^ - N  
et donc
9 — Ode
S  de  ~  K vd e )- (5.38)
Od e , Ud e  +  ( 1 +  — ) B ^ E + 1 + D E B.
(w) 
oo E
\J uDe  +  (! +  è )  B œE +  (!  +  r n )
N (  0,1). (5.39)
De plus, selon le théorème 5.10, on a
/ vdeTde
S  DE 1 ~  X2{vDe )- (5.40)
\U d E  +  ( l  +  è )  B ooE +  (! +  m )  B ooE 
Selon (5.39), (5.40) et le fait que 9 — ÔDe  est une transformation linéaire en 0 indépen­
dante de l’estimateur T de  de la variance, qui, lui, est une forme quadratique en 9, la 
définition de la distribution de Student entraîne le résultat. □
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R e m a rq u e  5.12. L’approximation (5.38) perm et de justifier le recours à la distribution 
approximative de Student à vde degrés de liberté, où vde est donné en (5.10), pour faire 
de l’inférence sur 9. Par le fait même, (5.38) justifie d ’une part le recours à l’estim ateur 
9de donné en (5.4) pour estimer 6 et d ’autre part le recours à l’estim ateur Tde donné 
en (5.8) pour estimer la variance de 9d e , puisque dans ce cas, l’espérance a posteriori 
de 9 est donnée par 9de et la variance a posteriori de 6 peut être approximée par Td e -
5.2 .3  C hoix de D et E pour estim er 6
Shen a déterminé les valeurs D et E  qui assurent que 9de ait une bonne EAR (effica­
cité asymptotique relative) pour estimer le param ètre d ’intérêt 9. Pour ce faire, il est 
parvenu, en employant une approche classique dont les étapes ne sont pas présentées 
ici afin de ne pas alourdir inutilement ce mémoire, à déterminer l’EAR associée à 9de  
en fonction des valeurs D  et E. Le lemme suivant présente ce résultat.
L em m e 5.13. L ’EAR associé à 9de  est approximé par :
A c e  =  ( x +  T? +  ~d ë )  ’ (5 '41)
où 7*  =  C e / ( P e o E  +  C Ë  +  C e )  ot  7 b  =  C È / ( P » E  +  C e  +  C e )  «ont les
proportions d ’information manquante sur 9 attribuable aux valeurs manquantes du type 
A et du type B  respectivement, avec 7  =  7 a  +  7 b  •
Démonstration. Voir Shen [51], p. 23-30. □
Dans le but d ’éclairer le choix des valeurs D  et E , Shen a étudié deux situations dans un 
contexte où la proportion totale d ’information manquante 7 est très élevée, 7 =  0,50 : 
(a) 7 a  =  0,25 et 7 3  =  0,25 et (b) 7 a  =  0,10 et 7 3  =  0,40. Le tableau 5.2 présente les 
valeurs de l’EAR associée à 9de  eu fonction de différentes valeurs D  et E 1 et dans les 
deux situations (a) et (b). On remarque tout d ’abord que, lorsque l’IM à deux niveaux 
se réduit à l’IM conventionnelle (c’est-à-dire lorsque E  =  1 ), les valeurs de A  d e  des
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(a) 7a =  0,25 et 7 3  =  0,25 (b) 7a =  0,10 et 7 3  =  0,40
D
E 2 3 5 1 0
1 0,80 0 , 8 6 0,91 0,95
2 0,84 0,89 0,93 0,96
3 0 , 8 6 0,90 0,94 0,97
5 0,87 0,91 0,94 0,97
1 0 0 , 8 8 0,92 0,95 0,97
D
E 2 3 5 1 0
1 0,80 0 , 8 6 0,91 0,95
2 0,87 0,91 0,94 0,97
3 0,90 0,93 0,96 0,98
5 0,92 0,94 0,97 0,98
1 0 0,94 0,96 0,97 0,99
Tableau 5.2 -  EAE associée à Od e  en fonction de différentes valeurs D  et E , en unité 
de variance.
situations (a) et (b) sont évidemment identiques et elles se réduisent bel et bien aux 
valeurs de PEAR associée à 9d, A d, présentées au tableau 4.1 dans le cadre de l’IM 
conventionnelle. De plus, même lorsque 7  est très élevé (ici 7  =  0,50), de petites valeurs 
D et E  sont suffisantes pour que l’efficacité asymptotique associée à Ode soit semblable 
à celle où les valeurs D et E  sont infinies. Par exemple, dans la situation (b), il suffit 
de choisir D = 5 et E  =  2 pour obtenir A d e  =  94 %. En augmentant D  à 10 et E  à 
3, A d e  atteint 98 %, une augmentation très faible considérant que l’effort requis pour 
calculer les valeurs imputées a quant à lui triplé, en passant de D E  =  10 à D E  — 30 
imputations. C ’est pourquoi il est généralement inutile de choisir des valeurs D  et E  
supérieures à cinq pour obtenir de bons résultats à l’aide de l’IM à deux niveaux, lorsque 
l’objectif est d ’estimer 0 à l’aide d ’un estimateur, Ode> dont la précision n ’est pas très 
loin de celle que l’on aurait plutôt obtenue si l’on avait idéalement eu recours à des 
valeurs D et E  infinies. On remarque aussi que (5.41) peut bien sûr servir à déterminer 
les valeurs D  et E  qui assurent d ’obtenir les précisions A de  désirées, et ce, pour toute 
situation différente des situations (a) et (b) ci-dessus.
5.2 .4  C om paraison entre l ’IM  à d eu x  n iveaux et conventionnelle
Shen a montré que l’IM à deux niveaux possède de nombreux avantages par rapport à 
l’IM conventionnelle. Nous présentons ses principales observations.
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E xploiter les deux typ es de valeurs m anquantes
Comme mentionné à la section 5.1, l’IM à deux niveaux permet d ’exploiter les situations 
où les valeurs manquantes sont structurées en deux niveaux, ymis =  (YA>misi ^B,mis) >
à savoir les situations où, par exemple : l’im putation de Ya.,mis coûte plus cher que 
l’im putation conditionnelle de Yfi,mis par rapport à Ya,mis qui a déjà été imputée e t/ou  
la proportion d ’information manquante sur 6 attribuable aux valeurs m anquantes du 
type B est plus grande que celle attribuable aux valeurs manquantes du type A.
É conom ie im portante de calculs
L’IM à deux niveaux permet également de réaliser des économies importantes de calculs. 
Afin d ’illustrer ce propos, Shen a fait référence aux situations (a) et (b) présentées à 
la section 5.2.3 en supposant, de plus, que les valeurs manquantes du type A coûtent 
plus cher à imputer que celles du type B, et donc que l’objectif est de choisir des 
valeurs appropriées D et E  telles que D < E . Shen a remarqué que, dans la situation 
(a), l’EAR est la même (A de =  8 6  %), peu importe si l’on choisit D  =  2 et E  =  3 
ou D  = 3 et E  =  1. Shen a donc conclu que, dans cette situation, il est légèrement 
plus avantageux d ’avoir recours à l’IM à deux niveaux plutôt qu’à l’IM conventionnelle 
(c’est-à-dire lorsque E  =  1), puisque le nombre de valeurs imputées pour chaque valeur 
manquante du type A peut se réduire de trois à deux tout en conservant la même 
efficacité aymptotique relative. Dans la situation (b), l’EAR est semblable, peu im porte 
si l’on choisit D = 2 et E  =  10 (A de =  94 %) ou D  =  10 et E  =  1 (A DE =  95 %). 
Shen a donc conclu que, dans ce cas, il est beaucoup plus avantageux d ’avoir recours 
à l’IM à deux niveaux plutôt qu’à l’IM conventionnelle (c’est-à-dire lorsque E  =  1), 
puisque le nombre de valeurs imputées pour chaque valeur manquante du type A peut 
être cinq fois moins grand, c!est-à-dire D = 2 plutôt que D  =  10. Shen en est venu 
à conclure que, de manière générale, des économies substantielles de temps de calculs 
peuvent êtres réalisées en ayant recours à l’IM à deux niveaux lorsque, dans un contexte 
où les valeurs manquantes du type A coûtent plus cher à im puter que celles du type
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B, la proportion d ’information m anquante sur 9 est attribuable en grande partie aux 
valeurs manquantes du type B, comme c’est le cas dans la situation (b).
O btention  d ’inférences plus précises et p lus stables
Shen a aussi montré par des simulations que l’IM à deux niveaux fournit, comparative­
ment à PIM conventionnelle, des inférences plus précises et plus stables. Plus précisé­
ment, Shen a montré que l’IM à deux niveaux fournit des intervalles de confiance pour 
9 qui possèdent de meilleures probabilités de couverture, qui sont plus étroits et dont 
les longueurs varient moins, et ce, pour le même effort de calcul. Les facteurs qu’il a 
utilisés lors de ses simulations sont : la probabilité de couverture nominale 1  — a , les 
nombres D  et E  de valeurs imputées pour chaque valeur manquante du type A et B 
respectivement, la proportion totale 7  d ’information m anquante sur 9 et le pourcentage 
7 a / 7  de la proportion totale d ’information manquante sur 9 attribuable aux valeurs 
manquantes du type A. Nous présentons ici les faits saillants de ses simulations.
Le tableau 5.3 présente certaines probabilités de couverture des intervalles de confiance 
pour 9, que Shen a obtenues lorsque D =  2 et 1 — a  — 0,95, en fonction de différentes 
valeurs 7 , 7 a / 7  et E. Remarquons que Shen a également obtenu des résultats similaires 
à ceux présentés au tableau 5.3 lorsque 1 — a  et D  sont différents de 0,95 et 2 respec­
tivement. D’après le tableau 5.3, on remarque, entre autres, que lorsqu’on a recours 
à PIM à deux niveaux (c’est-à-dire lorsque E  > 2), les probabilités de couverture des 
intervalles de confiance sont très près de la probabilité de couverture nominale de 95 %, 
et ce, peu importe les valeurs de 7 a / 7  et même si 7  prend des valeurs extrêmem ent 
grandes comme 0,90. Cependant, lorsqu’on a recours à PIM conventionnelle (c’est-à-dire 
lorsque E  =  1), les pourcentages de couverture diminuent substantiellement lorsque 7  
augmente, passant de 95,0 % à 87,3 % lorsque 7 a / 7  =  0,30, ce qui confirme que les 
intervalles de confiance pour 9 possèdent de meilleures probabilités de couverture en 
ayant recours à PIM à deux niveaux.
Les simulations que Shen a réalisées lui ont également permis de conclure que les lon-
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77 a  h E 0 ,1 0 0,30 0,50 0,70 0,90
1 95,0 94,0 91,8 89,3 87,3
2 95,1 94,9 94,5 93,9 94,1
0,05 3 95,1 95,0 94,8 94,4 94,7
5 95,0 95,0 95,0 95,0 95,1
1 0 94,9 95,1 95,0 95,1 95,2
1 95,0 94,0 92,0 89,2 87,2
2 95,0 94,9 94,3 93,8 93,9
0 , 1 0 3 95,2 94,9 94,8 94,4 94,5
5 95,1 95,1 95,0 94,8 95,0
1 0 95,0 95,0 95,0 95,0 94,9
1 95,0 93,9 91,9 89,5 87,3
2 95,1 94,7 93,7 93,0 93,3
0,30 3 95,1 95,0 94,1 93,8 93,6
5 95,1 94,9 94,5 94,0 93,8
1 0 95,0 95,0 94,8 94,4 93,9
Tableau 5.3 -  Probabilités de couverture des intervalles de confiance pour 9 lorsque 
D =  2 et 1 — a = 0,95, en fonction de différentes valeurs 7 , 7 a / 7  et E.
gueurs des intervalles de confiance pour 6 augmentent, bien évidemment, lorsque la 
valeur de 7  augmente, et ce, peu importe que l’on ait recours à l’IM à deux niveaux 
ou à l’IM conventionnelle. Cependant, l’augmentation de la longueur est plus petite 
lorsqu’on a recours à l’IM à deux niveaux et l’écart est le plus im portant lorsque la 
valeur de 7  est très élevée (0,50 et plus) et la valeur de D  est très petite (D  = 2 ou 
D  = 3). C’est ce qui permet de soutenir que les intervalles de confiance pour 9 sont 
plus étroits lorsqu’on a recours à l’IM à deux niveaux.
Enfin, les simulations de Shen ont permis de montrer que la variabilité des longueurs des 
intervalles de confiance pour 9 diminue de manière importante lorsque les valeurs D  et 
E  augmentent et 7  diminue. C ’est pourquoi Shen soutient que le plus grand avantage de 
l’IM à deux niveaux par rapport à l’IM conventionnelle est la diminution de la variance 
des longueurs des intervalles de confiance pour 9. En d ’autres mots, les intervalles de 
confiance pour 9 sont plus stables lorsqu’on a recours à  PIM à deux niveaux.
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5.3 Analyse critique de la section 5.2
Nous réalisons ici une analyse critique du contenu présenté à  la section 5.2. Dans cette 
section, n  désignera la taille de l’échantillon.
5.3.1 C hoix de D et E  re lativem ent à  n pour estim er 6
Comme mentionné à la section 5.2.3, Shen a déterminé la manière de choisir les valeurs 
D et E  dans un contexte d ’estimation de 6, c’est-à-dire les valeurs D et E  qui assurent 
que Ode ait une EAR très grande, et ce, indépendamment de la valeur n. Nous croyons 
cependant qu’il faut que max ( D , E )  soit beaucoup plus petit que n, afin d ’éviter un 
problème de surutilisation des valeurs imputées, problème qui engendrerait une bonne 
représentation de l’échantillon mais une mauvaise représentation de la population. À 
notre avis, lorsque n  est petit, les valeurs D et E  que nous choisissons ne devraient pas 
être trop grandes : nous pensons que nous devrions respecter au mieux max (D, E ) <  n, 
afin d ’éviter ce problème.
Cette observation s’applique évidemment lorsqu’on a recours à l’IM conventionnelle. 
Nous croyons qu’il faut choisir, dans ce cas, une valeur D  beaucoup plus petite que n, 
ou au mieux D < n, afin d ’éviter un problème de surutilisation des valeurs imputées.
5.3.2 A pproches qui reflètent l ’in certitu d e in ter-m odèle  
C on texte  où les valeurs m anquantes sont de d eux  ty p es  différents
Shen [51] a présenté l’IM à deux niveaux dans un contexte où l’on a recours à un seul 
modèle pour imputer les valeurs manquantes qui contribuent aux calculs de l’estimation 
du paramètre d ’intérêt et de l’estimation de la variance. L’IM à deux niveaux, comme il 
l’a présentée, ne permet donc pas de refléter la sensibilité des inférences relativement aux 
différents modèles qui auraient pu être utilisés pour imputer ces valeurs manquantes.
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Pour y arriver, il s’agirait simplement d ’adapter dans le cadre de l’IM à deux niveaux 
l’étude de la sensibilité des inférences relativement au choix du  modèle d ’im putation 
que nous avons déjà présentée à la section 4.2.2 dans le cadre de l’IM conventionnelle, 
ce qui perm ettrait aux utilisateurs de l’IM à deux niveaux de réaliser des inférences 
sur 9 dont la variation (petite, moyenne, grande, etc.) serait une mesure qualitative qui 
puisse refléter l’incertitude inter-modèle. Nous présentons toutefois à la section 5.3.9 
une meilleure approche, dans un tel contexte, qui perm et de refléter cette incertitude.
C on texte  où  les valeurs m anquantes sont du m êm e ty p e
Siddique, Harel et Crespi [52] ont montré très récemment, en 2012, que les règles de 
combinaison que Shen [51] a conçues dans le but d ’im puter les valeurs m anquantes 
en deux étapes, peuvent également servir à refléter l’incertitude inter-modèle dans un 
contexte différent où les valeurs manquantes sont toutes considérées du même type. 
Nous décrivons ici brièvement leur approche.
Supposons que nous hésitions entre D  modèles d ’im putation Im p^ , d =  1 , . . . , £>,  
pour imputer E  fois chaque valeur manquante d ’un ensemble de données incomplètes 
Y  =  (PobsjPmis)- Leur approche consiste d ’abord à im puter les valeurs m anquantes 
contenues dans ymiS en tirant, sous chacun des D  modèles, E  valeurs indépendantes 
de ymjH à partir de sa distribution a posteriori conditionnelle,
y I ?s(e) ~  K^misl^obs, ImpM, M ), e =  1 , . . . , E.
Cela crée en tout D E  imputations y (d>e) =  (yobs, d =  1 , . . . ,  D, e — 1 ,E .
Ensuite, on a recours aux équations (5.2) et (5.3), ce qui permet de calculer, pour 
chaque imputation Y^d'e\  l’estim ateur 9(d,e) du param ètre 9 et l ’estimateur {/(<*,e) de la 
variance que l’on aurait obtenus en l’absence de valeurs manquantes. Enfin, en ayant 
recours aux règles de combinaison que Shen [51] a conçues dans le cadre de l’IM à 
deux niveaux, c’est-à-dire en ayant recours aux équations (5.4) à (5.8), on crée une 
seule inférence commune qui incorpore l’incertitude inter-modèle. En effet, puisque les
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emboîtements correspondent ici à différents modèles d ’im putation, c’est la composante 
inter-emboîtement B ^ E de la variance, dont l’expression est donnée en (5.6), qui reflète 
l ’incertitude inter-modèle. La figure 5.3 illustre l’approche de Siddique, Harel et Crespi 
[52], Deux raisons nous portent à considérer que cette approche est meilleure, pour
Ensemble de données





y(l,l) y (  l , E )  y(£>,1) y(*>.£)
I I I I
R ésu lta t 1
(Â(i,
R ésu lta t E
(0(i,g).^(i,g))
Inférence com m une
((>d e , T d e , etc.)
Figure 5.3 -  Approche de Siddique, Harel et Crespi [52] appliquée à un ensemble de 
données incomplètes composé de 10 unités statistiques échantillonnées et de 3 variables.
refléter l’incertitude inter-modèle, que celle que nous avons présentée à la section 4.2.2 
et qui consistait à étudier la sensibilité des inférences relativement au choix du modèle :
1 . dans la situation où l’incertitude inter-modèle serait grande, c’est-à-dire dans la si­
tuation où les inférences réalisées sous les différents modèles d ’im putation seraient 
significativement différentes entres elles, l’approche de Siddique, Harel et Crespi 
[52] aurait l’avantage supplémentaire de créer une seule inférence qui refléterait
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cette grande incertitude, ce qui éviterait de prendre une décision «déchirante» du 
modèle d ’imputation qui servirait à faire de l’inférence sur le param ètre 9 ;
2. la mesure qui reflète l’incertitude inter-modèle dans l’approche de Siddique, Harel 
et Crespi [52], B $ E, est une mesure quantitative plus précise que la mesure que 
l’on utilise lorsqu’on étudie la sensibilité des inférences relativement au choix du 
modèle, c’est-à-dire la variation des inférences (petite, moyenne, grande, etc.).
5.3 .3  A dap tation  du concept d ’ignorabilité
La plupart des logiciels statistiques qui perm ettent d ’effectuer l’im putation dans le 
cadre de l’IM à deux niveaux (ou de l’IM conventionnelle), le font en supposant que le 
mécanisme d ’absence des données est ignorable, parce que le mécanisme probabiliste 
par lequel les valeurs deviennent manquantes n ’a pas besoin d ’être modélisé (Harel 
[14]). Mais en présence de valeurs manquantes de deux types différents, la significa­
tion de l’hypothèse MAR — qui est l’une des hypothèses pour laquelle tou t mécanisme 
d ’absence des données ignorable satisfait nécessairement d ’après la définition 1 . 1 0  — 
doit être clarifiée, ce que Shen [51] n ’a pas fait dans sa présentation de l’IM à deux 
niveaux. Une clarification doit être effectivement apportée ici, puisque, par exemple, il 
est possible que la probabilité qu’une valeur manquante du type A soit bel et bien man­
quante dépende des valeurs manquantes de ce type, du type B ou même des deux types. 
Après avoir présenté une adaptation de la matrice M  indicatrice des valeurs m anquan­
tes au présent contexte, nous adapterons ensuite les concepts MAR et d ’ignorabilité en 
présentant les résultats que Harel [14] a apportés à ce sujet.
A d a p ta tio n  de la  m a tr ic e  M
Dans le cadre de l’IM conventionnelle, la matrice M  indicatrice des valeurs manquantes, 
qui traduit le mécanisme d’absence des données, est composée de 0  pour chaque valeur 
observée et de 1 pour chaque valeur manquante. Dans le cadre de l’IM à deux niveaux,
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afin de considérer le processus qui répartit l’ensemble des valeurs manquantes ymjg en 
deux groupes, il devient naturel de remplacer la matrice M  par la matrice M + de même 
dimension que la matrice qui représente l’ensemble des données incomplètes Y  et qui 
est composée de 0  pour chaque valeur observée, de 1 pour chaque valeur m anquante du 
type A et de 2 pour chaque valeur manquante du type B. L’exemple suivant perm et de 
mieux comprendre cette définition de la matrice M +.
E xem ple 5.14. La matrice M + associée à l’ensemble de données incomplètes Y  de la 
figure 5.1 est
1 0 0 0 0 0 0 0 2 0 " j r
M + =
0 0 0 0 0 0 2 0
0 0 0 0 0 0 1 0 0 2
0 0 0 2 0 0 0 0 0 0
Désignons p (M +\Y0bS,Y mis, (fi+) la distribution conditionnelle a posteriori de M + étant 
donné Y^ bs et Ym\s où 4>+ est un paramètre inconnu et relatif à M +.
A d ap tation  du concept M A R
Par la définition suivante, Harel [14] adapte le concept de mécanisme d ’absence des 
données MAR dans un contexte où les valeurs manquantes sont de deux types différents.
D éfin ition  5.15. On dit qu’on est en présence d ’un m écanism e d’absence des don­
nées M A R + lorsque p (M +\YobB,Y mis,<f)+) =  p (M + |Fobs,0 +), pour tout Ymis,<f)+.
R em arque 5.16. Le concept MAR4" est plus fort que le concept MAR. En effet, comme 
le concept MAR, le concept MAR4" entraîne que le processus qui admet la décomposition 
y  =  (T0bs, Ymis) ne dépend pas de ymis ; cependant, le concept M AR+ entraîne également 
que le processus qui admet la décomposition Y^uS =  (YA,mis> ^m is) ne dépend pas de 
Yinis non plus.
C onséquences du concept MAR+ sur l’étap e de l ’im putation
Dans le cadre de l’IM conventionnelle, nous avons montré au théorème 4.10 qu’en pré­
sence d ’un mécanisme d’absence des données ignorable, l’imputation des valeurs man­
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quantes peut s’effectuer sans perte d ’information à l’aide de la distribution a posteriori 
prédictive des valeurs manquantes p(Fmis|F0bS) plutôt que la distribution p(Fmis|Fobs, M ), 
c’est-à-dire que l’on peut ignorer l’information contenue dans la matrice M .
Dans un contexte où les valeurs manquantes sont de deux types différents, il est égale­
ment possible d ’adapter le concept d ’ignorabilité du mécanisme d ’absence des données 
introduit à la définition 1 .1 0  de manière à ce que, sous ce concept, il soit possible d ’igno­
rer l’information contenue dans M + lors de l’im putation des valeurs m anquantes conte­
nues dans Fa,mis et FB)miS, comme le confirmera le théorème 5.17. Avant d ’énoncer ce 
théorème, rappelons que, dans le cadre de l’IM à deux niveaux, lorsque la méthode 1 est 
employée pour générer les imputations, la distribution a posteriori prédictive des valeurs 
manquantes que l’on utilise pour effectuer les tirages de FA,miS est p(YAtmis\Yobs, M +) ; 
celle de F B )in is , p(FB,miS|FobS) FA,miS, M +). De plus, considérons le modèle bayésien pour 
Y  = ( F o b s , F A ,m i s , F B ,m is )  et M +, où Y  est l’ensemble des données que l’on aurait obtenu 
si l’on avait plutôt observé les valeurs manquantes contenues dans Va,mis et FB,miS —
c’est le modèle donné en (4.23) où M  et 4> sont remplacés par M + et é + :
p {Y ,M +,9,(t>+) =  p (M + |F,<£+)p (F ,0 ,0 +)
=  p(Y \9 )p (M +\Y, (t)+)p{9, 0 +). (5.42)
T h éo rèm e  5,17. Si les hypothèses suivantes sont satisfaites :
i) le mécanisme d ’absence des données est de type MAR+
H) 9 et 4>+ sont indépendants a priori,
alors on peut ignorer l ’information contenue dans M + dans chacune des deux étapes
de la méthode 1  de génération des imputations, c ’est-à-dire :
P(YA ,mis |Fobs, M +) — p(Ya ,mis |Fobs)
P(YB ,mis|F0bs,FA,mis) M +) = p (Yb ,mis |F )b s ,  ^ A .m is) •
Démonstration. En ayant recours à des propriétés élémentaires de la théorie des pro-
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B.mis
habilités, d ’après (5.42) et d ’après les hypothèses i) et ii), 
p(ÏA,mis|*robs, M+) = / / J  P(yA,mis,YBtmia,d,cf>+\Yobs, M +)ddd4>+dYBMs
= p(Yoha,M+)~1 J  J  J P{Y,M+,e,<t>+)d9d<t>+dYBMa 
= p(Yoba,M+r 1 J  J  jp(Y\9)p{M+\Y,<f>+)p{9)p{c!>+)d9d<j>+dYl 
= p(Yoba,M+)->J J  Jp(Y\e)p(M+\Yoba,4>+)p(e)p(d>+)ded^dYBMa
— p{M  |Fobs)p(Kbs, M  ) ^  p{Yob8, VA,mis^ /B,mis)^^B)mis
=  p (M +\Yoba)p(Yoba, M +)~1p(Yoba, y A,mis)
=  P(^A,mis|^obs)-
De manière similaire, d ’après (5.42) et l’hypothèse ii), 
p(YB,mia\Yoba,YA<mia, M +) = J  j  p(YB<mia,9,<f>+\Yoha,YA,mis, M +)d9d<j>+
=  p(FobS, Va,mis, M +)~l J  J p (Y ,  M +, 9 ,cj>+)d9d<t>+
=  p ( Y o b s , Va,mis, M +)~l J  J p(Y\9)p(M +\Y , cf>+)p(9)p(ct>+)d9d<t>
D’après l’hypothèse i), on a, en particulier, p (M +\Y, 0 + ) =  p (M + |y0bs, ^A.mis, <^+) et on 
obtient alors :
p(>B,mis|K>bs, KA,mis, M +) = p(Yoba, rA,mis, M + ) ~ 1 J  J p(Y \9 )p (M +\Yoba, yA,mia, 0 +) x
x p{9)p{4>+)d9d(j)+
= p (M +\Yoba,Y A,m is )p (^ o b s , ^ y m is , M +)~lp{Yoba,Y A,mis ^ B ,m is)
=  P (^ B ,m is |^ /obs> ^ A ,m is)-
□
C onditions plus faibles qui assurent l’ignorabilité
Harel [14] a remarqué que, dans la deuxième partie de la démonstration du théorème 
5.17, on a utilisé le fait que p (M +\Y,(f>+) =  p (M + |y^bs, ^A.mis, 0 +), qui est un concept
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plus faible que le concept MAR+ requis à l’hypothèse ii). Il a  ainsi conclu qu’il est 
possible de définir des hypothèses plus faibles que celles du théorème 5.17 et sous 
lesquelles on peut ignorer l’information contenue dans M + lors de l’étape (b) de la 
méthode 1 de génération des imputations. Le théorème 5.20 présente cette conclusion. 
Nous énonçons ce théorème après avoir défini ce concept plus faible que Harel appelle 
CMAR+ , où la lettre «C» fait référence au conditionnement additionnel par 1 a ,mis-
D éfin ition  5 .18. On dit qu’on est en présence d ’un  m écanism e d ’absence des
données C M A R +  lorsque p (M +\Yoba,Y mis,(f)+) = p (M +\Yoba, Fa,m is, <f>+), pour tout 
l^mis, 0 "*~-
R em arque 5.19. La définition 5.18 revient à dire qu’un mécanisme d ’absence des 
données est de type C M A R + , si l’absence des données dépend uniquement des valeurs 
observées et des valeurs manquantes de type A.
T héorèm e 5 .20. Si les hypothèses suivantes sont satisfaites : 
i) le mécanisme d ’absence des données est de type CMAR+
ii) 6  et è + sont indépendants a priori, 
alors on peut ignorer l ’information contenue dans M + lors de l ’étape (b) de la méthode 
1  de génération des imputations, c ’est-à-dire
P(YB,mis \Y0 to,YA,misî M +) = p (Yb ,mis | i ; bs, i A  ,mis)*
Démonstration. La démontration est la même que celle de la deuxième partie du théo­
rème 5.17, car sous l’hypothèse i), on a bel et bien
p (M +\Yobs, r mis, <t>+) = p (M +\Yobs, r A,mis, 0 + ).
□
5.3.4 E xpression  de l ’E A R  associée  à Ode p lus sim ple à  justifier
Rappelons que Shen a décomposé la proportion 7  d ’information manquante sur 0 a ttr i­
buable uniquement aux valeurs manquantes de la manière suivante, 7  =  7 a +  7 b, ce qui
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lui a permis de montrer, en ayant recours à une approche classique, dont les hypothèses 
et les étapes étaient trop compliquées à comprendre pour que nous les présentions à 
la section 5 . 2 . 3 ,  que l’EAR associée à Ode peut être exprimée en fonction de 7 a  et 
7 b  à l’aide de l’équation ( 5 . 4 1 ) .  Comme mentionné à la section 4 . 5 .2 ,  il est intéressant 
d ’estimer correctement les proportions d ’information manquante, et ce, pour différentes 
raisons. Mais dans sa thèse, Shen [5 1 ]  n’a proposé aucun estimateur pour 7 , 7 A et 7 b-
En remarquant que l’imputation des valeurs manquantes du type B s’effectue en consi­
dérant connues les valeurs imputées associées aux valeurs manquantes du type A, il 
paraît alors plus naturel de décomposer 7  de la manière suivante :
'7 =  TA,known 4“ T B |A ; ( 5 . 4 3 )
où 7 b |A est la proportion d ’information manquante attribuable aux valeurs m anquan­
tes du type B, si les valeurs manquantes du type A devenaient connues (observées ou 
imputées) et 7 A,known est la diminution de la proportion d ’information m anquante qui 
surviendrait si les valeurs manquantes du type A devenaient connues. C ’est cette décom­
position que Harel [1 4 ]  a utilisée afin, d ’une part, de fournir une expression de l’EAR 
associée à Ode qui est beaucoup plus simple à justifier que l’expression que Shen [5 1 ]  a 
fournie et que nous avons déjà présentée au lemme 5 . 1 3 ,  et d ’autre part, de proposer 
des estimateurs pour 7 , 7 b|a et 7 A,known> ce que Shen [5 1 ] n ’a pas fait dans sa thèse. 
Nous présentons, par l’entremise de la démonstration du théorème 5 . 2 3 ,  cette démarche 
beaucoup plus simple, que Shen [5 1 ]  aurait pu utiliser pour déterminer facilement une 
expression de l’EAR associée à Ode qui dépend de 7  et de 7 b |a ,  en ayant recours à 
l ’approche bayésienne que nous avons déjà présentée à la section 5 . 2 . 2 .  Nous présen­
terons ensuite des estimateurs de ces proportions à la section 5 . 3 .5 .  La dém onstration 
du théorème 5 . 2 3  requiert toutefois l’utilisation des lemme et corollaire suivants qui 
perm ettent d ’exprimer 7  et 7 b|a en fonction de f7oo£, B ^ E et B ^ E.
L em m e 5.21. La proportion d ’information manquante sur 0 attribuable uniquement 
aux valeurs manquantes, lorsque D  = 0 0 , est donnée par :
100
B ^ e +  B W  
PooE +  B®e  +  £ Ï Ï '
7 =  “ t . , . ,  “ I , . , , - (5.44)
Démonstration. D’après Eubin [36], p. 85-86, on peut définir, lorsque D  = oo, l’informa­
tion observée au sens de Fisher sur 9 par l’inverse de la variance a posteriori de M ,
à savoir Var-1 ^ ! ^ ,  M ),  où, d ’après (5.24), Var(0|YObs, M ) =  Ü ^ e +  B ^ E +  B ^ E.
De façon similaire, on peut définir, lorsque D  =  oo et d ’après la remarque 4.4, l’infor­
mation totale qui aurait été observée, sur 9 si les valeurs manquantes avaient plutôt été 
connues, par Ü ^ E. La proportion d ’information manquante sur 9 attribuable unique­
ment aux valeurs manquantes devient alors :
Ü -lE -  (g«E + B %  + Bj»e  + B^E
Û £b È'.E + i ï ’s  + B iT
□
Corollaire 5.22. La proportion d ’information manquante sur 9 attribuable à Yi^ mis si 
Fa,mis devenait connu, lorsque D  =  oo, est donnée par :
- ' - d S i 5 ' ( 5 ' 4 5 )
Démonstration. La démonstration est la même que celle du lemme 5.21, en notant que, 
de plus, lorsque les valeurs manquantes du type A deviennent connues, la composante 
inter-emboîtement de la variance, B ^ E, devient nulle, ce qui permet plutôt d ’obtenir :
Ù-'e - W ^ e + B ^ I ) - '  B<">____ _ ■      oo E
,A Û-'e  C ^ e + B ^ '
L em m e 5.23. Sous les hypothèses des théorèmes 5.6 et 5.7, on a :
□
&DE — [ 1 +
7 b |a ( 1 - 7 ) ( 1 - 1 / £ )
7 ------------ \-------------------
1 -  7 b |a
(5.46)
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Démonstration. L’EAR associé à Od e , que l’on désigne par A d e , est basé sur l’écart 
qui existe entre les deux variances asymptotiques V & t ( 0 d e ) et Var(i9oc£) que nous ap- 
proximons à l’aide des variances a posteriori suivantes que nous avons déjà déterminées
à la section 5.2.2 en ayant recours à l’approche bayésienne qui considère 6  comme une
variable aléatoire :
Var(0D£;) =  V ar(0|SW , Ü ^ e , B ^ e , B ^ ]e ) (5.47)
Var [Ô^e ) = V a r ^ Â ^ ,  Ü ^ e , B ^ e , B ™ ) .  (5.48)
D’après (5.47), (5.48), (5.16) et (5.35), on obtient :
Var(0oo E)
&DE — Var (Od e )
Û„e  + B%e  + B ™
üoCE + b Ç>e  +  B ^ l ,
D’après le lemme 5.21 et le corollaire 5.22, on obtient finalement le résultat. □
5.3 .5  E stim ateurs des proportions d ’inform ation  m anquante
Pour des raisons similaires à celles déjà mentionnées à la section 4.5.2, il est intéressant 
d ’estimer correctement les proportions 7 , 7 A,known et 7 b|a d ’information manquante 
sur 6 . Dans sa thèse, Shen [51] ne propose aucun estim ateur de ces proportions. Nous 
présentons tout d ’abord, par l’entremise des démonstrations des théorèmes 5.24 et 5.25, 
une démarche qui fournit des estimateurs de 7  et de 7 b | a -
T h é o rè m e  5.24. Lorsque D est grand, un estimateur naïf de 7  est donné par :
... -  B o e  +  ( 1  -  ( 5 4 g )
D d e  +  B ' » E  +  ( 1  -  1 / £ ) û 7
Démonstration. En adaptant les lemmes 4.13, 4.14 et 4.15 de la section 4.5.2 dans un 
contexte où les valeurs manquantes de deux types différents, on peut établir qu’un
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estimateur naïf de la proportion d’information manquante sur d est donné par :
Ü d e  ~  (v d e  +  l ) ( v DE +  3 ) ~ l T E lE 
7 de  = -------------------jÿzx----------------------• (5.50)
U DE
Mais cet estimateur, 7 d e , en plus de refléter l’information perdue dans les valeurs
manquantes, reflète aussi l’information perdue en utilisant des nombres finis D  et E
plutôt qu’infinis. En s’assurant de choisir une valeur D  suffisamment grande, on peut 
se baser sur (5.50) afin de déterminer un estim ateur naïf de la véritable proportion 
7  d ’information manquante sur 0  attribuable uniquement aux valeurs manquantes. 
D’après (5.10), lorsque D  est grand, vq e  est également grand : les facteurs de cor­
rection (vde + 1 ){vde  +  3) - 1  et (1 +  1/D )  deviennent alors négligeables. La proportion 
7  peut donc être estimée naïvement par :
Üd e  ~  (vd e  +  1)(vde  +  3) lTDlE ^  ÜDE — TDE 
Üde  Üde
Q iï -  \Vde +  (i +  y p ) B ÿ e + (i - 1  / e ) b (s )e] 1
Ude
„  O ^ E  -  [ O d e  +  B ÿ ?  +  ( 1  -  1 / E ) 4 ' 7 ‘
Ude
_ ........B ÿ E + ( l - l / E ) B &  (551)
UDB + B ÿ E + ( l - l / E ) B ^
□
T h éo rèm e  5.25. Lorsque D est grand, un estimateur naïf de 7 b|a donné par :
( 5 ' 5 2 )
Démonstration. La démonstration est la même que celle du théorème 5.24, en remar­
quant que, de plus, lorsque les valeurs manquantes du type A deviennent connues, la 
composante inter-emboîtement de la variance B ^ E devient nulle. Or, d ’après le tableau
5.1, on a les égalités suivantes : E[E ■ B EE] = B ^ E -I- E  • B ^ Ë et E [B ^ e ] =  B ^ E. La 
méthode des moments permet alors facilement d ’estimer B ^ E par B EE et B ^ e  par 
B de ~  B e ’e/E -  Puisque B ^ E =  0, on peut ainsi prétendre que B $E — B^ e e / E  =  0. En 
appliquant ce résultat dans (5.51), on obtient le résultat. □
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Enfin, on peut évidemment estimer 7 A,known, lorsque D  est grand et d’après (5.43), par 
7A,known =  7  -  7 b | a ,  où 7  et 7 B |A sont donnés par (5.49) et (5.52).
5.3.6 C hoix de D  et E  pour estim er 7  e t  7b|a
Schafer [42] a remarqué que l’estimation de 7 , 7 A,known et 7 B|a par 7 , 7 A,known et 7 B|a 
peut donner des résultats très instables, à moins de disposer d ’un grand nombre D E  
d ’imputations. Nous nous intéressons ici à la manière de choisir adéquatement les valeurs 
D et E  lorsque l’objectif est d ’estimer 7  et 7 B|a avec un degré de précision donné. En 
ce qui concerne E, Harel [15] a proposé de choisir, en règle générale, entre deux faibles 
valeurs : 2 et 5. Il en est venu à cette conclusion en rem arquant que, d ’après le tableau
5.1, le nombre de degrés de liberté de la composante inter-emboîtement de la variance 
de l’estim ateur 9de, D  — 1 , est approximativement égal à celui de la composante intra- 
emboîtement, D (E  — 1), lorsque E  = 2. En effet, cela suggère que l’estim ation de ces 
composantes s’effectue approximativement au même degré de précision lorsque E  =  2, 
et donc qu’il est souvent raisonnable de choisir E  = 2 et de choisir la valeur D  qui 
assure d ’atteindre le degré de précision désiré, à moins, bien sûr, que 7 A,known soit 
beaucoup plus petit que 7 B|a °u que l’im putation conditionnelle de VB,miS par rapport 
à EA,mis coûte beaucoup moins cher que l’im putation de YA,mis, auquel cas la valeur 
E  devrait bien sûr être plus grande que 2. Nous proposons maintenant une méthode 
inspirée de celle que Harel [15] a proposée en 2007 et qui perm ettra de choisir la valeur 
D  qui assurera d ’atteindre simultanément la précision désirée sur l’estimation de 7  et la 
précision désirée sur l’estimation de 7 b | a - Notre méthode est basée sur les résultats tirés 
de Harel [15] qui concernent la distribution conjointe de 7  et de 7 B|A lorsque D  —»• 0 0 , 
résultats que nous présentons au théorème 5.26 et au lemme 5.27.
T h é o rè m e  5.26. La distribution conjointe de 7  et de 7 b|a converge en loi vers une 
distribution normale, lorsque D  —ï 0 0 . Plus précisément,
où E i peut être estimé par :
£ 1  =
X,\4
2 ( 1 - 7 )
7 7 b  | A
1 - 7  1 -  7 b  IA
2 ( 1 - 7 ) 2 ( 7 b , a ) 2
1 A
E
2 ( 1 - 7 ) 2 ( 7 b | a ) 2
E
2 ( 1  — 7 b | a ) 2 ( 7 b | a ) 2
E  E - 1
Démonstration. À la démonstration du théorème 5.10, on a justifié les approximations
( D - l )
(w) E B f B ~ X2( D  — 1) et
D (E  -  1)
B.(w)JooE  ^  00E  /  \  ooE  J
où les variables aléatoires de ces distributions sont indépendantes. En rem arquant 
qu’une variable aléatoire qui suit une distribution x2(a) Peut s’écrire comme une somme 
de a variables aléatoires indépendantes et identiquement distribuées de distribution 
X2( l ) ,  le théorème central limite entraîne, lorsque D  —> 0 0 ,
( D - 1 ) E - B Z  ^  D ( E - 1 ) - B [
E 'B S I b + B ™
|ÎL ,n , ( - ) - B 1deDE ( D - l )  - ^ — l - — m - D ( E - l )
B (w) oo E
y/2 (D  -  1) y /2D {E  -  1)
où / 2 est la matrice identité 1 d ’ordre 2 , c’est-à-dire :
' jD = ï \B > ÿ E -  (B™e +  B « /£ ) ]
D N (  0 , / 2 ) ,
D JV 0, Vi 0
0  P2






o ( w )  
00E
4  j v i o , V i 0 '  0 v2
En appliquant le lemme 4.17 avec k, = 2, l = 2, n  = D, X n =
n(4) , Itr r>(wl
o cE  +  B ^ / E  t S ^
> ( w ) ( ) , £  =
Vi 0
o v2
yi + ( 1 -  1 /E )y 2
r>(t>) d W ] 
D E  d D E \
et la fonction vectorielle à deux variables
TV2réelles g(y) =  g (y i,y2) = - . . .
\_Ude +  y i +  (1 — 1 / E )y 2 U d e  +  U2 _
(5.49) et (5.52) et lorsque D  —> 0 0 ,
, on obtient, d ’après
7
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0
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D’après (5.44) et (5.45), en approximant Ude  par U ^ e , car D  —> oo, et en calculant
G Fi 00 V2 GT, on obtient :
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{ÜooE +  B ^ e  + +  f i ) 2
V iU Ie  
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En récrivant Eo en fonction de 7  et 7 b|a dont les expressions sont données en (5.49) et 
(5.52) et d ’après les expressions de V\ et V2, on peut m ontrer facilement que :
E 0 =
2 ( 1 - 7  ) 4
7______________ 7 b  [ A
1 - 7  1 -  7b|A
2 ( 1  -  7 ) 2 ( 7 b | a ) 2
1_
E
2 ( 1  -  7 ) 2 ( 7 b | a ) 2  
E
2 ( 1  -  7 b | a ) 2 ( 7 b [ a ) ; 
E  E -  1
En approximant finalement 7  par 7  et 7 B|a par 7 b|a> on obtient le résultat. □
L em m e 5.27. Lorsque 7  ou 7 b|a est près de 0 ou de 1 , une distribution conjointe plus 
appropriée, lorsque D  —» 0 0 , est donnée par :
V D
où E 2 est estimé par :
' logit(7 ) logit(7 )
_logit(7B|A) logit(7B|A)_
D
2 ( 1  ~ 7 ) 2  
7 2
7 7 b |a
1 - 7  1 -  7b]A
2 ( 1  -  7 ) 7 b [a




N (  0 , E 2),
2 ( 1  - 7 ) 7 b |A '
7 ( 1  ~ 7 b \a ) E  
2
E  — 1
Démonstration. Lorsque 7  est près de 0 ou de 1, la variance de 7  devient presque nulle 
et lorsque 7 b | a  est près de 0  ou de 1 , la variance de 7 b | a  devient presque nulle, ce 
qui dégénère la distribution normale. Pour corriger cette situation, on peut appliquer 
la fonction logit qui stabilise la variance de 7 b | a  en la rendant constante et stabilise 
partiellement la variance de 7 . En effet, en appliquant le lemme 4.17 à partir de (5.53) 
avec k = 2 , / =  2, n  =  D, X n =  [ 7  7 b | a ] T ,  £ =  [7 7 b | a ] T ,  E =  E 0 (définie dans 
la démonstration du théorème 5.26) et g(y ) =  <?(yi,y2 ) =  [logit(2/1 ) logit(y2)]T, on 
obtient, lorsque D  —» 0 0 ,
par 7b|a- D’après les expressions de Ex (définie au théorème 5.26) et de E 2, on constate 
bel et bien qu’en appliquant la fonction logit, la variance de 7b|a s’est stabilisée en la 
rendant constante, 2/ ( E  — l). De plus, la variance de 7 s’est partiellement stabilisée, car 
on peut montrer que, lorsque 7 —>• 1, l’élément en position (1,1) de E 2 converge moins 
rapidement vers 0 que celui de Ej et que la conclusion est la même lorsque 7 —>• 0. □
Considérons le cas où 7 et 7B|a ne sont pas près de 0 ou de 1, ce qui est presque toujours 
le cas en pratique. Nous proposons ci-dessous une méthode qui permet de choisir la 
valeur D  qui assure d ’atteindre simultanément la précision désirée sur l’estim ation de 
7 par 7 et la précision désirée sur l’estimation de 7 b | a  par 7 b | a -
D’après le théorème 5.26, cette précision se mesure à  l’aide de l’éca rt-ty p e  de 7  
approximé par





[7 x( i  - 7 )  10
L 0 7 b | 1a ( 1  -  7 b | a ) _ 1 _ '




et de l’é c a r t- ty p e  d e  7 B|a approximé par
M ( w ) .  ( 5 . 5 5 )
Nous illustrons notre méthode en ayant recours à l’exemple suivant. Supposons que 
l’on désire atteindre un degré de précision satisfaisant simultanément S E ( j )  <  0 , 0 2  et 
S E ( % \\ )  <  0,02, lorsque E  est fixé à 2  ou 5 et pour des valeurs 7  et 7 B|A fixées. La 
valeur minimale D  que l’on devrait choisir s ’obtient après avoir effectué les trois étapes 
suivantes :
1. Déterminer la valeur minimale D\ qui assure de respecter SE { 7 ) <  0,02, c’est-à- 
dire la valeur D  calculée à  partir de (5.54) lorsqu’on fixe S E fâ )  — 0, 02 et arrondie 
à l’entier supérieur. Ces valeurs sont fournies au tableau 5.4 (a).
2. Déterminer la valeur minimale D 2 qui assure de respecter S E ( 7 B|a) <  0,02, c’est- 
à-dire la valeur D  calculée à partir de (5.55) lorsqu’on fixe S E ( j b\A) =  0,02 et 
arrondie à l’entier supérieur. Ces valeurs sont fournies au tableau 5.4 (b).
3. Déterminer la valeur minimale D  qui assure de respecter à la fois S E ( j )  < 0,02 
et S E ( 7 b|a) < 0 , 0 2 ,  c’est-à-dire la valeur D = m ax (D i,D 2). Ces valeurs sont 
fournies au tableau 5.4 (c).
R e m a rq u e  5.28. Il est bien sûr possible de construire des tableaux semblables aux 
tableaux 5.4 (a) à (c), lorsqu’on désire obtenir des degrés de précision plus faibles ou plus 
élevés que celui qui respecte à la fois S E ( 7 ) <  0, 02 et S E ( 7 B|a) < 0,02, par exemple 
un degré de précision qui assure de respecter S E ( 7 ) <  0,04 et S E ( 7 b|a) <  0,03.
Comme mentionné précédemment, notre méthode s’inspire de celle que Harel [15] a 
proposée en 2007. La distinction entre sa méthode et la nôtre est que Harel a prétendu 
sans démonstration que 5£ '(7B|a) <  S E ( 7 ) ou, du moins, il a prétendu que l’inégalité 
est valide la plupart du temps, ce qui lui a permis de calculer, dans un contexte où 
les valeurs E, 7  et 7 B|a sont fixées, les valeurs D  qui assurent d ’atteindre la précision 
désirée sur l’estimation de 7  par 7 , et du coup au moins cette même précision sur
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(a) lorsque S E ( î )  <  0,02 (b) lorsque S E ( î b|a) ^  0 ,02
7bJa E 7
0 , 1 0 0,25 0,50 0,75 0,90
0,05 2 1 1 1 1 1 1 1 1 1 1
5 3 3 3 3 3
0 , 1 0 2 41 41 41 41 41
5 1 0 1 0 1 0 1 0 1 0
0,25 2 176 176 176 176
5 44 44 44 44
0,50 2 313 313 313
5 78 78 78





0 , 1 0 0,25 0,50 0,75 0,90
0,05 2 24 149 296 173 40
5 16 134 287 171 40
0 , 1 0 2 1 0 1 2 2 279 169 40
5 2 95 259 166 40
0,25 2 44 217 157 39
5 7 168 146 38
0,50 2 78 1 2 2 36
5 13 95 34
0,75 2 44 28
5 7 2 2
0,90 2 1 0
5 2
(c) lorsque SE(7 ) < 0 ,0 2  et 5B(7b|a) < 0 ,0 2
7b|a E 7
0 , 1 0 0,25 0,50 0,75 0,90
0,05 2 24 149 296 173 40
5 16 134 287 171 40
0 , 1 0 2 41 1 2 2 279 169 41
5 1 0 95 259 166 40
0,25 2 176 217 176 176
5 44 168 146 44
0,50 2 313 313 313
5 78 95 78




Tableau 5.4 -  Proposition des valeurs minimales D  pour l’estimation de 7  et de 7 B|a 
en fonction de différentes valeurs E , 7  et 7 b|a-
l’estimation de 7 B|a par 7 B|a- Par exemple, dans la situation où l’on désire atteindre 
un degré de précision qui respecte à la fois S E ( 7 B|a) <  0,02 et S E ( j ) <  0,02, la 
méthode que Harel [15] a proposée revenait à effectuer seulement l’étape 1 de notre 
méthode, les étapes 2 et 3 étant alors inutiles à réaliser. C ’est pourquoi les valeurs 
D  que Harel [15] a proposées, dans la situation où l’on désire atteindre un degré de
précision qui respecte à la fois S E { 7 b|a) <  0,02 et S E { 7 ) <  0,02, et qu’il a présentées 
dans son tableau 9, sont les mêmes 2 que celles que nous présentons au tableau 5.4
(a). Remarquons que Harel a peut-être suspecté une quasi-indépendance stochastique 
entre 7 A,known et 7 b|a qui lui aurait permis de décomposer la variance de 7  comme suit, 
Var(7 ) =  Var(7 A,known) +  Var(7 B|A)) ce qui lui aurait permis de prétendre que, la p lupart 
du temps, S'£'(7 b|a) <  S E ( 7 ). Dans tous les cas, la méthode que nous proposons ne 
tient pas pour acquis que 5,£'(7b|a) <  S E ( 7 ) et elle possède donc l’avantage additionnel 
de calculer les valeurs D  qui assurent d ’atteindre, pour des valeurs fixées E , 7  et 7 b|Ai 
le degré de précision désiré sur l’estimation de 7  par 7  qui peut être différent (plus ou 
moins élevé) que celui que l’on désire atteindre sur l’estimation de 7 b|a par 7 b|a- Notre 
méthode est donc une généralisation de la méthode que Harel [15] a proposée.
5.3 .7  A utres u tilités de l ’IM  à deux n iveaux
Dans sa thèse, Shen [51] a préconisé le recours à l’IM à deux niveaux plutôt que le 
recours à PIM conventionnelle dans les situations que nous avons présentées à la section
5.1, c’est-à-dire dans les situations où : l’im putation de 1a,mis coûte plus cher que l’im­
putation conditionnelle de 1 b,mis étant donné 1 a,mis qui a déjà été imputée ou lorsque 
7 b |a  >  7A,known- Les contextes où il est plus pratique de recourir à l’im putation séquen­
tielle en deux étapes qu’à PIM conventionnelle ne se restreignent cependant pas à ces 
deux seules situations, comme en a témoigné Harel [15] en relevant ces situations :
- les enquêtes où les individus soit refusent de répondre à une question soit répondent 
«ne sait pas» ;
- les enquêtes longitudinales où des unités statistiques ont abandonné définitivement 
l’enquête en cours de route et d ’autres Pont réintégrée après l’avoir préalablement 
abandonnée.
- les enquêtes longitudinales où des unités statistiques ont abandonné définitivement
2. Certaines valeurs du tableau 5.4 (a) sont plus grandes d’une unité par rapport aux valeurs 
correspondantes du tableau 9 de Harel [15], car Harel a omis également d’arrondir à l’unité supérieure 
certaines valeurs D  qu’il a obtenues.
l’enquête en cours de route pour des raisons étroitem ent reliées au phénomène étudié 
et d ’autres qui l’ont également abandonné mais pour des raisons qui ne sont pas 
reliées à ce phénomène.
Im puter les deux typ es de valeurs m anquantes par des m éth odes d ifférentes
En réalité, la seule grande motivation qui a poussé Shen à concevoir PIM à deux niveaux 
consistait à réduire le coût des calculs effectués à l’ordinateur en générant moins d ’im­
putations (Harel [14]). D’autres statisticiens ont par la suite découvert en PIM à deux 
niveaux un outil qui répond à des problématiques bien différentes. Harel et Schafer [17] 
ont vu en PIM à deux niveaux, un outil qui pourrait éventuellement perm ettre d ’im­
puter les deux types de valeurs manquantes sous des hypothèses différentes, plutôt que 
sous les mêmes hypothèses, et donc à l’aide de modèles différents. Par exemple, dans 
une situation où le mécanisme d’absence des données associé aux valeurs manquantes 
du type A est de type MAR et celui associé aux valeurs manquantes du type B est de 
type NMAR, on pourrait penser à im puter les valeurs manquantes du type A à l’aide 
d’un modèle différent de celui qui pourrait être utilisé pour im puter celles du type B.
M esurer l’influence d ’un ensem ble de valeurs m anquantes sur l ’inférence
Ce n ’est que tout récemment, en 2008, que Harel [16] a introduit une mesure basée 
sur les résultats qui découlent de PIM à deux niveaux que nous appelons «influence  
re la tiv e» 3 (outfluence) qui permet de comparer l’influence d ’une valeur manquante 
(ou plus généralement d ’un ensemble de valeurs manquantes) sur l’inférence qui est 
réalisée sur le paramètre 0  relativement à l’influence de l’ensemble de toutes les valeurs 
manquantes. En d ’autres mots, l’influence relative est un outil qui mesure l’incertitude 
attribuable à un groupe de valeurs manquantes en particulier relativement à l’incerti­
tude attribuable à l’ensemble de toutes les valeurs manquantes. La littérature au sujet
3. Nous avons traduit «.outfluence» par «influence relative», car aucune autre traduction n’a encore 
été fournie dans la littérature, à notre connaissance.
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des méthodes qui perm ettent d ’évaluer l’influence des valeurs manquantes sur l’inférence 
est très limitée (Harel et S tratton [18]), ce qui justifie l’intérêt que nous manifestons 
à cette nouvelle mesure. Dans le but de calculer, par exemple, l ’influence relative d ’un 
ensemble de valeurs manquantes donné, Harel [16] suggère tou t d ’abord de séparer les 
valeurs manquantes de manière à ce que Y^mis soit l’ensemble des valeurs manquantes 
à l’étude et que Ya,mis soit l’ensemble des valeurs manquantes restantes. En rem arquant 
que 7  =  7 A,known +  7 b |a  et que 0 <  7 B |a  <  7  <  1, Harel [16] a défini intuitivement l’in­
fluence relative par la définition suivante.
D éfin ition  5.29. L’influence relative associée à Y b ,h ü s est i ’ =  7 b | a / 7  et un esti­
mateur naïf de xp est donné par xp = 7 b | a / 7 -
E xem ple 5.30. Considérons la présence de non-réponse partielle et totale dans une 
enquête par sondage, et supposons que l’on désire mesurer l’influence de la non-réponse 
partielle sur l’inférence. Les valeurs manquantes causées par la non-réponse totale seront 
donc de type A ; celles causées par la non-réponse partielle, de type B. L’estim ateur xp 
de l’influence relative associée à Y^mis mesurera l’influence de la non-réponse partielle 
sur l’inférence relativement à celle de l’ensemble de toutes les valeurs manquantes. La 
valeur de xp aide à déterminer laquelle de la non-réponse partielle ou totale influence le 
plus l’inférence.
L’influence relative prend des valeurs comprises entre 0 et 1. Plus l’influence relative 
prend des valeurs élevées, plus l’ensemble des valeurs manquantes en question influence 
l’inférence relativement à l’ensemble de toutes les valeurs manquantes. La comparaison 
de mesures d ’influence relative différentes permet évidemment d ’identifier les ensembles 
de valeurs manquantes qui influencent le plus l’inférence.
Vu l’intérêt que suscite l’introduction de cette nouvelle mesure, nous proposons une 
méthode qui perm ettra de choisir les valeurs D et E  qui assurent d’atteindre le degré 
de précision désiré sur l’estimation de xp par xp. Notre méthode est basée sur la distri­
bution de xp, lorsque D —> oo, que Harel et S tratton [18] ont déterminée et que nous 
présentons ici.
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T h éo rèm e  5-31. La distribution de xjj converge en loi vers une distribution normale, 
lorsque D  —> oo. Plus précisément,
y /D $ --4 > )  4 i V ( 0 , E ) ,
où E peut être estimé par :
E =  2(7b|a) 
+ 2(
7
2 ^ 1 - 7
-  I 
7  /  E -  1
7 7 b |a
1 - 7  1 -  7b|a E
7 b |a \ 2 ( 1  - 7 b |a ) 2
Démonstration. Voir Harel et Stratton [18], p. 2889-2891. □
Rappelons que, comme mentionné à la section 5.3.6, lorsque l’objectif est d ’estimer 
simultanément 7  par 7  et 7 b|a par 7 b|a, il est souvent raisonnable de choisir E  =  2 
et de choisir la valeur D  qui assure d’atteindre le degré de précision désiré. Puisque 
l’objectif est ici d ’estimer =  7 b|a / 7  par =  7 b |a /7 > une fonction de 7 b|a et 7 , cela 
suggère également qu’il est souvent raisonnable de choisir E  = 2 et de choisir la valeur 
D  qui assure d ’atteindre le degré de précision désiré. C’est pourquoi nous proposons 
de choisir de petites valeurs E  comme 2 et 5. D ’après le théorème 5.31, la précision se 
mesure à l’aide de l’é c a r t- ty p e  d e  ip approximé par
SE(Î>) =  V Ë /y /D . (5.56)
Nous illustrons notre méthode en ayant recours aux deux exemples suivants. Supposons 
que l’on désire atteindre un degré de précision satisfaisant SE(ip) < 0,04 (respective­
ment SE(tp ) <  0,02), lorsque E  est fixé à 2 ou 5 et pour des valeurs — 7 b|a / 7  fixées, 
c’est-à-dire pour des valeurs 7  et 7 b|a fixées. La valeur minimale D qui assure de res­
pecter SE(Tp) <  0,04 (respectivement SE(ip) < 0,02) est la valeur D  calculée à partir 
de (5.56) lorsqu’on fixe SE(ip) = 0,04 (respectivement SE(ip) = 0 , 0 2 ) et arrondie à 
l’entier supérieur. Ces valeurs sont fournies au tableau 5.5 (a) et (b). Remarquons qu’il 
est bien sûr possible de construire des tableaux semblables au tableau 5.5, lorsqu’on 
désire atteindre des degrés de précision plus faibles ou plus élevés.
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(a) lorsque SE(ip) <  0,04 (b) lorsque SE(ip) <  0 ,02
7 b  | a  e 7
0 , 1 0 0,25 0,50 0,75 0,90
0,05 2 1 2 1 2 254 56 2 2 15
5 471 1 2 2 23 7 4
0 , 1 0  2 781 197 77 51
5 332 79 23 14
0,25 2 764 332 2 2 0
5 282 103 58












Tableau 5.5 -  Proposition des valeurs minimales D  pour l’estimation de en fonction 
de différentes valeurs E, 7  et 7 b|a-
5.3.8 G énéralisation  de l ’IM  à d eu x  n iveaux
Shen [51] a conçu l’IM à deux niveaux comme une manière d ’avoir recours à deux 
nombres D et E  pour imputer les valeurs manquantes en deux étapes dans un contexte 
où elles sont de deux types différents A et B, en d ’autres mots, dans un contexte où, par 
exemple, l ’imputation de 1 a,mis coûte plus cher que l’im putation conditionnelle de TBimis 
étant donné YA,miS qui a déjà été imputée ou lorsque 7 B |a  > 7A,known- La solution qu’il a 
apportée ne s’applique donc pas au contexte plus général où les valeurs m anquantes sont 
de trois types différents ou plus. Certains, comme Harel [14], ont invoqué la possibilité 
de généraliser l’IM à deux niveaux dans un contexte où les valeurs manquantes sont de 
plus de deux types différents sans toutefois présenter ne serait-ce qu’une ébauche de la 
méthode. À notre connaissace, personne n’a encore conçu ce que l’on pourrait appeler 
l’IM  à  tro is  n iv eau x  ou plus généralement 1TM à  P  n iveaux , où P  >  2 est un 
nombre naturel.
Considérons l’IM à trois niveaux, une méthode d ’analyse des données incomplètes qui 
perm ettrait d ’avoir recours à trois nombres D, E  et F  pour imputer les valeurs man­
quantes en trois étapes dans un contexte où elles sont de trois types différents A, B et
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C, en d ’autres mots, dans un contexte où, par exemple, l’une et/ou l’autre des deux 
situations suivantes est rencontrée :
(a) l’im putation de Va,mis coûte plus cher que l’imputation conditionnelle de Y^mis 
étant donné V a ,mis» qui, elle, coûte plus cher que l’imputation conditionnelle de 
Vc,mis étant donné V^mis et V^mis qui ont déjà été imputées, où Vc,mis est l’en_
semble des valeurs manquantes du type C ;
(b) lorsque 7 c |a ,b  >  7 b |a  >  7A,known» où 7 c |a ,b  est la proportion d’information man­
quante sur 9 attribuable aux valeurs manquantes du type C, si les valeurs man­
quantes des types A et B devenaient connues (observées ou imputées).
Le problème est qu’il est difficile de déterminer un estim ateur de la variance, qui tienne 
compte de toutes les sources de variation possibles que les trois niveaux d ’im putation 
des valeurs manquantes engendrent : la justification des règles de Shen fournie à la
section 5.2.2 est déjà assez complexe et l’ajout d ’un seul niveau d ’imputation complexifie 
davantage l’élaboration de nouvelles règles de combinaison. En nous basant sur les 
résultats de la section 5.2.1, nous présentons les étapes d ’imputation et d ’estim ation 
et donnons une ébauche des règles de combinaison qui pourraient être utilisées sans 
toutefois les justifier théoriquement.
Im pu tation
Désignons M ++ la matrice indicatrice des valeurs manquantes de même dimension que 
la matrice des données incomplètes Y  = (Yobs, Ymi3) =  (Yobs, Ya,mis, YBjiaiB, Vcimig) et 
composée de 0 pour chaque valeur observée, et de 1, de 2 et de 3 pour chaque valeur 
manquante du type A, B et C. L’im putation consisterait à réaliser les étapes suivantes.
(a) Tirer D  valeurs indépendantes de Va,mis à partir de sa distribution a posteriori 
prédictive, Y j ^  ~  p(YA,mjs|Yob8, M ++), d = 1 , . . . ,  D.
(b) Pour chacune des D  valeurs Y ^ is de l’étape (a), tirer E  valeurs indépendantes 
de YB,mis à partir de sa distribution a posteriori conditionnelle et prédictive,
y ÿ l  ~  p O am U ni., ï f i  ». m *+), e =  i , . . . ,  e .
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(c) Pour chacune des D E  valeurs V g ^ l de l’étape (b), tirer F  valeurs indépendantes 
de l e ,mis à partir de sa distribution a posteriori conditionnelle et prédictive, 
Y c m P  ~  P(V'c,ml,IK b., M ++), f  =  1, • • •, F.
L’étape (c) permet d ’obtenir D E F  imputations y  <*«■/> =  (yobl> y ^ is, V c S / ’).
d =  1 , . . . ,  D, e =  1 , . . . ,  E, f  =  1 , . . . ,  F. La figure 5.4 illustre la création de ces D E F  
imputations, où ? a , ? b  et ?c désignent une valeur manquante du type A, du type B 
et du type C respectivement.















r ( \ , E )
B,mis
r ( D,  1) 
B,mis
-(1,1,1) y l M . - F )  y (  1 ,£ ,1) y ( l , E , F )  
C,mis C,mis C,mis C,mis
r{D,  1,1) y ( D ,  1, 
C,mis C,mis
r { D , E , l ) y { D , E ,  
C,mis C,mis
y (1,1,1) y ( l , l , F )  y ( l , F , l )  y ( l , F , F )  y (£ > , l , l )  y ( D , l , F )  y ( D , F , l ) y ( D , F , F )
Figure 5.4 -  Création de D E F  imputations à partir d ’un ensemble de données incom­
plètes composé de 10 unités statistiques échantillonnées et de 3 variables.
Une attention particulière devrait être portée afin d ’adapter les conditions d ’ignorabilité 
du mécanisme d ’absence des données dans un contexte où les valeurs manquantes sont 
de trois types différents. Nous suggérons aux intéressés de s’inspirer de l’adaptation que
nous avons fournie à la section 5.3.3 dans le cadre de l’IM à deux niveaux.
Estim ation
L’estimation consiste à analyser chacune des D E F  im putations par la méthode cou­
rante d ’estimation des données complètes du problème. Supposons qu’en l’absence 
de valeurs manquantes, l’inférence sur le param ètre unidimensionnel 9 soit basée sur 
l’approximation
e- j S  ~  iV(0,1), (5.57)
où 9  =  9 { Y 0\)S, Y m is )  est un estimateur de 9  et où U —  U ( Y 0ba , Y m \a) e s t  un estim ateur de 
sa variance. Soient (Ô^ d,e,f) ,  ^ ( d , e , / ) ) >  d  =  1 , . . . , D, e =  1 , . . . ,  E ,  /  =  1 , . . . ,  F  les statis­
tiques 9  et U calculées dans chaque imputation. En d ’autres mots, les D E F  estim ateurs 
de 6  sont
Ô{dlej) = Ô(Y{d’eJ)), d = l , . . . , D ,  e = l ,...,£, f  = 1 , F  (5.58)
et les D E F  estimateurs de la variance des 9(d,e,f) sont
U(d,ej) = U{Y^d'e'f ) ), d e =  ! , . . . , £ ,  /  =  ! , . . . ,  F. (5.59)
Combinaison
Un estimateur de 8  est naturellement donné par la moyenne des 0(d,ej),
®DEF = 15~ËF Z Z Z ^ (<W) = -fiË Z Z ^  = è Z à*-., (5.60)
d= 1 e=l /= 1 d= 1 e=l d= 1
où 9de- =  52/=i /  F  est la moyenne des 8 (d,ej) issus de l’emboîtement d du 1er ni­
veau et de l’emboîtement e du 2 e niveau, et où 8 d.. =  @de / E  est la moyenne des §de- 
issus de l’emboîtement d du 1er niveau. L’estimateur de la variance de 9de  adm et deux 
composantes : les composantes intra-im putation et inter-imputation. La composante
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intra-im putation est la moyenne des estimateurs des variances à  l’intérieur de chaque 
im putation qui considèrent les valeurs imputées comme si elles étaient observées :
n  rr. f
La composante inter-imputation est à son tour décomposée en trois : la composante 
inter-emboîtement du 1er niveau, qui est la variance empirique des 6 4 ..,
la composante inter-emboîtement du 2 e niveau, qui est la moyenne des variances empi­
riques des 9de-,
et la composante intra-emboîtement, qui est la moyenne des variances empiriques des
où (1 +  1 /D ),  (1 — 1 /E )  et dp sont des facteurs de correction dans le cas de nombres 
finis D, E  et F  avec dp, une expression qui dépend de F  et telle que dp = 1 lorsque 
F  =  0 0 .
R em arques 5.32.
a) Nous avons construit les règles de combinaison de manière à ce que l’IM à trois 
niveaux soit une généralisation de l’IM à deux niveaux. En effet, en choisissant
(5.61)
d= 1 e=l / = 1




d= 1 e=l / = 1
Un estimateur de la variance de 9d e f  est alors constitué de la somme corrigée de ses 
quatre composantes,
F  =  1 , on peut montrer que Ôqef  et T def  se réduisent à 9de et Tqe dont les 
expressions sont données en (5.4) et (5.8). Du coup, l’IM à trois niveaux que 
nous présentons est également une généralisation de l’IM conventionnelle, car en 
choisissant E  = F  =  1 , on peut montrer que 9De f  et Td e f  se réduisent à dD et 
Td dont les expressions sont données en (4.4) et (4.7).
b) En présence d ’échantillons de grande taille, c’est probablement une distribution 
de Student qui perm ettrait de construire des intervalles de confiance et des tests 
d ’hypothèses sur le paramètre 9, comme c’est également le cas dans le cadre de 
l’IM à deux niveaux et de l’IM conventionnelle.
5.3 .9  A utre u tilité  de l’IM  à trois n iveaux
Les règles de combinaison que nous avons proposées à la section 5.3.8 dans le cadre 
de l’IM à trois niveaux peuvent également servir à refléter l’incertitude inter-modèle 
dans un contexte où les valeurs manquantes sont plu tôt considérées de deux types 
différents. L’approche que nous proposons ici consiste simplement à adapter l’approche 
que nous avons déjà présentée à la section 5.3.2 dans un contexte différent où les valeurs 
manquantes étaient toutes considérées du même type.
Supposons que l’on hésite entre D  modèles Im p ^ , d =  1 pour im puter E  et F
fois chaque valeur m anquante du type A et du type B respectivement, où les valeurs 
manquantes proviennent d ’un ensemble de données incomplètes Y  = (Y0bS, YA,miS, YB,mjS). 
L’approche consiste d ’abord à effectuer l’imputation en deux étapes :
1. Tirer d ’abord, sous chacun des D  modèles d ’imputation, E  valeurs indépendantes 
de La,mis à partir de sa distribution a posteriori conditionnelle et prédictive, 
y ï t i l  ~  PO'A.mislî'ota, ImpM, M +), e =  1 , . . . ,  F .
2. Tirer ensuite, pour chacune des D E  valeurs de l’étape (a), F  valeurs in­
dépendantes de Yj^ mis à partir de sa distribution a posteriori conditionnelle et 
prédictive, r ™ ' / 1 ~  p(VB,„»|V'„ta, v f f i ,  ImpM, M +), /  =  1 , . . . ,  F.
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Cela crée en tout D E F  imputations Y^d'e’B = (L(,bs, ^  =  1, - - -, -O,
e =  1 f  =  1 Ensuite, on a recours aux équations (5.58) et (5.59) ce
qui permet de calculer, sous chaque im putation yd<te,/); l’estim ateur 0 (</,e,/) du para­
mètre 9 et l’estim ateur U(d,e,f) de la variance que l’on aurait obtenus en l’absence de 
valeurs manquantes. Enfin, en ayant recours aux règles de combinaison que nous avons 
proposées dans le cadre de l’IM à trois niveaux, c’est-à-dire en ayant recours aux équa­
tions (5.60) à (5.65), on crée une seule inférence commune qui incorpore l’incertitude 
inter-modèle. En effet, puisque les emboîtements du premier niveau correspondent ici 
à différents modèles d ’imputation, c’est la composante inter-emboîtement du premier 
niveau B p lFF de la variance, dont l’expression est donnée en (5.62), qui reflète l’incerti­
tude inter-modèle. La figure 5.5 illustre notre approche. Nous préférons, afin de refléter 
l’incertitude inter-modèle, cette approche à celle que nous avons présentée à la section 
5.3.2 et qui consistait à étudier la sensibilité des inférences relativement au choix du 
modèle, et ce, pour des raisons similaires à celles évoquées à la fin de cette section.
5.4 Conclusion
Nous avons présenté à la section 5.2 les principaux résultats que Shen [51] a obtenus 
dans la première partie de sa thèse concernant une généralisation de l’IM convention­
nelle : l’IM à deux niveaux. Nous avons entre autres décrit les étapes d ’im putation, 
d ’estimation et de combinaison qui y sont associées et nous avons fourni une justifi­
cation bayésienne des règles de combinaison. Nous avons également présenté certains 
avantages im portants que l’IM à deux niveaux possède par rapport à l’IM convention­
nelle. Nous avons par la suite réalisé à la section 5.3 une analyse critique du contenu qui 
a été présenté à la section 5.2. Dans un contexte où les valeurs manquantes sont toutes 
considérées du même type, nous y avons présenté une nouvelle approche qui perm et 
de refléter l’incertitude inter-modèle et qui est meilleure que l’approche qui consiste 




y ( l , l , l )  y ( l , l , F )  y ( l , F , l )  y ( l , F , F )  y ( D ,  1,1) y  (D.l.F) y ( D , F , l )  y ( D , E , F )
I I I I I I l I
(i.g.i)( 1 , 1 , F)
' ( 1 , 1 , 1 ) (£>,!,F) ( D , E , 1 ) ( D , E , F )
( D , E , F )
Inférence commune
(Ôd e f , T D B f , etc.)
Figure 5.5 -  Approche incorporant l’incertitude inter-modèle appliquée à un ensemble de 
données incomplètes composé de 10 unités statistiques échantillonnées et de 3 variables.
d ’imputation. Cette nouvelle approche était basée sur les règles de combinaisons que 
Shen [51] a conçues dans le cadre de l’IM à deux niveaux.
Nous avons également adapté, dans cette analyse critique, les conditions qui perm ettent 
d ’ignorer la matrice indicatrice des valeurs manquantes, M, lors de l’étape de l’impu­
tation. Après avoir présenté une méthode qui fournit des estimateurs des proportions 
d ’information manquante, nous y avons aussi proposé des nombres D et E  qui assurent 
d ’atteindre le degré de précision désiré sur l’estimation de ces proportions. Nous y avons 
également constaté que les statistiques utilisées dans le cadre de l’IM à deux niveaux
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peuvent servir à proposer un estimateur, il>, qui puisse mesurer l’impact qu’engendre 
un ensemble de valeurs manquantes sur l’inférence et nous avons fourni des précisions 
sur la manière de choisir les nombres D  et E  dans ce contexte. Enfin, nous avons 
généralisé l’IM à deux niveaux en décrivant sommairement ce nous appelons l’«IM à 
trois niveaux» et nous avons proposé une approche intéressante qui perm et de refléter 
l’incertitude inter-modèle dans un contexte où les valeurs manquantes sont de deux 
types différents, et ce, en adaptant l’approche que nous avions déjà présentée dans un 
contexte où les valeurs manquantes étaient plutôt considérées du même type.
122
CHAPITRE 6 
Exemples concrets d’imputation 
multiple
Nous construisons aux sections 6.1 et 6.2 deux exemples simples qui illustrent l’appli­
cation de 1TM conventionnelle et à deux niveaux, afin de fournir des bases solides à 
ceux qui pourraient être moins familiers avec ces méthodes. A noter que les tailles des 
ensembles originaux des données de ces exemples seront trop petites pour considérer 
ces derniers comme des applications sérieuses de l’IM. L’objectif de ce chapitre n ’est 
que d ’illustrer, à partir de deux exemples concrets, les principales étapes (im putation, 
estimation et combinaison) de ces deux méthodes d ’analyse de données incomplètes qui 
incorporent l’incertitude attribuable aux valeurs manquantes.
6.1 Im putation m ultiple conventionnelle
Afin de dresser le portrait socio-économique de l’Estrie, on désire déterminer, en parti­
culier, le revenu annuel moyen 6  — fi des Sherbrookois pour l’année 2 0 1 2 . Après avoir 
tiré au hasard un échantillon de taille n  =  8  travailleurs sherbrookois, on obtient l’en­
semble des données incomplètes Y  =  (ytJ) du tableau 6.1 concernant le revenu annuel
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pour l’année 2 0 1 1  et 2 0 1 2  de ces huit travailleurs, en milliers de dollars, que l’on désigne 










Tableau 6.1 -  Revenus annuels 2011 et 2012, en milliers de dollars, des huit travailleurs 
sherbrookois échantillonnés.
une inférence sur /j, qui reflète l’incertitude attribuable aux valeurs manquantes du re­
venu annuel des Sherbrookois pour l’année 2012. C’est pourquoi on a recours à l’IM 
conventionnelle. On utilisera donc les notations déjà introduites à la section 4.2.
6.1.1 Im putation
Supposons que l’on ne connaisse pas ce qui a causé l’absence des deux valeurs de l’en­
semble des données Y . On ne peut pas alors déterminer, sans doute raisonnable, si 
le mécanisme d’absence des données est ignorable ou pas et il vaut mieux considérer, 
par exemple, les deux meilleurs modèles d ’im putation qui s’appliquent le mieux à la 
situation (l’un sous l’hypothèse de l’ignorabilité et l’autre sous la non ignorabilité) et 
d ’effectuer une étude de la sensibilité des inférences relativement au choix du modèle. 
C’est ce que nous effectuons ici.
D’une part, supposons que l’on ait de bonnes raisons de croire que chaque non-répondant 
admet essentiellement la même valeur du revenu annuel pour l’année 2 0 1 2  que les 
répondants qui possèdent les mêmes valeurs de la variable complètement observée Yi, 
ce qui, d ’après la remarque 1 .1 1 c), laisse croire que le mécanisme d ’absence des données
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soit ignorable. Il est alors justifié de choisir comme premier modèle ImpM, par exemple, 
l’imputation par un tirage aléatoire équiprobable et conditionnel parmi les valeurs de 
la variable Y2 des deux plus proches voisins (PPV) du non-répondant, la notion de 
distance correspondant ici à l’écart entre les valeurs de la variable Yi. Ce choix se justifie 
également par le fait que, sous l’ignorabilité, le mécanisme d ’absence des données doit 
nécessairement être de type MAE, d ’après la définition 1.10, ce qui est le cas ici puisque 
le modèle Im p^ considère que l’absence de certaines valeurs de Y2 dépend uniquement 
des valeurs observées de Yi.
D’autre part, supposons que l’on suspecte également que, conditionnellement aux re­
venus annuels de l’année 2 0 1 1 , les valeurs m anquantes du revenu annuel de l’année 
2012 sont 20 % moins élevées que les valeurs observées de cette même variable. Par 
exemple, un Sherbrookois pourrait avoir été mis à pied ou avoir subi une diminution de 
son revenu annuel en 2012, ce qui pourrait le gêner à révéler ce dernier. De cette façon, 
on croit que chaque non-répondant pourrait également adm ettre systématiquement des 
différences entre les caractéristiques des répondants qui possèdent les mêmes valeurs 
de la variable complètement observée Yi, ce qui, d ’après la remarque 1 .1 1  c), laisse 
croire que le mécanisme d ’absence des données ne soit pas ignorable. Il est alors justifié 
de choisir comme deuxième modèle Impl2l l’im putation par le tirage aléatoire équipro­
bable et conditionnel obtenu sous le modèle Im p ^  auquel on applique une diminution 
de 2 0  %.
Par souci de simplicité, on choisit seulement D i =  3 valeurs pour chaque valeur m an­
quante imputée à l’aide du modèle Im p ^  et D 2 = 2  valeurs pour chaque valeur m an­
quante imputée à l’aide du modèle Im p ^ , ce qui permet d ’obtenir trois im putations 
sous ImpW, yMW, y i1!!2) et y M 3), et deux im putations sous Im p ^ , y l 2^ 1) et y I2K2). Les 
résultats de l’im putation des valeurs manquantes, en milliers de dollars, et la création 












PPV 0 , 8  x y 2
ImpW Impf2!
1 2 30 35 24 28 — - 35 30 30 28 24
4 6 50 60 40 48 — 60 50 60 48 40
y [  0 (2) y [i](3 ) y [2 ](i)
Vi V2 Vi r 2 Fi r 2 * 1 y 2 Vi y 2
1 29 30 1 29 30 1 29 30 1 29 30 1 29 30
2 30 35 2 30 35 2 30 35 2 30 35 2 30 35
3 34 35 3 34 30 3 34 30 3 34 28 3 34 24
4 47 50 4 47 50 4 47 50 4 47 50 4 47 50
5 50 60 5 50 50 5 50 60 5 50 48 5 50 40
6 55 60 6 55 60 6 55 60 6 55 60 6 55 60
7 56 56 7 56 56 7 56 56 7 56 56 7 56 56
8 63 64 8 63 64 8 63 64 8 63 64 8 63 64
y [2](2)
Figure 6.1 -  Création de 3 imputations conventionnelles sous ImpW ; 2 sous lm p [2]
6.1.2 E stim ation
Supposons qu’en l’absence de valeurs manquantes on ait eu recours intuitivement, pour 
estimer 6  =  fi, à l’estimateur sans biais 6  = Ÿ2, où Ÿ2 =  X)i=i 2/1 2 /8  est la moyenne 
de Y 2 , et pour estimer la variance de 9, à l’estim ateur sans biais U = S 2 / 8 , où S 2 = 
Y ^ i = \ ( V i 2 ~  Ÿ 2 ) 2 / { %  — 1) est la variance empirique de Y 2 . On calcule les valeurs de ces 
estimateurs dans chacune des imputations que l’on a générées, valeurs que l’on résume 
à la figure 6 .2 .
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lmp
R é s u l ta t  1
4 21 =  46,38 
£ /f1 =  23,93
R é s u l ta t  3
4 1] =  48,13 
U{1] =  25,52
R é s u lta t  2
B f  = 44,88 
b f ] =  27,19
R é s u l ta t  2
f 1 =  46,88 
7/ ] 11 =  22,84
R é s u lta t  1
0? 1 =  48,75 
t / f 1 =  22,67
In fé re n c e
c o m m u n e
ë[S  =  45,63 
Ü [S  = 25,56 
B §  =  1,13 
T'§  =  27,25
vu = 261 
k’obs =  5
'V* =  5
tZ a / 2 (vb) =  2,571 
I.C . [32,20; 59,05] k$
In fé re n c e
c o m m u n e
ë ÿ  = 47,92 
O ÿ  =  23,67 
B ÿ  = 0,91 
Tj}1 =  24,89 
vd — 839 
?'obs — 5
^1—a/2
I.C . [35,09; 60,74] k$
(*£) =  2,571
Im putation Estim ation Combinaison
Figure 6.2 -  Étude de la sensibilité des inférences relativement au choix du modèle 
d ’imputation.
6.1.3 C om binaison
Il s’agit maintenant d ’appliquer les règles de Rubin sous chacun des deux modèles 
d ’imputation, afin d ’obtenir deux inférences distinctes. À noter que les résultats issus 
des règles de combinaison que nous appliquons ici sont résumés à la figure 6.2. Sous 
chaque modèle Im p^, i = 1,2 l’estimateur IM de n, 6 p , la composante intra-im putation 
de la variance, Ü p, la composante inter-im putation de la variance, B^J, et l’estim ateur
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IM de la variance de dp, T p , sont calculés en ayant respectivement recours à (4.12), 
(4.14), (4.15) et (4.13).
Afin de construire des intervalles de confiance pour fi sous chaque modèle, on calcule 
le nombre v*D de degrés de liberté de la distribution de Student dont l’expression est 
donnée au lemme 4.5 et que Barnard et Rubbin [5] ont proposé dans les situations où n  
est petit, ce qui est le cas ici. Le calcul de v*D requiert préalablement le calcul de vd  dont 
l’expression est donnée en (4.9) et de voX)S dont l’expression est donnée au lemme 4.5 et 
qui requiert à son tour la connaissance de la valeur de r com. Cette dernière correspond au 
nombre de degrés de liberté associé à l’estim ateur de la variance U =  S 2 / 8  calculé dans 
chacune des imputations et que l’on aurait obtenu en l’absence de valeurs m anquantes, 
c’est-à-dire ucom = n — 1 =  7. Après avoir calculé les valeurs v *D, on utilise une table 
de la distribution de Student pour déterminer les valeurs des deux quantiles t \ - a/ 2 {v*D) 
qui perm ettent de construire, par exemple, des intervalles de confiance (I.C.) de niveau 
1 — a  =  95 % pour fi que l’on contruit en ayant recours à (4.10), où v& est remplacé 
par v*D. Ce sont ces intervalles de confiance que l’on présente à la figure 6 .2 .
6.1 .4  D iscussion  des résu lta ts
La faible valeur commune (cinq) de v*D que l’on obtient sous chaque modèle suggère 
qu’un gain de précision non négligeable sur l’estimation de fi et de la variance de S 2 / 8  — 
et donc des intervalles de confiance plus étroits et des tests d ’hypothèses plus puissants 
sur fi — serait obtenu en choisissant des nombres d ’im putations Dx et D 2 plus élevés. 
En ce qui concerne les intervalles de confiance de niveau 95 % pour fi, celui que l’on 
obtient sous le modèle Im p^ , [32,20; 59,05] k$, est légèrement décalé vers la gauche par 
rapport à celui sous le modèle ImpW, [35,09; 60,74] k$, car les valeurs imputées sous 
le modèle Im p^  sont les tirages aléatoires conditionnels obtenus sous le modèle Im p ^  
auxquels on applique une diminution de 20 %. Remarquons également que la valeur de 
l’estimateur IM de la variance moins élevée sous le modèle Im p ^  que sous le modèle
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Im p ^  (T ^  =  24,89 contre = 27,25) fournit un intervalle de confiance plus précis, 
car le nombre de degrés de liberté v*D est le même sous Im p^  et Im p^.
Incorporation  de l’incertitude attrib uab le aux valeurs m anquantes
Comme mentionné précédemment, ce sont les valeurs des composantes inter-im putation 
= 0,91 et B $  — 1,13 qui reflètent les incertitudes intra-modèle qui existent sous 
chacun des deux modèles. Plus précisément, en calculant les valeurs de l’estim ateur 
de la proportion d ’information manquante sur f i ,  7o ,  dont l’expression est donnée en 
(4.30), 7 d  =  0,051 sous Imp^1' et 7 #  =  0,066 sous Im p^ , on en conclut que 5,1 % 
(repectivement 6 , 6  %) de la variance d ’échantillonnage de l’estimateur do de p  est 
attribuable à l’incertitude intra-modèle associée au modèle lm p ^  (respectivement au 
modèle Im p ^). Ces faibles pourcentages signifient que les incertitudes intra-modèle sont 
faibles. Par ailleurs, la ressemblance entre les deux intervalles de confiance de niveau 
9 5  % pour /x que l’on a construits, traduit une incertitude inter-modèle plutôt faible.
M eilleure approche qui reflète l’in certitu d e inter-m odèle
Puisqu’on ne peut déterminer sans doute raisonnable si le mécanisme d ’absence des 
données est ignorable ou pas, c’est-à-dire que l’on ne peut pas déterminer lequel des 
deux modèles d ’imputation s’applique le mieux à la présente situation, une meilleure 
approche que la comparaison des inférences au choix du modèle que nous venons de 
réaliser et qui permet de refléter en une seule inférence commune l’incertitude inter­
modèle, consiste plutôt à appliquer les règles de combinaison que Shen [51] a développées 
dans le cadre de l’IM à deux niveaux. C’est l ’approche de Siddique, Harel et Crespi [52] 
que l’on a déjà présentée à la section 5.3.2.
C ette approche requiert cependant que l’on impute le même nombre E  de fois chaque 
valeur manquante sous chacun des D  =  2 modèles. Vu que l’on avait déjà généré, sous 
Im p ^ , D\ =  3 valeurs imputées pour chaque valeur manquante et, sous lmp!2', £>2 =  2 
valeurs imputées pour chaque valeur manquante, on peut choisir ici de générer, sous
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chacun des deux modèles, E  = 2 valeurs imputées pour chaque valeur m anquante. 
À cet effet, considérons les im putations yflK1), y [1K2)) y [2](i) et  y [21(2) qUe pon a 
générées sous lmp!1' et Im p^ à  la section 6 .1 .1 , et désignons de nouveau ces im putations 
respectivement y^1,1), Y^x,2\  y ( 2>1) et y ( 2’2), afin d ’utiliser les notations que requièrent 
cette approche. La figure 6.3 résume entre autres les valeurs de l’estimateur 9 =  Ÿ2  du 
param ètre 9 = fj, et de l’estim ateur de la variance de 9, U = S 2 / 8 , que l’on obtient dans 
chacune de ces quatre imputations, valeurs que l’on a déjà calculées à la section 6 .1 .2 . 














y ( 2,i) y (2 ,2 )
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Ode  =  46,72
Uqe  =  24,16 vde =  62
B de  =  2)39 v*DE =  5
Bg% = 1,44 t ^ a/2 (v*DE) = 2,571
Td e  = 28,47 I.C. [33,00 ; 60,44] k$
Figure 6.3 -  Approche de Siddique, Harel et Crespi [52] appliquée à l’ensemble des 
données incomplètes Y .
inférence commune qui reflète l’incertitude inter-modèle. À noter que les résultats issus 
des règles de combinaison que nous appliquons ici, sont résumés à  la figure 6.3. Il s’agit
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d ’avoir recours aux équations (5.4) à (5.8), ce qui permet de calculer respectivement 
l’estim ateur IM de /q Ode, la composante intra-im putation U d e , la composante inter­
emboîtement B EE, la composante intra-emboîtement B^ EE et l’estimateur IM de la 
variance de Ode, T d e ■ Dans le but de construire un intervalle de confiance pour /z, on 
calcule le nombre de degrés de liberté de la distribution de Student dont l’expression 
est donnée en (5.10) par : vd e  = 62. Puisque ce nombre excède largement celui que l’on 
aurait obtenu dans le meilleur des cas, c’est-à-dire ucom =  7, et qu’aucune formule n ’a 
encore été proposée à notre connaissance dans la littérature pour corriger cette situation 
en présence d ’échantillons de petite taille, on n’a d ’autre choix que de proposer un 
nombre de degrés de liberté qui n ’excède pas 7, par exemple v*DE =  5, comme obtenu 
précédemment. En ayant recours à une table de la distribution de Student, on détermine 
la valeur du quantile t i - a/ 2 {v*DE) qui permet de construire, par exemple, un intervalle de 
confiance de niveau 1 — a  =  95 % pour n  que l’on construit en ayant recours à (5.11), 
où Vd e  est remplacé par v*de ■ C ’est cet intervalle de confiance, [33,00 ;60,44] k$, que 
l’on retrouve à la figure 6.3.
Comme mentionné précédemment, c’est la valeur de la composante inter-emboîtement 
B d e  =  2,39 qui reflète ici l’incertitude inter-modèle. Plus précisément, en calculant 
le rapport entre le terme ( 1  -1- 1 /D )B ç)E, qui intervient dans le calcul de l’estim ateur 
T d e  de la variance, et T De , (1 +  1 / D ) B {e e / T d e  =  0,126, on en conclut que 1 2 , 6  % de 
la variance d’échantillonnage de l’estim ateur Ode de n  est attribuable à l’incertitude 
inter-modèle. Ce pourcentage relativement faible confirme ce que l’on a déjà avancé : 
l’incertitude inter-modèle est bel et bien, ici, relativement faible.
6.2 Im putation m ultiple à deux niveaux
Afin d ’analyser la performance financière des compagnies pharmaceutiques canadiennes, 
on désire déterminer, en particulier, l’écart-type 0  =  a  des investissements en recherche 
et développement (R et D) de ces compagnies, une quantité qui mesure la dispersion des
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investissements en R et D. Après avoir tiré au hasard un échantillon de n =  8  compagnies 
pharmaceutiques canadiennes, on obtient l’ensemble des données incomplètes Y  =  (y^) 
du tableau 6.2 concernant le chiffre d ’affaires et l’investissement en R et D de ces huit 
compagnies, en millions de dollars, que l’on désigne respectivement Yi et Y2, où ?a et 
?b désignent des valeurs manquantes de l’investissement en R  et D où les individus 
sondés ont respectivement déclaré ne pas connaître le m ontant ou ont refusé de fournir 
le montant. Par exemple, les individus sondés peuvent ne pas avoir fait l’effort pour
r 2








Tableau 6.2 -  Chiffres d ’affaires et investissements en R  et D, en millions de dollars, 
des huit compagnies pharmaceutiques canadiennes échantillonnées.
obtenir l’investissement en R et D de leur compagnie ou ils ont peut-être considéré 
que la question était indiscrète. On a alors Prnîs -= (Pa,ihîs? .mis), où Va ,mis — {ï/2 2} 
et ^B,mis =  {y52,2/62}- On désire obtenir une inférence sur cr qui reflète l’incertitude 
attribuable aux valeurs manquantes des investissements en R et D de ces compagnies 
pharmaceutiques canadiennes tout en pouvant générer naturellement plus de valeurs 
imputées pour les valeurs manquantes du type B que pour celles du type A, parce que 
la plus grande quantité (deux) de valeurs manquantes du type B par rapport à celle du 
type A (une) suggère ici que 7 B |a  > 7A,known- C ’est pourquoi il convient mieux d ’avoir 
recours à l’IM à deux niveaux où D  < E  plutôt qu’à l’IM conventionnelle. On utilisera 
donc les notations déjà introduites à la section 5.2.1.
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6.2 .1  Im putation
Supposons qu’il existe un lien linéaire entre le chiffre d ’affaires et l’investissement en 
R et D de ces compagnies, et que l’im putation par la régression linéaire avec résidus 
aléatoires prédit fidèlement les vraies valeurs que cachent les valeurs manquantes, à tel 
point que l’on ne ressent pas le besoin d ’avoir recours à  plus d ’un modèle pour im puter 
les valeurs manquantes. Dans ce cas, il ne plane aucune incertitude quant au choix du 
modèle d ’im putation et il n ’est pas nécessaire de chercher à refléter cette incertitude. 
Remarquons qu’en supposant qu’il existe un lien linéaire entre le chiffre d ’affaires (une 
variable complètement observée) et l’investissement en R et D de ces compagnies, il 
est sensé de croire que, essentiellement, chaque non-répondant admet le même m ontant 
d ’investissement en R et D que les répondants qui possèdent les mêmes valeurs du
chiffre d ’affaires, et donc, d ’après la remarque 1 .1 1  c), qu ’il est raisonnable de croire ici
que le mécanisme d ’absence des données soit ignorable. Par conséquent, on a de bonnes 
raisons de croire, en particulier, que le mécanisme d ’absence des données soit de type 
MAR, et donc que l’im putation par la régression linéaire simple avec résidus aléatoires 
fournira des estimés non biaisés de a  (Enders [6 ]).
Par souci de simplicité, on choisit de proposer seulement D =  2 valeurs pour la valeur 
manquante du type A et E  = 3 valeurs pour chacune des deux valeurs m anquantes du 
type B, en sachant que l’on aurait pu choisir une valeur E  beaucoup plus grande que 
trois. Puisqu’ici les deux méthodes de génération des imputations, que l’on a présentées 
à la section 5.2.1, reviennent à effectuer essentiellement le même nombre de calculs, on 
choisit par exemple la méthode 1. Elle consiste à réaliser les deux étapes suivantes.
É ta p e  (a) : Proposer D = 2 valeurs imputées Va^ûs, d = 1,2 pour la valeur m anquante 
du type A. Considérons d ’abord le modèle de régression linéaire simple suivant basé sur 
les r  =  5 compagnies (1, 3, 4, 7 et 8 ) qui ne présentent aucune valeur m anquante :
P ^ o b s  =  P l,o b s /3  +  e , (6 - 1 )
où y 2 ,obs =  [10 15 16 27 30]T est le vecteur des investissements en R  et D de ces
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cinq compagnies, Yi)0bs =
T
1 1 1 1 1
102 140 187 313 363 est la matrice de design associée,
P — [/3o 0 i]T est un vecteur composé de deux coefficients de régression inconnus et 
e ~  N (0, p2 h )  est un vecteur-colonne composé de cinq résidus aléatoires inconnus, de 
moyenne nulle et de variance p2. Les valeurs prédites de ce modèle sont alors :
ÿ<2 =  Â) +  Â  • î/t i,  i  =  1 ) 3 , 4 , 7 , 8 ,
où [p0  /5i]T =  (^obs^obs^H nTobs^obs) =  [2,9942 0,075l]T est l’estim ateur sans 
biais des moindres carrés de /3. Chacune des deux valeurs imputées de la valeur man­
quante du type A est donc composée de la somme de la valeur prédite et d ’un résidu 
aléatoire z ,  c’est-à-dire :
Ya% s =  Â> +  &  • 131 +  z =  12,84 +  z ,  d =  1 , 2 ,
où z  ~  77(0, p2) avec p2 =  (Y^obsY2,obs -  i3TY ^obsY2 ,obs)/(r -  2) =  1,3484, qui est 
l’estim ateur sans biais des moindres carrés de p2. Le tableau 6.3 (a) résume les résidus 
aléatoires que l’on a générés et les valeurs imputées qui en découlent.
É ta p e  (b) : Proposer E  = 3 valeurs V g ^ s, e = 1 ,2 ,3  pour chaque valeur imputée 
Y^mis» ^ =  1>2- Considérons, premièrement, le modèle de régression (6.1) basé sur 
les r  =  6  compagnies (1, 2, 3, 4, 7 et 8 ) qui ne possèdent maintenant que des va­
leurs observées ou la valeur imputée 11,30 pour la valeur manquante du type A, où 
r 2,0„  =  [ 1 0  11,30 15 16 27 30]r , n , ob» =  ^  ^  ^  3 J3  ^  et
e ~  iV(0, p2 /g) est un vecteur-colonne composé de six résidus aléatoires inconnus, de 
moyenne nulle et de variance p2. Les valeurs prédites de ce modèle sont alors :
ÿi2 =  Po +  $ i  • 3/ii, * =  1) 2,3,4,7,8,
où [yâo Pi]T =  [2,3219 0,0772]T. Chaque vecteur de valeurs imputées associé aux 
deux valeurs manquantes du type B, lorsque la valeur manquante du type A a été 




1 278 [Â> Â ] T +  z =  [19,76 23,77]T +  z ,  e =  1 ,2 ,3 ,
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où 2  ~  /V(0, (P h)  avec p2  =  1,4472. Considérons, deuxièmement, le modèle de ré­
gression (6 .1 ) basé sur les mêmes r  =  6  compagnies, mais où la valeur imputée as­
sociée à la valeur manquante du type A est maintenant 14,05, c’est-à-dire lorsque 
y2,obs =  [10 14,05 15 16 27 30]T. Les valeurs prédites de ce modèle sont alors :
Vvi — Â) +  Â  • y n ,  i =  1 , 2 ,3 ,4 ,7 ,8 ,
où \pQ /31]r  =  [3,5223 0,0736]T. Chaque vecteur de valeurs imputées associé aux 
deux valeurs manquantes du type B, lorsque la valeur manquante du type A a été 
imputée plutôt par 14,05, vaut donc :
y ( 2 , e )  
B,mis
1 226 
1 278 [Â> Pi]T + 2  = [20,15 23,97f  + z, e =  1 ,2 ,3 ,
où 2  ~  N (0, p2 1 2  ) avec p2 =  1,2804. Le tableau 6.3 (b) résume les résidus aléatoires que 
l’on a générés et les vecteurs de valeurs imputées qui en découlent.
(a) pour Fa,mis
d Valeur prédite +  Résidu aléatoire _ v (d)A,mis
1 12,84 -1,54 11,30
2 » 1 ,2 1 14,05
(b) pour Yb,mis
(d,e) Valeurs prédites f  Résidus aléatoires _  y (a ,e )  B,mis
(1 , 1 ) [19,76 23,77] [ 0,64 l , 9 7 f [20,40 25,74]T
(1 , 2 ) [-0 ,32 l,17j [19,44 24,94]T
(1,3) [ 1,36 - 1 ,0 2 ] T [2 1 , 1 2 22,75]T
(2 , 1 ) [20,15 23,97]T [-0 ,45 0,83]T [19,70 24,80]T
(2 , 2 ) [-1 ,43 -0 ,7 6 ]T [18,72 23,21j
(2,3) [ 1,08 -0,93] [21,23 23,04]T
Tableau 6.3 -  Calcul des valeurs imputées, en millions de dollars.
Les valeurs imputées que l’on a proposées perm ettent d ’obtenir six im putations mul­
tiples Y^d,e\  d = 1,2, e =  1 ,2 ,3  que l’on illustre à la figure 6.4.
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Y 1 y 2 n y 2 y 2 Yi Y 2
1 1 0 2 1 0 1 1 0 2 1 0 1 1 0 2 1 0 1 1 0 2 1 0
2 331 11,30 2 331 11,30 2 331 14,05 2 331 14,05
3 140 15 3 140 15 3 140 15 3 140 15
4 187 16 4 187 16 4 187 16 4 187 16
5 226 20,40 5 226 21,12 5 226 19,70 5 226 21,23
6 278 25,74 6 278 22,75 6 278 24,80 6 278 23 ,04
7 313 27 7 313 27 7 313 27 7 313 27
8 363 30 8 363 30 8 363 30 8 363 30
y (U ) y(i,3) y (  2 ,1) y (2 ,3 )
Y 1 Y2 Fi y 2
1 1 0 2 1 0 1 1 0 2 1 0
2 331 11,30 2 331 14,05
3 140 15 3 140 15
4 187 16 4 187 16
5 226 19,44 5 226 18,72
6 278 24,94 6 278 23,21
7 313 27 7 313 27
8 363 30 8 363 30
y (  i , 2 ) y(2,2)
Figure 6.4 -  Création de 6  imputations multiples où D  = 2 et E  =  3. 
6.2.2  E stim ation
Supposons qu’en l’absence de valeurs manquantes on ait eu recours intuitivement, pour 
estimer 6  = a, à l’estimateur 9 = S, où S  est l’écart-type de Y2, et pour estim er la
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variance de 6 , à l’estimateur jackknife de la variance U — Tnj ^  dont l’expression est 
donnée en (3.8). On calcule les valeurs de ces estim ateurs dans chacune des im putations 
que l’on a générées, valeurs que l’on résume à la figure 6.5.
y(2,l)
R é s u lta t  4
% .i) =  7,04 
=  1,78
R é s u lta t  5
0(2.2) =  6,90 
£7(2,2) =  2,14
R é s u lta t  1
0(i.i) =  7,52 
£7(i,i) =  1,52
R é s u lta t  2
0(i.2, =  7,42 
£7(1,2) =  1,69 In fé re n c e
c o m m u n e
ÔpE =  7,18 
Üde = 1,83 
B\%: = 0,102
Bÿl =  0,012
Tde  =  1,99 
v d e = 171 
v *de  =  5
t ^ a/2 (v*DE) =  2,571 
I .C . [3,55; 10,80] M $
Im putation Estimation Combinaison
Figure 6.5 -  Étapes de l’IM à deux niveaux où D =  2 et E  = 3.
6.2 .3  C om binaison
Les résultats issus des règles de combinaison (5.4) à (5.11) que nous appliquons ici sont 
résumés à la figure 6.5. L’estimateur IM de a , 6 de , les composantes intra-im putation
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de la variance, Üd e , inter-emboîtement de la variance, B ^ E, et intra-emboîtement de 
la variance, B ^ ,  ainsi que l’estim ateur IM de la variance de Od e , Td e > sont calculés 
en ayant recours à (5.4) à (5.8).
Afin de construire un intervalle de confiance pour cr, on calcule le nombre de degrés de 
liberté de la distribution de Student dont l’expression est donnée en (5.10), vd e  — 171. 
Puisque ce nombre excède largement celui que l’on aurait obtenu dans le meilleur des 
cas, c’est-à-dire ucom =  n  — 1 =  7, et qu’aucune formule n ’a encore été proposée à notre 
connaissance dans la littérature pour corriger cette situation en présence d ’échantillons 
de petite taille, on n ’a d ’autre choix que de proposer un nombre de degrés de liberté qui 
n ’excède pas 7, par exemple v*DE =  5. En ayant recours à une table de la distribution de 
Student, on détermine la valeur du quantile t i^ a/ 2 (vEE) qui permet de construire, par 
exemple, un intervalle de confiance de niveau 1 — a  =  95 % pour a  que l’on construit en 
ayant recours à (5.11), où vd e  est remplacé par v*de■ C ’ est cet intervalle de confiance, 
[3,55 ; 10,80] M$, que l’on retrouve à la figure 6.5.
6.2 .4  D iscussion
Comme mentionné précédemment, c’est la valeur de la somme des composantes inter­
emboîtement B^ e e  =  0 , 1 0 2  et intra-emboîtement B ^ E =  0 , 0 1 2  qui reflète ici l’incerti­
tude intra-modèle. Plus précisément, en calculant la valeur de l’estim ateur de la pro­
portion d ’information manquante sur 9, 7 de , dont l’expression est donnée en (5.50), 
7 d e  =  0,091, on en conclut que 9,1 % de la variance d ’échantillonnage de l’estim ateur 
6 d e  de cr est attribuable à l’incertitude intra-modèle. Ce faible pourcentage signifie que 
l’incertitude intra-modèle est faible.
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CONCLUSION
Les valeurs manquantes ont longtemps été considérées comme une nuisance à l’analyse 
des données et on a préféré, jusqu’au début des années 1970, de ne pas en tenir compte, 
c’est-à-dire d ’avoir recours à la méthode d ’analyse CC. Plusieurs chercheurs optent 
encore aujourd’hui pour cette solution facile ou pour d ’autres méthodes courantes d ’es­
timation des données incomplètes que nous avons d’ailleurs présentées au chapitre 2 , 
en particulier les méthodes d ’IS, qui figurent parmi les méthodes les plus fréquemment 
utilisées. Nous avons vu que les méthodes d’IS n ’incorporent malheureusement aucune 
des deux composantes de l’incertitude attribuable aux valeurs manquantes, les incerti­
tudes intra-modèle et inter-modèle, ce qui engendre généralement une sous-estimation 
importante de la précision des estimateurs de paramètres. Nous avons mis sous étude, 
aux chapitres 3 et 4, deux solutions récentes au problème des données manquantes qui 
incorporent ces deux composantes de l’incertitude : les méthodes basées sur le rééchan­
tillonnage et l’IM conventionnelle, une généralisation de l’IS qui a connu récemment un 
gain de popularité im portant pour devenir de nos jours l’une des méthodes d ’analyse 
des données incomplètes les plus fréquemment utilisées. Nous avons également étudié au 
chapitre 5 une généralisation de l’IM conventionnelle, l’IM à deux niveaux, qui exploite 
les situations où la nature des valeurs manquantes suggère d ’effectuer l’im putation plu­
tôt en deux étapes. Nous croyons que, dans ces situations, l’IM à deux niveaux offre 
une alternative intéressante à l ’IM conventionnelle, dans la mesure où, notam m ent, elle 
entraîne une économie substantielle de calculs et fournit des inférences plus précises et 
plus stables.
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De même, nous avons abordé des problématiques intéressantes relatives à ces méthodes 
et proposé des solutions appropriées. Par exemple, nous avons apporté des précisions 
quant au choix des nombres d ’imputations à générer lorsqu’on a recours à l’IM conven­
tionnelle ou à l’IM à deux niveaux. À ce sujet, nous avons proposé une procédure qui, 
dans un contexte où les valeurs manquantes sont considérées de deux types différents 
A et B, permet de choisir les nombres d ’im putations qui assurent d ’atteindre la pré­
cision désirée sur l’estimation de la proportion totale d ’information m anquante sur le 
param ètre d ’intérêt et de la proportion d ’information manquante sur le param ètre d ’in­
térêt attribuable aux valeurs manquantes du type B si celles du type A devenaient 
connues. Nous avons aussi généralisé l’IM à deux niveaux dans un contexte où la na­
ture des valeurs manquantes suggère d ’effectuer l’im putation plutôt en trois étapes, 
et ce, en fournissant les étapes d’im putation et d ’estimation ainsi qu’une ébauche des 
règles de combinaison qui pourraient être utilisées dans ce cas afin de créer l’inférence 
sur le paramètre d ’intérêt. Nous avons également proposé, dans un contexte où les va­
leurs manquantes sont considérées de deux types différents, une nouvelle approche au 
problème des données manquantes qui permet de refléter l’incertitude inter-modèle.
Enfin, nous avons illustré au chapitre 6  l’application de l’IM conventionnelle et de l’IM 
à deux niveaux au moyen de deux exemples concrets.
Plusieurs avenues de recherche intéressantes méritent présentement d ’être explorées :
-  l’adaptation des méthodes présentées au chapitre 3 lorsqu’elles sont basées sur d ’autres 
méthodes de rééchantillonnage comme celle des répliques répétées équilibrées ;
-  l’adaptation des conditions d ’ignorabilité du mécanisme d ’absence des données dans 
un contexte plus général où les valeurs manquantes sont de plus de deux types diffé­
rents ;
-  l’attribution, dans le cadre de l’IM conventionnelle et de l’IM à deux niveaux, de 
poids aux modèles d ’imputation que l’on retrouve dans les approches qui reflètent 
l’incertitude inter-modèle, ce qui perm ettrait d ’accorder plus d ’importance à certains 
modèles ;
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-  l’achèvement de l’élaboration des règles de combinaison de l’IM à trois niveaux que 
nous avons proposées et la justification de ces dernières d’un point de vue théorique. 
De même, à la lumière des résultats obtenus aux exemples présentés au chapitre 6 , il 
serait grandement utile, dans le cadre de l’IM à deux niveaux, de proposer un nombre 
de degrés de liberté de la distribution de référence de Student (5.9) qui, notam m ent, 
n ’excéderait jamais celui que l’on obtient en l’absence de valeurs manquantes. Nous 
suggérons aux personnes intéressées de s’inspirer des travaux de Barnard et Rubin [5] 
qui ont permis de déterminer, dans le cadre de PIM conventionnelle, un tel ajustem ent.
Finalement, il serait intéressant, dans le cadre des méthodes basées sur le rééchan­
tillonnage, de l’IM conventionnelle ou encore de PIM à deux niveaux, de déterminer 
les situations pour lesquelles il n ’est pas nécessaire d ’avoir recours à une approche ad­
ditionnelle qui reflète l’incertitude inter-modèle. En d ’autres mots, il serait intéressant 
de déterminer les situations pour lesquelles les inférences réalisées sous chaque modèle 
qui semble être adéquat pour im puter les valeurs m anquantes seraient sensiblement 
similaires entres elles, ce qui conduirait à une incertitude inter-modèle négligeable.
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