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SELECTED INDICES OF URBAN DEVELOPMENT
by
NORMA R. BOGEN
Submitted to the Department of City and Regional Planning,
Massachusetts Institute of Technology, on May 22, 1964, in
partial fulfillment of the requirements for the degree of
Master in City Planning.
The validity of "Industrial Diversification" as an urban
development goal is examined in terms of selected behavioral
characteristics which singly or in the aggregate are consid-
ered as a measure of general welfare, efficiency, and economic
stability. A series of ten hypotheses, framed to study the
relationship between a computed Index of Industrial Diversi-
fication and five Indices of Urban Development (Population,
Percent of New Housing, Family Income, Skill Level, Unemploy-
ment) is tested by regression analysis in both cross sectional
analyses (1960) and time analyses (1950-1960); in each hypoth-
esis, Industrial Diversification is treated as the independent
variable, and one of the Indices of Urban Development as the
dependent variable. The study sample consists of the Standard
Metropolitan Statistical Areas of the New England region, an
area characterized by a high proportion of manufacturing ac-
tivity and a mixture of declining and growing industries.
On the basis of the characteristics studied, industrial
diversification, as a goal for urban development, is found to
have no special merit. No close association is evident with
four variables which are a measure of the quality of the en-
vironment, the standard of living, and the security of live-
lihood. The study also indicates that the size of the popula-
tion of an area, while not a dominant factor in determining
the level of industrial diversification, cannot be disregarded
without further investigation.
A more sensitive goal providing for adaptation and inno-
vation in response to exogenous forces and structural changes
is recommended.
Thesis Supervisor: Dr. John R. P. Friedmann
Title: Associate Professor of Regional Planning
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I. INTRODUCTION
The degree of industrial diversification within an ur-
ban area gains its significance from the specific pattern-
ing of other factors that may occur in association with it
and the relationship of such factors to prime goals. Wheth-
er industrial diversification is an instrumental goal, with-
in a larger system, and a means of attaining a higher level
or prime goal, may therefore be investigated in terms of
its associated or behavioral characteristics. Using this
approach, this study examines the validity of "Industrial
Diversification" as an instrumental or secondary goal for
urban development in order to assess its merit as a basis
for determining public policy.
Although the term "Industrial Diversification" may
have a number of definitions, in common usage it has come
most often to mean the presence of a variety of different
types of manufacturing industries in an area, the opposite
of "Specialization;" and it is in this sense that the term
is used here.1 Diversification is generally considered as
a means of providing stability of employment and income and
coping with the disruptions of cyclical or technological
change. The assumption is customarily made that a "balanced"
distribution of manufacturing employment will diminish the
I - io-ap la'a'- - 11 -_ _ - -
2probability of long run unemployment and facilitate the re-
placement of declining industries, thus contributing to the
welfare of the inhabitants. The availability of a variety
of industries is presumed to encourage the absorption of
the unemployed and provide the basis of new growth.2
In spite of the fact that there has been little recent
systematic analysis of diversification per se, the objective
of increasing "diversification" remains a common cliche.
In view of the fact that institutional changes as well as
changes in technology have occurred since such a goal was
first promulgated,3 examination of the question is currently
in order. If it can be determined that industrial diversi-
fication is closely associated with various indices that in
the aggregate are a measure of welfare, efficiency, and sta-
bility, then, ceteris paribus, there is merit in selecting
diversification as a goal for urban development. If, on the
other hand, industrial diversification has no significant
effect on these outcome variables, then it may be considered,
in terms of the characteristics studied, an irrelevant para-
meter for measuring the well-being of the population.
For purposes of the investigation, the problem of de-
termining the criteria for a presumed optimum "balance" or
distribution of manufacturing is not critical, since the
concern is with measuring the relation of various indices
of urban development to the degree or range of diversifi-
cation rather than to any standard of diversification.4
Outline of Study
To study discrete relationships between industrial
diversification and urban development, five indices were
selected which serve as a measure of the size of an area
or a measure of specific aspects of the general welfare
of the population. These indices, hereafter termed "In-
dices of Urban Development," and described fully in Sec-
tion III, are (1) Population, (2) Percent of New Housing,
(3) Family Income, (4) Skill Level, and (5) Unemployment.
The selected indices, chosen to describe in the aggregate
the quality of the environment, economic well-being, and
personal security, were in part dictated by the method to
be used and the availability of data. Other indices de-
scribing education and demographic characteristics might
also have been studied.
The selection of an appropriate Index of Industrial
Diversification, to measure the distribution of employ-
ment among the manufacturing classifications, was deter-
mined after the literature dealing with the measurement
of the distribution of economic activity was reviewed,
and the relevance of each method weighed in terms of the
purpose of the current study.
The form of the association between the selected In-
dices of Urban Development and a computed Index of Indus-
trial Diversification5 was determined by testing a series
of hypotheses by means of regression analysis, a mathemat-
ical technique which describes the form of the relationship
between variables and closeness of the association. Al-
though this technique cannot identify cause and effect,6
if two variables do not have a significant relationship,
they are not causally related. Thus, regression analysis
can perform the function of eliminating irrelevant
variables.
Ten hypotheses were developed to study the relation-
ship between Industrial Diversification and the Indices
of Urban Development at one point in time, as well as over
a span of time. The form of the hypotheses was dictated
by the method of testing; i.e., regression analysis. In
each hypothesis, Industrial Diversification is treated as
the independent variable, and an Index of Urban Develop-
ment as the dependent variable. Cross sectional analysis
for Industrial Diversification and each of the five depend-
ent variables or Indices of Urban Development for 1960 was
made by testing a group of five hypotheses. Time analysis
for Industrial Diversification and each of the five depend-
ent variables or Indices of Urban Development for the 1950-
1960 decade was made by testing a second group of five
hypotheses. The equations for testing are described in
5Appendix A; the selection and computation of the Indices
of Diversification and Urban Development used in solving
the equations are described in Section III.
The study sample consists of the Standard Metropolitan
Statistical Areas in New England (approximately 10 percent
of all the SMSAs in the United States and representing over
26 percent of all manufacturing employment in the country)
an area characterized not only by a high proportion of man-
ufacturing activity8 but also by a varied mixture of declin-
ing and growing industries, therefore presenting an excel-
lent opportunity for this type of investigation.
The results of the tests, as well as the computed data,
may serve as a basis for further exploration into the sub-
ject of industrial diversification and industry location.
The method of testing may also be used to test other objec-
tives or goals concerned with planning or urban development.
-~-
II INDEX OF INDUSTRIAL DIVERSIFICATION
Diversification may be measured in relation to a number
of variables; it can be considered with reference to the en-
tire group of economic activities of an area, as well as in
relation to the manufacturing sector alone. As the propor-
tion of employment in secondary activities has declined rela-
tive to tertiary and quaternary activities, the latter have
tended to assume a position of increasing importance. The
composition of the entire structure may therefore be consid-
ered to be of significance. The fact, however, that a large
proportion of tertiary and quaternary employment is either
directly or indirectly related to manufacturing indicates
that secondary activity still remains a critical variable in
the structure of the economy.
In the New England region, nineteen of the twenty-three
metropolitan areas in 1960 had over one-third of their employ-
ment in manufacturing and thus may be termed "industrial
areas." (See list following.) Only Boston, New Haven, Stam-
ford, and Portland, marked by a substantial proportion of
marketing or institutional activities, may possibly be
classified as predominantly non-industrial.
5b
New England SMSAs: Percentage of Employment
in Manufacturing - 1960
Springfield-Chicopee- New Bedford 49.3
Holyoke 39.6 Fitchburg-Leominster 51.4
Boston 28.8 New London-Groton-Norwich 38.6
New Haven 32.2 Pittsfield 42.8
Norwalk 34.9 Hartford 34.5
Lowell 42.0 Meriden 50.9
Worcester 41.3 Portland 21.1
Bridgeport 45.8 Manchester 42.4
Brockton 38.1 New Britain 53.2
Stamford 30.8 Fall River 49.5
Providence-Pawtucket 42.1 Lewiston-Auburn 49.7
Waterbury 53.1
Lawrence-Haverhill 48.0
For the region as a whole 37.lf of the labor force is employed
directly in manufacturing, augmented by a large segment which
is employed in transportation, trade, finance, communications,
etc., contingent on manufacturing activity. The portion of
the population that receives its income from secondary activi-
ties directly also requires a variety of consumer goods and
services. Manufacturing thus supports a large group of de-
pendent activities. Its location within the region is there-
fore of particular importance in determining the trends of
total economic activity of the region and the welfare of the
inhabitants.
Diversification within the manufacturing sector itself
can be measured according to a number of different parameters.
For example, manufacturing industries may be divided into sea-
sonal or year-round activities, low or high wage activities,
export or local activities, as well as various industry group-
ings. Each concept of measurement and the degree of refine-
ment chosen will result in different conclusions.
5c
In a synoptic view, however, the relation of the major
industry groupings (SIC two digit classifications) to other
variables is one of major significance, since the changing
character of manufacturing activity, with advances in tech-
nology and changing demand of the market, alters the specific
patterns within the major industrial classifications more
rapidly than the broad industrial structure. Export items
may become items for local use, or vice versa, depending on
the size or delineation of the area and the relation of the
items to the processes of manufacture within a particular
area. Seasonal employment may become full-time employment.
Automation and increases in productivity and wages may change
within a broad industrial grouping according to management
and labor policies. In addition, shifts within each major in-
dustry classification occur frequently in the short run in ad-
justment to changes in demand. (For example, there has been
a recent shift in New England from electronic components to
industrial electronic products within Major Group 36.)
Shifts in major industry groups, however, occur more
slowly. An index which measures diversification of manufac-
turing in terms of the distribution of employment among major
industrial groupings may therefore be considered to refer to
patterns and characteristics of manufacturing activity which
tend to persist over long periods. The index by itself,
however, cannot identify the special characteristics of the
industries contained within it.
6Review of the Literature
A number of techniques have been developed which
measure the distribution of employment relative to popula-
tion or the relation of an area's share of industry to a
total, as an aid in defining the economic structure of an
area. The major contributions are reviewed here.
Hoover utilizes the Lorenz curve to measure graphically
the inequality in spatial distribution of an industry rela-
tive to the spatial distribution of population. Using local
employment in a given industry as a percentage of the total
population, and summing both employment and population cumu-
latively, he plots a curve that measures the dissimilarity
between state and national ratios. A 450 angle represents
perfect equality in the spatial distribution of an industry
relative to population, or a coefficient of 1.0. Coeffi-
cients ranging from 1.0 to 0 indicate the fractional value
of perfect locational inequality which an industry has at-
tained, relative to the total population. The area between
the line of equal distribution and the curve describes the
actual area of inequality.9
Florence's "location quotient"10 measures the degree
to which a particular manufacturing industry is localized
as compared with manufacturing generally. Manufacturing
employment for a given industry in a given state is con-
sidered as a proportion of total national manufacturing
employment. In statistical terms:
e.
E.
et
Et
Where e is local employment in manufacturing industry i,
E. is national employment in manufacturing indus-
try i,
e is local total employment in all manufacturing
industries,
E is national total employment in all manufactur-
ing industries.
The higher the location quotient, the greater is the degree
of localization of the given industry compared to all
manufacturing.
To permit comparison of the locational structure of an
industry on a national basis, the "coefficient of localiza-
tion" was devised. This is essentially a measurement of
deviation from a norm, in this case, total employment in
manufacturing. It is the sum of the differences between the
percentages of local workers in a given industry and the
8percentage of workers in all manufacturing industries.12
A coefficient of zero theoretically indicates complete coin-
cidence of distribution of a given industry with that of
manufacturing in general, or no concentration. The closer
the coefficient is to 1, the greater is the degree of
concentration.
48 et e.
i=1 Et E.
Where et is total local employment in all manufact-
uring industries,
E is total national employment in all manu-facturing industries,
e. is local employment in a given manufacturing
industry,
E. is national employment in a given manufact-
uring industry.
Florence also constructed a "coefficient of speciali-
zation"13 which measures the extent to which the economic
structure of a state (measured by the distribution of em-
ployment) differs from that of the United States as a
whole. If a state contained all the economic activities--
primary, secondary, tertiary and quaternary--in the same
proportion as they occurred in the United States, its
economy was considered as diversified as the nation. If
particular activities in a state represented a larger pro-
portion, the state was considered to specialize. To arrive
9at the coefficient, the percent distribution of employed
workers in 18 manufacturing and 15 other industry groups
was calculated for each state, and for the total United
States. The total of deviations between the two propor-
tions formed the "coefficient of specialization" when di-
vided by 100.
33 e. E.
i= et E 100
Where e is state employment in industry i,
E. is national employment in industry i,
e is total employment in each state,
E is total national employment.
The coefficient, ranging from 0 to 1, indicates the degree
of specialization for the area; the closer it is to 1, the
higher is the degree of specialization. Although theoretic-
ally, if an area concentrated on only one activity the co-
efficient would be one, it is obvious that in fact such a
condition is unlikely to exist.
Thompson points out that both Florence's and Hoover's
indices are population weighted.14  Hoover's is geometric-
ally weighted according to region by the linear distance
along the horizontal axis proportionate to its population.
Florence's is weighted since the limiting size of the plus
or minus deviations of a region is proportional to total
10
employment (or population). He recommends an alternative
method to give equal weighting to each area; i.e., to
achieve an index which he terms "area weighted." Employ-
ment in a given industry is related to total local employ-
ment, instead of total industry employment. "The effect is
to deflate each local industry employment by the total em-
ployment of its region."15 Separate regional ratios may
then be dealt with by some measure of relative dispersion
16
such as the coefficient of variation. He defines an area
weighted index as a "measure of the extent to which an in-
dustry locational pattern typically occurs in space,"
whereas the population weighted index is a measure that
expresses the "most probable industrial spatial pattern
typically experienced by an individual."
17Rodgers's index of diversification is a modification
of Florence's and Hoover's, and an attempt to devise a tech-
nique which does not use national employment as a norm.
Manufacturing employment in various industrial areas is
compared with the average distribution of employment by
industrial groups for all these areas--the latter consid-
ered as the norm. Using the U. S. Census of Population as
his source, the percent of employment in 22 industrial
groups is calculated. These are ranked in descending or-
der; then a series of progressive and cumulative totals
are calculated and summed to arrive at a crude index for
the area. A refined index is then computed.
11
E -E
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Where E. is the actual crude index for area i,
Es is the crude index for least diversity,
(This represents a single industrial group
containing the entire manufacturing labor
force)
E is the crude index for all the industrial
areas.
The refined index varies from 0 with maximum diversity to
one thousand for maximum specialization. This type of in-
dex is particularly useful to record historical change.
A number of recent studies have been concerned with
the measurement of diversification, or specialization, as
it relates to the entire economic structure of the city.18
Here the primary concern is with the minimum requirements
necessary for the functioning of a viable city. Deviations
from the calculated norm are considered to represent the
basic activities of the city.
Alexandersson is concerned with the distribution of
urban population and its relation to all types of employ-
ment.1 9 To determine the degree to which the various in-
dustries are concentrated or dispersed in specific cities,
he calculates a ratio for 36 urban industries (all types of
employment), based on the U. S. Census of 1950, which ex-
presses the relationship between the number employed in
the industry and the number of gainfully employed in the
12
total urban population of that city. For each industry,
cities are then arranged according to their ratios, and in
the distribution thus obtained, a division is made into
deciles. The percentage at the fifth percentile, which is
considered to eliminate extreme cases, is designated as the
"k" value for that industry, and indicates the minimum per-
centage of economic activity that might be anticipated for
a particular industry in any city.
Those industries which have "k" values of zero, or
close to zero, are termed "sporadic"; the remaining are
identified as "ubiquitous". In general, manufacturing in-
dustries are sporadic; i.e., they tend to concentrate in
specific cities, and in other cities may not be represented
at all.20 Service industries are found in all cities, and
are a function of the size of the population; thus, they
are termed "ubiquitous."
Alexandersson's "Ik" values are an attempt to provide
a functional analysis of the city and to separate those in-
dustries which produce for markets outside the geographic
city limit; i.e., a group of cities, or a SMSA. He terms
these industries, the agglomerative element, or the raison
d'etre of the city.
Morrissett is critical of the weight Alexandersson
gives to small cities and proceeds to estimate a "k" value
which represents the fifth percentile as the minimum in a
13
distribution of the percentage of persons employed in a
given industry in various cities of a given size-class. 21
As a result, he notes that most of the "k" values calculated
are much larger for large cities than for small cities, and
that while only one out of fourteen manufacturing industries
is ubiquitous in cities of 10,000, all but five are ubiqui-
tous in cities of a million.
He suggests that these distributions can be plotted
and utilized for predictive purposes to determine the eco-
nomic structure of an area over time if in fact the structure
of each changes to conform to the characteristics of its
size class. 22
Ullman and Dacey are concerned with quantifying the
minimum percentage of a labor force required in various
23
sectors of the economy to maintain a viable urban area.
Similar to Alexandersson's and Morrissett's explorations,
in concept, they calculate a minimum percent of employment
in 14 industry categories for various sizes of urban areas.
Regression analysis is then made with "Sum of Minimum Em-
ployment in 14 Industries as a Percent of Total Employment"
as the independent variable, and "City Size" as the depend-
ent variable. The plotted figures were found to closely
fit a straight line. The same procedure is also applied
to each of the 14 industries separately. Here considerable
scatter is evident.
14
The authors illustrate the use of the minima for clas-
sifying cities on the basis of degree of specialization.
Deviations from the minimum of each of the 14 industry sec-
tors are calculated and summed to provide an index of
specialization for each of the 18 largest cities and 57
metropolitan areas of over 300,000.
- M 2 P -
MT 2
7- i
Where i - each of 14 individual industrial sectors.
P. - % of total labor force employed in each
of i sectors
M. - the minimum requirement for each sector
-the sum of all the sectors (14)
This is accomplished by squaring the difference for
each of the 14 sectors in each city and dividing this by
the minimum requirement for that sector in the city of that
size. These are then summed; and the adjusted index is rec-
onciled to city size by dividing by the square of the total
excess employment divided by the total minimum requirement.
This method accentuates large deviations and concentra-
tions in one or a few activities. 24  Its chief value is in
making a preliminary investigation of the economic base of
an area, since it is theoretically able to isolate the basic
or export components of a city.
15
Selection of Index
The choice of a suitable measurement technique is de-
pendent on the purpose and methodology of the study. Since
regression analysis has been selected as the method of anal-
ysis, the use of an index, rather than the use of curves or
other graphic devices, follows logically. Since the concern
here is only with the distribution of manufacturing activity,
which Alexandersson indicates is sporadic, rather than ubiq-
uitous, the techniques evolved by Alexandersson, Ullman and
Dacey, and Morrissett--who are concerned with the entire
economic structure of the city--do not appear to be perti-
nent here.25 In addition, Morrisett as well as Ullman and
Dacey attribute specific characteristics to specific sizes
of urban areas. Since the question of size is inherent in
two of our hypotheses, this in itself would eliminate this
approach.26
Rodgers' index, as he recognizes, tends to distort
the internal pattern of industry distribution within an
area, since high indices may result from a concentration
of a single or a small number of industries. Its use is
also limited by the fact that it gives no indication of
the industrial composition within a specific area, related
to other areas, and thus limits complete analysis.
Florence's coefficients also have inherent in them
certain general limitations. First, a change in the area
of classification will in itself cause a change in the
16
coefficient. In general, the smaller the area, the higher
the degree of specialization or localization.27 Second,
the value of the coefficient is relative; it describes a
given distribution in terms of a base distribution; and
this is of value only insofar as the base is pertinent.
For the purposes of this study, however, this type of co-
efficient has certain advantages, and thus a coefficient
similar to Florence's "coefficient of specialization" will
be utilized. It lends itself easily to comparison with
other magnitudes, making it particularly useful for regres-
sion analysis. In addition, since the concern here is not
with a standard of diversification but only with a relative
degree of industrial diversification, and its association
with a number of variables, the choice of a base magnitude
is made less difficult. The choice of the total of all
SMSAs in New England as the norm for comparative purposes
was selected since it represents the sum of the individual
SMSAs included in the sample, and for this reason, shares
the characteristics of the discrete unit, thus reducing the
amount of deviation.
The Index of Industrial Diversification is defined and
computed as follows. The number of persons employed in
each manufacturing industry (14 categories) is expressed
as a percent of the total employed in manufacturing in the
given SMSA. This is subtracted from the equivalent percent
of the total of the SMSAs in New England. The sum of the
17
plus or minus deviations is then divided by 100. The re-
sulting coefficient theoretically ranges from 0 to 1, with
0 representing extreme diversification, and 1 representing
extreme specialization.
14 e.
i1
i=l (e t 100
Where E. is the employment in manufacturing industry
i in all the SMSAs
e. is the employment in manufacturing industry
i in each SMSA
E is total employment in all manufacturing in
all SMSAs
e is total employment in all manufacturing in
each SMSA
The computed Indices of Industrial Diversification for
1950 and 1960 are listed in Tables 1 and 2. The 1960 In-
dices are mapped on Figure 1. Changes in the Indices from
1950 to 1960 are listed in Table 3. The percentages em-
ployed in each manufacturing group for each SMSA and the
total for all SMSAs in New England are found in Appendix C.
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TABLE 1
INDICES OF INDUSTRIAL DIVERSIFICATION AND URBAN DEVELOPMENT - 1950
SM SA
Springfield-Holyoke
Boston
New Haven
Lowell
Worcester
Bridgeport
Brockton
Stamford-Norwalk
Providence
Waterbury
Lawrence
New Bedford
Pittsfield
Hartford
Portland
Manchester
New Britain-Bristol
Fall River
Coefficient
of Industrial
Diversifica-
tion
Rank
0.094
.241
.281
.369
.242
.325
.404
.270
.352
.460
.521
.363
.505
.377
.446
.502
.472
.546
Po ulation
(000)
407
2370
265
134
276
258
129
196
737
155
125
137
67
358
120
88
147
137
Percent
Total Housing
Built
1940-1950
12.8
8.2
12.3
7.5
9.5
20.0
8.5
18.4
10.6
15.5
6.1
6.0
10.0
20.9
12.2
9.9
20.3
8.8
Median
Family
Income
3,036
3,042
3,035
2,682
2,835
3,164
2,781
3,592
2,763
3,283
2,796
2,580
3,222
3,307
2,647
2,737
3,297
2,654
Percent
Unemployed
4.5
5.7
5.0
7.0
5.5
7.3
4.8
3.5
7.1
7.4
8.0
8.4
6.3
5.0
7.8
6.6
5.8
7.1
Proportion
Total Labor
Force in
Skill Level
I
18.2
22.1
21.6
16.4
19.2
18.8
18.4
26.2
16.9
17.3
14.9
13.8
21.7
22.0
21.5
15.7
15.2
13.3
Sources: Coefficient of Industrial Diversification is computed from U. S. Census
of Population, 1950. Other Indices are taken directly from U. S. Census
Population, 1950, or U. S. Census of Housing, 1950.
Notes: In all cases, except when noted, highest is ranked first.
*Lowest is ranked first.
TABLE 2
INDICES OF INDUSTRIAL DIVERSIFICATION AND URBAN DEVELOPMENT - 1960
Coefficient
of Industrial
Diversifica-
tion
Rank
Population
(000)
Percent
Total Housing
Built
1950-1960
Median
Family
Income
Proportion
Percent Total Labor
Unemployed Force in
Skill Level
R* I
Springfield-
Chicopee-Holyoke
Boston
New Haven
Norwalk
Lowell
Worcester
Bridgeport
Brockton
Stamford
Providence-Pawtucket
Waterbury
Lawrence-Haverhill
New Bedford
Fitchburg-
Leominster
New London-
Groton-Norwich
Pittsfield
Hartford
Meriden
Portland
Manchester
New Britain
Fall River
Lewiston-Auburn
0.123
.171
.216
.216
.232
.247
.266
.285
.309
.313
.327
.331
.337
479
2589
312
97
158
323
335
150
178
816
182
188
143
21.4
15.9
21.0
34.1
21.2
19.1
25.5
21.0
30.6
18.0
24.0
14.5
12.7
.352 14 82 20 15.8
.400
.411
.418
.424
.452
.459
.480
.527
.588
157
74
525
52
121
96
129
138
70
25.6
16.8
29.6
21.0
11.7
16.2
26.6
12.0
12.4
6,240
6,690
6,620
8,000
6,050
6,060
6,780
6,120
8,750
5,670
6,900
6,070
5,220
5.2
3.8
4.4
2.6
4.8
4.0
5.3
4.7
2.3
5.2
5.8
3.6
6.3
20.2
24.7
23.7
31.1
18.6
20.9
20.9
19.2
32.6
18.3
18.5
18.3
14.5
18 5,870 17 3.0 3 17.4
6,390
6,480
7,190
6,610
5,670
5,810
6,690
5,200
5,250
4.0
4.1
3.9
7.0
4.7
4.5
5.6
5.9
6.1
23.2
25.7
23.1
17.4
21.5
16.9
16.7
14.6
16.7
Sources: Coefficient of
of Population,
f Population,
Industrial Diversification is computed from U. S. Census
1960. Other indices are taken directly from U. S.densus
1960, or U. S. Census of Housing, 1960.
Notes: In all cases, except when noted, highest is ranked first.
*Lowest is ranked first.
SMSA
UTABLE 3
CHANGE IN INDICES OF INDUSTRIAL DIVERSIFICATION
AND URBAN DEVELOPMENT, 1950-1960
Change in Relative Change Relative Relative
Degree of Relative in Percent Total Change in Change in Relative*
Industrial Change in Housing Built be- Median Percent Labor Change inSMSA Diversifi- Population tween 1940-1950 Family Force in Skill Unemployment
cation and 1950-1960 Income Level I Rate
Springfield-
Chicopee-Holyoke - .029 15.7 .672 1.05 .110 - .156
Boston .070 7.4 .939 1.20 .118 .333
New Haven .065 15.6 .707 1.18 .097 .120
Lowell .137 16.2 1.827 1.26 .134 .314
Worcester - .005 6.7 1.011 1.13 .089 .273
Bridgeport .059 22.2 .275 1.14 .112 .274
Brockton .119 24.8 1.471 1.20 .043 .021
Providence-Pawtucket .039 7.4 .698 1.10 .083 .268
Waterbury .133 17.4 .548 1.10 .069 .216
Lawrence-Haverhill .190 2.8 1.377 1.17 .228 .550
New Bedford .026 0.8 1.117 1.02 .051 .250
Pittsfield .094 10.9 .680 1.01 .184 .349
Hartford - .041 29.2 .416 1.17 .050 .220
Portland - .006 0.6 - .041 1.14 .000 .397
Manchester .043 8.1 .636 1.15 .076 .318
Fall River .019 0.6 .364 .96 .098 .169
Sources: Computed from Tables 1 and 2, except for Relative Change in
Population. The latter is the percent increase in population
from 1950-1960, with the SMSA in 1950 as defined for 1960.
(Census of Population, PC(ll)-lA, pp. 1-101)
Notes: When the 1950 SMSA was subdivided or decreased in size for the
1960 Census, as was the case for Stamford-Norwalk and New Britain-
Bristol, Indices of Change have not been computed.
*Negative value here indicates increase in unemployment, or
decrease in employment.
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STANDARD METROPOLITAN STATISTICAL AREAS
OF NEW ENGLAND - 1960
Maine
1. Lewiston - Auburn
2. Portland
New Hampshire
3. Manchester
Massac
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
Rhode
14.
husetts
Lawrence - Haverhill
Lowell
Fitchburg - Leominster
Boston
Brockton
New Bedford
Fall River
Worcester
Springfield - Chicopee - Holyoke
Pittsfield
Island
Providence - Pawtucket
Connecticut
15. Hartford
16. New Britain
17. Waterbury
18. Meriden
19. New London - Groton - Norwich
20. New Haven
21. Bridgeport
22. Norwalk
23. Stamford
RANGE OF DIVERSIFICATION
4 0.000-0.199 MOST DIVERSIFIED
5 200-.299
.300-.399
.400-:499
KI- .500-.599 MOST SPECIALIZED
S D M 16
18 t
19
2\ 20
ST AND ARD ME TROPOL IT AN STATISTICA L A RE AS OF NE W ENGL AND - 19 60
FIGURE I
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The general pattern of diversification is one of more
diversified regional centers surrounded by a cluster of
more specialized areas. It will be noted that the changes
in the Indices of Diversification from 1950-1960 delineate
an overall trend toward industrial diversification in the
New England region.
Table 4
TREND OF INDUSTRIAL DIVERSIFICATION, 1950-1960
Index of Industrial Number of SMSAs Percent
Diversification 1960 1950 1960 1950
0.000 - .199 2 1 9% 6%
.200 - .399 12 9 52 50
.400 - .599 9 8 38 44
In a study of 93 SMSAs, accounting for over 92 percent
of total industrial employment in all metropolitan areas,
for the 1940-1950 decade, Rodgers also identified a trend
28toward diversification. In the New England area, at least,
our study indicates that the overall trend has continued.
Within this pattern of diversification, however, there has
29been some trend toward specialization for particular areas.
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Table 5
DEGREE OF CHANGE IN INDUSTRIAL
DIVERSIFICATION, 1950-1960
Major diversification +.100 e +-.190
Moderate diversification
No significant change
Moderate specialization
+.010 4. +.099
+ .009 a -.009
- .010 a -.099
Lowell, Brockton,
Waterbury, Lawrence-
Haverhill
Boston, New Haven,
Bridgeport, Provi-
dence-Pawtucket,
New Bedford, Pitts-
field, Manchester,
Fall River
Worcester, Portland
Hartford, Spring-
field-Chicopee-
Holyoke
Hartford and Springfield, both of which became more special-
ized in the 1950-1960 decade (See Table 5) also showed mod-
erate specialization in the 1940-1950 decade.30 Lowell,
Lawrence-Haverhill, New Bedford, and Fall River became more
diversified in 1950-1960, as they had also in the 1940-1950
period.3 1 On the other hand, Bridgeport, Boston, and Brock-
ton, which became more diversified in the 1950-1960 period,
had shown a trend toward specialization in the 1940-1950
period.
Fuchs' definitive study points out that in general, for
the country as a whole, those industries that declined in
size or grew at a slow rate, tended to show increased
24
geographical concentration. Rapidly growing industries,
on the other hand, showed increases in scatter.32 Some
of the evidence in our study seems to indicate that on the
metropolitan level, the results may not be comparable.
Those areas with declining industries or losing locational
advantages may be becoming more diversified; particular
areas with growing industries or those associated with
large scale production may be becoming more specialized.32a
Further study, however, is necessary to test this hypothesis.
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III INDICES OF URBAN DEVELOPMENT
The selection of the Indices of Urban Development was
principally determined by the availability of U. S. Census
data in a form which could be systematically compared, and
based on fairly stable definitions. The choice of material
from the variety of figures available, is considered in the
aggregate, to describe a wide variety of detail and to de-
scribe the general welfare of the population. Unless other-
wise stated, the statistics are used in the form available
in the source material. The Indices are their implications
are described below.
1. Population. Population is frequently considered
a significant variable in urban analysis, since
many characteristics are a function of population
size. Tertiary activities in particular are re-
lated to size of population. In the United States,
the relative rate of population growth--on a long
term basis--is often regarded as a measure of
economic health, since it may represent a redis-
tribution of population as an adjustment to
economic opportunity.33
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2. Percent of New Housing (as a proportion of the
total housing supply) Built During the Last Decade.
This is considered a measure of two factors: (1)
the quality of the physical environment, and (2) a
rise in the standard of living, since new housing
often has more amenity than older structures.
3. Median Family Income. This is a measure of the
standard of living and is evidence of the ability
to purchase goods and services. It is a general
indicator of economic well being.
4. Percent of Total Labor Force Employed in Highest
Skill Level. This is hereafter called Skill Level
I, and is computed from
The composition of this
professional, technical
managers, officials, and
customarily has a close
cation and income; thus,
those employed in Skill
the higher the level of
be expected to be. This
the U. S. Census data.
category is made up of
and kindred workers; and
proprietors. Skill level
association with both edu-
the higher the percent of
Level I in a given area,
education and income may
index also measures to
some degree the ability of an area to adapt to
the changing occupational structure of the econ-
omy which requires higher skills.
5. Unemployment Rate. This is a widely used variable
which describes the welfare of an area. A level
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of unemployment above a specified threshold may
be considered a measure of economic instability
and personal insecurity.
In the cross sectional analyses, the Indices of Urban Devel-
opment were taken directly from the Census data (except as
noted for Skill Level I). In the time analyses, the in-
dices were computed by determining the change between the
Indices for 1950 and 1960 and computing the ratio of change
with the 1950 Index as the base. The 1950 and 1960 Indices
of Urban Development are found in Tables 1 and 2; the In-
dices describing relative change are in Table 3.
A
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IV HYPOTHESES TO BE TESTED
The nature of the relationship between Industrial
Diversification and the selected Indices of Urban Develop-
ment was investigated by testing ten hypotheses, framed to
study the form of the association between industrial diver-
sification and specific behavioral characteristics custom-
arily associated with size of population, the welfare of
the inhabitants, or the economic efficiency of an area.
The first five hypotheses constitute a cross sectional in-
vestigation, and measure the association between the Index
of Industrial Diversification and the five selected Indices
of Urban Development at one point in time--1960. The sec-
ond group of five hypotheses constitute a time analysis,
and measure the change in the Index of Industrial Diversi-
fication and its relation to the change in the Indices of
Urban Development between two periods--1950 and 1960.
The method of testing is regression analysis, with the
Index of Industrial Diversification treated as the independ-
ent variable, and the Indices of Urban Development as the
dependent variables. A detailed description of the method
of testing is found in Appendix A.
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The ten hypotheses are presented below:
Cross Section Analyses
Hypothesis 1. At any given time, the degree of indus-
trial diversification of a metropolitan area will vary
directly with the size of the population of that area;
the larger the population, the greater will tend to be
the degree of industrial diversification.
Hypothesis 2. At any given time, the degree of indus-
trial diversification of a metropolitan area will vary
directly with the percent of new housing constructed
in the given area; the greater the degree of diversi-
fication, the larger will tend to be the percent of
new housing built during the last decade, as a propor-
tion of the total number of housing units.
Hypothesis 3. At any given time, the degree of indus-
trial diversification of a metropolitan area will vary
directly with the family income of the given area; the
greater the degree of industrial diversification, the
larger the median family income will tend to be.
Hypothesis 4. At any given time, the degree of indus-
trial diversification will be directly related to the
skill level of the total labor force of the area; the
greater the degree of industrial diversification, the
higher will tend to be the level of skills.
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Hypothesis 5. At any given time, the degree of indus-
trial diversification of a metropolitan area will vary
inversely with the rate of unemployment in that area;
the greater the degree of industrial diversification,
the lower the unemployment rate will tend to be.
Time Analyses
Hypothesis 6. Over a sufficiently long period of time,
changes in the degree of industrial diversification of
a metropolitan area will vary directly with relative
changes in an area's population; the greater the in-
crease in the degree of industrial diversification,
the greater the relative increase in the area's popu-
lation will tend to be.
Hypothesis 7. Over a sufficiently long period of time,
changes in the degree of industrial diversification of
a metropolitan area will vary directly with the rela-
tive change in the percent of new housing constructed
in the area; the greater the increase in the degree of
industrial diversification, the greater the relative
increase in the percent of new housing built during
the last decade (as a proportion of the total number
of housing units) will tend to be.
Hypothesis 8. Over a sufficiently long period of time,
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changes in the degree of industrial diversification
of a metropolitan area will vary directly with the rel-
ative change in the family income of the given area;
the greater the increase in the degree of industrial
diversification, the greater the relative increase in
the median family income will tend to be.
Hypothesis 9. Over a sufficiently long period of time,
changes in the degree of industrial diversification of
a metropolitan area will vary directly with the rela-
tive change in the highest skill level of that area;
the greater the increase in the degree of industrial
diversification, the greater the relative increase in
the highest skill level will tend to be.
Hypothesis 10. Over a sufficiently long period of time,
changes in the degree of industrial diversification of
a metropolitan area will vary inversely with the rela-
tive change in the rate of unemployment of the given
area; the greater the increase in the degree of indus-
trial diversification, the greater the relative de-
crease in the rate of unemployment will tend to be.
If Hypotheses 1 and 6 are upheld, then levels of indus-
trial diversification are associated with size of population.
If Hypotheses 2, 3, 4, 5, 7, 8, 9, and 10 are upheld, indus-
trial diversification is associated with general indicators
of well-being, and merits consideration as a development goal.
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V FINDINGS
The results of the regression analyses undertaken to
test the ten hypotheses are summarized in Table 6. The
scatter diagrams and the regression lines for each of the
analyses are to be found in Appendix B. The findings are
presented here in resume form.
1. The coefficient of correlation between industrial
diversification and population is -.576, significant at
about the .005 level; 33.2 percent of the variation in pop-
ulation is associated with changes in industrial diversifi-
cation. Although the correlation is not high, the hypoth-
esis is upheld. (See Appendix A for explanation of minus
and plus signs.)
2. The coefficient of correlation between industrial
diversification and the percent of new housing is -.322,
associated with a probability of about .15; 10.4 percent
of the variation in the percent of new housing is associ-
ated with changes in industrial diversification. Since,
in this study, a probability of .05 or better is consid-
ered necessary to indicate that the correlation did not
occur merely by chance, the correlation is considered not
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significant. On the basis of the low correlation and the
lack of statistical significance of the correlation, the
hypothesis is rejected.
3. The coefficient of correlation between industrial
diversification and median family income is -.358, associ-
ated with a probability of about .10; 12.8 percent of the
variation in median family income in associated with
changes in diversification. The associated level of prob-
ability makes it likely that the correlation coefficient
is not significant. On the basis of the low correlation
and the lack of statistical significance of the correla-
tion, the hypothesis is rejected.
4. The coefficient of correlation between industrial
diversification and Skill Level I is -.405, significant at
the .05 level; 16.4 percent of the variation in Skill Level
I is associated with changes in industrial diversification.
Although the correlation is not high, the hypothesis is not
rejected.
5. The coefficient of correlation between industrial
diversification and the rate of unemployment is .359, asso-
ciated with a probability of about .10; 12.9 percent of the
variation in unemployment is associated with industrial di-
versification. The associated level of probability makes
it likely that the correlation coefficient is not signifi-
cant. On the basis of the low correlation and the lack of
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statistical significance of the correlation, the hypothesis
is rejected.
6. The coefficient of correlation between the change
in degree of industrial diversification and relative change
in population is .026, significant at the 90t level; only
.068 percent of the variation in increase in population is
associated with changes in industrial diversification. On
the basis of almost a complete lack of association between
the two variables, the hypothesis is rejected.
7. The coefficient of correlation between changes in
the degree of industrial diversification and relative
change in the percent of new housing is .592, significant
at the .02 level; 35.0 percent of the variation in percent
of new housing is associated with changes in industrial
diversification.. Although the correlation is not extremely
high, the hypothesis is not rejected.
8. The coefficient of correlation between changes in
the degree of industrial diversification and relative change
in median family income is .349, associated with a probabil-
ity of about .20; only 12.2 percent of the variation in me-
dian family income is associated with changes in industrial
diversification. On the basis of the low correlation and
the lack of statistical significance of the correlation,
the hypothesis is rejected.
9. The coefficient of correlation between changes in
the degree of industrial diversification and relative change
in Skill Level I is .571, significant at the .02 level;
32.7 percent of the variation in Skill Level I is associated
with changes in Industrial diversification. Although the
correlation is not extremely high, the hypothesis is not
rejected.
10. The coefficient of correlation between change in
the degree of industrial diversification and relative change
in the rate of unemployment is .393, associated with a prob-
ability of about .15; 15.5 percent of the variation in the
rate of unemployment is associated with changes in industrial
diversification. On the basis of the low correlation and
the lack of statistical significance of the correlation,
the hypothesis is rejected.
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TABLE 6
SUMMARY OF REGRESSION ANALYSES
Hypoth- Independent
esis No. Variable
1 Industrial
Diversifi-
cation
6 Change in
Ind. Div.
7 'o
Dependent
Variable
Population
Housing built
last decade
Median family
income
Labor force in
Skill Level I
Unemployment
rate
Change in popu-
lation**
Change in %
housing built
last decade**
Change in median
family income**
Change in labor
force, Skill
Level I**
Change in unem-
ployment rate**
2.933001 - 1.908706
26.213793 -17.277682
7.244990 - 2.575444
26.166288 -16.124383
3.386835
11.445245
3.666004
Syx
.325
2
r
.332
1.920 .104
.801 .128
4.370 .164
.359 .129
3.588254 9.250 .00068
.543473 4.382738 .401 .350
1.099191
.068810
.189578
.430370 .078 .122
.483065 .047 .327
.966874 .151 .155
Level of
r* t Signifi-
cance
- .576 3.23 .005
- .322 1.56
- .358 1.74
- .405 2.03
.359 1.76
.026 .097
.592 2.75
.349 1.38
.571 2.60
.393 1.60
.15
.10
.05
.10
.90+
.02
.20
.02
.15
*In Hypotheses numbers 1-5, a negative value indicates
a positive value indicates variables vary inversely.
explanation)
variables vary directly;
(See Appendix A, for
In Hypotheses numbers 6-10, a positive value indicates variables vary directly;
a negative value indicates variables vary inversely.
**Relative change
"t
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VI CONCLUSION
Of the total of ten hypotheses, only four were not
rejected. The results, in toto, indicate that in a metro-
politan area in New England a statistically significant
relationship exists between, (1) the degree of industrial
diversification and population, (2) between the degree of
industrial diversification and Skill Level I, (3) between
the change in industrial diversification and relative
change in Skill Level I, and (4) between change in indus-
trial diversification and relative change in percent of
new housing built in the last decade. In each instance,
the independent variable, industrial diversification,
varies directly with the dependent variable. However, the
lack of high correlations indicate that any influence that
industrial diversification might have on the other vari-
ables is not strong, and that causal relationships are not
highly probable. It is evident, too, that the linkages
between the dependent variables, as well as other factors,
may influence the results.
An apparent discrepancy also becomes evident. Al-
though the findings indicate that there is a significant
relationship between industrial diversification and Skill
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Level I, there is no significant correlation between in-
dustrial diversification and income. This apparent lack
of relationship between income and Skill Level I in both
the cross sectional and time analysis identifies the need
of further study to discover the underlying factors. One
possible cause may be the composition of the Skill Level I
category, which includes managers and proprietors of small
businesses.34 If, in addition, these businesses represent
tertiary activity, a proportion of those employed in Skill
Level I may possibly represent a deterioration of manu-
facturing, rather than a rise in the standard of living.35
The correlation between the change in industrial di-
versification and the relative change in the percent of
housing built in the last decade also requires further
study. A preliminary survey of Tables 2 and 3 gives an
indication that many of those SMSAs which experienced the
greatest relative increase in percent of housing units
constructed in the 1950-1960 decade ranked lowest in the
percent of housing units constructed in the 1940-1950
decade. This spurt in housing construction may then be
a "catching up" process, representing either the result
of uncrowding or undoubling. Since the 1940-1950 period
included World War II, a period when families "doubled up"
because of the housing shortage or mutual advantages, demo-
graphic or ethnic as well as economic characteristics of
the population may have influenced the result. Bogue
points out that social, economic, and psychological forces
all influence the quantity, as well as type, and location
of housing. He also points out that although housing
growth has closely paralleled regional pattern of popula-
tion growth, in the 1950-1957 period, housing grew more
rapidly than population in the Northeast part of the coun-
try, possibly due to outmigration. This may explain the
very low correlation between the change in industrial diver-
sification and relative change in population, versus the
higher correlation between change in industrial diversifi-
cation and change in the relative quantity of new housing.36
At any rate, it is by no means clear that diversification
per se was the major determinant of the relative increase
in the quantity of new housing.
Although the relationship between diversification and
population is possibly the most significant of those studied,
the lack of a high correlation indicates it may not be a
dominant factor in diversification. The coefficient of cor-
relation (.576) for 1960 is almost identical with the coef-
ficient of correlation Rodgers computed for diversification
and population for 1950 (.552).37 The closeness of the co-
efficients should not be interpreted as a constant rela-
tionship, however, since the samples represent different
areas, and the indices were computed using different tech-
niques. However, it can be interpreted as identifying some
relative degree of stability in the relationship between
population and diversification.
In an effort to further investigate the stability of
this relationship as well as the stability of the relation-
ship between diversification and the other variables for
both 1950 and 1960, a preliminary analysis was made, using
the Spearman Rank-order coefficient of correlation.
r = 1 - 6-d2
r n2
n(n .1)
where d is the difference between the rank of a SMSA
in 1950 and its rank in 1960 in relation to the variables
(See Tables 1 and 2) and n is the number of SMSAs in the
rank-order.
The following table summarizes the results.
Table 7
Rank Correlations, 1950 and 1960
Independent Variable
Index of Diversification
Index of Diversification
Index of Diversification
Index of Diversification
Index of Diversification
Dependent
Variable
Population
Percent New
Housing
Family Income
Skill Level I
Unemployment
rr 1960
.632
.425
.389
.579
.445
rr 1950
.775
.108
.201
.496
.532
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In both periods, the highest correlation is with size
of population. The lower correlation in 1960 may possibly
be the result of changes in communication and accessibility
which permit a wider area for locational choice for partic-
ular industries, particularly those which are "footloose."
The importance of size of population in these cases may
have decreased accordingly. However, the change in the
size of the sample or boundary areas may also have influ-
enced the results.
The fact that the time analysis shows almost a com-
plete lack of association between changes in industrial
diversification and relative changes in population would
indicate that the 10 year period considered was not a suf-
ficient interval to study a trend which may be of much
longer duration.
The greatest change in the relationship between the
independent and dependent variables exists between indus-
trial diversification and percent new housing when 1950
and 1960 are compared. This would appear to strengthen
the statement advanced previously that the relative in-
crease in the percent of new housing and the change in
degree of industrial diversification do not appear to be
causally related.
In 1950 there is a lower correlation between indus-
trial diversification and Skill Level I than in 1960. In
both periods the relation of industrial diversification
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and income do not correspond with the relation between in-
dustrial diversification and Skill Level I. The relation
of industrial diversification and unemployment is higher
in 1960 than in 1950, while the relation between industrial
diversification and family income is lower in 1950 than in
1960.
This preliminary analysis therefore indicates there
is no absolute stability of the relationships over time.
From this, it follows that it would be hazardous to use the
estimating equation and correlation coefficients as a pre-
dictive device. Rather, its use is analytical, serving as
a useful tool for exploration.
The fact that this is an empirical study of an area of
the country with particular and unique characteristics,
rather than a random sample, also limits its use as a tool
for prediction for other areas with dissimilar characteristics.
The
problems
1.
completion of the study has stressed particular
inherent in the methodology.
It is evident that the Index of Industrial Diversi-
fication is weighted by the employment in the larg-
est SMSAs. Thus, it is probable that the larger
areas will show less deviation from the norm--which
is the total of mfg. employment of all the SMSAs.
The largest SMSAs may therefore register as "more
diversified" than the others, simply for this reason.
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2. Whether employment is the best measure of diversi-
fication may be questioned. This, however, seems
to be answered exceedingly well by Alexander and
Lindberg who found high correlations between
twelve measurements of manufacturing.38  These
included number of employees, number of establish-
ments, value of employee payroll, number of pro-
duction workers, number of production man-hours
value of wages paid production workers, value
added, number of establishments with 1-19 employ-
ees, and number of establishments with 20-99 em-
ployees. All correlations were above .90.
3. Since the degree of diversification is influenced
by the boundaries chosen, those SMSAs which con-
nect with or are easily accessible to other SMSAs
will have indices which reflect the influence of
the adjoining area. In addition, since the Census
figures, on which this study is based, is based
on the place of residence, rather than the place
of work, this will particularly influence the in-
dices of areas which are adjoining or in close
proximity. This would seem to make a case for
studying diversification on a scale even larger
than the SMSA, when SMSAs are spatially integrated.
4. This is a static study, dealing with two points
I
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in time, rather than with changes within the pe-
riod. As such it does not measure fluctuation in
employment. This may be critical or not, depend-
ing on whether the short run or long run period
is considered of greatest importance. However,
short run fluctuations in employment, generally
attributable to cyclical disturbances, occur al-
most simultaneously in most forms of employment;
and for this reason, have no particular bearing
on the question of diversification vs. speciali-
zation. Although some types of industry are more
sensitive to cyclical fluctuations, (i.e., durable
goods), it is the character of the product rather
than the degree of diversification that determines
the effect of cyclical instability. 3 9
On the basis of the behavioral characteristics of in-
dustrial diversification studied here, the selection of
"Industrial Diversification" as a goal for urban develop-
ment seems to have no special merit. No close association
was evident with a number of variables which singly or in
the aggregate measure the quality of the environment, the
standard of living, and the security of livelihood. The
evidence has also shown that the size of the population of
the area, while not a dominant factor in determining the
level of diversification, cannot be disregarded without
further investigation.
It is the particular form which diversification (or
specialization) takes which is of significance, rather
than diversification per se. An urban area can diversify
(or specialize)through the growth of low wage industries
as well as high wage activities; it can diversify (or special-
ize) through the addition of durables, or non-durables.
Each pattern has special implications for the welfare of
the population.40 The structure of the mix, however, will
be largely determined by the already existing mixture and
the locational advantages of the area and the adjacent
areas. The availability of the basic factors of agglomera-
tion which Friedmann describes as being derived from "a
comparative analysis of the relative efficiency of differ-
ent locational matrices in attracting economic activities,"41
will determine to a great degree the composition of indus-
trial growth and the direction it may take. The "stability"
of an area, in terms of the welfare of its inhabitants, can
thus only be assured if it adapts to changes in demand,
changes in technology, and changes in resource use. Rather
than a goal of "Industrial Diversification," a more sensitive
goal which provides for adaptation and innovation in re-
sponse to exogenous forces and structural changes appears
to be more valid.
APPENDIX A
METHOD OF TESTING HYPOTHESES
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METHOD OF TESTING HYPOTHESES
Cross-Section Anal ses: 1960
Hypothesis 1: At any given time, the degree of indus-
trial diversification of a metropolitan area will vary di-
rectly with the size of the population of that area; the
larger the population, the greater will tend to be the
degree of diversification.
To test this hypothesis, a scatter diagram of the 23
Standard Metropolitan Statistical Areas in New England in
1960 is constructed, with the Index of Industrial Diversi-
fication on the x-axis, and Population on the y-axis.
Utilizing the estimating equation log Y = a + bX, regres-
sion analysis is made to determine the form of the rela-
tionship between the two variables. Yc is the estimated
value of the dependent variable, Population; X is the in-
dependent variable, the Index of Industrial Diversification;
a is the Y intercept or height of the regression line where
X = 0; b is the regression coefficient and measures the
change in the dependent variable Y for a given unit change
in the predictor variable X. When b>O, the regression
line slopes up to the right, and Y customarily varies di-
rectly with X; when b(O, the regression line slopes down
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to the right, and Y varies inversely with X; if b = 0, the
regression line is horizontal, and Y does not vary with X.
In testing this hypothesis, however, the sign of the coef-
ficient b will have a different meaning than is ordinarily
the case. Since increasing degrees of diversification are
here represented by smaller indices, a negative value for
b indicates that the two variates vary directly; a positive
value for b indicates that the variates vary inversely.
This is also true for Hypotheses 2, 3, 4, and 5.
The values of a and b are determined by the least
squares method, which involves solving the two normal equa-
tions derived by substituting the sums of the squares of
the vertical deviations in the estimating equation, dif-
ferentiating, and setting the first derivatives equal to
zero.
The two normal equations here are:
I. 57log Y =Na + bEX
II. I Xlog Y =aZX + bYX 2
After the values of a and b are determined, the re-
gression line is drawn. See Figure B-1.
The dispersion around the regression line is measured
by the standard deviation of regression (S ),log y which is
essentially a measure of 4rhe general reliability. This is
the square root of the sum of the squared deviations of
observed Y and predicted Y divided by the number of
observations.
49
S = (log Y - log Yc) 2
N
Here N = n-2, to adjust for the number of degrees of free-
dom lost.
Since the dependent variable, Y, is assumed to be
normally distributed around the least squares line, and the
standard deviations of these normal population distributions
are all assumed equal, it can therefore be expected that
about 68 percent of the actual values will be within
1 oS of the estimating equation, about 95 percent
to be within ± 2 Slog , and about 99.9 percent to be
within 3 S log yx
To determine the proportion of variation in population
that is associated with or related to changes in industrial
diversification, the correlation of determination (r 2) is
computed. This is the ratio of the explained variation to
the total variation, or,
2 Z(og Yc - log Y)2
r=
Z(log Y - log Y)2
where Yc is the estimated dependent variable;
Y is the observed dependent variable; and Y is the mean of
the observed Y's.
The closeness of the association of the X and Y
variates is measured by the coefficient of correlation (r)
which is the square root of the coefficient of determina-
tion and takes the sign of b in the estimating equation.
To determine whether (r) differs significantly from
zero, the Student "t" test is used, the null hypothesis
being that the value obtained for (r) is that of a random
sample from a population of paired samples having a corre-
lation coefficient of zero.
t r2 (N-2) where (r2 ) is the coefficient of
1-r2  determination, and N-2 is the
number of paired comparisons minus two, to adjust for the
number of degrees of freedom lost. If the computed coef-
ficient is significantly different from zero, and is nega-
tive, the hypothesis is upheld.
Hypothesis 2: At any given time, the degree of in-
dustrial diversification of a metropolitan area will vary
directly with the percent of new housing constructed in the
given area; the greater the degree of diversification, the
larger will tend to be the percent of new housing built
during the last decade, (as a proportion of the total num-
ber of housing units).
The hypothesis is tested by using regression analysis
and a similar method to that employed in testing Hypothesis
1. A scatter diagram is constructed for the 23 SMSAs in
New England in 1960 with the Index of Industrial Diversi-
fication on the x-axis, and the percent of total housing
-a
built 1950-1960 on the y-axis. Here the estimating equa-
tion is Y = a + bX; Yc is the estimated value of the
dependent variable, "Percent of new housing built in the
last decade,"; X is the Index of Diversification.
The values of a and b are determined by the least
squares method.
Here the two normal equations are:
I. EY_= Na + b:|E.X
II. Z XY = aZX + blX2
After solving for a and b, the regression line is drawn.
See Figure B-2.
The standard deviation of regression is computed to
measure the scatter. Here,
S =x 7(YY c)2
N
The coefficient of determination is computed to ex-
plain the proportion of variation in the percent of new
housing that is related to changes in industrial
diversification:
r2 c 2
Z(Y - Y)2
The value of (r) is computed to measure the closeness
of association of the independent and dependent variables.
The significance of (r) is tested by the "t" test. If the
coefficient is significantly different from zero, and nega-
tive in value, the hypothesis is upheld.
Hypothesis 3: At any given time, the degree of in-
dustrial diversification of a metropolitan area will vary
dire with the median f income of the. iven area;
the greater the degree of industrial diversification, the
larger the median family income will tend to be.
This hypothesis is tested using the method employed
in testing Hypothesis 2. Here Y is the dependent variable,
Median Family Income. (See Figure B-3 for the scatter
diagram and the regression line.) If the coefficient of
correlation is significantly different from zero and nega-
tive in value, the hypothesis is upheld.
Hypothesis 4: At any given time, the degree of in-
dustrial diversification of a metropolitan area will vary
directly with the skill level of the total labor force of
the area; the greater the degree of industrial diversifi-
cation, the higher will tend to be the level of skills.
This hypothesis is tested using the method employed
in testing Hypothesis 2. Here Y is the dependent variable,
Percent of Total Labor Force Employed in Skill Level I.
(See Figure B-4 for scatter diagram and regression line.)
If the coefficient of correlation is significantly differ-
ent from zero and negative in value, the hypothesis is
upheld.
Hypothesis 5: At any given time, the degree of in-
dustrial diversification of a metropolitan area will vary
inversely with the rate of unemployment in that area; the
greater the degree of industrial diversification, the
lower the unemployment rate will tend to be.
The hypothesis is tested using the method employed in
testing Hypothesis 2. Here the dependent variable Y is
the "Rate of Unemployment." (See Figure B-5 for the scatter
diagram and regression line.) If the coefficient of corre-
lation is significantly different from zero and positive in
value, the hypothesis is upheld. (Note: As explained pre-
viously, in the cross sectional analysis a positive value
for b and for (r) indicates that the variation is inverse.)
Time Analyses: 1950-1960
Hypothesis 6: Over a sufficiently long period of time,
changes in te degree of industrial diversification of a
metropolitan area will vary directly with relative changes
in an area's population; the greater the increase in the
degree of industrial diversification, the greater the rela-
tive increase in the area's population will tend to be.
This hypothesis is tested using the method employed
in Hypothesis 2. Here the dependent variable Y is the
"Relative increase in Population," 1950-1960. (See Figure
B-6 for scatter diagram and regression line.) If the co-
efficient of correlation is significantly different from
zero, and positive in value, the hypothesis is upheld.
(Note: In the time analyses, or Hypotheses 6, 7, 8, 9,
-I~-
and 10, positive values for b and corresponding positive
values for (r) indicate a line which slopes upward to the
right, and Y varies directly with X.)
Hypothesis 7: Over a sufficiently long period of
time, changes in the degree of industrial diversification
of a metropolitan area will va directl with the relative
change in the percent of new housing constructed in the
area for the decade; the greater the increase in the
degree of industrial diversification, the greater the rela-
tive increase in the percent of new housing will tend to be.
This hypothesis is tested using the method employed
in Hypothesis 2. Here the dependent variable Y is "Change
in the Percent of Housing Built in the Last Decade." This
is the relative change between the percent of total housing
built 1940-1950 and the percent of total housing built
1950-1960. (See Figure B-6 for scatter diagram and regres-
sion line.) If the coefficient of correlation is signifi-
cantly different from zero, and positive in value, the
hypothesis is upheld.
Hypothesis 8: Over a sufficiently long period of time,
changes in the degree of industrial diversification of a
metropolitan area will vary directly with the relative
change in the family income of the given area; the greater
the increase in the degree of industrial diversification,
the greater the relative increase in the median family
income will tend to be.
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This hypothesis is tested, using the method employed
in Hypothesis 2. Here the dependent variable Y is "Change
in Median Family Income." (See Figure B-8 for scatter
diagram and regression line.) If the coefficient of corre-
lation is significantly different from zero, and positive
in value, the hypothesis is upheld.
Hypothesis 9: Over a sufficiently long period of time,
changes in the degree of industrial diversification of a
metropolitan area will vary directly with the relative change
in the highest skill level of that area; the greater the in-
crease in the degree of industrial diversification, the
greater the relative increase in the highest skill level
will tend to be.
The method used to test this hypothesis is that em-
ployed in testing Hypothesis 2. The dependent variable Y
here is "Change in Skill Level I." (See Figure B-9 for
scatter diagram and regression line.) If the coefficient
of correlation is significantly different from zero, and
positive in value, the hypothesis is upheld.
Hypothesis 10: Over a sufficiently long period of
time, changes in the degree of industrial diversification
of a metropolitan area will vary inversely with the rela-
tive change in the rate of unemployment of the area; the
greater the increase in the degree of industrial diversi-
fication, the greater the relative decrease in the rate
of unemployment will tend to be.
---w milm- -
-~ I W-~
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This hypothesis is tested using the method employed in
testing Hypothesis 2. Here the dependent variable Y is
"Change in the Rate of Unemployment." (See Figure B-10
for scatter diagram and regression line.) If the coeffi-
cient of correlation is significantly different from zero,
and positive in value, the hypothesis is upheld. (Since
a decrease in unemployment, which is in effect an increase
in employment, is here considered a positive quantity, a
positive correlation indicates an increase in employment
or a decrease in unemployment.)
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APPENDIX C
MANUFACTURING EMPLOIMENT IN NEW ENGLAND
STANDARD METROPOLITAN STATISTICAL AREAS, 1950 AND 1960*
*Computed from U. S. Census of Population, 1950 and 1960
TABLE C-1
MANUFACTURING EMPLOYMENT
ALL STANDARD METROPOLITAN STATISTICAL AREAS
IN NEW ENGLAND
1960 1950
Number of SMSAs 23 18
1. Furniture, lumber, & wood products 1.53 1.77
2. Primary metal industries 3.92 4.80
3. Fabricated metal industries
(inc. not spec. metal) 9.05 7.89
4. Machinery, except electrical 10.81 10.73
5. Elec. mach., equip., supplies 12.47 8.76
6. Motor vehicles & equipment .51 .97
7. Transportation equipment,
except motor vehicles 7.73 3.63
8. Other durable goods 9.96 9.69
9. Food & kindred products 6.28 5.33
10. Textile mill products 7.77 16.48
11. Apparel & other fab. text. prod. 6.60 6.81
12. Printing, pub., & allied prod. 5.68 4.84
13. Chemical & allied products 2.65 2.76
14. Other nondurables
(inc. not spec. mfg.) 15.02 15.54
100.00 100.00
TABLE C-2
BOSTON, MASSACHUSETTS
Percent Employed
Mfg.
1.92
1.64
6.50
8.02
21.05
.62
6.61
7.14
9.80
2.25
6.98
8.27
3.01
16.19
100.00
Deviation
.39
- 2.28
- 2.55
- 2.79
8.58
.11
- 1.12
- 2.82
3.52
- 5.52
.38
2.59
.36
1.17
17.10
Percent Employed
Mfg.
2.56
1.58
5.11
7.97
13.02
1.66
5.53
6.37
9.50
4.46
8019
7.95
4.24
21.84
Deviation
.79
- 3.22
- 2.78
- 2.76
4.26
.69
1.90
- 3.32
4.17
-12.02
1.38
3.11
1.48
6.30
100.00 24.08
1960 1950
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
TABLE C-3
BRIDGEPORT, CONNECTICUT
Percent Employed
Mfg.
.83
8.55
13.72
12.30
18.31
1.68
16.57
8.27
3.36
1.41
5.29
3.12
1.99
4.59
100.00
Deviation
- .70
4.63
4.67
1.49
5.84
1.17
8.84
- 1.69
- 2.92
6.36
- 1.31
2.56
- .66
-10.43
Percent Employed
Mfg.
1.43
11.27
12.18
19.80
17.92
2.14
2.12
9.50
3.11
1.45
7.21
2.60
4.71
4.55
26.64 100.00
Deviation
- .34
6.47
4.29
9.07
9.16
1.17
- 1.51
- .19
- 2.22
-15.03
.40
- 2.24
1.95
-10.99
32.51
1960 1950
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
TABLE C-4
BROCKTON, MASSACHUSETTS
Percent Employed
Mfg.
3.83
2.93
4.20
6.42
9.03
.17
3.81
4.96
6.83
4.29
6.23
5.16
1.47
40.68
100.00
Deviation
2.30
- .99
- 4.85
- 4.39
- 3.44
- .34
- 3.92
- 5.00
.55
- 3.48
- .37
- .52
- 1.18
25.66
28.51
Percent Employed
Mfg.
2.92
2.46
2.36
6.13
1.88
.34
3.98
3.95
4.32
7.09
5.67
3.40
1.06
54.45
100.00
Deviation
1.15
- 2.34
- 5.53
- 4.60
- 6.88
- .63
.35
- 5.74
- 1.01
- 9.39
- 1.14
- 1.44
- 1.70
38.91
40.41
1960 1950
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
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TABLE C-5
FALL RIVER, MASSACHUSETTS
1950
Percent Employed
Mfg.
.91
.67
2.31
2.16
2.71
.04
1.21
2.19
4.30
28.44
38.61
3.27
.83
12.33
100.00
Deviation
- .62
- 3.25
- 6.74
- 8.65
- 9.76
- .47
- 6.52
- 7.77
- 1.98
20.67
32.01
- 2.41
- 1.82
- 2.69
52.68
Percent Employed
Mfg.
1.07
.45
1.41
1.64
.63
.13
.33
1.71
2.19
46.76
31.07
2.53
.77
9.30
100.00
Deviation
- .70
- 4.35
- 6.48
- 9.09
- 8.13
- .84
- 3.30
- 7.98
- 3.14
30.28
24.26
- 2.31
- 1.99
- 6.24
54.55
1960
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
74
TABLE C-6
FITCHBURG-LEOMINSTER, MASSACHUSETTS
1960
Percent Employed
Mfg.
4.15
2.09
13.05
8.42
1.34
.12
.13
6.78
2.49
5*99
8.00
3.09
2.09
42.24
100.00
Deviation
2.62
- 1.83
4.00
- 2.39
-11.13
- .39
- 7.60
- 3.18
- 3.79
- 1.78
1.40
- 2.59
- .56
27.22
35.24
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
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TABLE C-7
HARTFORD, CONNECTICUT
1950
Percent Employed
Mfg.
1.25
1.69
7.36
23.93
5.32
.63
36.25
4.32
4.55
3.17
1.78
4.80
1.38
3.57
100.00
Deviation
- .28
- 2.23
- 1.69
13.12
- 7.15
.12
28.52
- 5.64
- 1.73
- 4.60
- 4.82
- .88
- 1.27
-11.45
Percent Employed
Mfg.
1.77
2.22
7.94
28.92
6.29
.41
23.10
6.22
3.59
4.93
2.78
4.05
1.62
6.16
41.76 100.00
Deviation
.00
- 2.58
.05
18.19
- 2.47
- .56
19.47
- 3.47
- 1.74
-11.55
- 4.03
.79
- 1.14
- 9.38
37.71
1960
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
TABLE C-8
LAWRENCE-HAVERHILL, MASS.
1960
LAWRENCE, MASSACHUSETTS
1950
Percent Employed
Mfg.
1.68
.22
9.06
4.55
22.22
.10
1.61
2.02
4.45
10.22
4.80
2.16
1.11
35.80
100.00
Deviation
.15
- 3.70
.01
- 6.26
9.75
- .41
- 6.12
- 7.94
- 1.83
2.45
- 1.80
- 3.52
- 1.54
20.78
Percent Employed
Mfg.
.90
.36
.76
4.63
1.14
.21
.45
1.81
2.51
68.62
2.96
1.55
.89
13.24
33.14 100.00
Deviation
- .87
- 4.44
- 7.13
- 6.10
- 7.62
- .76
- 3.18
- 7.88
- 2.82
52.14
- 3.85
- 3.29
- 1.87
- 2.30
52.14
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
77
TABLE C-9
LEWISTON-AUBURN, MAINE
1960
Percent Employed
Mfg.
1.89
.87
.50
.93
.96
.11
1.06
2012
5.94
36.14
.51
3.32
.58
45.07
100.00
Deviation
.36
- 3.05
- 8.55
- 9.88
-11.51
- .40
- 6.67
- 7.84
- .34
28.37
- 6.09
- 2.36
- 2.07
30.05
58.78
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
TABLE C-10
LOWELL, MASSACHUSETTS
Percent Employed
Mfg.
1.50
2.33
10.28
2.77
21.25
.24
2.03
3.51
8.00
16.77
6.67
6.79
1.58
16.29
100.00
Deviation
- .03
- 1.59
1.23
- 8.04
8.78
- .27
- 5.70
- 6.45
1.72
9.00
.07
1.11
- 1.07
1.27
Percent Employed
Mfg.
1.50
1.12
1.03
2.79
3.91
.65
1.07
1.56
6.12
52.29
6.00
5.10
1.59
15.26
23.18 100.00
Deviation
.27
- 3.68
- 6.86
7.94
- 4.85
- .32
- 2.56
- 8.13
.79
35.81
- .81
.26
- 1.17
- .28
36.86
1960 1950
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
TABLE C-11
MANCHESTER, NEW HAMPSHIRE
1950
Percent Employed
Mfg.
3072
.21
1.37
2.08
10.06
.15
.71
2.82
6.57
26.15
2.43
3.20
.50
40.02
100.00
Deviation
2.19
- 3.71
- 7.68
- 8.73
- 2.41
- .36
- 7.02
- 7.14
.29
18.38
- 4.17
- 2.48
- 2.15
25.00
45.86
Percent Employed
Mfg.
3.30
.54
.35
1.93
1.51
.05
.25
2.13
3.83
33.66
2.59
2.38
.45
47.03
100.00
Deviation
1.53
- 4.26
- 7.54
- 8.80
- 7.25
- .92
- 3.38
- 7.56
- 1.50
17.18
- 4.22
- 2.46
- 2.31
31.49
50.20
1960
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
79
TABLE C-12
MERIDEN, CONNECTICUT
1960
Percent Employed
Mfg.
.78
4.89
3.83
22.07
5.78
.15
16.92
29.06
2.13
.38
1.41
6.04
4.17
2.38
100.00
Deviation
- .75
.97
- 5.22
11.26
- 6.69
- .36
9.19
19.10
- 4.15
- 7.39
- 5.19
.36
1.52
-12.64
42.40
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
81
TABLE C-13
NEW BEDFORD, MASSACHUSETTS
1950
Percent Employed
Mfg.
2.07
3.76
3.78
4.94
16.30
.06
1.31
2.72
5.98
17.21
26.49
2.02
.60
12.76
100.00
Deviation
.54
- .16
- 5.27
- 5.87
3.83
- .45
- 6.42
- 7.24
- .30
9.44
19.89
- 3.66
- 2.05
- 2.26
Percent Employed
Mfg.
2.26
2.19
3.79
4.88
12.47
.14
.88
1.82
4.07
38.99
16.44
1.63
.37
10.09
33.70 100.00
Deviation
.49
- 2.61
- 4.10
- 5.85
3.71
- .83
- 2.75
- 7.87
- 1.26
22.51
9.63
- 3.21
- 2.39
- 5.45
36.34
1960
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
'i - A WTA wook-
TABLE C-14
NEW BRITAIN, CONN.
1960
NEW BRITAIN-BRISTOL
1950
Percent Employed
Mfg.
.57
2.27
27.79
38.30
6.50
.26
9.47
4.91
2.18
.14
2.47
2.74
1.47
.94
100.00
Deviation
- .96
- 1.65
18.74
27.49
- 5.97
- .25
1.74
- 5.05
- 4.10
- 7.63
- 4.13
- 2.94
- 1.18
-14.08
Percent Employed
Mfg.
.94
3.93
32.63
28.75
11.05
.16
2.39
11.78
1.42
.33
2.38
1.54
.43
2.26
47.97 100.00
Deviation
- .83
- .87
24.74
18.02
2.29
- .81
- 1.24
2.09
- 3.91
-16.15
- 4.43
- 3.30
- 2.33
-13.28
47.15
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
Percent Employed
Mfg.
.84
1.47
8.45
3.52
1.67
.02
38.41
3.64
2*83
9.89
3.63
3.93
9.83
11.85
100.00
Deviation
- .69
- 2.45
- .60
- 7.29
-10.80
- .49
30.68
- 6.32
- 3.45
2.12
- 2.97
- 1.75
7.18
- 3.17
39.98
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
TABLE C-15
NEW LONDON-GROTON-NORWICH, CONNECTICUT
1960
TABLE C-16
NEW HAVEN, CONNECTICUT
Percent Employed
Mfg.
1.20
7.69
22.11
5.97
6.18
.93
6.90
9.64
6.94
1.49
9.94
6.04
1.82
13.13
100.00
Deviation
- .33
3.77
13.06
- 4.84
- 6.29
.42
- .83
- .32
.66
- 6.28
3*34
.36
- .83
- 1.89
21.61
Percent Employed
Mfg.
1.73
8.32
22.41
5.76
3.46
1.34
1.64
12.15
5.21
1.61
13.43
4.86
3.31
14.78
100.00
Deviation
- .04
3.52
14.52
- 4.97
- 5.30
.37
- 1.99
2.46
- .12
-14.87
6.62
.02
.55
- .76
28.06
1960 1950
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
TABLE C-17
STAMFORD
1960
STAMFORD-NORWALK
CONNECTICUT
1950
Deviation
- .56
- 1.62
- 4.89
1.62
7.38
.20
- 5.85
1.38
- .46
- 4.16
5.89
3.40
1.93
- 3.82
100.00 21.60
% Emp.
Mfg.
1.06
2.51
6.02
18.67
20.25
.26
1.24
9*64
5.34
2.49
3.31
15.39
8.15
5.65
Deviation
- .47
- 1.41
- 3.03
7.86
7.78
- .25
- 6.49
- .32
- .94
- 5.28
- 3.29
9.71
5.50
- 9.37
100.00 30.85
% Emp.
Mfg.
1.34
2.69
16.96
15.54
6.54
.90
1.16
6.50
4.09
8.35
10.15
11.25
6.15
8.38
100.00
Deviation
- .43
- 2.11
9.07
4.81
- 2.22
- .07
- 2.47
- 3.19
- 1.24
- 8.13
3.34
6.41
3.39
- 7.16
27.02
NORWALK
1960
% Emp.
Mfg.
.97
2.30
4.16
12.43
19.85
.31
1.88
11.34
5.82
3.61
12.49
9.08
4.58
11.20,
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
r
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TABLE C-18
PITTSFIELD, MASSACHUSETTS
1960 1950
Percent Employed
Mfg.
.80
.03
.98
4.12
48.32
.17
.32
13.57
2.75
6.74
1.96
2.47
1.06
16.67
100.00
Deviation
- .73
- 3.89
- 8.07
- 6.69
35.85
- .34
- 7.41
3.61
- 3.53
- 1.03
- 4.64
- 3.21
- 1.59
1.65
41.11
Percent Employed
Mfg.
.48
.12
.48
1.78
58.77
.12
.05
3.48
1.23
12.82
2.01
2.10
.57
15.97
100.00
Deviation
- 1.29
- 4.68
- 7.41
- 8.95
50.01
- .85
- 3.58
- 6.21
- 4.10
- 3.66
- 4.80
- 2.74
- 2.19
.43
50.45
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
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TABLE C-19
PORTLAND, MAINE
1950
Percent Employed
Mfg.
4.44
.75
7.63
3.18
1.02
.42
5.29
2.15
25.59
1.10
3093
8.71
.79
35.02
100.00
Deviation
2.91
- 3.17
- 1.42
- 7.63
-11.45
- .09
- 2.44
- 7.81
19.31
- 6.67
- 2.67
3.03
- 1.86
20.00
Percent Employed
Mfg.
7.96
2.42
5.04
4.82
.47
.41
.83
2.63
23.36
6.76
3.05
7.11
1.48
33.66
45.25 100.00
Deviation
6.19
- 2.38
- 2.85
- 5.91
- 8.29
- .56
- 2.80
- 7.06
18.03
- 9.72
- 3.76
2.27
- 1.28
18.12
44.61
1960
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
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TABLE C-20
PROVIDENCE-PAWTUCKET,
RHODE ISLAND
1960
PROVIDENCE, R. I.
1950
Percent Employed
Mfg.
.91
5.71
6.20
9.30
5.23
.78
1.30
26.71
4.95
20.24
3.28
3.85
1.70
9.85
100.00
Deviation
- .62
1.79
- 2.85
- 1.51
- 7.24
.27
- 6.43
16.75
- 1.33
12.47
- 3.32
- 1.83
- .95
- 5.17
Percent Employed
Mfg.
.84
3.52
4.26
8.48
3030
.64
.23
23.11
3.21
38.27
2.03
2.66
1.24
8.21
31.28 100.00
Deviation
- .93
- 1.28
- 3.63
- 2.25
- 5.46
- .33
- 3.40
13.42
- 2.12
21.79
- 4.78
- 2.18
- 1.52
- 7.33
35.21
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
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TABLE C-21
SPRINGFIELD-CHICOPEE-
HOLYOKE, MASSACHUSETTS
1960
SPRINGPIELD-HOLYOKE, MASS.
1950
Percent Employed
Mfg.
1.80
3.51
11.93
12.66
6.78
.12
5.69
10.65
4.70
6.49
5.66
7.48
6.41
16.12
100.00
Deviation
.27
- .41
2.88
1.85
- 5.69
- .39
- 2.04
.69
- 1.58
- 1.28
- .94
1.80
3.76
1.10
12.34
Percent Employed
Mfg.
1.61
3.06
8.70
11.56
11.59
.87
2.54
8.39
3.88
14.59
5.14
6.08
4.56
17.42
Deviation
- .16
- 1.74
.81
.83
2.83
- .10
- 1.09
- 1.30
- 1.45
- 1.89
- 1.67
1.24
1.80
1.88
100.00 9.39
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
90
TABLE C-22
WATERBURY, CONNECTICUT
1950
Percent Employed
Mfg. Deviation
Percent Employed
Mfg. Deviation
- 1.13
9.49
13.05
- 1.76
- 7.80
- .46
- 5.99
9.31
- 3.14
- 4.69
- 4.70
- 3.01
.89
- .04
.46
32.69
15.59
4.78
1.14
.14
.28
19.40
2.76
1.84
2.58
2.21
3.45
12.66
32.74 100.00
1960
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
.40
13.41
22.10
9.05
4.67
.05
1.74
19.27
3.14
3.08
1.90
2.67
3.54
14.98
100.00
- 1.31
27.89
7.70
- 5.95
- 7.62
- .83
- 3.35
9.71
- 2.57
-14.64
- 4.23
- 2.63
.69
- 2.88
45.99
TABLE C-23
WORCESTER, MASSACHUSETTS
Percent Employed
Mfg.
1.23
13.29
11.26
21.54
2.38
.36
.65
12.37
4.47
6.95
5.30
4.55
1.55
14.09
100.00
Deviation
- .30
9.37
2.21
10.73
-10.09
- .15
- 7.08
2.41
- 1.81
- .82
- 1.30
- 1.13
- 1.10
- .93
24.72
Percent Employed
Mfg.
1.44
16.28
6.99
19.30
2.67
1.23
1.44
13.54
3.32
10.21
4.51
3.26
.98
14.85
Deviation
- .33
11.48
- .90
8.57
- 6.09
.26
- 2.19
3.85
- 2.01
- 6.27
- 2.30
- 1.58
- 1.78
- .69
100.00 24.16
1960 1950
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
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NOTES
1. The term "Industrial Diversification" is sometimes also
used to describe the diversification of products within
an individual firm; or it may be used to describe vary-
ing sizes of firms within a single industry.
2. See for example, E. M. Hoover, The Location of Economic
Activity, (McGraw Hill, 1948), p. 293. Hoover states,
"Diversification of industry generally offers fuller
and more regular use of the resources of an area, while
keeping its economy flexible for necessary locational
adjustments. These and other possible benefits of di-
versification may justify some sacrifice of the econo-
mies of geographic specialization."
Planning reports often boast of an industrially "diver-
sified" community or recommend diversification as a
planning objective. For example, the Connecticut Capi-
tal Region Planning Agency, Regional Plan of Development
(1961) delineates as one of its recommended regional
planning objectives: "To help promote sound economic
development and to assure employment stability of both
region and the state." In this connection it states
as its policy: "To reserve a variety of sites meeting
different industrial requirements to diversify the
Region's economy." (p. 2)
3. See for example, Political and Economic Planning,
Report on the Location of Industry (PEP, London, 1939),
pp. 136-7, 163, 194-5, and John Wright (editor), New
England's Prospects: 1933 (American Geographic Society,
New York, 1933), p. 340.
4. While the optimum "balance" of the distribution of man-
ufacturing is not considered critical at the level of
the Standard Metropolitan Statistical Area, which this
study is concerned with and which by definition is an
economically and socially integrated area and presum-
ably a viable entity, it may be possible that for a
smaller size area, the problem of determining such a
balance is critical. However, this question is outside
the scope of this paper.
93
5. This index is described in Section III.
6. For example, highly correlated variables may be linked
to a third variable; or each variable may be linked to
a third variable, not causally related.
7. See Russell Ackoff, The Scientific Method: Optimizing
Applied Research Decions (John Wiley and Son, New
York, 1962), Chapter 10, "Experimentation and
Correlation."
8. 36.7% of all employment in New England is in manufactur-
ing; while for the country as a whole, the figure is
27.1% (U. S. Census of Population, 1960)
9. See E. M. Hoover, "Measurement of Industrial Localiza-
tion " Review of Economic Statistics, XVIII (November,
19365, 162-71.
10. See Florence, Fritz, and Gilles, "Measure of Industrial
Distribution," in Industrial Location and National Re-
sources, (U. S. National Resources Planning Board,
Washington, D. C., 1943).
11. Florence, ibid.
12. Since both are equal to 100%, the plus or minus differ-
ences will be equal.
13. Florence, op. cit.
14. See W. Thompson, "The Coefficient of Localization: An
Appraisal," in Southern Economic Journal, Vol. 23 (1956-
1957), 320-325.
15. Thompson, ibid.
16. This is the standard deviation of the ratios of local
industry employment to local total employment as a per-
cent of their arithmetic mean.
17. See A. Rodgers, "Some Aspects of Industrial Diversifica-
tion in the United States," Proceedings of the Regional
Science Association, Vol. I (1955), B1-B15.
18. This includes primary, tertiary, and quaternary activ-
ities as well as secondary.
19. G. Alexandersson, The Industrial Structure of American
Cities, (University of Nebraska Press, Lincoln, 1956).
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20. There are, however, a few manufacturing industries
which are typically represented in all cities--in
particular, food processing and printing.
21. See I. Morrissett, "The Economic Structure of American
Cities," in Papers and Proceedings of the Regional
Science Association, Vol. 4 (1958) 239-258.
22. He does state, however, that there may be other forces
at work--changes in the national economy, etc.--which
would change the structure. He also points out that
predictions for small cities would be less accurate
than for large; and that predictions for industries
typified by large plants would be hazardous.
23. See E. Ullman and M. Dacy, "The Minimum Requirements
Approach to the Urban Economic Base," Proceedings of
the Regional Science Association (1960), Vol VI,
175-194.
24. The authors indicate that this is their purpose.
25. Although Morrissett's conclusions point out that 9
out of 14 manufacturing industries are ubiquitous in
cities of a million, the fact that only one of the
cities we are concerned with here fits this category
makes this irrelevant here.
26. Isard also points out that this type of technique can
be seriously distorted by deviations anywhere in the
ranking. See W. Isard, Methods of Regional Analysis,
(M.I.T. Press, Cambridge, 1960), p. 265.
27. Thompson points out, however, that it is the rate of
change which may be more important than the change it-
self. A rapid rate of decrease in the index of local-
ization, for example, indicates the industry is actually
rather dispersed, with several areas of production
contiguous with areas of non-production. (See Thompson,
op. cit.)
28. Rodgers, op. cit.
29. This is also a confirmation of the pattern delineated
in Rodgers' study.
30. Rodgers, op. cit.
31. Rodgers, op. cit.
32. See V. Fuchs, Changes in the Location of Manufacturing
in the United States Since 1929 (Yale University Press,
New Haven, 1962) p. 284.
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32a. See Tables in Appendix C for industrial composition of
the SMSAs. Hartford, for example, showed a 13% in-
crease in employment (as percent of total employed in
manufacturing) in the manufacture of transportation
equipment (aircraft), a fast growing industry, between
1950-1960. Springfield-Chicopee-Holyoke showed in-
creases in the fabricated metal industry, machinery,
and transportation equipment. Lowell, on the other
hand, showed a decrease of 35% in textile employment,
and a 17% increase in electrical machinery.
33. See S. Kuznets, A. Miller, and R. Easterlin, Popula-
tion Distribution and Economic Growth, United States,
1870-1950, Vol. II~~Analysis of Economic Change (The
American Philosophical Society, 1960)
34. See Donald Bogue, The Population of the United States,
(Free Press, 1959) pp. 661 ff. Bogue says that a
larger share of self-employed managers and officials
are in the lowest income brackets, than is the case
for salaried managers or officials.
35. See S. Harris, The Economics of New England (Harvard
University Press, 1952)t p. 2T6.~~Harris points out
in this connection the small proportion of tertiary
workers in Connecticut, the most productive state in
the New England area, and the high proportion in
Massachusetts.
36. Bogue, op. cit. See Chapter 24, "Housing and Population."
37. Rodgers, op. cit.
38. See J. Alexander and J. Lindberg, "Measurements of
Manufacturing; Coefficients of Correlation," Journal
of Regional Science, Vol. 3, No. 1 (Summer, 1961)T
71-81.
39. Hoover, Location of Economic Activity, op. cit., p. 287.
40. For example, the effects of diversification through the
growth of the apparel industry (New Bedford), attract-
ed by low cost labor, will have quite different effects
than diversification through the growth of electrical
machinery (Lowell), which may pay higher wages but is
more sensitive to short term fluctuations.
Or, the impact of increasing diversification on the
population of Fall River, with about 39% of the employ-
ment in manufacturing in apparel in 1960 will be
96
different from the effect of increasing specialization
in Hartford with about 36% of its manufacturing employ-
ment in transportation equipment (aircraft). On a
national basis, in March, 1960, the average weekly
earnings of production workers in apparel was $55.85,
while the earnings for the same period for production
workers in aircraft was $110.84. (See U. S. Bureau
of Labor Statistics, Monthly Labor Review (March, 1961)
315-324.
41. See J. R. P. Friedmann, "Locational Aspects of Economic
Development," Land Economics, Vol. XXXII, No. 3 (August,
1956) p. 224. Friedmann identifies five factors asso-
ciated with agglomeration: (1) facility of access to
sources of supply and to markets via alternative trans-
port media, (2) expansion of local markets for products
and services, (3) availability of specialized business
and professional services and labor skill, (4) techni-
cal linkages, and (5) amenities.
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