In this paper, we investigate the effects that the volumetric heat generation has on the movement and steady-state location of a solid-liquid phase change front in melting and freezing processes. Volumetric heat generation enhances melting and impedes freezing. This phenomenon occurs in nuclear, geologic, cryogenic and material processing applications. We compare the results from a FLUENT computational model with analytical results of a quasi-static solution of the governing equations. These models are applied for constant surface temperature boundary conditions and various volumetric heat generation values in cylindrical plane wall and spherical geometries.
INTRODUCTION
Determining the location and speed of a melting or solidification front between liquid and solid phases is wellstudied, and various closed-form solutions exist. These solutions of the so-called Stefan problem apply for a material that does not generate internal heat. For materials that generate internal heat, little analytical work, and few approximate solutions exist which relate the solidification or melting rate to the magnitude of the volumetric heat generation (VHG). The heat source strongly interacts with the moving boundary, accelerating melting and opposing solidification.
The problem of determining the location of the phase change boundary for some material is made complicated by the existence of the moving front, where latent heat is liberated or absorbed. A comprehensive overview of the Stefan problem has been presented by Rubenstein [1] . Burmeister [2] provides an accessible similarity solution to the Stefan problem, and shows that the phase change boundary increases as the square root of time. Yao and Prusa [3] review the heat transfer of melting and freezing, and Viskanta [4] discusses in detail solid-liquid phase change, specifically in metals. An additional complication is that in many materials, a well-defined phase change front does not exist, but there is a so-called mushy zone where liquid and solid phases of the material coexist. The mushy zone has been described by Worster [5] . He describes the effect that the mushy zone has on the local flow patterns and natural convection heat transfer.
For the work described above, the materials undergoing phase change did not generate internal heat. For materials that do generate heat, such as nuclear fuels, chemicals undergoing exothermic reactions, materials with Joule or electromagnetic heating, and in some biological applications, the VHG can affect the formation and movement of the phase change front. However, the effect that the VHG has on the thickness of the phase change front or its growth rate has been little-studied. El-Genk and Cronenberg [6] use a successive approximation technique to study the freezing of molten nuclear fuels in a drainage pipe following a core disruption accident. They modeled the rate at which the frozen layer builds up in a pipe. Kikuchi and Shigemasa [7] present analytical results of solidification of laminar flow of a fluid with VHG in a pipe. They assumed steady-state conditions throughout to determine the thickness of the solid shell as a function of the downstream distance and heat generation rate. They also compute the Nusselt number and show its behavior along the length of the pipe towards its fully developed value. Chan and Hsu [8] use finite difference techniques and the enthalpy method to study the phase change of materials with VHG, showing that the mushy zone thickness is much larger for materials with VHG than for those without. NOMENCLATURE c p -specific heat Δh f -latent heat of fusion k -thermal conductivity L -half-width of plane wall q -volumetric heat generation Q -nondimensional internal heat generation r -radius variable r 0 -radius of cylinder s -distance to the phase change front St -Stefan number t -time T -temperature T 0 -surface temperature T m -melting or fusion temperature x -distance variable α -thermal diffusivity ρ -density θ -nondimensional temperature τ -nondimensional time ξ -nondimensional distance to the phase change front subscripts liq -liquid phase sol -solid phase
ANALYTICAL RESULTS
A number of assumptions were made to simplify the analysis. It was assumed that the phase change occurred at a single fusion temperature, which enabled modeling of the solidification front as a sharp demarcation between the solid and liquid phases. This assumption greatly simplifies the analysis and is applicable for pure materials with a single phase change temperature. Also, it was assumed that there was no convection heat transfer in the liquid, so that heat transferred solely by conduction, and end effects were neglected. Finally, we assumed that the volumetric heat generation was constant, uniform, and equal in both the solid and liquid phases.
First, consider the time-dependent phase change of a cylindrically shaped material, where the outer radius of the cylinder is r 0 , and the distance from the centerline to the phase change interface is s. At r 0 , the temperature is held constant at T 0 , lengthwise along the cylinder and at the phase change interface the temperature is the melting or fusion temperature, T m , which is constant. For this problem, T 0 < T m , so that the solid layer forms from r 0 inward. A schematic of this geometry is presented in Figure 1 .
The heat equation for both the solid and liquid phases in cylindrical coordinates is given by [9] ,
Equation 1 can be nondimensionalized by introducing the following variables, ( )
so that the resultant equation becomes,
By performing an energy balance between the solid and liquid phase along the solidification front, we get the interface equation [10] , The liquid phase exists from the centerline of the cylinder radially outward to the phase change interface. Since it is symmetric with respect to the centerline, the temperature gradient is zero, 
The quasi-static approximation holds for St < 1, which implies that the sensible heat is small compared to the latent heat at the interface between the solid and liquid regions. For many applications, including nuclear fuels [12] this is a valid approximation. Differentiating Eq. 6 with respect to r and applying at r = s gives the temperature gradient in the liquid region,
Next we determine the temperature gradient on the solid side of the interface. To do this we use the quasi-static form of the heat equation,
which after integrating twice and applying the boundary conditions, ( ) m T s T = , and
give the temperature profile in the solid region, from which the temperature gradient at the phase change front on the solid side is given by,
At this point, the liquid and solid temperature gradients, Eqs. 6 and 8 respectively, can be substituted into the interface equation, Eq. 4, to give a differential equation for the motion of the phase change front,
which can be solved numerically. This equation can be nondimensionalized using the variables given in Eq. 2 to yield,
where the Stefan number is given by,
From Eq. 10, we can determine the nondimensional, steadystate distance from the centerline of the cylinder to the phase change front as,
Using a similar analysis in Cartesian coordinates for a plane wall of thickness 2L the equation of motion is of the form,
and the steady-state value is given by,
These results are similar to those given by Jiji and Gaye [13] . For a sphere of radius r 0 , the equation of motion is,
COMPUTATIONAL METHOD
Solution comparison plots were generated by using FLUENT for the computational results, and Excel for post processing (solution comparison and plotting). The computational method uses an energy equation solution technique to solve for solidification/melting that is based on the enthalpy-porosity method described in Voller and Prakash [14] . The solution method iterates between the energy equation and the liquid fraction. For this modeling effort a single precision, segregated, first-order, unsteady, implicit solver was used in predicting the temperature profile and phase change location at each time step. This modeling effort used the first-order upwind technique, which is typically adequate provided small time steps are used and smooth changes exist in the solution behavior. The relaxation factors, used in facilitating solution convergence, were left at the default values of 1 for the energy equation and 0.9 for the liquid fraction. Both the Iterative and Non-Iterative Time Advancement (NITA) solver options were used. The NITA option required fewer internal operations as it iterated on the solution from the entire set of equations vs. iterating on values from each equation. The iteration method worked better for stiff conditions with extreme limits such as St = 0.01. For less stiff conditions, the NITA solver option acquired faster results with good accuracy, and sometimes proved to be more stable than the iterative method. The pure metal condition (liquidus = solidus temperature) was used in generating the FLUENT solidification solutions. The melting condition required the incorporation of a small mushy zone of less than 6ºK, in order to eliminate solution instability. The solution instability occurred when the temperature profile changes were very slow and small truncation or rounding error invalidated the computational solution. This occurred near the center of the geometry, and thus the melting solution was most significantly affected. Gravity was set to zero in order to eliminate the effect of fluid convection. The model initial temperature conditions were generated by using a temperature profile shifted from the steady-state polynomial solution to be just outside of the phase change temperature. Modeling analysis showed that the conditions necessary for the phase change to exist rapidly force conformance to the same transient temperature profiles as used in the comparison effort.
For the modeling effort, the non-dimensional time steps used in generating the CFD solutions were equal to the Stefan number (τ = St), where the only the non-dimensional time steps of (10*τ) were exported and presented in the comparison plots. Other refined time steps were used where solution convergence was difficult. The geometries had a 1 meter distance to the center (radius or half-width), and a typical plot of the cylinder temperature contours is shown in Figure 2 . Symmetry was used to reduce the mesh size where appropriate to minimize computation time. The internal split surfaces were treated as adiabatic and the external surface temperature was held constant at 300ºK, and the phase change temperature was 1100ºK. The specific heat varied from 0.1875, 1.875, 18.75, and 187. 
RESULTS Cylinder
To compare the analytical and computational results, the two solution methods were plotted for various conditions. Figures 3  and 4 show the comparison of the two techniques for solidification and melting respectively at a Stefan number of St = 0.1 and various values of the nondimensional heat generation, Q, in a cylindrical geometry. This value of Stefan number is well within the limit of the quasi-static approximation. The two figures show that the closed form solution given by Eq. 10 matches the computational solution very well. Both the computational and analytical results approach the steady-state values given by Eq. 12. The largest deviations between the two methods come early in the phase change process where it is difficult computationally to determine the precise location of the phase change front. Figure 5 shows the comparison between the computational and analytical results for solidification at a nondimensional heat generation of Q = 5, and over a range of Stefan numbers both in and out of the range of validity of the quasi-static method. The curves show excellent agreement between the two methods for St = 0.1 and 0.01, where the quasi-static approximation used in the analytical solution is valid. For the two curves outside the range of validity, St = 1.0 and 10.0, the closed form solution given in Eq. 10 reaches the steady-state value more quickly than the computational results. This is because the elimination of the time-dependent term in Eq. 5 forces the resultant temperature profiles, which are subsequently used in the interface equation (Eq. 4) to reach the steady-state values more rapidly than the profiles given in the computational results. However, both reach the same value of the steady-state phase change front, and both do so much more rapidly than the lower Stefan number results. Figure 6 shows comparisons of the initial temperature profile, profiles after 100 seconds, and steady-state values. The temperature profiles at 100 seconds show that the computational models for St = 0.1, 0.05 and 0.01 directly match the closed form solution. The temperature profiles at St = 0.5 and 1.0 are both higher than the closed form solution for the reasons described above. Figure 6 . Temperature profiles using both the analytical and computational solutions at various times and Stefan numbers in a cylindrical geometry. Figure 7 gives a comparison between the computational results and the analytical model given in Eq. 13 for solidification in a plane wall. Three different values of the nondimensional heat generation, Q, are plotted at a Stefan number of St = 0.1. As with the cylindrical geometries, the quasi-static analytical results closely match the computational solutions. 
Plane Wall

Sphere
Figures 9 and 10 show similar plots for the spherical geometry. The closed form solutions of the time-dependent and steady-state values are given by Eqs. 15 and 16. In Figure 9 , the nondimensional distance to the phase change front during solidification is plotted versus nondimensional time for St = 0.1 and three different values of the nondimensional heat generation Q. The plots show excellent agreement between the computational and analytical results. Figure 10 shows the nondimensional distance to the phase change front versus nondimensional time for constant Q (Q = 7) and a range of Stefan numbers. For St < 1.0, there is excellent agreement between the computational and analytical results, while for St ≥ 1.0, the analytical results approach steady-state faster than the computational results. 
CONCLUSIONS
The paper has presented the results of a quasi-static analytical solution and corresponding computational results using FLUENT of the Stefan problem with volumetric heat generation in cylindrical, plane wall and spherical geometries. The quasi-static analytical results, valid for Stefan numbers less than one, match very closely the computational results. The plots verify the solution technique and methodology of the quasi-static solution of the Stefan problem with volumetric heat generation. To test the range of validity, the two solution methods were tested for St > 1. These results showed that the quasi-static method reaches the steady-state value faster than the exact solution given by the computational results. This occurs because the quasi-static approach imposes the steadystate temperature profile in the solution technique.
