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Abstract—This paper analyses the experimentally-assessed
dual-polarized (DP) mobile channel in a tunnel environment at
1.35 GHz under traffic conditions. We investigate the impact of
antenna polarization and radiation pattern on the non-stationary
vehicle-to-infrastructure (V2I) channel. Basic channel evaluation
metrics are examined including path gain, co-polarization ratio
(CPR), and cross-polarization discrimination (XPD). In addition,
the stationarity region is estimated using the channel correlation
function approach, and used to calculate the time-varying delay
and Doppler power profiles. Statistical models are presented for
parameters like CPR, XPD, RMS delay and Doppler spreads,
where the lognormal distribution provides the best fit. The
polarization and the opening angle of the antennas into the
propagation channel are found to strongly influence the observed
non-stationarity of the channel. They impact the degree of
multipath richness that is captured, thus providing different path
gain, delay and Doppler spreads. Based on our analysis, the
directional antenna with vertical polarization provides the longest
stationarity time of 400 ms at 90 km/h, as well as the highest
path gain and lowest dispersion. Furthermore, the DP channel
capacity is calculated and its dependence on different normal-
ization approaches is investigated. We propose a more accurate
normalization for the DP channels that takes the conservation
of energy into account. Moreover, the subchannels correlation
coefficients are determined. While the condition number is found
to be low on average, the correlation results show high correlation
among the DP subchannels. As conclusion, we show how the CPR
and XPD play the main role in providing multiplexing gain for
DP tunnel channels.
Index Terms—vehicular, propagation, measurement, delay,
Doppler, correlation, tunnel, polarization, stationarity, MIMO
normalization
I. INTRODUCTION
AN essential requirement for the development of vehicularcommunication systems is the accurate modeling of the
propagation channel in different scenarios and environments
[1]. One of the unexplored scenarios that needs more atten-
tion is tunnels. Being a confined environment, propagation
behavior in tunnels differs from other environments as it plays
the role of an oversized waveguide [2]. Deterministic channel
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models for tunnels include: waveguide models, ray tracing
models and numerical methods for solving Maxwell’s equa-
tions in tunnel environments [3]. These methods suffer from
large computational complexity and incomplete description
of the propagation environment (scatterers, mobility, traffic,
etc.). On the other hand, analytical stochastic models that are
obtained from measurements in real traffic conditions describe
the specific environment with less computational cost [3]. As
the propagation is influenced by many factors (e.g. tunnel
geometry, obstacles, nodes setup, traffic), measurements in
practical scenarios are required to characterize and model the
propagation in tunnels.
Several studies have been published based on propagation
measurements in tunnels. Some of these studies investigate
propagation in subway tunnels [4], where the geometry and
traffic conditions are different from road tunnels. Others in-
vestigate tunnels in terms of only path loss [5]. Authors in [6]
study the field distribution in the transverse plane and the cor-
relation in both transverse and longitudinal directions. These
studies investigate propagation under no traffic conditions and
do not include dispersion parameters like the delay spread.
On the other hand, the work in [7] suggests that a single-
slope model is more adequate for the path loss when there is
traffic. Delay spread is measured in [8], [9] and compared to
simulation results, but no statistical models are presented. In
addition, the delay and Doppler spreads are evaluated in [10]
for V2V in an empty tunnel, where a lognormal model is used
to fit their statistical distribution. Similar results of the delay
spread are reported in [11] for a small arched tunnel.
One of the main challenges for vehicular communications
is the rapidly time-varying propagation channel. As a result,
the widely used assumption of wide-sense stationarity (WSS)
uncorrelated scattering (US) channel is no longer satisfied
[12], [13]. For a non-stationary channel, the fading statistics
change in time. Since communication algorithms often rely
on the knowledge of second-order statistics of the channel,
appropriate measures of the similarity between channel statis-
tics are required, so that the fading parameters can be accu-
rately evaluated and the channel modeling becomes physically
meaningful. The non-stationary fading process of vehicular
channels can be characterized by assuming local stationarity
for a finite region in time and frequency. The author in [13]
provides a theoretical framework that extends the scattering
function of the WSSUS to a time-frequency (TF) dependent
local scattering function (LSF). Based on the LSF, power
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profiles of the delay (PDP) and Doppler (DPP) can be es-
timated, and subsequent analysis of the corresponding second
central moments can be performed. In addition, the channel
correlation function (CCF), which describes the correlation of
scatterers separated by lags in the time, frequency, delay and
Doppler domains [13], can be used to estimate the stationarity
time based on realistic measurements [14].
Multiple-input Multiple-output (MIMO) systems that ex-
ploit the polarization domain have recently gained increasing
attention. Orthogonally polarized antennas often have high
decorrelation; a major advantage for multiplexing systems.
Making use of co-located dual-polarized (DP) antennas allows
for compact antenna array design, which is essential for
vehicular communications. The restrictions of equipment size,
power, and cost can make it difficult, if not impossible, to
physically mount the antennas of the vehicle far enough apart
to achieve low correlation [15]. As the form factor of the
antenna array becomes larger, this causes other challenges
in engineering that may restrict MIMO technology (e.g.
long cables or several distributed RF-chains). Moreover, such
mounting choices are driven not only by performance and cost,
but also by aesthetic design considerations [1]. Hence, DP
antennas represent an attractive option for vehicular commu-
nications. However, when multi-polarized antennas are used,
the choice of the polarization at the transmitter (Tx) and the
receiver (Rx) can result in substantially different propagation
conditions. Depolarization mechanisms caused by scatterers
and antenna design result in gain imbalance and correlation
between channel matrix elements; a big disadvantage of DP
MIMO. For an extensive literature overview of analytical and
experimental studies related to DP channels, see [16]–[18] and
references within. Nonetheless, very limited results on tunnels
can be found [3].
It is thus important to explore the impact of antenna po-
larization on the propagation characteristics in tunnels. In this
paper, we characterize a non-stationary V2I channel measured
in a tunnel at 1.35 GHz center frequency. We model the power
gain (G), co-polarization ratio (CPR), and cross-polarization
discrimination (XPD). In addition to polarization, the impact
of antenna radiation pattern is also explored by comparing
the results of omni-directional and bi-directional antennas.
It has been shown that directional antennas can potentially
increase the mean duration of a connection by a factor of 4
when connecting from a vehicle to existing access points in
suburban environment [20]. On the vehicular network level,
the distribution of received frames over different angles of
arrival in city-wide simulations shows a dominance of angles
around 0◦ and 180◦ [21]. This indicates that most packets
were received from vehicles in the front or in the back,
that is, vehicles on the same street or even lane. Hence, bi-
directional antennas provide a valid candidate for vehicular
communications.
Moreover, we investigate the stationarity time of the DP
channel based on the CCF introduced in [13], and statistically
model the RMS delay and Doppler spreads in the channel
across stationarity regions. Few studies have measured the
stationarity time of DP channels [22], [23]; they use the
empirical collinearity method in outdoor environments other
than tunnels. The CCF method is compared to the collinearity
method in [14] and is shown to have more advantages, e.g.
not requiring a threshold. Finally, we investigate the MIMO
capacity for DP channels, and give qualitative indications on
the impact of different parameters like normalization, CPR,
XPD, and correlation coefficients. The contributions of this
paper can be summarized as follows:
• Investigating the impact of antenna polarization and radi-
ation pattern on the propagation characteristics in a tunnel
environment under traffic conditions
• The channel power is modeled in terms of path gain, CPR
and XPD
• Evaluating the stationarity time using the channel corre-
lation function approach
• The RMS delay and Doppler spreads are statistically
modeled across several regions of stationarity
• The DP capacity and correlation properties are calculated
and compared to the kronecker statistical model
• An intuitive understanding of DP channel performance is
presented by observing the impact of the power imbal-
ance and normalization on the DP capacity
• A more accurate normalization approach of the DP
MIMO matrix is proposed for capacity calculation based
on the conservation of energy
The outline of the paper is as follows. The description of
measurements and the methodology of analysis are presented
in Section II. Section III describes the results and discussions,
while conclusions are drawn in Section IV.
II. DESCRIPTION OF MEASUREMENTS AND
METHODOLOGY
A. Measurement Setup and Scenario
Channel measurements are performed with the MIMOSA
radio channel sounder [24]. It uses 80 MHz of transmission
bandwidth, centered around 1.35 GHz. This carrier frequency
lies within the operating band of the LTE-V standard [19]
radio interface that supports V2I communications (named
Uu-interface), which operates in the licensed 2 GHz band
(880-2690 MHz). Identical sets of antennas are used at the
Tx and Rx. For the omni-directional measurement (OM), a
wideband antenna is used from Cobham Antenna Systems,
model XPO2V-0.8-6.0/1441. It features vertical polarisation,
0.8 - 6 GHz bandwidth, and 2 dBi gain. For the bi-directional
measurement (BM), two custom-made DP patch antennas of
horizontal (H) and vertical (V) polarization are used back-to-
back, with one facing forward and the other facing backward.
The peak gain is 7.4 dBi and the half power beamwidth
(HPBW) is 120◦. The channel sounder is fully parallel; the
data for all transmit antennas are simultaneously modulated
onto the subcarriers using orthogonal frequency division mul-
tiplexing (OFDM), then allocated to the antenna elements
in an interleaved scheme. Table I summarizes the technical
configuration of the MIMOSA channel sounder used for this
measurement campaign [24].
Measurements have been carried out in the Beveren tun-
nel in Antwerp, Belgium. The one-kilometer tunnel has two
rectangular tubes of approximately 15 m × 5 m cross-section,
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Fig. 1. Entrance of the Beveren Tunnel in Antwerp.
TABLE I
MIMOSA CHANNEL SOUNDER CONFIGURATION
Parameter Setting
Bandwidth 80 MHz
Center frequency 1.35 GHz
Tx and Rx polarization V (omni), V/H (patch)
Tx and Rx gain 2 dBi (omni), 7.4 dBi (patch)
Tx and Rx HPBW (patch) 120◦
OFDM symbol duration 81.92 µs
Minimum snapshot acquisition time 327.68 µs
Total recording time per trip 33 s
with two lanes per direction, in addition to a roadside lane.
Along the tunnel, there are lights, pipes and concrete blocks
on the sides, as shown in Fig. 1. In order to follow the V2I
scenario, the Tx antenna is placed inside around the middle of
the tunnel through an emergency exit door at 2 m height, as
shown in Fig. 2. The Rx antenna is mounted on the rooftop
of a van carrying the Rx inside. The van is driven through
the tunnel at 90 km/h speed, crossing the Tx position during
a measured trip of 33 seconds. The traffic condition was
medium, with 10 to 15 vehicles present inside the tunnel
during measurements. During the trip, the radio channel is
captured with a snapshot repetition time ts = 3.92 ms. With
this parameters setting, we capture a total number of S = 8256
snapshots per DP subchannel (VV, HV, VH, and HH). Each
snapshot has Q = 819 samples in the frequency domain. We
achieve a maximum Doppler shift of 1/2ts = 128 Hz and a
minimum resolvable delay resolution of 12.5 ns.
B. Methodology of analysis
Due to the high mobility in vehicular communications,
the environment is rapidly changing, and the observed fad-
ing process is non-stationary. The channel sounder provides
a sampled measurement of the continuous channel transfer
function (CTF) that is time-varying and frequency selective
h(t, f). We start our analysis by characterizing the path gain
inside the tunnel, along with the CPR and XPD. Then, the
stationarity time and delay-Doppler dispersion are analyzed.
We compare these parameters for different polarizations and
antenna patterns at Tx and Rx. Finally, we investigate the
DP 2×2 MIMO channel in terms of capacity and related
parameters, including the condition number and correlation
matrix.
Fig. 2. Tx as a roadside unit with the antenna fixed inside the tunnel through
an emergency exit (left) and the van loaded with Rx and the antenna mounted
on the rooftop (right).
1) Power Versus Distance: We calculate the channel path
gain by averaging the power gain over the 819 frequency
subcarriers for each polarization as a function of distance
Gij = E{|hij |2}, (1)
where i, j ∈ {V,H} is the polarization at Tx and Rx,
respectively. The CPR is the power ratio between the two co-
polarized subchannels gain, given by the following formula in
dB






The XPD is the power ratio between a co-polarized subchannel
gain and the corresponding cross-polarized subchannel gain.
It shows the amount of depolarization or power leakage that
each of the H and V subchannel goes through. The following
formula represents XPD in dB












According to [7], a one-slope model can be used to fit the path
loss in tunnels with road traffic conditions. Hence, we use the
following log-distance path loss model
G (d) = G0 − n 10 log10 (d) +Xσ, (5)
where G (d) is the path gain in dB at distance d from Tx, G0
is the reference value at 1 m, n is the path loss exponent, and
Xσ is a random variable with normal distribution of zero mean
and σ standard deviation. These parameters are determined by
a least-squares fit to the measurement data.
2) LSF Estimate: The LSF is a TF-dependent representa-
tion of the power spectrum of the observed fading process in
the delay and Doppler domains (τ, υ). We use the discrete
version of the LSF multitaper-based estimator proposed in
[13]. The 2-D tapering windows applied to the CTF are
computed from the discrete prolate spheroidal sequences and
the number of used tapers is 2 in both time and frequency
domains. We estimate the LSF for consecutive regions in time,
within which the channel is assumed to be WSSUS. A sliding
window is used with an extent of M ×N samples in time and
frequency domains, respectively. Further details can be found
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(a)
(b)
Fig. 3. LSF estimates at two instants before (a) and after (b) crossing the Tx
position.
in [14]. Fig. 3 shows two LSF estimates at different instants
during the trip: (a) when Rx is approaching Tx, which can be
seen from the positive Doppler shift of the LOS component
around 100 Hz, and (b) after Rx crosses Tx position, resulting
in the LOS Doppler shift from positive to negative 100 Hz.
3) Stationarity Region: The stationarity region represents
the region in time and frequency within which the LSF is
highly correlated. For calculating the stationarity time, we first
need to estimate the LSF assuming a minimum stationarity
region. This initial region should be small enough not to
include non-stationary variations, and large enough to include
sufficient resolution in the Doppler domain. We choose the
region’s dimension in time domain M = 32 samples, cor-
responding to 125 ms or 15λ, approximately. This needs to
be validated after we calculate the stationarity time; that it is
indeed larger than the initial value. Since we are interested
in the stationarity time, we include the whole bandwidth of
N = Q = 819 samples in frequency domain. The sliding time
shift is selected to be half of the window size, i.e. 62 ms in
this case. With these parameters, we obtain a LSF estimate of
12.5 ns delay resolution and 8 Hz Doppler resolution.
The stationarity time can be calculated from the spread of
the CCF about the origin in the Doppler lag direction [13]. We
use a discrete implementation of the CCF, considering only the
Doppler lag ∆υ dependency for calculating the stationarity
time [14]. The CCF estimate Â is the 3-D DTFT of the LSF
estimate L̂
Â[∆υ,∆f,∆t] = F3{L̂[t, τ, υ]}, (6)
where ∆t,∆f and ∆υ are the lag indexes in time, frequency
and Doppler domains, respectively. Note that (t, ∆υ), (τ , ∆f ),
and (υ, ∆t) each are Fourier dual variables [13]. Then, we
















4) Delay and Doppler Spreads: The second-order central
moments of the PDP and DPP are of great importance and
relevance to fading channels characterization and systems
design. They have been usually assumed constant for a cer-
tain environment. However, the non-stationarity of vehicular
channels allows such parameters to be defined only within
a local region of stationarity. Therefore, it is reasonable to
characterize the delay and Doppler spreads as time-varying
channel parameters. The PDP and DPP are the integral of
the LSF estimate per stationarity region over the Doppler and
delay domains, respectively.
Based on the estimated profiles, the time-varying RMS
delay and Doppler spreads can be calculated. Pre-processing
is carried out for each stationarity region separately before
calculating the spreads. In order to avoid spurious and noise
components, we only consider components within 40 dB from
the peak level of the estimated LSF. All components below that
power threshold are set to zero [10].
5) Channel Capacity: For a narrowband system of nT
Tx antennas and nR Rx antennas, the maximum capacity
expressed in bits/s/Hz, with uniform power allocation and the
presence of additional white Gaussian noise is given by the
generalized formula








where InR is the identity matrix of size nR, SNR is the average
signal-to-noise ratio per Rx antenna, H is the nT × nR CTF
matrix, and (.)† is the Hermitian transpose. The wideband
capacity is calculated by averaging C over the frequency
bandwidth.







Since the actual SNR varies as a function of Rx location,
channel normalization is required to facilitate comparison of
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the results at a constant SNR. One common normalization is to
scale the channel matrices such that the average power transfer
between a single Tx and single Rx antenna is unity. The
unity power gain constraint is equivalent to setting the squared
Frobenius norm of the normalized matrix as E{‖H‖2F} =
nRnT [25]–[27].
6) Correlation Properties: Subchannels correlation is con-
sidered to have a strong relation to the performance of MIMO
systems [28]. In order to characterize the correlation properties
of the measured DP channel, the full correlation matrix is
calculated using the following expression for its elements
ρi,j =
E{hih∗j} - E{hi}E{h∗j}√
E{|hi|2- |E{hi}|2}E{|hj |2- |E{hj}|2}
, (11)
where i, j ∈ {VV,VH,HV,HH} are the subchannels under
consideration. An alternative way to describe the channel
correlation is to utilize the Kronecker model. In that model,
the MIMO system is decomposed into two interconnected
subsystems, with one having the correlation matrix at Tx
side and the other at Rx side. The model approximates the
correlation matrix as the Kronecker product of correlation
matrices at Tx and Rx separately. It works well at large Tx-
Rx distances where the propagation at Tx and Rx can be
considered independent [28], [29]. Since the Kronecker model
is merely an approximation, the difference between the model
and the measured results can be quantified using the second





where RK and R are the correlation matrices from the
Kronecker model and measurements, respectively.
III. RESULTS AND DISCUSSION
A. Path Gain, CPR and XPD
The channel gain is calculated from the CTF by averaging
the power gain over all frequencies per subchannel. The
one-slope model in (5) is used to characterize the distance
dependence of the path gain. Fig. 4 shows the measured
channel gain versus distance during the second half of the
tunnel, i.e. after Rx crosses Tx, and the corresponding model
for different polarizations of the BM. Table II summarizes the
model parameters, where the results of the OM model is also
included for comparison.
A general observation is that the path loss exponent is
smaller than in free-space and typical outdoor environments.
This is due to the guiding effect of the tunnel, making it closer
to indoor scenarios like industrial environments [31]. We also
notice a periodic pattern in the fading over distance. In empty
tunnels, the field fluctuations are mainly related to the richness
in terms of propagating modes. According to the modal theory
[32], the superposition of several hybrid modes supported by
the structure of the tunnel is what gives rise to large pseudo-
periods with distance on the large scale. However, the traffic
condition disturbs the propagating modes, making the pseudo-
periods in Fig. 4 less clear than in empty tunnels [33].
Regarding the polarization dependence, we see that the
cross-polarized subchannels have lower reference gain than the



























Fig. 4. Path gain versus distance for different polarization combinations.
TABLE II
PATH GAIN MODEL PARAMETERS
OM VV HV VH HH
G0 -42.6 -37.00 -49.22 -48.84 -39.54
n 1.19 1.24 1.23 1.20 1.27
σ 3.47 4.66 4.12 4.30 3.38
co-polarized subchannels, as expected. While the two cross-
polarized models are almost identical, the co-polarized models
show some differences: the HH subchannel has a slightly
lower path gain than the VV channel. According to [34], a
deterministic ray approach for empty smooth walled tunnels
composed of uniform material predicts the opposite; the H
path gain is higher than the V path gain. Since the geometry
of the tunnel is such that the width is larger than the height,
the H wave reflected from the ground and ceiling are stronger
than the V one reflected from the walls of the tunnel, due
to the Brewster’s angle phenomenon [3], [35]. However, this
effect can not be observed in the measurements. The reason
is likely the non-uniformity of materials and shapes present in
the propagation path (e.g. traffic condition, side pipes, trays
and emergency exits), resulting in more scattering for the HH
subchannel and a lower path gain.
We also investigate the effect of the antenna pattern by
comparing the directional VV and OM models of same polar-
ization. Due to the gain difference between the two antennas,
the reference gain for the OM is 5.6 dB lower compared to
the BM. In fact, the average gain within the HPBW of the
BM is calculated as 5 dBi, and with a gain of 2 dBi for
the OM, the gain difference = 2 × (5 − 2) = 6 dB. This
is quite similar to the difference in the reference gain of the
two models. This implies that, while the OM has a wider
angle into the propagation environment, most of the multipath
components with significant power arrive within the HPBW.
Indeed, only rays impinging the tunnel walls with a grazing
angle of incidence play a leading part in the propagation at
large distance [33].
We further investigate the polarization dependence over
distance in terms of CPR and XPR. Fig. 5 shows the CPR
and XPD over the second half of the tunnel. It shows a slow
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Fig. 5. CPR and XPD versus distance for different polarization combinations.
TABLE III
STATISTICAL MODEL AND DISTANCE-DEPENDENT MODEL PARAMETERS
OF CPR AND XPD
mean (dB) σ (dB) R0 (dB) Rn (dB/100m)
CPR 3.53 3.57 0.35 1.0
XPDV 12.03 2.93 10.9 0.1
XPDH 11.29 3.49 10.6 -0.6
increase in the CPR with distance, which can be related to
the small difference in the path loss exponent of VV and HH
in Table II. On the other hand, the XPD does not drop at far
distances and the waves remain highly polarized, confirming
previous results [33], [36]. The ray theory of propagation
in tunnels predicts that depolarization only happens at small
range, where the waves impinging the tunnel walls are not
polarized along the direction parallel or perpendicular to the
plane of incidence [37].
Table III includes the mean values and the distance depen-
dence parameters, where a linear dependence of R0 + Rnd
is assumed. In addition, the CPR and XPD are statistically
modeled. Based on previous measurements and ray-tracing
simulations, there is quite an agreement in the literature and
standardized models that both parameters follow a lognormal
distribution [17], [18], hence the estimated standard deviation
is included in Table III. The results match with the values
found in the literature for similar scenarios [18]. We notice
that, while the instantaneous XPDV and XPDH are not identi-
cal, their models are similar, on average.
B. Stationarity Region
As aforementioned, the stationarity time represents the
region in time within which the LSF is highly correlated. The
LSF correlation can be determined by the CCF spread [13].
The CCF Doppler moment in (7) measures the CCF spread in
the Doppler lag dimension, which is related to the stationarity
time Ts in (8). It is worth noting that the CCF estimate from
(6) may vary depending on the time interval of estimation. We
choose to calculate it over the complete duration of the trip,
thus, characterizing the degree of non-stationarity of the entire
TABLE IV
STATIONARITY TIME STATISTICS IN MS FOR DIFFERENT RADIATION
PATTERNS AND POLARIZATIONS
Ts (ms) OM VV HV VH HH
overall 330 400 367 375 380
mean 428 435 432 427 436
std. 53 48 48 47 47
min. 268 325 315 299 303
scenario in an average sense. This averages out effects due to
temporary propagation conditions, which is more meaningful
from an operational perspective since it is valid for the entire
scenario.
Based on our measurement data of the overall trip in the
tunnel, Table IV lists the estimated stationarity time in ms
for each case. In addition, we add the mean, minimum and
standard deviation statistics of the stationarity time calculated
per 2s period (240λ). It is clear that the stationarity time is
indeed larger than the assumed minimum value of 125 ms in
Section II-B for the LSF estimation. The results show that
the co-polarized subchannels have longer stationarity times
compared to the cross-polarized subchannels. This is expected
as reported in [22], since the depolarized waves would undergo
more variations due to reflection and scattering. We also notice
that the HH subchannel has a shorter stationarity time than the
VV subchannel. This can again be related to the conclusion
that the HH subchannel experiences more scattering, and
thus more time variation. The same conclusion can be drawn
when comparing the OM with the VV subchannel; since the
OM antenna has a wider angle of uniform gain, it captures
more significant multipath components, contributing to a faster
fading [38]. This results in the shortest stationarity time for
the OM, compared to all subchannels of the BM.
C. RMS Delay and Doppler Spreads
For the non-stationary channel, the fading parameters can
be accurately evaluated within each stationarity region, so that
the channel modeling becomes physically meaningful. Based
on our estimation of the stationarity time, the corresponding
number of samples in the time domain is about M = 100
samples. Hence, the LSF estimate is recomputed using a
sliding window of the stationarity region dimensions. By
integrating the LSF over the Doppler and delay domains, we
get the PDP and DPP, respectively. Fig. 6 depicts the PDP
and DPP for the VV subchannel. The LOS component can
be easily recognized; the delay decreases as Rx approaches
Tx with positive Doppler shift, then after crossing the Tx
position around 11 s, the delay starts increasing again and the
Doppler shift becomes negative. Several multipath components
can be observed; components from fixed scatterers are showing
similar pattern to the LOS, i.e. Doppler shifts between +/-100
Hz as Rx passes by, but with less power. Components resulting
from moving scatterers in the same movement direction have
different Doppler shifts that are more consistent, depending
on their relative speed and position.
The corresponding RMS delay and Doppler spreads [14] are
shown in Fig. 7 for the VV and HH subchannels. The delay
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Fig. 6. Time-varying DPP (a) and PDP (b) for the VV subchannel in dB.
spread in the first half of the tunnel is larger compared to the
second half. This can be related to the reflection coming from
the metallic structure at the entrance of the tunnel, visible in
Fig. 1. In addition, Fig. 7 shows that the spreads in the HH
subchannel are relatively larger than in the VV subchannel.
This confirms the previous conclusion, that the channel is more
dispersive in the H polarisation, resulting in smaller path gain
and stationarity time.
Previous studies find that a lognormal distribution is the best
fit for the delay spread in tunnels [10], [11]. We verify this
using the Lilliefors test [39]. It is a two-sided goodness-of-
fit test when the parameters of the tested normal distribution
are unknown and must be estimated, thus is suitable for
our case. With 5% significance level, the test shows that
both the delay and Doppler spreads from the measurements
follow the lognormal distribution. An example of the delay
spread histogram for the VV and HH subchannels is shown in
Fig. 8. Table V lists the estimated parameters of the lognormal
distributions for different polarization combinations of the
BM, in addition to the OM.
Looking at the BM results, the co-polarized subchannels
have a larger delay spread but slightly smaller Doppler spread
relative to the cross-polarized subchannels. Additionally, the
HH subchannel has larger delay and Doppler spreads than the
VV subchannel, as already mentioned. To show the impact
of the antenna pattern, we compare the values of the OM
and VV subchannel. The OM has larger delay and Doppler














































Fig. 7. RMS delay (a) and Doppler (b) spreads for VV and HH subchannels
with Tx location in red.






































Fig. 8. Histograms of the RMS delay spread for the VV (a) and HH (b)
subchannels and the corresponding lognormal models.
spreads, indicating that an antenna with wider angle captures
more multipath components that increase dispersion. Hence,
the impact of the antenna pattern on the spreads is larger
than its impact on the power gain mentioned in Section III-
A. The reason is that the RMS spread includes the effect
of both the power and the delay/Doppler of the multipath
components, while only the average power is accounted for
when calculating the gain.
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TABLE V
STATISTICS OF THE RMS DELAY AND DOPPLER SPREADS LOGNORMAL
DISTRIBUTION
Delay (ns) Doppler (Hz)
mean µ (dB) σ (dB) mean µ (dB) σ (dB)
OM 184.29 4.86 0.85 27.57 3.18 0.53
VV 87.96 4.2 0.74 18.88 2.73 0.63
HV 71.74 4.1 0.59 26.34 3.15 0.5
VH 72.1 4.1 0.63 23.28 3.02 0.5
HH 109.74 4.46 0.69 23.1 2.99 0.54
D. DP Channel Capacity and Normalization
MIMO technology offers multiplexing and diversity without
increasing the total system power and bandwidth, thus offering
substantial improvements in channel capacity and spectral
efficiency. DP MIMO has the benefit of reducing the antennas’
form factor by having co-located DP antennas while maintain-
ing low correlation, a condition usually required by MIMO
systems [16]. However, in order to compare DP systems to
other MIMO or even SISO systems, normalization is needed.
The main idea is to isolate the small-scale characteristics of
the channel from the effects of path loss and other large-
scale fading, so that the intrinsic characteristics of the MIMO
matrix are compared at certain SNR. In this section, we
will discuss three types of normalization. The goal is to
investigate the effect of normalization on the accuracy of the
DP channel capacity calculation, and propose a more accurate
normalization approach.
1) Effect of normalization: The Frobenius normalization
already mentioned in Section II-B would result in an average
SISO SNR of unity on all the subchannels for a spatial array
configuration. On the other hand, DP configurations suffer
from power imbalances, which need to be accounted for in
their capacity calculations. If the same normalization is used,
the performance of these systems is overestimated [26], [27].
While some studies did use the Frobenius normalization for
DP systems [23], [25], [36], others suggested normalizing the
power of co-polarized subchannels [22], [26], or only one of
the co-polarized subchannels (e.g. VV [40]) to unity.
To investigate the effect of normalization on the DP capac-
ity, we calculate the capacity at 10 dB SNR using the different
normalization approaches. Fig. 9 shows the DP capacity CDF
when normalizing the CTF matrix to the power of the co-
polarized subchannels and the VV subchannel. The plots also
include the SISO capacity of each subchannel, in addition to
the DP capacity using the Frobenius normalization. We add
the capacity of a 2×2 i.i.d. complex Gaussian MIMO channel
as well for comparison. The theoretical average capacity at
10 dB SNR = log2(1 + 10) = 3.46 b/s/Hz for SISO, and
6.92 b/s/Hz for any 2×2 MIMO system. It is clear from the
figures that the Frobenius normalization of the DP channel
gives unrealistic results, as its capacity is larger than that of
the i.i.d Gaussian channel. The effect of the power imbalance
among the subchannels can be seen in the SISO capacity;
the cross-polarized subchannels capacity is much lower than
that of the co-polarized subchannels. That is because their
SNR is lower than 10 dB due to the XPD. The effect of the
















































Fig. 9. CDF of the channel capacity when normalizing the power of the
co-polarized subchannels (a) and the VV subchannel (b) to 10 dB SNR.





















Fig. 10. The condition number during the second half of the tunnel, with the
average in red.
CPR can be seen in the co-polarized subchannels capacity; in
Fig. 9 (a) where the SNR is normalized to the co-polarized
power, both VV and HH average capacities are around the
theoretical value. Fig. 9 (b) shows the average VV capacity
exactly at the theoretical value as expected, since its power
is normalized. On the other hand, the HH capacity curve is
more gradual, as its SNR deviates from the 10 dB of the VV
subchannel due to the CPR.
Comparing the DP capacity of the two normalization ap-
proaches, we see that they do not overestimate the performance
like the Frobenius normalization, as shown in Fig. 9. However,
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Fig. 11. Scatterplot of the condition number versus the DP capacity when
normalizing the power of the co-polarized subchannels (a) and the VV
subchannel (b) to 10 dB SNR, with the average condition number in red.
the power imbalance of the DP channel is still impacting the
effective SNR, hence, the intrinsic MIMO matrix characteris-
tics are not truly isolated. To show this, we need a parameter
that describes the MIMO performance but does not depend on
the channel normalization. The condition number is defined
as the ratio of the maximum to minimum singular value of
the channel matrix. The lower the condition number, the more
potential the channel has for large multiplexing gains [27].
Fig. 10 shows the condition number of the CTF matrices
during the second half of the tunnel. The average condition
number is 5.5 dB, which is good for having multiplexing
gain in practice [41], [42]. We notice that the condition
number remains relatively low as the SNR drops with distance.
Fig. 11 shows the scatterplot of the condition number versus
the capacity of the DP channel using the two normalization
approaches. It is clear that the capacity is not correlated with
only the condition number, indicating the impact of the power
imbalance on the effective SNR.
2) Power conservation approach: The problem with these
normalization approaches is that they do not assume a conser-
vation of power or energy, where the channel cannot output
more power than what is transmitted [16]. When normalizing
to one or both of the co-polarized subchannels, the power
imbalance due to CPR, and leakage from one polarization to
the other due to XPD are not compensated for in the effective
SNR. This makes the channel introduce more energy which
is good for the performance, but unfortunately is unrealistic.





In this normalization, the power is conserved by subtracting
from the co-polarized subchannels SNR the corresponding
amount of power that has leaked into the cross-polarized
subchannels, i.e. we use E{|hVV|2} + E{|hVH|2} = 1 and
E{|hHH|2}+ E{|hHV|2} = 1 as constraints. Fig. 12 shows the
capacity CDF and the scatterplot with the condition number
using the proposed normalization. We notice that the capacity
is fully correlated with the condition number, and has an
average value of 4.82 b/s/Hz. This implies that the proposed
approach gives more accurate results, as it reflects the intrinsic
MIMO gain, while insuring that the effective SNR is not
overestimated.





































Fig. 12. CDF of the channel capacity (a) and its scatterplot versus the
condition number (b) using the proposed normalization to 10 dB SNR.




























Fig. 13. Subchannels correlation coefficients during the second half of the
tunnel.
E. DP Subchannels Correlation
Finally, we investigate the correlation among DP sub-
channels. In spatial MIMO, low correlation between antenna
elements is often desired to enhance system capacity [16].
It was shown that DP waves in many NLOS scenarios fade
almost independently, and they remain orthogonal throughout
the channel in LOS scenarios [16]. We calculate the full
correlation matrix whose elements are given in (11) as
R =

1.00 0.86 0.87 0.90
0.86 1.00 0.85 0.86
0.87 0.86 1.00 0.87
0.90 0.86 0.87 1.00
 . (14)
The results indicate high correlation values for the tunnel
scenario. Similar results were observed for LOS scenarios
in [23]. Alternatively, the Kronecker model can be used to
describe the correlation properties, which is calculated as
RK =

1.00 0.86 0.86 0.75
0.86 1.00 0.75 0.86
0.86 0.75 1.00 0.87
0.75 0.86 0.87 1.00
 . (15)
The kronecker model provides lower correlation values com-
pared to the measurement results. The introduced error can be
evaluated using the second order statistics in (12). It is found
































Fig. 14. Scatterplots of the condition number versus CPR (a) and XPDH (b).
that ε = 7.58%, which implies that the Kronecker model may
not be suitable for this scenario. Same conclusions are found
in [27]–[29].
These results appear to be in contradiction with those
presented in Fig. 10, where the condition number remains
relatively low throughout the tunnel. We further calculate the
correlation coefficients per stationarity region and plot them
versus distance in Fig. 13. Indeed, the correlation coefficients
remain high throughout the tunnel and no correlation is found
between them and the condition number. This suggests that
the main source of the multiplexing gain (i.e. having singular
values of similar power representing parallel orthogonal sub-
channels) is not the decorrelation of the DP subchannels, but
rather the DP orthogonality or diagonalization of the channel
matrix that is maintained by high XPD and CPR close to unity.
Fig. 14 depicts the scatterplots of the condition number versus
CPR and XPDH. The plots are split into three parts according
to the CPR level: CPR>3 dB (red), CPR< −3 dB (blue), and
in between (green). Fig. 14 (a) shows that there is a correlation
between the CPR and the condition number, especially in the
high CPR regions (red and blue) where the condition number
decreases as CPR approaches 0 dB. It also shows that the
condition number is lower-bounded by the magnitude of the
CPR. Fig. 14 (b) shows that the condition number decreases as
XPDH increases in the green and red regions. In other words,
even when the power of VV is higher than HH (red), having
less leakage from the HH (higher XPDH) improves the channel
multiplexing gain. For the red and green regions combined, the
Pearson coefficient of correlation is calculated between the
condition number and the magnitude of the CPR and XPD,
and is found to be 0.8 and -0.6, respectively.
IV. CONCLUSIONS
In this paper, we present a measurement-based analysis of
a non-stationary V2I DP wireless channel in a road tunnel
environment. The measurements are performed at 1.35 GHz
and 90 km/h in the Beveren tunnel in Belgium under traffic
conditions. The path gain is modeled using the one-slope
model. We apply the framework of the local scattering function
and channel correlation function to characterize the stationarity
time. The temporal evolution of the RMS delay and Doppler
spreads, as well as the CPR and XPD are investigated. A
lognormal model is found to best fit the statistical distribution
of these parameters. Investigating the impact of antenna po-
larization shows that the V polarization is more advantageous,
as it provides higher path gain and longer stationarity time
by 5%, in addition to smaller delay and Doppler spreads
(by 19% and 18% on average, respectively) compared to
the H polarization. As for the impact of antenna radiation
pattern, a more directional antenna is found to provide a
longer stationarity time by 21%, as well as smaller delay and
Doppler spreads (by 52% and 32% on average, respectively),
thus proving to be more beneficial than a wide-angle type
of antenna pattern. Moreover, the impact of normalization
on the DP capacity is investigated, and a new approach
is proposed that maintains the conservation of energy. The
DP channel is found to have a low condition number on
average (5.5 dB), which is good for multiplexing gain. The
correlation properties are measured using the full correlation
matrix, while the Kronecker model is found to provide less
accurate results by 7.58%. Large correlation (>0.7) among DP
subchannels is observed, and no correlation is found with the
condition number. The condition number is found to depend
on the orthogonality rather than the decorrelation of the DP
subchannels, giving DP MIMO an advantage over spatial
MIMO in LOS scenarios. Future work will consist of modeling
the non-stationary fading process based on the LSF and CCF
framework for vehicular communication channels simulation.
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[10] L. Bernadó, A. Roma, A. Paier, T. Zemen, N. Czink, J. Karedal,
A. Thiel, F. Tufvesson, A. F. Molisch, and C. F. Mecklenbrauker, “In-
tunnel vehicular radio channel characterization,” in Vehicular Technology
Conference (VTC Spring), 2011 IEEE 73rd. IEEE, 2011, pp. 1–5.
[11] M. Yusuf, E. Tanghe, L. Martens, P. Laly, D. P. Gaillot, M. Linard,
P. Degauque, and W. Joseph, “Experimental investigation of V2I radio
channel in an arched tunnel,” in 2019 13th European Conference on
Antennas and Propagation (EuCAP), March 2019, pp. 1–5.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2019 11
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