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Through a mixture of analytic and numerical techniques, we explore the optimal approximation by
a free Majorana state to individual disorder realizations of the Sachdev-Ye-Kitaev model, along with
a generalization of it. We elucidate the properties of the known time-reversal symmetry breaking
phase in the generalized model, finding strong evidence of “spin glass” order. For the Sachdev-Ye-
Kitaev model itself, our results are inconclusive but suggest a similar order may be present at zero
temperature.
I. INTRODUCTION
The Sachdev-Ye-Kitaev model, a model of N Majo-
rana fermions subject only to quenched disordered inter-
actions, has been an object of considerable study recently,
due in part to its rich phenomenology.1–11 At finite tem-
perature, the model is amenable to both diagrammatic
and replica approaches, with the large N limit reducing
to a tractable integral equation which exposes an emer-
gent (approximate) conformal symmetry. This combi-
nation of properties sparked considerable interest in the
model as a means to study its holographic dual.3,4,12–14
Beyond questions of holography, this model also ex-
hibits many properties deserving of study in their own
right. To name a few, the disorder-averaged fermion
two-point function is gapless and has no poles, prompt-
ing an identification of the average model as a strange
metal without quasiparticles. Instabilities of this metal
have also been studied as part of the general program
to study exotic phases of quantum matter.9 As temper-
ature T → 0, the entropy density approaches a constant.
Finally, despite the Hamiltonians of individual disorder
realizations being composed purely of interactions, the
replica-saddle point approach exposes that, at leading or-
der in N , the disorder averaged fermion correlation func-
tions obey Wick’s theorem indicating that the average
model is in some sense free at leading order.
Building on this interest, we attempt in the present
work to extend considerations beyond the average model
to questions about the full SYK ensemble through some
modest studies of questions involving distributions and
higher disorder moments of various observables. We also
attempt to probe the T = 0 physics of this model and
further elaborate on studies of its instabilities. Indeed,
the T → 0 entropy density seen around the replica di-
agonal saddle point is itself evidence that the N → ∞
and T → 0 limits cannot be interchanged, since the en-
tropy at T = 0 is exactly 0 for any finite N . (Technically
speaking, the model could also have an extensive ground
state degeneracy, but there is no evidence for this in ex-
isting exact digitalization studies.4) This indicates a non-
analyticity in the N →∞ limit of the free energy, i.e. a
phase transition.
Motivated by the observation that the average fermion
correlators obey Wick’s theorem and our desire to ask
questions about the full distribution, we approach the
problem through the variational principle applied to each
individual disorder realization, taking as our mean field
Hamiltonian a generic free Majorana Hamiltonian. We
will see some evidence that the T = 0 phase of the SYK
model may also break time reversal symmetry, like the
ordered phase observed by Bi et al. Finally, we will in-
vestigate the disorder statistics of these ordered phases,
finding evidence of glassy behavior. While we advance an
argument that the ordered phase observed by Bi et al is
the same phase as Gaussian random Majorana fermions,
we find some evidence that the T = 0 phase of the SYK
model is distinct in its disorder statistics and unlikely to
be well described by our variational states.
II. FORMALISM AND ANALYTIC RESULTS
A. Setup
We take as our object of study the generalization of the
Sachdev-Ye-Kitaev model studied by Bi et al9, a model
of N randomly interacting Majorana fermions ηi with
Hamiltonian
H = H0 + uHu (1)
H0 =
1
4!
N∑
ijkl
Jijklηiηjηkηl (2)
Hu =
1
8
N∑
ijkl
BijBklηiηjηkηl (3)
with the entries of Jijkl and Bij totally antisymmet-
ric and drawn from independent, identically distributed
gaussians with zero mean and
J2ijkl =
J2
N3
B2ij =
J
N2
(4)
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2where Q is our notation for the disorder average of the
quantity Q. We also define, for our future convenience
k =
N
2
M =
N !
2!(N − 2)! (5)
As presaged in the introduction, our approach is approx-
imation of the thermal density matrix of each disorder
realization by the thermal density matrix of a free Ma-
jorana Hamiltonian. To whit, we consider the Gibbs-
Delbruck variational principle which states that if
F = −T ln Tr [exp (−βH)] (6)
for any trial density matrix ρt
F ≤ Tr [Hρt] + T Tr [ρt ln ρt] ≡ Ft (7)
This suggests a standard variational approach: we min-
imize over some tractable class of ρt to get the best
tractable approximation to F . Notably, this also gives
an approximation to the thermal density matrix of a par-
ticular disorder realization
ρ = exp (−β(H −F )) (8)
since in terms of this quantity the variational principle
reads
0 ≤ Tr [ρt (ln ρ− ln ρt)] (9)
and we can recognize the quantity on the right as the
relative entropy, an information theoretic measure of the
difference between two density matrices. Thus the opti-
mum ρt for the purposes of approximating the free energy
is the closest to the true thermal density matrix in the
sense of relative entropy.
We choose as our class of trial density matrices
Ht =
i
2
N∑
ij
Gijηiηj (10)
G = −T ln Tr [exp (−βHt)] (11)
ρt = exp (−β(Ht − G )) (12)
where G, our variational parameter, is any antisymmetric
real matrix. Utilizing these trial density matrices should
be thought of as doing mean field theory in the observ-
able 〈ηiηj〉. Indeed, one can see that the equations we
eventually derive for the optimum G can be identified
with the saddle point equations for the field generated
in a Hubbard-Stratonovich decoupling of the 4-fermion
interaction.
We note for the sake of the fastidious reader that when
we refer to “Gaussian random free Majoranas” we mean
an ensemble of Hamiltonians of the form given in Equa-
tion 10 with Gij drawn from independent, identically dis-
tributed Gaussians with zero mean and
G2ij =
J
N
(13)
Though we will find later that the parametrization of
this class of density matrices by G is profitable in a nu-
merical context, we make a change of variables in order
to explore the broad character of the minima. There is
some Φ ∈ O(N) such that defining
ξi =
∑
j
Φijηj (14)
give new cannonical Majoranas ξi in terms of which we
have
Ht =
i
2
k∑
µ
gµξ2µ−1ξ2µ (15)
where the spectrum of G is ±igµ and we have chosen
gµ ≥ 0. We will refer to this Φ as “diagonalizing” G,
since
ΦtGΦ =
k∑
µ
gµe
µ (16)
where
eijkl = δi,kδj,l − δi,lδj,k (17)
eµ = e2µ−1,2µ (18)
Equation 15 implies
〈ξ2µ−1ξ2µ〉t = −i tanh
(gµ
T
)
≡ −idµ (19)
where
〈A〉t = Tr [Aρt] (20)
Reversing the transformation, we find
〈ηiηj〉t =
δij
2
− iCij (21)
with
iC = tanh
(
iG
T
)
(22)
where for any holomorphic function f(z) and Hermitian
matrix X we have defined
f(X) =
1
2pii
∮
γ
f(z) (zI−X)−1 dz (23)
where γ is some contour enclosing the spectrum of X and
I is the identity matrix.
For any T > 0, C(G,T ) is a diffeomorphism from all
antisymmetric real matrices to antisymmetric real matri-
ces with eigenvales with absolute value strictly less than
1. Since it is a diffeomorphism, we may consider our trial
free energy (and density matrices) to be a function of C
rather than G. For future use, we define A ∼= RM to be
the space of all antisymmetric real matrices, C ⊂ A to
3be those matrices with eigenvalues with absolute value
strictly less than 1 and C ⊂ A to be those matrices with
eigenvalues with absolute value less than or equal to 1.
Thinking of C as our variational parameter also allows
us to slightly expand our class of variational density ma-
trices in a critical way. For any C ∈ C , we can write
C = Φ
(
k∑
µ
dµe
µ
)
Φt (24)
Diagonalizing Ht, we can find that this C maps to the
density matrix
ρt(C) = 2
−k ∑
s∈Zk2
(
k∏
µ
(1 + sµdµ)
)
|Φ, s〉 〈Φ, s| (25)
where |Φ, s〉 is the ground state of the free fermion Hamil-
tonian
i
2
∑
ij
G˜ijηiηj G˜ = Φ
(∑
µ
sµe
µ
)
Φt (26)
and we have identified Z2 with ({±1}, ·). This formula
can manifestly be extended to give a well defined density
matrix for any C ∈ C . Since C is compact, this guaran-
tees that the trial free energy will attain a minimum on
this class of density matrices.
This extension is not merely a curiosity, but necessary
to obtain a minimum at T = 0. This is to be expected,
since ∂C = C − C corresponds to density matrices of
less than full rank: in particular it contains the pure
states corresponding to the ground states of free Majo-
rana Hamiltonians.
To put a fine point on it, fix Φ ∈ SO(N) arbitrary and
consider the zero temperature minimum with respect to
dµ. At T = 0, we have
Ft = 2
−k ∑
s∈Zk2
(
k∏
µ
(1 + sµdµ)
)
〈Φ, s|H|Φ, s〉 (27)
Some s0 ∈ Zk2 has the minimum expectation value of the
energy 〈Φ, s0|H|Φ, s0〉 and clearly Ft is then minimized
with respect to d by choosing d = s0, corresponding to
the pure state |Φ, s0〉. So, at T = 0, the minimum is
always attained on ∂C .
B. Properties of the minima
In terms of C, a lengthy but straightforward calcula-
tion gives
Ft = E − TS (28)
E =
1
2
〈C,LC〉 − u
2
‖B‖2 (29)
L = K + uU (30)
S = N ln(
√
2)− 1
2
Tr [(I+ iC) ln (I+ iC)] (31)
where we have defined the inner product and norm on A
〈X,Y 〉 = 1
2
Tr
[
XY T
]
(32)
‖X‖ =
√
〈X,X〉 (33)
and J and U are linear functions A → A defined by
〈X,KY 〉 = −1
4
N∑
ijkl
JijklXjiYkl (34)
〈X,UY 〉 = −〈X,B〉 〈B, Y 〉 − 〈X,BY B〉 (35)
We will write the latter as
U = −B ⊗B −B B (36)
Since it is actually composed of two different tensor prod-
ucts of B. B ⊗B refers to the tensor product of B with
itself considered as a vector (in RM , c.f. the operator
|α〉 〈α|) while B  B is the tensor product of B with it-
self considered as an operator on RN projected onto the
subspace of antisymmetric matrices (Λ2(RN )).
Now, in order to characterize the minimum of the free
energy as a function of C, we must take derivatives of Ft
with respect to C. This computation is lengthy and not
particularly informative, so we relegate it to Appendix A.
There, we find
∇CFt = L(C) +G (37)
So that our minimum must have
L(C) = −G (38)
We also have for the Hessian (the matrix of second deriva-
tives)
HessC(Ft) = L− T HessC(S) (39)
As for −HessC(S), we give a more thorough character-
ization in Appendix A and for now simply note that its
eigenvalues are given by
gµ ± gν
dµ ± dν and
1
1− d2µ
(40)
Using the concavity of (1+x) ln(1+x)+(1−x) ln(1−x)
on (−1, 1), we can see that the former is bounded below
by the latter. The latter is then easily seen to be bounded
below by 1, which implies that −(I + HessC(S)) is non-
negative. So, if λm is the minimum eigenvalue of L, for
T > |λm| Ft is convex in C. Since C is convex, Ft must
have a unique minimum. Since one can easily see that
∇CFt|C=0 = 0 this minimum occurs at C = 0, giving
G = 0 and ρt = I.
For T < |λm|, though, the extremum at the origin
becomes a saddle point. To whit,
HessC(Ft)|C=0 = L+ T I (41)
4so that at T = λm the minimum eigenvalue of the hessian
passes through zero and the minimum moves off of the
origin, stabilized by higher order terms in S. For T <
|λm|, there are actually a pair of minima away from the
origin related by time reversal symmetry. That is, in the
language of mean field theory, the individual disorder
realization breaks time reversal symmetry (G → −G)
at the mean field level. We do not have an argument
that these local minima remain the global minima below
the transition temperature, and will simply ignore the
question in this work.
C. Order Parameter
We adopt the convention that a quantity Q evaluated
at the minimum will be denoted Q∗. ‖C∗‖2 is an order
parameter for the time reversal symmetry breaking, so
it is natural to ask what implication it has for possible
glassy order. ‖C∗‖2 is in some sense a natural analogue
of the Edwards-Anderson order parameter15, since
‖C∗‖2 = −
∑
ij
〈ηiηj〉t∗ 〈ηiηj〉t∗ (42)
or, in the language of replicas
‖C∗‖2 = −
∑
ij
〈
ηαi η
α
j η
β
i η
β
j
〉
(43)
Thus, the presence of nonzero ‖C∗‖2 in the thermody-
namic limit is our signal that the physics is governed by
a non replica-diagonal saddle point (i.e. “spin glass” or-
der) and a lack of self averaging in ‖C∗‖2 is our signal
for replica symmetry breaking.16
We note in passing that ‖C∗‖2 contains all non-trivial
information from the first two disorder moments of the
distribution of ‖C∗‖2, due to the O(N) statistical sym-
metry of the SYK model. It is trivial to see that this
symmetry forces C∗ = 0. However, it also gives that
Cij∗Ckl∗ = (δikδjl − δilδkj) 2‖C∗‖
2
N(N − 1) (44)
by applying Schur’s Lemma to the adjoint representation
of SO(N). While the fundamental reflections in O(N)
allow us to see that the third disorder moment must be
zero, the fourth disorder moment is in general allowed to
be more complicated. In this work, we study only ‖C∗‖4
as a test of self-averaging in ‖C∗‖.
To forestall questions of whether these correlations are
sub-leading, we note that
0 ≤ −1
2
∑
i 6=j
〈ηiηj〉 〈ηiηj〉 ≤ N
2
(45)
for any density matrix, not just a thermal density matrix
of a free Majorana Hamiltonian. To see this, notice that
Mij = 〈ηiηj〉 − δij
2
(46)
is an antisymmetric Hermitian matrix by the properties
of the Majorana operators. So there must be Φ˜ ∈ O(N)
such that
M = Φ˜
(
k∑
µ
imµe
µ
)
Φ˜t (47)
and defining the new cannonical Majoranas
ξ˜i =
N∑
ij
Φ˜ijηj (48)
we find
|mµ| =
∣∣∣〈ξ˜2µ−1ξ˜2µ〉∣∣∣ ≤ 1 (49)
implying
−1
2
∑
i 6=j
〈ηiηj〉 〈ηiηj〉 =
k∑
µ
m2µ ≤
N
2
(50)
Since the minimum is attained by a pure state at T =
0, we have
‖C∗‖2
∣∣∣
T=0
=
N
2
(51)
for every disorder realization. So, this implies that
‖C∗‖2
∣∣∣
T=0
=
N
2
(52)
and ‖C∗‖2 saturates this bound at T = 0.
D. Large N scaling
Beyond this point, making further analytic progress
seems daunting, since we must exert some understanding
of the random symmetric real matrix L. L is not drawn
from any well studied matrix ensemble we are aware of,
rendering hope of this understanding slim. Some partial
progress and modest intuition can be developed about L’s
constituent parts, however, which can then be checked
numerically.
We begin with U , since the distribution of B is rela-
tively well understood. First, we can notice that B ⊗ B
is rank one with nonzero eigenvalue
λ⊗ = ‖B‖2 (53)
It is a trivial application of the central limit theorem to
see that√
N(N − 1)
3J2
(
N2
N(N − 1)λ⊗ −
J
2
)
d−→ N(0, 1) (54)
where N(µ, σ) denotes a normally distributed random
variable with mean µ and variance σ2, so that in the
5large N limit, λ⊗ becomes narrowly distributed around
J/2.
Our understanding of BB is more limited, but some
can still be said without straining. Since the eigenvalues
of the tensor product of two operators are the product of
the eigenvalues of the operators, we find the bound for
the operator norm
‖B B‖op ≤ ‖B‖2op (55)
Since iB is drawn from a Hermitian Wigner matrix en-
semble, we have17
‖B‖op = O
(
1√
N
)
(56)
and so
‖B B‖op = O
(
1
N
)
(57)
Before synthesizing these results, we say what we can
about K. Unfortunately, this amounts entirely to con-
jecture that will be borne out in our numerical results.
K bears some resemblance to a sample from a symmetric
Wigner matrix ensemble, except for the fact that〈
eij ,Keik
〉
= 0 (58)
for every i, j and k. This violates the identical distribu-
tion assumption and prevents us from rigorously apply-
ing any of those results. Heuristically, however, we can
notice that there are
(
M
2
)
off diagonal elements and
only
(
N
3
)
of them are correlated. So, the proportion
of them that are correlated is(
N
3
)
(
M
2
) = O( 1
N
)
(59)
and it is perhaps reasonable to expect that we have
‖K‖op = O
(
1√
N
)
(60)
as we would were K actually drawn from a symmetric
Wigner distribution.
As to what this means for our minimization problem,
we have the simple eigenvalue bound
λm ≥ −‖K‖op − u ‖B B‖op − uΘ(u)λ⊗ (61)
giving
λm =
{
O(1) u > 0
O
(
1√
N
)
u ≤ 0 (62)
provided that our conjecture about the scaling of λK is
correct.
Assuming that where it is nonzero ‖C∗‖2 = O(N) (as
is suggested by Equation 51), we can use Equation 62 to
deduce the scaling of a few other quantities. Notably, we
find
E∗ =
{
O(N) u > 0
O(
√
N) u ≤ 0 (63)
which casts serious doubt on how well this approxima-
tion captures the T = 0 physics of the model for u ≤ 0,
since we expect an extensive (i.e. O(N)) ground state
energy for all u. This question will be discussed in more
detail in Section IV. Finally, we notice that the minimum
condition allows us to see
‖G∗‖2 =
{
O(N) u > 0
O(1) u ≤ 0 (64)
E. The Susceptibility and Heat Capacity
We also compute an approximation to the susceptibil-
ity and heat capacity within this framework. The details
of this computation are given in Appendix B. There, we
find that the susceptibility shows a singularity of the form
χ0 ∼ sgn(|λm| − T )|λm| − T (65)
We can compute a crude approximation to the average
of the susceptibility by simply integrating this expression
against the distribution of the lowest eigenvalue λm:
χ0 ∼
∫ ∞
−∞
sgn(|λm| − T )
|λm| − T p(λm)dλm (66)
which, combined with our expectation that p(λm) should
be supported on all of (0,∞) for finite N , yields an inte-
gral that does not exist. That is, we can conclude that
the disorder average for this approximation to the sus-
ceptibility does not exist at finite N .
Heuristically, one should perhaps think about this re-
sult in the reverse direction. At any given temperature,
there’s a finite probability of finding the transition tem-
perature of a disorder realization within any given small
region around the temperature of interest. Given the
strength of the singularity in the susceptibility, these
nearby transitions have large enough values of the sus-
ceptibility to prevent the average from converging at the
temperature of interest. It is perhaps illustrative to con-
sider circumstances under which this could fail to hap-
pen. If the singularities predicted in an individual disor-
der realization were less severe, say |T − |λm||−1/2, this
integral would converge and our heuristic would predict
finite disorder averages. There, we would be saved by the
fact that we do not have finite probability of finding the
transition precisely at the temperature of interest and
6the nearby transitions are not strongly enough singular
to make up for this fact.
We note in passing that this behavior is certainly an
artifact of our variational approximation. For finite N ,
the true free energy is analytic in the probe field defined
in Appendix B. We should perhaps have expected worse
behavior out of the susceptibility than our other quan-
tities of interest, since it is not controlled directly by a
variational principle like our other quantities of interest
(with the exception of the heat capacity). We also note
that its possible that a prediction of the susceptibility in
this framework might be salvageable with more careful
analysis, since λm self-averages at large N which appears
to superficially address the issue. A careful examination
of this approach and whether it can be accessed numer-
ically is outside the scope of the present work, however,
and we make no further inquiry into the susceptibility.
As for the heat capacity, the expression given in Equa-
tion B4 bears some investigation for any dangerous sin-
gularities given our experience with a similar expression
for the susceptibility. However, considering a Landau-
type expansion in small G near T = |λm| leaves one with
the expectation that
‖G∗‖ = O
(
(|λm| − T )1/2
)
(67)
as T → |λm|− so that counting powers of |λm| − T then
suggests that CV = O(1) in this limit. Numerically, we
see no evidence of a singularity in the heat capacity in
an individual disorder realization, though note a discon-
tinuity in the heat capacity at T = |λm|.
III. NUMERICAL RESULTS
To complement our analysis above, we numerically find
the minima of randomly generated samples of L to char-
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FIG. 1: Averages and mean squared errors for λm for
u = 0, together with fit line and limiting value.
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FIG. 2: Coefficient of N in ‖C∗‖2 regression for u = 0,
with error bars.
acterize the statistics of various quantities at the mini-
mum. All of our code was written in Python 2.7.14 us-
ing SciPy 1.0.0 and NumPy 1.14.0 and run on the CNSI
“Knot” cluster at UCSB. After a sample of L is gener-
ated, its minimum eigenvalue and the associated eigen-
vector are found using SciPy’s eigh function. The code
then searches for a minimum of Ft as a function of G us-
ing BFGS as implemented in SciPy’s minimize function,
starting with the temperature just below the minimum
eigenvalue and with an initial guess just away from the
origin in the direction of the minimum eigenvector of L.
After a minimum is found at a given temperature, the
code decreases the temperature by a predetermined step
and searches for the minimum starting at the previous
minimum. An exact value for the gradient with respect
to G is provided, as calculated in Appendix A. We choose
to minimize with respect to G rather than C to avoid
having to numerically enforce the eigenvalue constraint.
We of course study the quantities Ft∗, E∗, S∗ and CV .
To track some information about the minimizing state
and the resulting distribution, we also track ‖C∗‖2 and
‖G∗‖2.
To counteract the fact that we expect λm → 0 for
u ≤ 0, we rescale the model and study instead
L˜ =
{
2L u > 0
3
√
N
4 L u ≤ 0
(68)
This rescales all quantities with dimensions of energy
identically, so T˜ and G˜ are rescaled by the same fac-
tors. The factors of two exist to move the limiting value
of λm close to J as observed empirically. All N depen-
dencies given in this section will be given in terms of the
rescaled model, rather than the original model. Because
of our limited computational resources, we study only
three values of u, u = ±1 and u = 0. These values were
chosen with the expectation from Bi et al’s work and our
analysis so far that there are only two relevant regions
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| m| at N = 62
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FIG. 3: Coefficient of N in ‖G∗‖2 regression for u = 0,
with error bars.
of u, u ≤ 0 and u > 0 together with a modest degree of
hedging that the u = 0 case might conceivably be special.
We are interested in the leading order large N behavior
of our quantities of interest as a function of temperature.
However, only N ≤ 62 is numerically accessible to us
without considerable effort. Our numerical efforts pro-
duced 500 samples for N = 10 through N = 30 and a
steadily decreasing number of samples through N = 62
where we received only 12 samples. We sampled every
available N in this range, i.e. every even N . Conse-
quently, we must work just a little bit to extract informa-
tion about the large N limit with our available data. Our
analysis largely follows White18 with some trivial modifi-
cations, but we present the techniques here to ensure we
are clear about what we mean by each quantity and in
case the reader is unfamiliar. We will be concerned with
two questions for all of our quantities of interest: what is
the leading order behavior of their average and do they
exhibit self-averaging.
For the first question, consider some quantity y =
O(Nν). Largely we will be concerned with quantities
with ν = 1, with the exception of λm which has ν = 0.
We will attempt to fit our observations to a model of the
form
yi =
2∑
j=0
Nν−ji yf,j + i (69)
where i stands for the ith of n independent observations
at various N and i = yi − yi. As is standard for re-
gression problems, we phrase this in terms of matrices
as
Y = N Yf +  (70)
where Y is now a n× 1 vector of observations, N is our
n × 3 “design matrix” which contains the powers of N
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FIG. 4: Coefficient of N in ‖C∗‖2 for various u at low
temperature.
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FIG. 5: Coefficient of N in ‖G∗‖2 for various u at low
temperature.
we expect the averages to depend on and Yf is a 3 × 1
vector of our unknown fit parameters.
The critical difference between this situation and a
standard regression problem is that the variances of the
i are both unknown and expected not to be equal. Even
so, if we define the ordinary least squares estimator
Yˆf =
(
N tN
)−1
N tY (71)
and the variance estimator
Vˆ =
(
N tN
)−1
N tRˆN
(
N tN
)−1
(72)
Rˆij = δij
(
yi −
[
N Yˆf
]
i
)2
(73)
White18 shows that as the number of observations grows
Vˆ −1/2
(
Yˆf − Yf
)
d−→ N(0, I3) (74)
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FIG. 6: Coefficient of N in E∗ regression for u = 0,
with error bars.
Since one can observe that Vˆ = O(n−1), where n is the
number of observations, this shows that Yˆf is still a con-
sistent estimator for our fit parameters. This also allows
us to compute confidence intervals for these parameters
(albeit only asymptotically correct ones). All confidence
intervals quoted will be the 99% confidence windows un-
der the asymptotic distribution. We have not accounted
for multiple testing in our statistical procedure. Treated
carefully, this could be expected to widen our confidence
intervals by up to a factor of 5, depending on how exactly
we treated the asymptotic distribution in Equation 74.
This would not materially impact the conclusions pre-
sented below.
The question of self-averaging requires a modicum
more work, since we must be careful about what exactly
constitutes an observation of the variance. One could
imagine a number of ways to organize this information,
but we simply use all data points taken at a particular N
to construct an estimate of the variance at that N and
count this as a single observation of the variance. Since
y undergoes self averaging if y2 − y2 = O(N2ν−1) rather
than O(N2ν), we probe self-averaging by fitting our ob-
served values of the variance to N2ν through N2ν−3 and
reporting the leading order coefficient with 99% confi-
dence windows.
By this point, there is relatively little in the numerical
results that is a surprise, since we have already conjec-
tured all of our highest leverage results. The scalings
conjectured in Section II D are consistent with our ob-
served scalings in the rescaled model. Comfortingly, we
find that the fit to the data for λm gives for u = 1 that
λm → 0.99 ± 0.01, which is consistent with the limiting
value one would expect from assuming λ⊗ is the domi-
nant contribution to the large N limit and using Equa-
tion 54. In particular, our results strongly argue that our
scaling expectations for ‖C∗‖2 (FIG. 2) are correct, an
indication of glassy behavior in the model. We also note
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FIG. 7: Coefficient of N in S∗ regression for u = 0, with
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FIG. 8: Coefficient of N in CV regression for u = 0,
with error bars.
the consistency of the numerical results of these quanti-
ties with many of their known T = 0 limiting values.
Looking at our results as a whole, two broad trends
bear discussion first. The first of these themes is that
the results for u = −1 and u = 0 look nigh identical to
the human eye. One might have expected this given the
information on B  B presented in Section II D, since
this term is expected to be sub-leading relative to K.
One might also have expected this on the basis that pre-
vious study of this model indicates u ≤ 0 should all be a
single phase.9 A close inspection of the data for ‖C∗‖ at
u = 1, however, reveals a subtle feature at low tempera-
ture (FIG. 4) that is hard to conclusively make sense of
with the available data. We conjecture that this is due to
differences in the angular distribution (or eigenvalue dis-
tribution, if the reader prefers) of G∗, about which more
will be said in Section IV. This conjecture is supported
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u = 0, with confidence window.
by the presence of this feature in our data for S∗ and CV
along with the lack of any such feature in the data for
‖G∗‖2 and is consistent with the lack of this feature in
the data for E∗ and Ft∗.
On the second theme: we note a few regions in the plots
which almost certainly show finite size effects. The most
clear instance of this is the lack of an O(N) component
in the temperature range between the limiting value of∣∣λm∣∣ and the value of ∣∣λm∣∣ at our final N point, N = 62.
We have a strong expectation that this region of tem-
peratures should actually be in the ordered phase, but
samples of disorder realizations with |λm| greater than
the average value at N = 62 are quite rare at all of the
N points that we sample. This is perhaps more intuitive
upon looking at our fits of the observed λm (FIG. 1)
where one can notice that λm appears to self average
more rapidly than it converges to its limiting value. This
accounting is supported by the fact that the plots for
u = 1 show this feature much less strongly while λm ap-
pears to self average much more slowly for u = 1. For
similar reasons, we regard any dramatic features in the
fits in the region between the values of
∣∣λm∣∣ for N = 10
and N = 62 with a mild suspicion, as temperatures fur-
ther to the right of that region spend progressively more
of our sample artificially above the transition tempera-
ture.
One might reasonably rouse some suspicion towards
our statistical analysis on these grounds, since it does not
raise any red flags in the form of wider confidence inter-
vals in most of our quantities in these regions. However,
ultimately this is not so surprising since these finite size
effects represent “unknown unknowns” from the point of
view of the statistical techniques. Upon being presented
with a large number of data points which largely clus-
ter around a zero slope line, there is no statistical basis
to expect that the line might suddenly upturn at a later
data point or that our knowledge of the slope is likely
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to be imprecise. This is the problem of induction, not a
problem with our analysis.
Finally, before we move on to questions of self-
averaging, we briefly discuss the heat capacity (FIG. 8).
Unfortunately, our data is inconclusive as to whether the
average heat capacity will develop a singularity at the
limiting value of
∣∣λm∣∣ or simply reproduce the disconti-
nuity seen in individual disorder instances. This question
is ultimately governed by the N scaling of the T → |λm|−
limit of the heat capacity of each individual disorder re-
alization. We find this question rather inscrutable based
only on Equation B4 at present. This question might be
within the scope of additional numerical attacks of this
problem, with higher N and a finer gradation of temper-
ature points.
Our ability to make conclusive statements about self
averaging is somewhat weaker than our ability to address
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questions about the averages themselves, unfortunately.
We lay the blame here on the slower convergence of the
variance estimates of all of our quantities than that of
the estimates of their mean. Fortunately, the behavior
we do see in the variance estimates looks unambiguously
more like noise than signal. Largely, our standard confi-
dence interval includes 0, meaning that we can not reject
the hypothesis that these variances are zero with 99%
confidence. Even taking into account the fact that some
regions of the plots do put 0 outside of this confidence
interval and that a more modest confidence interval (e.g.
95%) would widen these regions, we still do not find com-
pelling evidence for a lack of self averaging in any of these
quantities. Two considerations lead us to this conclusion.
Firstly, we find that what estimates we do have for some
non-zero O(N2) component of the variance of some quan-
tity are largely orders of magnitude lower than the O(N2)
component of the square of the mean of this quantity, lay-
ing some of the blame at the feet of our inability to detect
the full cancellation of two large numbers. Secondly, the
behavior of these quantities where they are largest is in
many cases inconsistent with our physical or statistical
expectations. These estimates are occasionally negative,
which is impossible for any true leading-order contribu-
tion to a variance. Much of the action in these plots is
concentrated in the region near the transition, which we
have already flagged as a likely haven of finite size effects.
Many other regions of concern (e.g. low temperature in
FIG. 10) occur at temperatures where the fits of the av-
erages show sudden spikes in the size of the confidence
window, indicating that these might be driven by errors
or outliers.
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IV. DISCUSSION
For the u > 0 phase, we have reason to expect that
this approximation captures the properties of the time
reversal symmetry breaking phase quite well. In fact,
as u → ∞ and T = 0, the true ground state becomes
arbitrarily close to a state in our class of variational state
since (as noted by Bi et al9)
Hu = −1
2
 i
2
∑
ij
Bijηiηj
2 (75)
has a two-fold degenerate ground state spanned by a pair
of free Majorana ground states. Indeed, in this limit we
can see that G∗ → ±f(N)B so we expect that the dis-
tribution of G∗ ought to behave like that of Gaussian
random free Majoranas up to some scaling. This expec-
tation is borne out in what numerical results we have,
though as we noted we cannot actually fully characterize
the distribution of G∗ with the moments we have stud-
ied. One might express some surprise that G∗ = O(N)
while B = O(1) (in the sense of norms). However, this
is the scaling that one finds in the Gaussian random free
Majoranas (set to give an extensive free energy), so this
scaling is necessary to prevent the distribution of density
matrices from approaching infinite or zero temperature
in the N →∞ limit.
We take a moment to reconcile what might be an ap-
parent difference between our results and those of Bi et
al9, the presence of replica non-diagonal terms in this
model. While they find that they can ignore replica in-
dexes in their analysis, they also proceed by considering
the boson
b =
i
2
∑
ij
Bijηiηj (76)
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which the above argument suggests should behave like
〈G∗, C∗〉 in its disorder statistics, up to scaling. Using the
minimum condition, we can actually identify this quan-
tity with E∗, which self-averages around its first moment
according to our analysis. So, the boson should indeed
be replica diagonal at the saddle point, as they observed.
Assessing the implications for the replica index struc-
ture of the fermion Green’s function is somewhat harder,
however. One might recall Equation 43 and be tempted
to assume the saddle point value of the fermion Green’s
function is simply not actually replica diagonal. However,
this configuration corresponds to a phase that breaks
fermion parity, i.e. one that has
〈ηi〉2 6= 0 (77)
which is inconsistent with our observations in the present
work and existing observations by Bi et al. Returning
to our analogy with the Sherrington-Kirkpatrick model,
we expect that any glassy order suggested here should
be captured in the replica off-diagonal structure in the
fermion four point function. In Bi et al’s work, this
is completely determined by the saddle point value of
the two point function due ultimately to their choice of
Hubbard-Stratonovich decoupling. As outlined above,
the two point function alone cannot produce replica off-
diagonal physics without breaking fermion parity. Thus,
in order to capture this physics in the field theoretic
framework, one must re-examine how the 8-fermion inter-
action in the disorder-averaged replicated partition func-
tion is decoupled .
For u ≤ 0, these results are more a call to action than a
conclusive accounting. Since λm → 0 in this region of pa-
rameter space, we are left with the prediction of a phase
transition at T = 0 into a phase that breaks time rever-
sal symmetry and exhibits some glassy behavior. The
particulars of this story should be viewed with a healthy
dose of skepticism, since as noted in Section II D the vari-
ational ground state energy is sub-extensive (O(
√
N)) as
N → ∞. In particular, this precludes the variational
ground state from having an O(1) overlap with the true
ground state in this limit.
As an aside, this exposes of a curiosity of this analy-
sis that is perhaps worthy of discussion in its own right:
free fermion states are remarkably poor at capturing the
physics in this model outside of the u > 0 ordered state
despite the “average freedom” noted in Section I. One as-
pect of this is the low overlap of any free fermion ground
state with the true ground state at u ≤ 0 noted above.
To the extent that one is willing to interpret an SYK
ground state as a generic ground state of a Hamiltonian
composed only of interactions, this shows that such states
are usually orthogonal to free fermion ground states. We
can also see that in the high temperature phase (i.e. the
phase with the emergent conformal symmetry) ρt∗ self-
averages around ρt∗ = 2−N/2I. That is, in the large
N limit, the variational states become certain that they
can say precisely nothing about the ensemble of thermal
density matrices. One could perhaps argue in their favor
that they get the average right, since one can show that
an O(N) statistical symmetry of the form possessed by
this model forces ρ = 2−N/2I. Given that the ensemble
of ρt∗ must also possess this O(N) symmetry, however,
this doesn’t argue in their favor above any other O(N)
symmetric class of trial states.
Within the context of this analysis, we expect that
while the T = 0, u ≤ 0 phase may break time rever-
sal and exhibit some glassy behavior, it is unlikely to
be the same phase as the low temperature u > 0 phase.
One piece of evidence is actually the change in scaling of
the ground state energy, since this is a rather dramatic
change between these two regions of parameter space. We
also notice that two O(N) symmetric distributions for G
with ‖G‖4 = (‖G‖2)2 need not have the same distribu-
tion, in contrast with the case for an O(N) symmetric
distribution for an O(N) vector. This is related to the
fact mentioned in Section II C that the O(N) symmetry
begins to fail to constrain the moments of G (or C) to a
single scalar starting at the fourth moment. Ultimately,
this is due to the fact that the action of O(N) cannot
affect the eigenvalues of G beyond permutation.
With this in mind, reviewing the absence of the low
temperature feature seen in ‖C∗‖2 (FIG. 4) for u = 1
from the graphs for u = 0 and u = −1 suggests quite
strongly that we are seeing distinct distributions of eigen-
values in the T → 0 limit of G∗. Since the graphs of
‖G∗‖2 (FIG. 5) all appear roughly identical and to have
converged to their T → 0 limit by the time the feature
is present in u = 1, this feature cannot be due to shifts
in the overall size of G∗ as a function of temperature.
Rather, it suggests that there are some eigenvalues of G∗
in the u = 1 case that are typically lower than in the
u = 0 and u = −1 case and so are “frozen out” only
at lower temperatures. We should be cautious, however,
about interpreting this difference as certainly indicating
a difference between the N → ∞ limits of these distri-
butions, however, since there are also finite size differ-
ences between the two cases. Notably: the u = 1 case
self-averages more slowly, due to the smaller number of
components of B relative to J .
In sum, our results represent a tantalizing glimpse into
the low temperature physics of the SYK model. We hope
that they spark further investigations of the low temper-
ature physics of this model and inform explorations of
the non-analyticity predicted at T = 0 by the replica
calculation.
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Appendix A: Derivatives of the Trial Free Energy
Our strategy for computing the necessary derivatives
will be extending these functions from functions of an-
tisymmetric matrices (thought of as purely imaginary
Hermitian matrices) to all Hermitian matrices, using this
extension to diagonalize the argument to ease our com-
putation and then restricting the resulting derivatives to
act only on antisymmetric matrices. We set our nota-
tion to ease determining the domain of any formulas.
While we use the notations of ∇ and Hess for the first
two derivatives of functions on A to match the notions
on RM , we will denote the directional derivative of the
function f(X) of a Hermitian matrix X at a point X in
the directions {Bi} by
Dnf(X; {Bi}) =
(
n∏
i
∂
∂i
)
f
(
X +
n∑
i
iBi
)∣∣∣∣∣
i=0
(A1)
where Dnf(X; {Bi}) of course takes values in the same
space that f does (typically, for our purposes, R or hermi-
tian matrices.) In this context, Df is our notation for the
gradient of a scalar function (using the modification of
the standard inner product on Hermitian matrices which
restricts to the inner product given in Equation 32):
1
2
Tr
[
Df(X)Y †
]
= Df(X;Y ) (A2)
If f takes values among Hermitian matrices instead, Df
will refer to its Jacobian
Df(Y )Z = Df(Y ;Z) (A3)
Similarly, we write D2f to mean the Hessian of a scalar
function. That is, D2f = D(Df).
There is a natural action of Θ ∈ U(N) on all Hermitian
matrices by
R(Θ)(X) = ΘXΘ† (A4)
Many of our functions will be invariant under this action,
so we notice that if f(R(Θ)X) = f(X) then we have
Dnf(R(Θ)X; {Bi}) = Dnf(X; {R(Θ†)Bi}) (A5)
Our final ingredient will be a method for taking deriva-
tives of functions defined by Equation 23. For this, we
notice
D1X−1(X;B) = −X−1BX−1 (A6)
by using the product rule and linearity of scalar deriva-
tives applied to the equation XX−1 = I. Applying this
to a function of the form given in Equation 23 gives
D1f(X;B) =
1
2pii
∮
γ
f(z) (zI−X)−1B (zI−X)−1 dz
(A7)
We actually begin with derivatives of G , for reasons
which will gradually become clear. Using standard ma-
nipulations on free fermion Hamiltonians, we find
G = −T
2
(
N ln(2) + Tr
[
ln cosh
(
iG
T
)])
(A8)
Applying the chain rule, we can actually compute directly
with the above technique that for antisymmetric B
D1G (iG; iB) = −〈B,C(G)〉 (A9)
or
∇GG = −C (A10)
We can also compute from our knowledge of free fermions
that
〈Ht〉t = −〈G,C〉 (A11)
This gives
TS = 〈G,DGG 〉 − G (A12)
and, since we will see in a second that G is concave in G,
TS is the Legendre transform of G . Hence,
∇C(−TS) = G (A13)
justifying the non-trivial portion of Equation 37. We also
have
T HessC(S) = HessG(G )
−1 (A14)
allowing us to finish all the derivatives with respect to
C that we need once we compute HessG(G ). Utilizing
Equation A5, we find
HessG(G ) = R˜(Φ)PAR(E)D
2G (G˜)R(E†)P tAR˜(Φ
t)
(A15)
where PA is the projection from Hermitian matrices to
antisymmetric Hermitian matrices,
G˜ =
k⊕
µ
(
gµ 0
0 −gµ
)
(A16)
E =
1√
2
k⊕
µ
(
1 1
−i i
)
(A17)
R˜(Φ) = PAR(Φ)P
t
A (A18)
and Φ “diagonalizes” G in the sense of Section II A so
that
iG = R(Φ)R(E)G˜ (A19)
On a practical level, we only give formulas for
H = PAR(E)D
2G (G˜)R(E†)P tA (A20)
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and then recognize that
R˜(Φ) = Φ Φ (A21)
which is sufficient for all of our numerical purposes. Since
R˜(Φ) is orthogonal, this also allows us to fully character-
ize the eigenvalues of HessG(G ), which is sufficient for all
of our analytic arguments.
As for H, a computation using Equation 23 and Equa-
tion A6 gives that
D2G (G˜;X,Y ) = −1
2
∑
ij
XijYji
wi − wj
hi − hj (A22)
wi = (−1)i+1dd i2e (A23)
hi = (−1)i+1gd i2e (A24)⌈
i
2
⌉
=
{
i
2 i ∈ 2Z
i+1
2 else
(A25)
After an unpleasant calculation, we can use this to find
for µ 6= ν and i = 0 or 1
〈
e2µ−1+1,2ν−1+2 , He2µ−1+1,2ν−1+2
〉
= −D0µν −D1µν (A26)〈
e2µ−1+1,2ν−1+2 , He2µ−1,2ν−2)
〉
= −(−1)1+2(D0µν −D1µν) (A27)〈
e2µ−1,2µ, He2µ−1,2µ
〉
= − 1
T cosh2
( gµ
T
) (A28)
where
Dµν =
tanh
( gµ
T
)− (−1) tanh ( gνT )
gµ − (−1)gν (A29)
and any matrix element left unmentioned is 0. We can
see that eµ is an eigenvector of H with eigenvalue
− 1
T cosh2
( gµ
T
) = − 1
T
1
1− d2µ
(A30)
The remaining non-zero matrix elements can be seen by
inspection to be block diagonal in the 2× 2 blocks(−D0µν −D1µν ±D0µν ∓D1µν
±D0µν ∓D1µν −D0µν −D1µν
)
(A31)
which have eigenvalues −D0µν and −D1µν , justifying
Equation 40 and implicitly completing all analysis of the
derivatives of the trial free energy with respect to C.
We need a few modest results about derivatives with
respect to G for Section III and Appendix B which we
give now. Using the chain rule, Equation A10 and Equa-
tion 37 we find
∇GFt = −HessG(G ) (L(C) +G) (A32)
which is sufficient for our numerical needs. In the next
section, we will also make use of the fact that
〈X,HessG(Ft)Y 〉 = 〈X, (HessG(G )LHessG(G )−HessG(G ))Y 〉 −D3G (iG; iX, iY, i(L(C) +G)) (A33)
which can be obtained by differentiating Equation A32
and making use of the product rule where applicable.
Appendix B: Specific Heat and Susceptibility
Calculations
For the heat capacity, we have
CV =
∂E∗
∂T
=
〈
LC∗,
∂C∗
∂T
〉
(B1)
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Using the chain rule and Equation A10 gives
∂C∗
∂T
= −HessG(G )∗
(
∂G∗
∂T
− G∗
T
)
(B2)
while differentiating the minimum condition (Equa-
tion 38) gives
L
(
∂C∗
∂T
)
= −∂G∗
∂T
(B3)
Putting these together, we have
CV =
〈
G∗,
1
T
Hess(G )∗ (LHess(G )∗ − I)−1G∗
〉
(B4)
For the susceptibility, we add a probe field
Hh = − i
2
∑
ij
hijηiηj (B5)
and take two derivatives
χ = HesshFt∗|h=0 (B6)
Since χ is a linear operator A → A , its disorder average
will be a multiple of the identity by Schur’s lemma:
χ = χ0I (B7)
where we have defined
χ0 =
1
M
Tr [χ] (B8)
Taking one derivative, we see by the chain rule
∇hFt∗ = C∗ + (DhG∗)t∇GFt∗ + (DhC∗)t h (B9)
where Dh refers to the Jacobian. Using the minimum
condition gives, comfortingly,
∇hFt∗|h=0 = C∗ (B10)
Using the minimum condition and chain rule again gives
HesshFt∗|h=0 = (DhG∗)t HessG (Ft)∗DhG∗ − 2 HessG(G )∗DhG∗ (B11)
At the minimum, Equation A33 becomes
HessG (Ft)∗ = HessG(G )LHessG(G )−HessG(G )
(B12)
Finally, we note that in the presence of h, the minimum
condition shifts to
L(C) +G+ h = 0 (B13)
Differentiating this with respect to h allows us to see
DhG∗ = (LHessG(G )∗ − I)−1 (B14)
which gives, in conjunction with Equation B11
χ0 = − 1
M
Tr
[
HessG(G )∗ (LHessG(G )∗ − I)−1
]
(B15)
This expression readily exhibits the promised singularity
at T = λm for each individual disorder instance.
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