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Catedrático de Universidad
Departamento de Sistemas F́ısicos,
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rable. Ha sido..., pues como es la vida, con sus alegŕıas y sus penas, y al igual
que con la vida, es algo que volveŕıa a repetir si tuviera que volver a elegir,
como ya hice hace años. En cada una de las dificultades, que no han sido
pocas, mis padres y mi hermana me han acompañado. Y no siempre se lo
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Resumen
En esta Memoria presentamos un estudio teórico del comportamiento in-
terfacial de cristales ĺıquidos nemáticos en presencia de sustratos microestruc-
turados constituidos por arreglos periódicos de canales con forma predetermi-
nada, y que localmente favorecen el anclaje homeotrópico del cristal ĺıquido.
Nos hemos centrado en tres topograf́ıas caracterizadas por la sección de cada
canal: el sustrato triangular, el sustrato almenado y el sustrato sinusoidal.
Este estudio se ha realizado en el marco de la teoŕıa elástica de Frank-Oseen
en campo medio, modificada para tener en cuenta la presencia de interfases y
singularidades del campo orientacional asociadas a la presencia del sustrato
y/o interfase isótropo-nemático. Además, se ha complementado dicho análisis
con simulaciones Monte Carlo de un modelo sencillo de fluido nematógeno en
contacto con los sustratos estructurados, aśı como la evaluación en la teoŕıa
de Landau-de Gennes de la contribución a la enerǵıa libre de los núcleos aso-
ciados a las singularidades del campo de orientaciones. Hemos analizado dos
tipos de fenomenoloǵıa interfacial: las transiciones de anclaje de un nemático
en contacto con el sustrato microestructurado y las transiciones de mojado
y rellenado por nemático cuando el sustrato está en contacto con el fluido
nematógeno en su fase isótropa. Respecto a las transiciones de anclaje, se
observa que la topograf́ıa del sustrato puede alterar el anclaje del nemático
lejos del sustrato, de manera que para sustratos poco rugosos el nemático se
orienta de manera perpendicular al plano de referencia del sustrato, mien-
tras que para sustratos más rugosos puede orientarse de manera paralela u
oblicua. La transición de anclaje entre estos estados interfaciales, que es de
primer orden, está determinada por la geometŕıa del sustrato para los casos
triangular y sinusoidal, pero en el caso almenado la situación es más compleja,
dependiendo de los detalles de la interacción sustrato-fluido. Finalmente, la
fenomenoloǵıa de mojado y rellenado muestra diferencias apreciables respec-
to al caso de fluidos simples. En particular, se han analizado para el sustrato
sinusoidal y almenado. En el primer caso, se ha obtenido el diagrama de fases
en función de la rugosidad y el periodo del sustrato, obteniéndose para los
periodos menores una estabilización de los estados de rellenado respecto a
los de mojado. Para el caso del sustrato almenado, se analiza la estabilidad
relativa de los distintos estados de rellenado y mojado que pueden aparecer,
de manera que, en general, el estado mojado simétrico es el más estable para
rugosidades pequeñas, el estado mojado asimétrico para rugosidades inter-
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v
4.3. Representación del campo de parámetro de orden S (código
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4.5. Representación del campo de parámetro de orden S (códi-
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rectas de regresiones logaŕıtmicas a las que se ajustan los datos
numéricos. Panel derecho: Gráfica de Fn,z frente a Rc. Los
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correspondencias que en la gráfica mayor. . . . . . . . . . . . . 81
vii
5.10. Comparación entre los valores de B(α,w) obtenidos mediante
la minimización del funcional del modelo de LdG [65] y los
resultados obtenidos en la Tesis. Śımbolos correspondientes
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jano α∞(h/l2 → ∞ como función de l1/l2. Inset: representa-
ción de la razón α∞(h/l2; l1/l2)/α∞(∞; l1/l2) como función de
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ra l1/l2 = 0.1 (ćırculos), 1 (cuadrados) y 10 (rombos). Panel
inferior: representación de la contribución de un núcleo co-
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Los cristales ĺıquidos, al menos en el ámbito cient́ıfico, son conocidos des-
de finales del siglo XIX. En concreto fueron observados por vez primera en
el laboratorio por el botánico austŕıaco Friedrich Reinidzer en 1888. Reinid-
zer observó que el benzoato de colestirilo, que es una sustancia derivada del
colesterol, sólida a temperatura ambiente, al ser calentada hasta el punto
de fusión, primero era un ĺıquido turbio, y al continuar calentando, perd́ıa
su turbidez. No era la primera vez que un cient́ıfico dedicado a las ciencias
biológicas descubŕıa un fenómeno que después acabaŕıa siendo estudiado en
el contexto de la f́ısica y la qúımica, en concreto de la mecánica estad́ıstica,
ya que en 1827 otro botánico y también biólogo, escocés en este caso, Robert
Brown, observó por primera vez el movimiento browniano, que casi ochen-
ta años después fue explicado teóricamente por Albert Einstein. Pronto se
identificaron más sustancias con el mismo comportamiento y se llegó a la
conclusión de que se deb́ıa a un nuevo estado de la materia, intermedio entre
el sólido y el ĺıquido. Debido a esto ya en 1889, Otto Lehmann, un f́ısico
alemán, acuñó el término cristal ĺıquido, que se sigue usando en la actuali-
dad. ¿Pero qué es un cristal ĺıquido? Bueno, hoy en d́ıa podemos entenderlos
como aquellos fluidos cuyas part́ıculas son muy anisótropas y que pueden
presentar, bajo ciertas condiciones, un mayor o menor orden. La forma más
básica de orden de un cristal ĺıquido (excluyendo el caso trivial del desor-
den, representado por la fase isótropa) es la fase nemática, en la que las
part́ıculas se orientan preferentemente en una dirección, aunque sin llegar a
haber orden posicional de largo alcance [1]. La palabra nemático proviene
del griego νηµατ (nemat), que significa hilo, nombre que es debido a las dis-
clinaciones [39, 50, 67, 68, 100], que son defectos topológicos filiformes, valga
la redundancia, que aparecen muchas veces en las fases nemáticas. Aunque
estas sustancias son más conocidas y estudiadas por sus aplicaciones tec-
nológicas desde hace años [80–82], están muy presentes en la naturaleza y
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se pueden encontrar sistemas biológicos que se organizan en fases de cris-
tal ĺıquido [58, 63], como los fosfoĺıpidos, los principales componentes de las
membranas celulares o las fibras de mielina, una lipoprotéına que forma parte
del recubrimiento de los axones de las neuronas. También aparecen fases de
cristal ĺıquido en los ácidos nucleicos, los polipéptidos, los carbohidratos, la
solución proteica que da lugar a la seda de araña o ciertos virus. En cuanto
a las aplicaciones tecnológicas, los cristales ĺıquidos aparecen en dispositi-
vos como calculadoras, monitores de ordenador, televisores, relojes digitales,
salpicaderos de coches, juguetes electrónicos, móviles, fotocopiadoras, pro-
yectores o las ventanas de información de estaciones y aeropuertos. Una de
las primeras aplicaciones tecnológicas se basa en la conocida como transición
de Freedericksz [1,7], en la que la aplicación de un campo eléctrico externo a
una fase nemática provoca una respuesta elástica en ésta, como consecuencia
de la reorientación que sufren las part́ıculas. De esta forma se puede controlar
el paso de la luz por un cristal ĺıquido usando campos eléctricos, que es la
base del funcionamiento de dispositivos biestables [38,40,44,51,57,59,83–85]
como los monitores de ordenador y, en general, de dispositivos LCD (liquid
crystal devices). También es una forma de medir las constantes elásticas aso-
ciadas a cada distorsión del campo nemático (esencialmente es el campo de
las orientaciones en cada punto de la fase nemática). El interés pues de la in-
vestigación de los cristales ĺıquidos en sus distintas fases ordenadas es grande,
tanto por el conocimiento en śı del comportamiento de un fluido complejo,
como por sus aplicaciones. Además de las fases ordenadas uniformes en el
volumen, es de interés conocer y saber controlar dichas fases. Una forma de
hacer esto, además del uso de campos eléctricos y magnéticos, es poner en
contacto el cristal ĺıquido con superficies, es decir, controlar el nemático de
forma mecánica [26–28,47–49,61,88–96]. Dichas superficies pueden controlar
la ordenación y hacer aparecer nuevas fases gracias a la competición entre
la respuesta elástica del sistema y la influencia que ejerce la superficie me-
diante la imposición de un anclaje [23–27, 39, 43–45, 54, 56, 64, 65, 98, 103],
e incluso llegar a la nucleación de defectos topológicos, tanto en la misma
superficie [32–34, 38, 40, 100] en contacto con el nemático, como en volu-
men. La respuesta elástica implicada es una nueva contribución energéti-
ca [25–27,39,42,44,54–56,62,64,65,67,98] no presente en el estudio de tran-
siciones en fluidos simples, y que se debe a las distorsiones en la orientación de
las part́ıculas, es decir es una enerǵıa de exceso de una textura no uniforme,
respecto de una uniforme. Mediante el uso de superficies se puede provo-
car una transición desde una fase nemática uniforme, propia de un volumen
aislado, hasta una gran diversidad de texturas que pueden ser controladas
a su vez, para provocar transiciones entre ellas. Este tipo de transiciones
son llamadas de anclaje [25–27, 39, 55, 57, 65, 98] y se deben enteramente a
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las condiciones impuestas sobre la superficie o sustrato. Además, cuando el
fluido nematógeno se encuentra en su fase isótropa, la presencia de sustra-
tos estructurados puede dar lugar a fenómenos de mojado por nemático y
otros relacionados, tales como la transición de rellenado. Esta fenomenoloǵıa
es mucho más compleja que la observada en fluidos simples, especialmente
cuando los sustratos están estructurados. Vemos pues, que la presencia de
superficies es fundamental en el entendimiento del comportamiento interfa-
cial de los cristales ĺıquidos y es de gran interés en microflúıdica entender
dicho comportamiento. En la industria microflúıdica se busca la miniaturiza-
ción de dispositivos que permitan tanto la śıntesis como el análisis qúımico,
tanto en aplicaciones industriales, como en la medicina o la bioloǵıa. Hoy
en d́ıa es posible producir superficies microestructuradas sólidas en escalas
que van desde el micrómetro al nanómetro [65], mediante técnicas de fotolito-
graf́ıa o deposición de vapor, con casi cualquier geometŕıa y periodicidad. Por
ejemplo, es posible, desde el punto de vista tecnológico, esculpir una dispo-
sición periódica de canales o almenas. También es posible disponer de forma
periódica una distribución de tiras con propiedades qúımicas distintas, que
impongan diversos anclajes de forma periódica. Esta capacidad para tratar
una superficie hasta dar lugar al sustrato deseado, permite además controlar
la nucleación de defectos. Estos son de gran interés, porque permiten, por
ejemplo, controlar el movimiento o atrapamiento de coloides en el seno de
una fase nemática [36, 37,60,71,86,87].
En esta Memoria presentaremos los resultados de la investigación sobre
el comportamiento interfacial de cristales ĺıquidos nemáticos en contacto con
sustratos microestructurados. La Tesis se organiza como sigue. En el Caṕıtu-
lo 2 introduciremos los modelos considerados en nuestro estudio. La meto-
doloǵıa general usada para este estudio se detallará en el Caṕıtulo 3. Los
Caṕıtulos 4-7 presentan los principales resultados de nuestra investigación.
En el Caṕıtulo 4 se obtiene la contribución de los núcleos de las singularida-
des en el campo de orientaciones dentro del modelo de Landau-de Gennes.
Los Caṕıtulos 5 y 6 tratan de las transiciones de anclaje de un nemático
en contacto con sustratos estructurados, desde la perspectiva del modelo de
Frank-Oseen en campo medio y mediante simulaciones de Monte Carlo, res-
pectivamente. Finalmente, en el Caṕıtulo 7 se analizará la fenomenoloǵıa de
mojado de estos fluidos con el modelo de Frank-Oseen en la aproximación de
campo medio. Las principales conclusiones de la investigación se detallan en
el Caṕıtulo 8.
4 CAPÍTULO 1. INTRODUCCIÓN
Caṕıtulo 2
Los modelos de Landau-de
Gennes y de Frank-Oseen
2.1. Parámetro de orden y director. El tensor
de orden Q
Nuestro sistema de estudio consiste en un fluido nematógeno que se en-
cuentra en contacto con sustratos estructurados. Las moléculas de un cristal
ĺıquido son anisótropas y, en nuestro caso, además, no son polares [35,73] ni
quirales, y pueden orientarse en una dirección preferente, pasando, en caso
de que esto suceda, a una situación en la que se distingue un mayor orden. Si
quiere caracterizarse el sistema, parece una elección natural elegir un vector
n que señale la dirección preferente, y que se llamaŕıa director [1,7]. Además,
hay que definir un parámetro de orden que mida el grado de orden orientacio-
nal que hay en el sistema, anulándose en la fase más desordenada por razones
de simetŕıa y siendo no nulo en las fases más ordenadas, aumentando su valor
conforme más ordenadas sean las fases y, por lo tanto, más simetŕıas se vean
rotas [7]. En este trabajo solo se considerará la aparición de un orden orien-
tacional, correspondiente a la fase de cristal ĺıquido denominada nemática.
Dado que el sentido de las moléculas al orientarse no es importante, sino
solamente la dirección en que lo hacen, la dirección del director es lo único
relevante, por lo que se impone que n = −n. Pero el único vector que cumple
esto último es el vector nulo, por lo que más que imponer aquella igualdad, es
mejor pensar simplemente que las situaciones n y −n son f́ısicamente equi-
valentes. Sin abandonar ni mucho menos el concepto de director a la hora de
describir un cristal ĺıquido, seŕıa mejor buscar otro ente matemático que no
se viese afectado por una inversión, y este objeto es un tensor de orden dos.
Ambos, el director y el tensor, estarán relacionados, como veremos en breve.
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Para definir al parámetro de orden y al director y, de paso, obtener su
relación, se puede seguir el razonamiento hecho en la Ref. [1]. Pensemos,
pues, que la orientación de cualquier part́ıcula de un cristal ĺıquido viene
dada por un par de ángulos θ y φ en un sistema de coordenadas esféricas. Sin
pérdida de generalidad, consideremos que una de esas part́ıculas se encuentra
situada en el origen del sistema de referencia, y que el director está orientado
en la dirección del eje Z, por lo que la coordenada radial tiene un valor
constante y el ángulo θ es el formado por el vector de orientación de la
part́ıcula, u, y el director. Si además suponemos que el cristal ĺıquido es
uniaxial, como siempre lo será en esta Tesis, tenemos que sólo es necesario
uno de los dos ángulos, pues la part́ıcula posee simetŕıa de revolución. Nos
quedamos entonces con θ, pues para φ hay simetŕıa y es una coordenada
ignorable [2, 3], y definimos la probabilidad de encontrar a la part́ıcula con
una orientación comprendida entre θ y θ+ dθ y φ y φ+ dφ de forma que sea
proporcional a ρ(θ) sen θdθdφ. Dado que sólo es importante la orientación de
la part́ıcula, no el sentido a lo largo de su eje de revolución, se debe cumplir
que ρ(θ) = ρ(π−θ), lo que asegura la equivalencia f́ısica entre las situaciones
n y −n. Con estas condiciones, y tratándose de un problema esférico, la






en el que Pn es el polinomio de Legendre de orden n y An es el coeficiente






ρ(θ)Pn(cos θ)d(cos θ) (2.2)
Puesto que ρ(θ) = ρ(π−θ), los coeficientes impares A2n+1 (n = 0, 1, 2, ...)
son nulos. En general, es suficiente tomar los dos primeros términos del desa-











siendo C la constante de normalización que corresponda a la distribución
ρ(θ). Para n = 2, P2(cos θ) =
1
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Se define el parámetro de orden nemático como S = 〈P2〉. Supongamos
que la distribución ρ(θ) es muy aguda alrededor de un valor [10]. En ese caso
cualquier valor medio de una función,
∫ 1
−1 ρ(θ)f(θ)d cos(θ), que se calcule,
admite la aproximación de tomar la función en aquel valor alrededor del cual
la distribución es aguda [10]. Teniendo en cuenta que 0 < θ < π, imaginemos
que ρ es muy aguda alrededor de θ = π
2
, entonces cos2 θ = 0 y S = −1
2
.
Si ρ es muy aguda alrededor de θ = 0 o, lo que es f́ısicamente equivalente,
de θ = π, entonces cos2 θ = 1 y S = 1. Y si las part́ıculas se orientan
aleatoriamente cubriendo todas las direcciones, por lo que no hay ningún
valor de θ destacado, ρ(θ) estaŕıa uniformemente distribuida, por lo que seŕıa
constante y el valor medio de P2 se calculaŕıa de forma trivial como S = 0.
Con esto se ve que S puede dar cuenta de los estados isótropo, con S = 0;
nemático cuyo valor extremo seŕıa S = 1, en el que habŕıa un ordenamiento
perfecto en la dirección del director; y un estado planar aleatorio el que las
part́ıculas estaŕıan ordenadas en el plano perpendicular al director y cuyo
valor extremo seŕıa S = −1
2
[9].
Sin embargo, S no es el parámetro de orden que buscamos, puesto que
es un escalar y por lo que hemos discutido anteriormente necesitamos que
incorpore información sobre la orientación preferencial de la fase nemática.





(3 cos2 θ − 1) = 1
2
(3(n · u)2 − 1) (2.5)
Como P2 es un polinomio cuadrático y dado que n · u = niui (usando el
criterio de suma de Einstein), entonces (n · u)2 = niuinjuj = ninjuiuj. Por
otro lado, 1 = δijuiuj , por lo que P2 =
1
2











u. A partir de esto definimos el parámetro
de orden Q como el tensor de segundo orden con componentes Qij = SQ
′
ij ,
conteniendo tanto al parámetro de orden escalar S como al director. Luego Q
es un buen parámetro de orden para describir un cristal ĺıquido uniaxial tanto
en su fase isótropa (tener en cuenta que n no está definido en esta fase al no
haber, por definición, dirección preferente a lo largo de la cual se orientan
las moléculas), como en la nemática. Además, sin pérdida de generalidad, y
volviendo a la relación con el director, tomemos éste en la dirección del eje
Z (y por sencillez en el sentido positivo, aunque esto no sea relevante para
el director), es decir, nT = (0, 0, 1). Dado que el cristal ĺıquido es uniaxial,
no son relevantes las direcciones en el plano perpendicular al director, por lo
que el tensor queda en forma diagonal. Como se puede comprobar usando la
definición de Qij, tenemos que n corresponde al autovector asociado al mayor
autovalor de Q, que es S, y que los otros dos autovalores son iguales a −S
2
(es
decir, es un autovalor dos veces degenerado y siempre se podrán encontrar dos
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direcciones distintas y perpendiculares asociadas al mismo [6]). Notar que se
cumple, efectivamente, Tr(Q) = 0 y que Q es invariante bajo el intercambio
de ı́ndices, luego es simétrico. Pero además posee dos caracteŕısticas de las
que el director carece. La primera es que, como es trivial comprobar, es
invariante bajo la transformación n → −n. La segunda es que, al contener
S, que mide el grado de orden, es especialmente adecuado cuando en el
sistema hay inhomogeneidades o defectos (de los que hablaremos en breve).
En particular, estos últimos emergen de manera natural en modelos que usan
como parámetro de orden Q y no es necesario introducirlos ad hoc, como
ocurre en caso de que la descripción se haga usando el director. Esto se debe
a que en la singularidad del defecto, al igual que lo que ocurre en una fase
isótropa, no hay una orientación preferente de las moléculas.
El parámetro de orden se puede definir de forma más general cuando hay
que tener en cuenta la aparición de biaxialidad [1] (otra ventaja de Q frente





S(3ninj − δij) +
1
2
B(kikj − lilj) (2.6)
donde {n,k, l} forman un triedro ortonormal y B = 3
2
〈sen2 θ cos 2θ〉 es el
parámetro de biaxialidad que caracteriza el orden orientacional en el plano
perpendicular a n. En el caso de un cristal ĺıquido uniaxial B = 0.
2.2. Modelos de campo medio
De entre todos los modelos propuestos para describir un cristal ĺıquido,
en esta Tesis consideraremos dos: el modelo de Landau-de Gennes (LdG) y
el modelo de Frank-Oseen (FO). Ambos son modelos continuos, por lo que
prescinden de los aspectos microscópicos del sistema. En los dos casos se
propone un funcional del parámetro de orden correspondiente que da cuenta
del coste en enerǵıa libre de una configuración dada. A nivel de campo medio,
el perfil de parámetro de orden de equilibrio se obtiene minimizando dicho
funcional [1, 7].
2.2.1. El modelo de Landau-de Gennes
El modelo LdG es un modelo que toma como parámetro de orden el tensor
Q. Es especialmente útil si hay defectos topológicos presentes, en el sentido
de que estos surgen de forma natural. El problema es que es computacional-
mente costoso en cuanto se va más allá del caso homogéneio y se introducen
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influencias externas, como son paredes que induzcan un orden y modifiquen
el director, cosa que ocurre en esta Tesis [26, 27].
Para introducir el modelo de Landau-de Gennes consideremos la transi-
ción isótropo-nemático [1]. Desde un punto de vista experimental, se ve que
para una cierta temperatura Tc hay una discontinuidad en el parámetro de
orden, es decir, S es una función discontinua de la temperatura en Tc, lo que
implica que la transición es de primer orden. De manera análoga a como se
procede en la teoŕıa de Landau de transiciones de fase, se propone un desa-












donde A se toma de la forma A = a(T − T ∗) con a > 0. Por otro lado,
tanto B < 0 como C > 0 se consideran independientes de la temperatura.
En este desarrollo se tiene en cuenta que la densidad de enerǵıa libre es un
escalar, por lo que dicho desarrollo debe depender de los invariantes de Q
bajo rotaciones, que son Tr(Q) = 0, Tr(Q2) y Tr(Q3) [7].
En el caso de un nemático uniaxial, Tr(Q2) = 3
2
S2 y Tr(Q3) = 3
4
S3, por











Minimizando f se obtienen los valores de equilbrio S0 = 0 para la fase





para la fase nemática. Recordar que en el
estado isótropo la degeneración es máxima y anula todos los autovalores de
Q debido a que la traza es nula. Por otra parte, que haya un término de
la forma S3 no nulo cuyo signo sea negativo asegura, como se puede ver
en la gráfica 2.1, que la transición sea de primer orden. El término en S2
es directamente responsable de la transición isótropo nemático dado que
es el único dependiente de la temperatura a través de A. La temperatura
de transición Tc se obtiene cuando los estados isótropo y nemático tienen el
mismo valor de fb = 0, de donde Tc =
B2
24Ca
+T ∗. Por otro lado T ∗ corresponde
a la espinodal del estado isótropo.
En un nemático el director no tiene que ser uniforme. Esto se debe a
la presencia de paredes, campos eléctricos o magnéticos aplicados y demás
influencias externas. Es por esto por lo que se introduce una densidad de
enerǵıa elástica que dé cuenta de las deformaciones observadas en el director
al pasar de un punto a otro del nemático [1, 7].
Para ello se dota al parámetro de orden Q de un carácter local, es decir,
se considera que Q es función del vector de posición r y se considera una
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Figura 2.1: Densidad de enerǵıa libre en función del parámetro de orden para
distintas temperaturas (τ = 24a(T − T ∗)C/B2).
enerǵıa más general que en principio depende de Q y sus derivadas. Esto
lleva a una expresión de la densidad de enerǵıa elástica dentro del modelo











En esta Tesis consideraremos esta enerǵıa con sólo los dos primeros términos,
es decir, con L3 = 0. Como veremos más adelante, esta condición lleva a la
igualdad entre las constantes elásticas K1 y K3.
2.2.2. El modelo de Frank-Oseen
El modelo de Frank-Oseen [101, 102] es un modelo creado para describir
la enerǵıa elástica y toma como parámetro de orden el director, por lo que
hay que introducir ad hoc los defectos si estos aparecen [27]. Lo que se gana
entonces con el modelo de FO es una descripción más detallada del compor-
tamiento de la enerǵıa elástica, entre otros resultados que se expondrán más
adelante. Este modelo, puede considerarse una aproximación del modelo de
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LdG cuando de aquél se deduzca que Q vaŕıa sólo en su parte tensorial, ex-
presada a través del director, y prácticamente su parte escalar S se mantenga
constante. De hecho, en la Ref. [1] se señala que por debajo de la temperatu-
ra de transición isótropo-nemático, Tc, las fluctuaciones en S son pequeñas,
siendo más importantes las del director. Ambos modelos están pues relacio-
nados, pero además se puede encontrar una relación entre las descripciones
que hacen de las distorsiones elásticas, siempre y cuando se trate de un cristal
ĺıquido uniaxial, dado que, como se ha dicho anteriormente, el modelo de FO
realiza una descripción usando el director únicamente y esto no es suficiente
en el caso de biaxialidad no nula.
La teoŕıa de FO es un modelo macroscópico continuo de elasticidad gene-
ralizada. No vamos a hacer una presentación rigurosa de lo que es una teoŕıa
generalizada de la elasticidad [7], pero śı dar algunas nociones sobre la misma
con el fin de indicar el origen del modelo FO como teoŕıa elástica, más allá de
la visión del mismo como una aproximación, bajo ciertas condiciones, al mo-
delo LdG. Tendremos en todo momento presente la idea de Landau de que la
enerǵıa libre de un sistema (y su densidad de enerǵıa libre también) es una
función anaĺıtica del parámetro de orden, por lo que admitirá un desarrollo
en serie, en las cercańıas de la transición, en términos dependientes de dicho
parámetro. En una transición de fase desde una más desordenada a una más
ordenada, hay rupturas de simetŕıas propias de la fase más desordenada. Un
ejemplo, que atañe a esta Tesis por su temática, es la ruptura de la simetŕıa
de rotación que ocurre al pasar del estado isótropo a un estado nemático uni-
forme. Muchas veces, además, dicha ruptura de simetŕıa es continua, dado
que la propia simetŕıa lo es, es decir, hay infinitos estados ordenados equiva-
lentes entre ellos que, por lo tanto, pueden transformarse unos en otros. O
sea, que la ruptura puede llevar a cualquiera de esos estados sin preferencia
por ninguno de ellos (y proceder de un estado que es equivalente a otra canti-
dad infinita de estados, en particular si dicho estado es de una fase isótropa).
En el caso en el que se pasa del isótropo al nemático uniforme, la ruptura de
simetŕıa lleva a cualquier estado con una sola dirección del director para todo
el sistema, de modo que si se reorienta en bloque el sistema respecto a un eje
común para todo el sistema (no se trata de girar todas las part́ıculas el mis-
mo ángulo y cada una respecto a un eje, siendo todos paralelos entre śı), en
cualquiera de las direcciones del espacio, obtenemos un estado equivalente al
anterior. Dado que el número de orientaciones del espacio es infinito, tenemos
infinitos estados equivalentes por los que se puede pasar de forma continua
cambiando los valores de alguna variable también continua. Luego vemos que
en un desarrollo de fe los términos que aparezcan contendrán derivadas de
las componentes del director. Como además en un nemático se tiene que la
enerǵıa libre es invariante bajo las transformaciones n → −n y r → −r,
12 CAPÍTULO 2. LOS MODELOS DE LDG Y FO
Figura 2.2: Distorsiones elásticas de tipo (a) splay, (b) bend y (c) twist.
quedan excluidos los términos lineales en ∇ ·n, quedando en términos de los
cuadrados de las derivadas del director. Por todo esto la forma de la enerǵıa





Sobre esta forma propuesta se hacen una serie de consideraciones matemáti-
cas [1, 7] que permiten reducirla a la ya conocida para el modelo FO. Para
este modelo existen tres tipos de modos de deformación del orden orienta-
cional de un nemático en bulk, que denominaremos splay, twist [105–107] y
bend, tal y como muestra la figura 2.2
Asimismo, existe un modo de deformación orientacional sobre la frontera
del nemático que se denomina saddle-splay [15]. La densidad de enerǵıa libre
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en la que K1, K2 y K3 son las constantes de splay, twist y bend, respectiva-
mente y K24 es la constante de saddle-splay. El efecto de ésta última se anula
para anclaje homeotrópico, por lo que en general, la ignoramos en esta Tesis.
La conexión con el modelo de LdG se establece si se considera que S no
difiere del valor de bulk en todo el nemático, y además si los cambios t́ıpicos
de n se producen en una escala que sea muy grande comparada con el tamaño
t́ıpico molecular, o más precisamente con la longitud de coherencia ξ0 (que
es t́ıpicamente del tamaño molecular), es decir, si la variación de n es muy
pequeña a lo largo de una distancia del orden de la longitud de coherencia
ξo∇ ·n ≪ 1 [1]. Bajo estas condiciones, las relaciones entre las constantes de
ambos modelos son: K1 = K3 = 9S
2L1(2 + L2/L1)/4 (en general, K1 y K3
son muy parecidas cerca de la transición isótropo-nemático) yK2 = 9S
2L1/2,
para L3 = 0.
Hay otra aproximación en el modelo FO que también se suele hacer y
que se usa en esta Tesis: la aproximación de una constante, que consiste en
considerar que K1 = K2 = K3 = K. La densidad de enerǵıa elástica de









(∇ · n)2 + (∇× n)2
]
(2.12)
En esta aproximación K = 9
2
S2L1 (en la enerǵıa de LdG tomaŕıamos L2 =
L3 = 0).
2.2.3. Otros modelos de campo medio
Aqúı hacemos un resumen muy breve de algunas de las primeras teoŕıas
que usando la mecánica estad́ıstica trataban de explicar el comportamiento
de los cristales ĺıquidos. Éstas se centran en el fenómeno más evidente: la
transición isótropo-nemático. Aunque dichas teoŕıas son aproximaciones de
campo medio, tienen un carácter más microscópico que el modelo LdG.
La aproximación de Onsager [1,11], por ejemplo, consiste en suponer que
las únicas fuerzas relevantes en las interacciones entre part́ıculas son las de
repulsión (que se suponen infinitas) que impiden que se penetren unas a otras
(part́ıculas duras), por lo que bastaba con considerar la fracción de volumen
de las part́ıculas Φ = cπLR2 (las part́ıculas son cilindros de radio R y lon-
gitud L), siendo c la concentración de part́ıculas, que el sistema está muy
diluido Φ ≪ 1 y que los cilindros son muy largos L ≫ R. Usa un funcional
de enerǵıa libre para part́ıculas esféricas, es decir, completamente simétricas,
con un término que da cuenta de la variación de entroṕıa y otro término
que tiene en cuenta el volumen excluido. Onsager modificó dicho funcional
introduciendo una distribución angular de las orientaciones de las part́ıculas
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para poder usarlo con part́ıculas ciĺındricas altamente asimétricas, es decir,
part́ıculas cuyas razones entre las longitudes y los radios fueran muy grandes
L
R
≫ 1 (la distribución está normalizada por la concentración c). La minimi-
zación de dicho funcional respecto de la distribución angular predice tanto la
transición observada y, además, que es fuertemente de primer orden, aśı como
el valor del parámetro de orden, aunque muy sobreestimado, S ≈ 0.84 [1].
Que sea fuertemente de primer orden y la sobreestimación del valor de S
son hechos relacionados y tienen un mismo origen: la naturaleza del modelo
mismo. Este resultado es independiente de la temperatura, porque la mini-
mización se hace con una distribución angular de prueba, un ansatz, dada
la gran dificultad que supone la minimización del funcional. La función usa-
da tiene un parámetro independiente de la temperatura respecto del que se
hace la minimización, dando como resultado un parámetro de orden indepen-
diente de la temperatura. Por eso se suele decir, que el modelo de Onsager
es atérmico, pero pone en evidencia que sólo considerando la anisotroṕıa de
las moléculas ya tiene que existir una transición isótropo-nemático. Además,
hace una descripción muy exacta del estado isótropo, dado que en ese caso,
la distribución angular está uniformemente distribuida, proporcionando un
resultado exacto, siempre que el sistema esté muy diluido y que L
R
≫ 1. La
predicción de las fracciones de volumen, justo en la transición, para ambas
fases son: Φ = 4.5D
L
para la nemática y Φ = 3.3D
L
para la isótropa, con
D = 2R [1].
Otra aproximación es la de Flory [1, 11]. En este caso se trata de un
modelo de red en el que cada part́ıcula está descrita como un conjunto de
puntos de la red ocupados sin que tengan que ocupar todas las part́ıculas el
mismo número n de puntos, lo que da cuenta de una posible polidispersidad.
Este número hace, en esta aproximación, el mismo papel que la razón L
R
en la
aproximación de Onsager. Una part́ıcula que forme un ángulo distinto de 0 (o
π) con la red es representada por un grupo de pequeños conjuntos de puntos,
cada uno de ellos formando un ángulo 0 (o π) con la red. Este modelo, por
su propia naturaleza, considera de forma muy simple la distribución angular
de las part́ıculas, por lo que la descripción de la fase isótropa es pobre y
por lo mismo el valor predicho del parámetro de orden para la transición
isótropo-nemático está incluso más sobreestimado que en la aproximación de
Onsager [1]. La descripción de la fase nemática para S < 1 es aproximada,
sin embargo tiene la ventaja de poder hacer una descripción muy exacta de
un sistema de alta densidad y perfectamente ordenado, es decir, con S = 1,
porque en ese caso la función de partición puede ser calculada anaĺıticamente.
Además, śı pone de manifiesto que la transición existe, sólo teniendo en
cuenta, de forma impĺıcita, que las part́ıculas son anisótropas. Por lo tanto
las aproximaciones de Onsager y de Flory son exactas en ĺımites opuestos, por
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lo que se complementan. La predicción de las fracciones de volumen, justo en
la transición, para ambas fases son: Φ ≈ 12.5D
L
para la nemática y Φ ≈ 8D
L
para la isótropa, con D = 2R y L
D
≥ 10 [1]. Como podemos ver, en esta
aproximación los resultados tampoco presentan una dependencia respecto de
la temperatura.
El último modelo del que vamos a hablar es el de Maier-Saupe para cris-
tales ĺıquidos uniaxiales [1, 11]. En este modelo ya hay una dependencia con
la temperatura, aunque en el modelo original dicha dependencia no se con-
sideraba. Siguiendo, como con los anteriores modelos, con la presentación
de los mismos de de Gennes y Prost [1], estos señalan que la razón por la
que los anteriores son atérmicos es que el potencial de interacción que usa-
ban los anteriores es puramente repulsivo y además infinito. Por lo tanto
la forma de arreglar este problema es introducir un término que dé cuenta
de una interacción atractiva entre part́ıculas. Se introduce un funcional de
entalṕıa libre por part́ıcula (usan el potencial qúımico, fijando la presión y
la temperatura) en el que hay un término que da cuenta de las variaciones
de entroṕıa debido a la orientación de las part́ıculas y otro término que da
cuenta de las interacciones entre las part́ıculas, pero sin entrar en descripcio-
nes microscópicas. El uso de estos dos términos es análogo, como podemos
ver, a lo que se hace en el modelo de Onsager. Las moléculas, aunque se
consideran asimétricas, śı tienen simetŕıa de revolución y su distribución de
orientaciones depende de dos ángulos θ y φ. Originalmente el término que da
cuenta de las interacciones, que es de la forma
G = −1
2
U(p, T )S2 (2.13)
se supońıa enteramente debido a interacciones tipo van der Waals e indepen-
diente de la temperatura, pero posteriormente se introdujo una dependencia
respecto de T . Este modelo consigue, al igual que los anteriores, predecir
la transición isótropo-nemático y dar un valor del parámetro de orden. La
minimización del funcional respecto de la distribución de orientaciones nos
proporciona la forma de la propia distribución y la posibilidad de calcular el
parámetro de orden de forma autoconsistente. Para temperaturas inferiores
a la de transición Tc, el modelo predice que la fase nemática es estable. Para
temperaturas mayores a Tc predice que la fase isótropa es estable. Además,




de lo que se deduce que el valor de Tc puede cambiar si cambia U(Tc). El mo-
delo predice que S ≡ S(Tc) = 0.44, un valor mucho más cercano al aceptado
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hoy en d́ıa (S(Tc) = 0.4) y que la transición es de primer orden. Teniendo
en cuenta la relación 2.14 se tiene que a pesar de que el valor de Tc pueda
cambiar, la transición siempre se produce con el mismo valor de S.
Como vemos, la clave del modelo, que permite hacer una predicción mucho
mejor que las de los anteriores, es la introducción del término 2.13 [1].
2.3. Enerǵıa superficial
La presencia de superficies en contacto con un nemático introduce una
nueva enerǵıa a añadir en el sistema. Dicha presencia induce orden en las
cercańıas de las paredes, afectando tanto al parámetro de orden S, como
al campo de orientaciones. La fuerza con la que una superficie induce la
orientación del director y afecta al orden cerca de ella, en una visión alejada
de la escala microscópica, se llama anclaje w. Existen dos reǵımenes para éste:
el anclaje fuerte y el anclaje débil. Al mismo tiempo pueden distinguirse
otras formas de anclaje atendiendo a la orientación del director : anclaje
homeotrópico, o perpendicular a la superficie y anclaje planar, o paralelo
a la pared (que además puede ser o no degenerado), o cónico, si el sustrato
favorece que las moléculas del cristal ĺıquido formen un ángulo entre 0 y π
2
con
la normal a la superficie. Hay, pues, dos aspectos en el anclaje: la orientación
por un lado y la intensidad o fuerza del mismo por otro. En esta Tesis se
usa el anclaje homeotrópico fuerte en general, con algunos casos en el que el
planar es impuesto.
Vamos a introducir la densidad de enerǵıa de superficie en el modelo LdG
y a usarla con objeto de poder tener una expresión cuantitativa del concepto
de anclaje y la definición de la longitud de extrapolación [1,64]. Esta enerǵıa
penaliza las desviaciones de las orientaciones en una superficie respecto de la
orientación impuesta. En el modelo LdG la densidad de enerǵıa de superficie





donde Qs es el parámetro de orden tensorial favorecido por la superficie. En
problemas de mojado, en vez de esta expresión se usa su versión linealizada





con Qs = (3ν ⊗ ν − 1)/2 [65], donde ν es la normal a la superficie y w una
constante que indica la fuerza del anclaje. Como se puede ver, w contiene
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la intensidad del anclaje y la parte tensorial Tr(Q ·Qs), la orientacional.
Para desviaciones pequeñas de la orientación en la superficie respecto de la
impuesta [8] (como es el caso, porque usamos condiciones de anclaje fuerte) la
expresión anterior se aproxima a la conocida densidad de enerǵıa de Rapini-






donde ν(s) es el vector normal, hacia afuera, al sustrato en s. Recordemos que
lo dicho hasta ahora, es decir, los modelos continuos para las enerǵıas elástica
y superficial, es válido si la escala caracteŕıstica del sistema es mayor que la
longitud de coherencia ξ0, estando ésta t́ıpicamente en la escala molecular.
Una magnitud que permite caracterizar la competición entre la enerǵıa
elástica y la de una superficie en un nemático es la longitud de extrapola-
ción de Kléman-de Gennes [1], ξext. Gracias a ésta se puede establecer una
diferencia cuantitativa entre reǵımenes de anclaje fuerte y de anclaje débil.
La distancia de extrapolación se define de la forma ξext = K/w. Con esta
definición se tiene que el anclaje será fuerte cuando el efecto de la superficie
sea mayor que el elástico, es decir, cuando ξext ≪ 1 (damos por supuesto que
K y w son constantes reducidas) y débil en caso contrario. Tomando ξ0 pode-
mos interpretar el ĺımite de anclaje fuerte como aquél en el que se cumple la
condición ξext ∼ ξ0. Por el contrario, el ĺımite de anclaje débil seŕıa ξext ≫ ξ0.
Si esto último ocurre, ξext, en principio, puede ser del orden de la escala de
longitudes del sistema, λ y es importante tener esto en cuenta en los cálculos
pues, en ese caso, ya no estaŕıamos en el régimen de anclaje fuerte. En esta
Tesis, se puede dar la condición la condición ξext ≫ ξ0, pero siempre se tiene
que λ ≫ ξext. En ese caso, ξext se puede despreciar frente a λ y podemos
decir que el sistema se encuentra en el ĺımite de anclaje fuerte. Esto también
se refleja en las enerǵıas elástica y superficial. De la definición de longitud de
extrapolación se deduce que su valor da una idea de la importancia relativa
que tiene la enerǵıa elástica frente a la superficial y viceversa. Entre los re-
sultados de la Tesis se verá que la enerǵıa elástica, concretamente el término
dominante de la misma (que no es de tipo Berreman) depende de la escala
del sistema de forma logaŕıtmica, en tanto que la enerǵıa superficial depende
linealmente de la escala del sistema. Esto indica que para escalas grandes,
en particular, grandes frente a ξext, la enerǵıa superficial dominará sobre la
elástica, por lo que ésta es una forma de comprobar a posteriori que suponer
a priori el ĺımite de anclaje fuerte es correcto si λ ≫ ξext. De todas formas,
una justificación de que dicho ĺımite implica la condición λ ≫ ξext se puede
obtener considerando sistemas en los que las distorsiones orientacionales del
nemático se dan en el plano, de manera que el director viene caracterizado
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por un campo angular θ(r) [24, 25]: Tengamos en mente el modelo FO por
sencillez, aunque en principio nada nos impide usar el modelo LdG. Reescala-
mos el dominio con una longitud, por lo que todas las longitudes reescaladas
del sistema se comparan con la unidad; sea λ la longitud que sirva de factor
de escala. El reescalado es de la forma r∗ = r/λ y θ∗(r∗) = θ(r), por lo que
obtenemos un funcional de enerǵıa libre reescalado. Al minimizar el funcional
de FO, y suponiendo la aproximación de una constante elástica, obtenemos la
ecuación de Laplace en un dominio reescalado y sujeta a un potencial de an-
claje efectivo W ∗ = λW , también reescalado, sobre el sustrato (la condición
de contorno), que da como resultado la longitud de extrapolación reescalada
ξ∗ext = ξext/λ, que en el ĺımite de anclaje fuerte se puede despreciar porque
se cumple ξ∗ext ≪ 1, es decir, ξext/λ≪ 1, es decir, λ≫ ξext.
2.4. Defectos topológicos.
Los defectos topológicos son singularidades del campo director dentro
de una fase de cristal ĺıquido. Centrándonos en la fase nemática (también
aparecen defectos en fases más ordenadas y complejas, pero nosotros no las
consideramos), los defectos que se observan son disclinaciones, que están
determinados por las cargas topológicas que poseen. La carga topológica,
que en el caso de dos dimensiones, o en el caso de tres dimensiones, pero
habiendo simetŕıa traslacional en una de ellas, como ocurre en los sistemas
que se estudian en esta Tesis, se define a partir el ángulo θ recorrido por el
director cuando realiza un giro de 2π alrededor del defecto, con independencia









siend I la carga del defecto y φ el segmento del circuito cerrado que recorre
el director en su giro alrededor del defecto.
Los defectos para esta Tesis son fundamentales, por lo que en esta sec-
ción hablaremos brevemente sobre estos y su relación con el modelo FO.
Consideremos el modelo de FO bidimensional o tridimensional con simetŕıa
traslacional a lo largo de un eje (por ejemplo, el eje Z), y que el director
está en el plano XY , esto es, n = (− sen θ(r), cos θ(r), 0)T , siendo θ el campo
orientacional. En este caso, la minimización del funcional de FO lleva a la
ecuación de Laplace para el campo θ (∇2θ = 0). Al representar θ un ángu-
lo, en general será una función multivaluada [14], ya que al dar una vuelta
completa alrededor de cualquier punto su valor se incrementa en ±2π. Pero
además, y debido a la equivalencia de los estados con n y −n, soluciones que
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al dar una vuelta completa alrededor de un punto cambien en un múltiplo
impar de π también son permisibles. Es conocido que la ecuación de Laplace
admite soluciones singulares que tienen este comportamiento: θ = Iφ + θ0,
donde el ángulo φ es el ángulo que el vector posición del punto respecto al
origen forma con el eje X. Usando la definición Ec. (2.18), es fácil comprobar
que I es la carga topológica del defecto. Si θ cambia múltiplos de π en un
giro completo alrededor del origen, se tiene que estas disclinaciones deben
tener carga semientera En el origen el campo orientacional no está bien de-
finido, lo que introduce una singularidad situada en la posición del núcleo
del defecto, por lo que la presencia de disclinaciones modifica el dominio en
el que se resuelve la ecuación de Laplace. En este caso aparece, además, un
corte (si estamos usando el modelo FO) que introduce un salto θ de valor
2Iπ, al circundar el defecto, que tiene sentido matemático, pero no f́ısico,
debido, de nuevo, a la equivalencia entre n y −n y/o el carácter angular de
θ. Luego se introducen nuevas condiciones que contemplen esta situación y
que eviten tanto al corte, como al núcleo del defecto [27]. De esta manera se
evita la singularidad logaŕıtmica de la enerǵıa libre asociada a las distorsio-
nes elásticas cerca del núcleo del defecto. En este punto hay que mencionar
que las disclinaciones también se pueden observar en el marco del modelo
de LdG [32–34], pero en este caso el parámetro de orden tensorial Q es una
función regular en todo el espacio. Esta aparente contradicción se solventa
porque el orden nemático S decae a cero cuando nos acercamos al núcleo
del defecto, con una longitud caracteŕıstica de decaimiento que es del orden
de la longitud de coherencia. Por tanto, es completamente natural excluir en
la evaluación de la enerǵıa libre elástica en el marco del modelo de FO una
vecindad del núcleo del defecto, a la que, además, habrá que asignarle una
contribución de enerǵıa libre finita que hay que obtener con modelos más
detallados que el modelo de FO. Volveremos a este punto más adelante.
Finalmente, hay que mencionar que en el caso general tridimensional hay
diferencias [7]. Mediante técnicas de topoloǵıa [53] se puede mostrar que
las únicas disclinaciones estables que pueden aparecer tienen cargas ±1/2.
Además, aparecen defectos puntuales (hedgehogs), que pueden interpretarse
como el ĺımite de una disclinación circular cuando su radio tiende a cero.
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En este Caṕıtulo se describirán las diversas técnicas numéricas que se
han utilizado para el estudio de cristales ĺıquidos en presencia de sustratos
estructurados. Nos centraremos en la técnica del método de los elementos de
contorno, ya que su uso en este contexto es novedosa y hemos desarrollado
una nueva versión que tiene en cuenta la periodicidad del sustrato. También
se discutirá el uso de técnicas más familiares, tales como el método de los
elementos finitos. Finalmente, se discutirá la técnica de la transformación
conforme de Schwarz-Christoffel, que permite estudiar de manera anaĺıtica
[66] algunos casos relevantes para esta Tesis, y que nos permitirá comprobar
la bondad de nuestras aproximaciones numéricas dichos casos.
3.2. El método de los elementos de contorno
El método de los elementos de contorno (MEC), es un método de re-
solución de ecuaciones diferenciales parciales de tipo eĺıptica [20, 104]. Aún
pudiéndose hacer una introducción al mismo muy general y que abarcara
varios tipos de ecuaciones, nos limitaremos a hacer una descripción usando
la ecuación de Laplace, que es la que nos interesa resolver en esta tesis, y
en dos dimensiones, pues los sistemas a tratar en esta tesis poseen simetŕıa
traslacional a lo largo de una de las direcciones del espacio. En la tesis se usa
este método en su forma usual [20], pero también se hace una modificación
que se adapta a los sistemas periódicos que estudiamos y simplifica el coste
computacional del problema, pues nos permite restringir las condiciones de
contorno al sustrato, y, si fuera necesario, a una interfase. Como, además, las
condiciones que consideraremos son de anclaje fuerte, las condiciones son de
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22 CAPÍTULO 3. METODOLOGÍA
Dirichlet, por lo que, en conjunto, la simplificación del problema es grande.
3.2.1. Método general
Comenzaremos con la descripción general del método. Tomemos un domi-
nio, por sencillez, simplemente conexo R, aunque no es estrictamente necesa-
rio, cuya frontera, ∂R, es cerrada. Queremos resolver la ecuación de Laplace
en R sujeta a determinadas condiciones de contorno impuestas sobre ∂R.
Para esto, vamos a hacer uso de la segunda identidad de Green y de la fun-
ción de Green del espacio libre. Como los sistemas a tratar tienen simetŕıa
de traslación en la dirección de uno de los ejes (se consideran infinitos en la
dirección Z), tomamos por sencillez y sin pérdida de generalidad la función






ds′n · (v∇u− u∇v) (3.1)
Tomaremos la convención de que, si nada se indica, si la variable apare-
ce primada indica que toma valores en la frontera ∂R, y en caso contra-
rio toma valores en el interior del dominio R. Tomemos v = −G, sien-
do G(r,f) = 1
2π
ln |r − f | la función de Green en dos dimensiones y v la
solución fundamental de la ecuación de Laplace. Se tiene que G cumple
∇
2G(r,f) = δ(r − f), con r el vector de posición, f la posición de la
fuente, que, de momento, suponemos que se encuentra estrictamente en el
interior del dominio R. Teniendo en cuenta que ∇2u(r) = 0 y sustituyendo
en el primer miembro de la segunda identidad de Green (3.1) tenemos:
∫
R





ds′n · (v(r′,f)∇r′u(r′)− u(r′)∇r′v(r′,f)) (3.3)
Un aspecto importante a tener en cuenta es el origen del primer miembro
de esta ecuación integral. Éste procede de (3.2), en la que aparece una delta
de Dirac. La delta es par [5, 10] por lo que cumple δ(x) = δ(−x), que en
este caso implica que los puntos r y f son intercambiables, es decir, que el
punto en el que se calcula el efecto de la fuente y el punto en el que aquélla
se sitúa pueden cambiar sus papeles. Además, como supusimos que la fuente
se encontraba en el interior del dominio R, el punto en el que se calcula u y
que puede intercambiar su papel con la fuente, también se encuentra en el
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interior de R si queremos que (3.2) no sea nula. Con todo esto la ecuación




ds′n · (v(r′,f)∇r′u(r′)− u(r′)∇r′v(r′,f)) (3.4)
Por lo tanto, la ecuación (3.4) es la solución a la ecuación de Laplace para u
en cualquier punto que se encuentre estrictamente en el interior del dominio
R, no en la frontera. Los valores de v y de n ·∇v son conocidos en cualquier
punto (recordemos que v es solución de la ecuación de Laplace en el espacio
libre [20,27]), por lo que, en particular, son conocidos en la frontera ∂R. Por
otra parte, tanto u(r′), como n·∇r′u(r′) sólo serán conocidos si se especifican
sus valores en todos los puntos de la frontera. Pero esto no es posible a priori,
porque para que el problema de valores de contorno tenga sentido, sólo se
puede especificar en unos puntos el valor de u y en los restantes, el de n ·∇u.
Por lo tanto tenemos que la solución en el interior de R queda en términos
de variables cuyos valores no conocemos. Sin embargo formalmente tenemos
la solución en el interior de R en función de valores de la frontera, unos
conocidos y otros por conocer, lo que significa que si podemos encontrar
todos los valores en la frontera, automáticamente los conocemos en todo el
dominio R. Éste es el propósito del método de los elementos de contorno.
Para conseguirlo, necesitamos pues, tener una ecuación en la que todas las
incógnitas correspondan a valores que tome la función en la frontera. Para
ello se modificará la Ec. (3.4) cuando r esté en ∂R. Para ello, realizamos
la siguiente construcción. Tomemos un segmento AB, tan pequeño como se
quiera (de hecho, infinitesimalmente pequeño), que pertenezca al contorno y
contenga un punto r′T . El contorno no tiene que ser necesariamente suave,
es decir, r′T puede ser un vértice. Aceptemos que, en general, ∂R tenga un
vértice T en r′T . Supongamos que deformamos AB de tal modo que, r
′
T , pase
a ser, el centro de un arco de circunferencia ∂ǫ de radio ǫ, cuyos extremos,
A∗ y B∗ (que coinciden con A y B, respectivamente) se conectarán de forma
continua, pero no necesariamente suave, con el resto del contorno. Con esto
tenemos el nuevo dominio R∗ = R + C, siendo C el sector circular añadido,
con un nuevo contorno ∂R∗ = ∂R − AB + ∂ǫ. Lo hacemos de forma que el
punto r′T pertenezca al interior de R
∗ y no a su contorno ∂R∗ (ni quede fuera
del nuevo dominio R∗). En el punto A∗ la tangente al arco de circunferencia
forma con la horizontal un ángulo θ∗1 y en el punto B
∗ la tangente al arco de




θ∗i = θi , i = 1, 2 (3.5)
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siendo θ1 el ángulo que forma la tangente al contorno ∂R con la horizontal
en A y θ2 el ángulo que forma la tangente al contorno ∂R con la horizontal
en B. Con estas definiciones se tiene entonces que α = θ2 − θ1 es el ángulo
de apertura en el vértice T cuando A → B y ǫ → 0. Obviamente, si en T el
contorno fuera suave entonces se tendŕıa que α = π cuando A→ B y ǫ→ 0.
Tener en cuenta que ambos ĺımites son independientes y han de cumplirse
para que α esté definida.





ds′n · (v(r′,f)∇r′u(r′)− u(r′)∇r′v(r′,f)) =
∫
∂R−AB
ds′n · (v(r′,f)∇r′u(r′)− u(r′)∇r′v(r′,f)) +
∫
∂ǫ
ds′n · (v(r′,f)∇r′u(r′)− u(r′)∇r′v(r′,f)) (3.6)
donde se ha tenido en cuenta, para obtener el primer miembro, que∇2u(r) =
0, ∇2G(r, r′T ) = δ(r − r′T ) y v = −G.
Analicemos el segundo miembro. La primera integral, cuando A→ B es
∫
∂R
ds′n · (v(r′,f)∇r′u(r′)− u(r′)∇r′v(r′,f)) (3.7)
independientemente de ǫ. La segunda integral es más complicada. Ésta puede
expresarse de la forma:
∫
∂ǫ







Hay que tener en cuenta que v(r,f) = − 1
2π
ln |r − f | = − 1
2π
ln r siendo
r = |r − f | y que n · ∇r′v(r′,f) = − 12π n·urr , siendo ur el vector unitario
correspondiente a la coordenada polar r. Como el ángulo que forman n y ur
es nulo (véase Fig. 3.1), se tiene que n ·ur = 1. Luego n ·∇r′v(r′,f) = − 12πr .
Por lo tanto (3.8) queda de la forma:
∫
∂ǫ

















= S1 + S2 (3.9)
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Figura 3.1: Dominio inicial R y dominio modificado R∗.















ǫ ln ǫ(n ·∇r′u(r′))O(θ∗2 − θ∗1) (3.10)
donde se ha aplicado el teorema del valor medio [20] en su forma integral,
cumpliendo el punto O: O ∈ ∂ǫ y O ∈ [θ∗1, θ∗2]. Cuando A → B y ǫ → 0,
el punto O → T y hemos vuelto al contorno inicial ∂R al que T pertenece.
El valor de n · ∇r′u(r′) en T está acotado. Incluso en el caso de que T
sea un vértice, donde u será continua pero no necesariamente derivable, esta
condición seŕıa aplicable al estar acotadas sus derivadas a la izquierda y a la
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ǫ ln ǫ = 0 (3.11)
























donde se ha vuelto a aplicar el teorema del valor medio [katsikadelis] en su
forma integral (de nuevo O ∈ ∂ǫ y O ∈ [θ∗1, θ∗2]). Cuando A → B y ǫ → 0, el
punto O → T y hemos vuelto, una vez más, al contorno inicial ∂R al que T




























ds′n · (v(r′,f)∇r′u(r′)− u(r′)∇r′v(r′,f)) (3.15)
En el caso particular en el que el contorno sea suave en T , por lo que éste no






ds′n · (v(r′,f)∇r′u(r′)− u(r′)∇r′v(r′,f)) (3.16)
La ecuación (3.15) es la que buscábamos para poder obtener los valores de u y
de sus derivadas normales en el contorno ∂R. Una vez resuelta se puede usar
la Ec. (3.4) para obtener los valores de u en el interior de R, y sus derivadas
se obtienen derivando la expresión (3.15) [20] (se supone todo expresado en






























Como en cada punto de la frontera sólo puede ser especificado el valor de
u o los de sus derivadas normales, lo que buscamos resolviendo (3.15) son
los valores no especificados de u y de su derivadas. Dependiendo del tipo de
condiciones de contorno, podemos tener un problema de Dirichlet en el que
se conocen los valores de u, pero no de sus derivadas, en ∂R; un problema de
Neumann si lo que se conoce son los valores de las derivadas en cada punto
del contorno, pero no los valores de u; o un problema mixto en el que en unas
partes (un número finito de partes) de la frontera se especifican los valores
u y en otras los de las derivadas. El problema incluso puede complicarse un
poco más si es necesario usar condiciones de contorno periódicas, en el cual
no se conocen los valores ni de u, ni de sus derivadas, en ciertas secciones de
∂R, pero se imponen las condiciones que obligan a ser iguales los valores de
u y sus derivadas normales en puntos de distintas secciones de ∂R.
3.2.2. Discretización: elementos constantes
La ecuación (3.15) es una ecuación integral, que, en la práctica, no se
puede resolver de forma anaĺıtica [20, 104]. El método de elementos de con-
torno propone una forma de resolverla numéricamente. Lo que se hace, y
de ah́ı el nombre, es dividir el contorno en un número finito de elementos.
De esta manera la frontera, que en el caso de un dominio de dimensión dos
será una ĺınea. se aproxima por un conjunto de segmentos no necesariamente
rectos. En cada elemento se definen dos tipos de puntos: el nodo y los puntos
extremos. Los últimos son aquéllos que delimitan al elemento de contorno
(los vértices, si se trata de una frontera de dimensión superior o igual a dos).
El nodo es un punto en el que toma un valor una variable, sea conocida o
no. Se pueden elegir distintos tipos de elementos:
Elementos constantes, en los que los nodos se sitúan en el punto medio
de un segmento recto y los valores de u y de sus derivadas, conocidos
o no, son constantes e iguales a los que toman en los nodos.
Elementos lineales, que poseen dos nodos y que coinciden con los puntos
extremos del elemento, que también será un segmento recto, variando
linealmente los valores de u y de sus derivadas entre los de los nodos.
Elementos cuadráticos que no son rectos, sino arcos de parábola, en
los que hay tres nodos, dos de ellos coincidentes con los extremos del
elemento y el tercero generalmente en el punto medio.
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Por sencillez, en esta Tesis consideraremos la aproximación de elementos
constantes. Tomemos un dominio R de dos dimensión dos, cuya frontera ∂R
será entonces de dimensión uno, que se divide en N elementos constantes.
Estos se numeran en el sentido contrario al de las agujas del reloj. Al dis-
cretizar el contorno, también es necesario discretizar la ecuación (3.16) para




















donde ∂Rj es el elemento constante j sobre el que se realiza la integración, que
pertenece al contorno discretizado y en el que está el nodo j, cuya posición
es f ′j. uj(r
′
j) es el valor de u en el nodo j, cuya posición es r
′
j. cuya posición
es r′i. Finalmente v(r
′
i,f j) = −G(r′i,f j), es la solución fundamental cuya
fuente está en el nodo del elemento j situado en f j, y cuya influencia se
ejerce en el nodo del elemento i situado en r′i. Las derivadas se calculan en
el nodo del elemento j.
Como u y sus derivadas son constantes en cada elemento, se pueden ex-





























Tener en cuenta que ni v, ni sus derivadas se pueden extraer de las integrales
puesto que están definidas en el espacio libre, por lo que al calcular sus
valores en los puntos de un elemento, no se consideran constantes e iguales a
los valores que toman en el nodo de dicho elemento. Las integrales se calculan
en el elemento j para obtener el valor de ui en el elemento i, por lo que f j
vaŕıa a lo largo del elemento j, mientras que r′i permanece constante y los
valores de aquéllas son los llamados coeficientes de influencia que expresan las
contribuciones de uj(r
′
j) y de las derivadas normales qj(r
′
j) = n ·∇r′juj(r′j)
para obtener ui(r
′






























j) = 0 (3.23)









Ĥijuj = 0 (3.24)
Usando la delta de Kronecker [6] podemos simplificar más la ecuación de
modo que se reunan todos los términos en los que u aparezca, de manera
que quede incluido el término ui buscado cuando se esté calculando sobre
el elemento j = i. Hay que tener en cuenta que, aunque formalmente lo
que buscamos es ui, obviamente ésta no es la única incógnita. Por lo tanto
definimos:











Hijuj = 0 (3.26)
Consideremos condiciones de contorno de tipo mixto. Imaginemos que el
contorno esta dividido dos partes ∂R1 ∪ ∂R2. En ∂R1 las condiciones de
contorno son de Dirichlet desde el elemento 1 hasta el elemento N1 y en ∂R2
de Neumann desde el elemento N1+1 hasta el elemento N1+N2, por ejemplo.
En este caso hay muchos términos conocidos en (3.26) y podemos separarlos







Hijuj = bi (3.27)
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Las Ecs. (3.27) y (3.28) corresponden a un sistema de ecuaciones lineales,
para los que existen múltiples métodos de resolución computacional. Hay
que aclarar que estas dos ecuaciones son un ejemplo que, aunque bastante
general, no abarca todos los posibles casos que pueden darse. Por ejemplo
pueden considerarse condiciones periódicas o de Robin, dando lugar a ecua-
ciones distintas a la (3.27) y definiciones de bi distintas a la (3.28). Pero la
idea subyacente es la misma: reducir la ecuación integral Ec. (3.16) a un
sistema de ecuaciones lineales que al resolverlo nos permita conocer todos
los valores de u y de sus derivadas en el contorno discretizado. Para ello,
se aplican las condiciones de contorno adecuadas a la Ec. (3.26), que śı es
general, reordenando sus términos para identificar la matriz de coeficientes
y los términos independientes del sistema de ecuaciones lineales.
3.2.3. Método de los elementos de contorno para do-
minios semiinfinitos periódicos
Una vez establecido el método, vamos a introducir una modificación del
método de elementos de contorno que simplifica en gran medida los cálculos
necesarios para resolver la ecuación de Laplace en un dominio semiinfinito
que tiene periodicidad en una dirección. Como en la Tesis queremos estudiar
cristales ĺıquidos en contacto con sustratos microestructurados que tienen
una estructura periódica y donde se supone que el sistema posee simetŕıa
traslacional a lo largo de una de las direcciones, por lo que podemos tratar-
lo como un sistema bidimensional, esta versión del método de elementos de
contorno será especialmente adecuada para tratar estos sistemas. La modifi-
cación parte de usar una función de Green para el espacio libre que tenga en
cuenta dicha estructura periódica. Además, supondremos que lejos del sus-
trato el campo nemático y, por lo tanto, el de orientaciones, es uniforme, es
decir, u = cte. La idea, entonces, es encontrar la expresión del tipo (3.16) que
resulta con estas nuevas condiciones y aśı reducir el número de condiciones de
contorno necesarias para resolver el problema. En concreto, evitar el uso de
condiciones de contorno periódicas de una forma expĺıcita y también poder
obviar toda condición que no sea impuesta sobre el sustrato (y en ocasiones,
también sobre una posible interfase).
Para simplificar la notación y los cálculos, y como tratamos al sistema
como si tuviera dos dimensiones, usaremos directamente coordenadas car-
tesianas. Además, recordemos que el dominio R tiene ahora una pared es-
tructurada de forma periódica a lo largo del eje X. El periodo espacial lo
denotaremos por L. Partamos entonces de la solución fundamental v en el
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espacio libre, que recordemos que era:
v(r, r0) = −
1
2π
ln |r − r0| (3.29)
Nótese que v satisface la ecuación de Laplace excepto en r = r0. Dado que el
sistema es bidimensional, podemos tratar los puntos del plano como números








donde z = x + iy y z0 = x0 + ix0, siendo r = (x, y) y r0 = (x0, y0), y ℜ(z)
representa la parte real de z. La composición de v con una transformación
conforme ζ = g(z) da lugar a una nueva función que es también armónica,
esto es, satisface a la ecuación de Laplace [14]. Nuestra intención es encontrar
una transformación que tenga en cuenta el carácter periódico del sustrato.





donde el número de ondas q = 2π
L
, z = x + iy y ζ = u + iv. El módulo ζ se
obtiene como:























(cos iqy − cos qx) (3.33)
Finalmente, aplicando la identidad cos(a+ib) = cos(a) cosh(b)− i sen(a) senh(b),
la Ec. (3.32) queda de la siguiente manera
ζ ζ∗ = u2 + v2 =
1
2
(cosh qy − cos qx) (3.34)
Por tanto, la composición de v con ζ =
√
2 sen[q(z−z0)/2] da como resultado
v(r) = − 1
4π
ln (cosh q(y − y0) − cos q(x− x0)) (3.35)
Como podemos ver, esta función es armónica salvo en los puntos donde el
argumento del logaritmo se anula. Ello sólo ocurre cuando x = x0 + mL,
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con m = 0,±1,±2, . . ., e y = y0. Y, de nuevo, recordemos que se trata de la
solución fundamental que cumple v = −G [27]. Usaremos a partir de ahora G,
para de este modo evitar arrastrar el signo menos. La función G obtenida es
solución de la ecuación de Green en el espacio libre con condiciones periódicas
en el eje X
∇
2G(x, y; x0, y0) =
∞∑
n=−∞
δ(y − y0)δ(x− x0 − nL) (3.36)
G(x, y; x0, y0) = G(x+ nL, y; x0, y0) (3.37)
n ·∇G(x, y; x0, y0) = −n ·∇G(x+ nL, y; x0, y0) (3.38)
Recordemos que el problema original es la resolución de la ecuación de Lapla-
ce en un dominio semiinfinito con ciertas condiciones de contorno. Dado que
buscamos soluciones periódicas, restringiremos el estudio a una banda semi-
infinita de anchura L a lo largo del eje X (véase Fig. 3.2). Se considerarán
condiciones de contorno periódicas en las fronteras laterales. Finalmente, to-
maremos que u es constante cuando y → ∞. Por tanto, el problema a resolver
es el siguiente:
∇
2u(x, y) = 0 (3.39)
u(x, y) = u(x+ nL, y) (3.40)
n ·∇u(x, y) = −n ·∇u(x+ nL, y) (3.41)
u(x, y → ∞) = u∞ = cte (3.42)
Con todo esto ya podemos plantear el problema de encontrar u, hallando una
expresión general del tipo (3.16). Al igual que entonces, usamos la segunda
identidad de Green y el teorema de la divergencia:
∫
R
ds(u(x, y)∇2G(x, y; x0, y0)−G(x, y; x0, y0)∇2u(x, y)) =
∫
∂R
dsn · (u(x, y)∇G(x, y; x0, y0)−G(x, y; x0, y0)∇u(x, y)) (3.43)
Tomemos (x0, y0) ∈ R. Por tanto, Sustituyendo las Ecs. (3.36) y (3.39) en la
Ec. (3.43), se tiene que el primer miembro de (3.43) queda:
∫
R











dsu(x, y)δ(y − y0)δ(x− x0 − nL) = u(x0, y0) (3.44)














Figura 3.2: Esquema de la región R donde se resuelve la ecuación de Laplace
periódica con periodo L a lo largo del eje X. La altura H del dominio se hace
tender a infinito.
Por otra parte, de la Fig. 3.2 vemos que ∂R = C1 ∪C2 ∪C3 ∪C4. Aplicando
las condiciones de contorno periódicas Ecs. (3.37) y (3.40) se deduce que:
∫
C2




dsn · (u(x, y)∇G(x, y; x0, y0)−G(x, y; x0, y0)∇u(x, y)) = 0
Es decir, que la integral de ĺınea en Ec. (3.43) se reduce a los contornos C1
y C3. Como lo que queremos es una expresión que se reduzca a tener que
usar, únicamente, condidiones de contorno en el sustrato C1, analizaremos el
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comportamiento de la integral a lo largo de C3. Usando la Ec. (3.42):
∫
C3
dsn · (u(x, y)∇G(x, y; x0, y0)−G(x, y; x0, y0)∇u(x, y)) =
∫
C3
dsu(x, y)n ·∇G(x, y; x0, y0) (3.46)
donde la derivada normal de G es:




nx sen q(x− x0)
cosh q(y − y0)− cos q(x− x0)
+
ny senh q(y − y0)
cosh q(y − y0)− cos q(x− x0)
)
(3.47)
Como C3 está muy lejos de C1:




Por otra parte, si H ≫ L, es decir, están muy lejos del C1, se tiene por la





















dsn · (u(x, y)∇G(x, y; x0, y0)−
G(x, y; x0, y0)∇u(x, y)) (3.50)
El valor de u∞ es aún desconocido. Para obtenerlo, usaremos la Ec. (3.50)







dsn · (u(x, y)∇G(x, y; x0, y0 ≫ L)−
G(x, y; x0, y0 ≫ L)∇u(x, y)) (3.51)
Estudiemos las integrales del término de la derecha. Para ello, necesitamos
conocer G cuando y0 ≫ L. Como sabemos v = −G, tomamos la Ec. (3.35) y
obtenemos que, para y0 ≫ L e y ≪ y0:
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dsG(x, y; x0, y0)n ·∇u(x, y) ≈























ds′n ·∇u = 0 (3.54)
donde la segunda igualdad se obtiene teniendo en cuenta que las contribu-
ciones de C2 y C4 a la integral de ĺınea se cancelan por la periodicidad de u,
y que u→ u∞ cuando y → ∞. Por tanto, la primera integral del término de
la derecha de la Ec. (3.53) es nula.
Ahora estudiemos el primer término de la integral en la Ec. (3.51). To-
mando la Ec. (3.48) y teniendo en cuenta que y < y0:
∫
C1









ds u(x, y)ny (3.55)
Sustituyendo este resultado junto la Ec. (3.53) en la Ec. (3.51), ésta queda











ds u(x, y)ny (3.56)
Finalmente, sustituyendo la Ec. (3.56) en la Ec. (3.50), y teniendo en cuenta
que q = 2π
L










ds′ u(x′, y′)ny +
∫
C1
ds′n · (u(x′, y′)∇′G(x′, y′; x, y)−G(x′, y′; x, y)∇′u(x′, y′))(3.57)
donde (x, y) se encuentra en el interior de R. Sin embargo, debido a la perio-
dicidad de G a lo largo del eje X, u(x, y) también será periódica. Tal y como
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ocurŕıa en el caso general descrito en el apartado previo, esta expresión define
u si conocemos los valores de u y sus correspondientes derivadas normales
en C1, lo que simplifica la solución del problema respecto al caso general.
De nuevo y como pasaba con las Ecs. (3.15) y (3.16), tenemos una ecuación
que sólo incluye puntos de contorno y en la que podemos conocer en cada
punto bien u, bien su derivada normal, según las condiciones de contorno
que se apliquen. Como necesitamos ambas para obtener u, debemos usar un
procedimiento similar al usado en el caso general para obtener tanto u como
su derivada normal en cada punto del sustrato, por lo que, para una frontera












ds′ u(x′, y′)ny +
∫
C1
ds′n · (u(x′, y′)∇′G(x′, y′; x, y)−G(x′, y′; x, y)∇′u(x′, y′))(3.58)
La discretización de (3.58) es similar a la llevada ya a cabo con su versión













yj qj(x, y) L
el
j (3.59)
donde qj(x, y) = (nj ·∇uj(x, y)), yj es la coordenada y del nodo correspon-
diente al elemento j, y al tratarse de elementos constantes, tanto qj, como yj




















donde njy es la componente y del vector de orientación del elemento j, análogo
al vector de superficie del contorno original que se discretiza. Por tanto,
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con v definido ahora con la Ec. (3.35). Dependiendo del tipo de problema que
tengamos, tendremos como incógnitas a los valores de u, o a sus derivadas.
Procediendo de la misma manera que en el caso general, se reúnen los térmi-
nos conocidos en bi, dejando en el otro término las incognitas, con lo que nos
quedará un sistema de ecuaciones lineales. Una vez resuelto tendremos los
valores de u y de sus derivadas normales en el contorno discretizado. Final-
mente, para obtener los valores del interior, usamos la versión discretizada
de (3.57).
3.3. El método de los elementos finitos
El método de los elementos finitos es un método numérico de resolución
de ecuaciones diferenciales en derivadas parciales. La idea en la que se basa
es que en muchas ocasiones se puede encontrar un funcional cuyos valores
extremos corresponden a las soluciones de la ecuación diferencial buscada.
En otros casos no existe dicho funcional, en cuyo caso se busca una solución
aproximada a la forma débil asociada a la ecuación diferencial. En los ca-
sos que consideraremos, este funcional existe y corresponde al funcional de
enerǵıa libre asociado [22].
Un funcional se puede entender como una función de funciones, es decir,
como una generalización del concepto de función de varias variables [4]. To-
memos la función g(u) = g(u1, . . . , uD) y un ı́ndice i, que identifica a cada
variable u, considerando que hay una variable ui en cada punto de un domi-
nio cualquiera Ω, de manera que el vector u está determinado por los valores
de las ui en cada punto de dicho dominio. Ahora tomemos D → ∞, con lo
cual, formalmente, tendremos un cantidad infinita de variables ui. Entonces
la función g dependerá de todos los puntos del dominio a través de los valores
de cada ui. En dicho ĺımite, en vez de tener el vector u, lo que se tiene es
una función f(x), definida sobre una variable vectorial tal que x ∈ Ω. Aśı te-
nemos que g pasa a ser un funcional F [f ] que dependerá de las variables
independientes f(x1), f(x2), ... para todos los puntos x1,x2, ... ∈ Ω.
Introducimos ahora el concepto de derivada funcional. La definición de











(F [f (y) + hδ (y − x)]− F [f(y)]) (3.63)
siendo δ(x) la delta de Dirac. Se tiene que, análogamente al caso de las
funciones, la derivada funcional se anula en un mı́nimo, pero en vez de obtener
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el punto en el que una función alcanza el valor extremo (mı́nimo, por ejemplo)
lo que obtendremos será una ecuación diferencial. Por lo tanto, encontrar los
mı́nimos del funcional, es equivalente a resolver la ecuación diferencial.
En el desarrollo teórico del método el funcional termina siendo aproxima-
do por una función dependiente de unos coeficientes respecto de los que se
realizaŕıa una minimización. Y en la práctica, estos coeficientes se obtienen
al resolver un sistema de ecuaciones.
En esta Tesis el funcional es la enerǵıa libre superficial, tanto el funcional
de Landau-de Gennes, como el de Frank-Oseen. Para implementar el método
de los elementos finitos se utiliza, aprovechando que en estos dos modelos
las ecuaciones están asociadas a un funcional, el método de Ritz-Rayleigh,
que consiste en realizar la minimización del funcional en un subespacio del
espacio funcional de Banach [22] (normado y completo, de dimensión finita).
Para ello, ésta se expresa mediante combinaciones lineales de un conjunto de
funciones {Ni(x)}, llamadas funciones de forma nodales, que pertenecen al
subespacio en el que se realizará la minimización. La función solución de la
ecuación diferencial U(x) no pertenece necesariamente a dicho subespacio,
por lo que en principio este procedimiento nos dará una solución aproximada





donde los coeficientes ci toman valores arbitrarios. Como las funciones Ni
están tomadas de antemano, el funcional se convierte en una función de los
coeficientes ci. Los valores de dichos coeficientes que minimizan a F determi-
nan U y el problema variacional de minimización de un funcional se reduce a
la minimización de una función. Pero es más, el problema de minimización de
una función pasa a ser el problema de resolución de un sistema de ecuaciones,
en el que las incógnitas son las ci y cuyos valores, una vez hallados, permiten
conocer U .
En la implementación del método de elementos finitos es necesario des-
componer el dominio en porciones, creando un mallado e identificando cada
porción del mismo con los elementos. Esto se hizo con el programa BL2D,
que permite crear mallados adaptativos con uno inicial isótropo, en el que
todos los elementos son aproximadamente iguales y mediante iteraciones ir
adaptando sucesivamente los mallados para refinar el cálculo de la solución
alĺı dónde ésta vaŕıe de forma más brusca. En cada elemento se identifican
puntos llamados nodos, y a cada uno de estos nodos en los que el valor de
U no venga dado por las condiciones de contorno, le es asignada una fun-
ción de forma nodal. Supongamos que haya M de estos nodos. En cuanto
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Figura 3.3: Funciones de forma nodales. En rojo una función de forma ele-
mental
a las funciones de forma se les exige que sean linealmente independientes,
continuas y para operadores diferenciales de segundo orden, al menos con
derivada primera continua a trozos, de forma que el funcional pueda ser eva-
luado, aunque no pudiera serlo la ecuación expĺıcitamente (la forma débil o
funcional implica una derivada un orden inferior al de la ecuación o forma
fuerte). Además se exige que Ni valga uno en el nodo i y cero para el resto
de los nodos (véase Fig. 3.3). Aśı, el valor de la función ui = U(ri) es el valor
de ci en el nodo i.
Teniendo en cuenta todo lo anterior, estudiemos, en primer caso, el ca-
so de la ecuación de Laplace, que como se ha comentado anteriormente, es
la ecuación de Euler-Lagrange asociada a la minimización del funcional de
Frank-Oseen en dos dimensiones cuando K1 = K3. El problema que más nos
interesa es el que tiene condiciones de Dirichlet tanto homogéneas como inho-
mogéneas. En el caso de las inhomogéneas se puede reducir a las homogéneas
buscando una solución de la forma:
U(r) = u0(r) + uh(r) (3.65)
siendo u0 una función cualquiera que cumpla las condiciones de contorno
inhomogéneas y uh la que satisface condiciones de Dirichlet homogéneas.
Como u verifica la ecuación de Laplace se tiene que:
∇
2uh(r) = −∇2u0(r) (3.66)





donde la suma sobre s se refiere a los nodos en la frontera, us es el valor de
u(r) en los nodos de la frontera, dado por las condiciones de contorno, yNs(r)
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son las funciones de forma nodales asociadas a dichos nodos. Proponemos que





Aplicando el método de Ritz-Rayleigh, se obtiene un sistema de ecuaciones













dr (∇Ni) (∇Nj) (3.69)
donde se ha usado la fórmula de Green al integrar por partes y tenido en
cuenta que Ni = 0 en la frontera para i = 1, . . . ,M . Como Ni 6= 0 solamente
en los elementos que contienen al nodo i, las integrales sobre Ω se pueden
restringir a la región que resulta de la unión de esos elementos Rki , donde i
indica el nodo y k el elemento que contiene al nodo i. Por lo tanto el sistema



















Como en Rki las funciones de forma nodales Ni coinciden con las elementales
ni y, además, en R
k
i las únicas funciones de forma nodales Nj no nulas son
las de los nodos que pertenezcan a Rki se tiene de nuevo que Nj = nj , luego


























dr (∇ni) (∇nj) (3.72)









dr (∇Ni) (∇Nj) (3.73)
quedando entonces el sistema de ecuaciones lineales:
aijui = bi (3.74)
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En el caso del modelo de Landau-de Gennes, la ecuación diferencial que
satisface el campo parámetro de orden es no lineal. Por tanto, en este caso
la minimización del funcional requiere de técnicas numéricas, tales como el
método de los gradientes conjugados, descrito en el Apéndice B. El procedi-
miento a seguir es análogo al del caso anterior, con la diferencia de que ahora
los parámetros que hay que determinar son las componentes del tensor de
orden en cada nodo del mallado. Debido al carácter simétrico y sin traza de
Q, en general sólo hay que encontrar 5 de sus 9 componentes cartesianas. Si,
además, suponemos que el vector director está en el plano XY , entonces dos
de las componentes independientes son nulas, por lo que el tensor vendrá de-






donde Qi son los tensores de orden asociados a cada nodo del mallado y Ni
las funciones de forma, que tomaremos como funciones lineales a trozos. La
sustitución de este campo en el funcional de Landau-de Gennes lo convertiŕıa
en una función de 3M variables independientes, cuyo mı́nimo proporcionaria
el campo tensorial de orden de equilibrio.
3.4. La transformación de Schwarz-Christoffel
Finalmente, en algunos casos se puede obtener de manera anaĺıtica la
enerǵıa libre de un nemático en contacto con un sustrato estructurado en el
formalismo de Frank-Oseen usando una técnica de análisis complejo denomi-
nada transformación de Schwarz-Christoffel. La transformación o aplicación
de Schwarz-Christoffel es una transformación definida en el campo complejo,
de las denominadas conformes. Una transformación conforme w = f(z) en
un punto z′ del plano complejo Z es aquélla que conserva tanto la magnitud,
como el sentido del ángulo de intersección entre dos curvas cualesquiera que
se intersecan en z′. Si esto ocurre para todo punto de un dominio D, enton-
ces la transformación es conforme en todo ese dominio. Si la transformación
conserva la magnitud del ángulo, pero no necesariamente el sentido, se de-
nomina isogonal. Existe un teorema, que enunciamos sin demostración, que
dice que una función anaĺıtica definida en un dominio D será una aplicación
conforme si su derivada es no nula en todo punto del dominio [14].
Por otro lado también es útil tener presente el concepto de transformación
biuńıvoca (uno a uno). Si, dados dos puntos cualesquiera z1 y z2 de una
región R del campo complejo, la ecuación f(z1) = f(z2) implica que z1 = z2,
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entonces la transformación de R por la función w = f(z) es biuńıvoca. Si
al aplicar dicha transformación a todos los puntos de R del plano complejo
Z se obtiene otra región R′ del plano complejo W , entonces f transforma
biuńıvocamente R en R′. Al igual que antes, existe también en este caso un
teorema, que enunciamos sin demostración, que dice que si f es una función
anaĺıtica en un punto z′ y tal que su derivada en dicho punto es no nula,
entonces la transformación w = f(z) en la vecindad de z′ es biuńıvoca [14].
La aplicación de Schwarz-Christoffel z = f(w) se define como aquella
transformación que lleva el semiplano superior del plano complejo W al inte-
rior de un poĺıgono en el plano complejo Z y que lleva el eje real del planoW
a la frontera poligonal en el plano Z. En teoŕıa es invertible, es decir, una vez
conocida (lo cual suele ser la parte complicada) puede invertirse obteniéndo-
se con ello w = f(z). Esto en la práctica a menudo no es posible realizarlo
de manera anaĺıtica. Vamos a hacer una presentación intuitiva de la misma,
sin entrar en deducciones rigurosas. Para ello empecemos considerando la
siguiente transformación:
z = (w − u1)
α1
π , 0 < α1 < 2π (3.76)
que, en principio, no es conforme ni biuńıvoca precisamente en w = u1, puesto
que su derivada se anula o diverge en ese punto. Además consideramos que
ese punto está en el eje real u del plano W y tenemos en cuenta que la
Ec. (3.76) está definida por un corte de ramificación que comienza en u1 y
continúa por el semiplano inferior de W (luego tampoco es anaĺıtica en u1).




arg(w − u1) (3.77)
Si w está en el eje real y w > u1 tenemos que arg(w − u1) = 0, por lo que
según la Ec. (3.77) arg z = 0. Si w está en el eje real u y w < u1 tenemos que
arg(w− u1) = π, por lo que según la Ec. (3.77) arg z = π. Además si w = u1
entonces z = 0. Con estos tres datos deducimos que un segmento recto en el
eje u del planoW y que parte de u1 hacia la derecha de éste será transformado
por la Ec. (3.76) en un segmento recto situado en el semieje real positivo x
del plano Z y que parte del origen de este plano. En cuanto al otro caso,
tenemos que un segmento recto situado en el eje real u y que parta de u1
hacia la izquierda de éste se transformará en un segmento recto que parta del
origen del plano Z y formará un ángulo α1 con la parte positiva del eje x del
plano Z (véase la Fig. 3.4). O sea que la Ec. (3.76) transforma un segmento
situado en el eje real u del planoW y que pasa por u1 en un par de segmentos
que forman un ángulo α1 intersecándose en el origen del plano Z. Podemos
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Figura 3.4: Distintas transformaciones entre el plano W y el plano Z.
hacer un poco más general la Ec. (3.76) añadiendo un par de constantes de
tal forma que quede:
z = A(w − u1)
α1
π + B , 0 < α < 2π (3.78)
siendo A y B constantes complejas. Seguiremos teniendo el par de segmentos
que forman un ángulo α1 entre śı (véase la Fig. 3.4), pero tendremos algo más,
porque que si w = u1, entonces z = B, es decir, su efecto es desplazar el par
de segmentos en bloque desde el origen una cantidad |B| en la dirección dada
por el ángulo argB. Y en cuanto a A su efecto será girar los segmentos en
bloque un ángulo argA y cambiar el tamaño en bloque en una cantidad |A|.
O sea, que el efecto de B es una traslación en bloque y el de A un giro y una
homotecia, ambos, también en bloque. Luego si tenemos varios segmentos
rectos situados en el eje u del plano W , la transformación los llevará al plano
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Z formando un poĺıgono, de forma tal que los puntos del eje u tienen su
imagen en los vértices del poĺıgono en el plano Z e intersecarán formando
una serie de ángulos interiores. Tras todo esto, se toma la derivada primera
de la Ec. (3.78) respecto de w y se generaliza al caso de varios segmentos. Por
todo esto se propone el teorema que da lugar a la aplicación buscada [14]:
Teorema: La expresión que transforma el eje real u del plano W en
un poĺıgono del plano Z cuyos vértices y ángulos internos son z1, ..., zn y
α1, ..., αn, espectivamente es
dz
dw
= A(w − u1)
α1
π










−1 · · · (ζ − un)
αn
π
−1dζ + B (3.80)
Se puede demostrar que la aplicación transforma el semiplano superior del
planoW en el interior del poĺıgono en el plano Z (véase la Fig. 3.5). Además,
z1, ..., zn (y z1 < z2 < ... < zn recorriendo la frontera poligonal en el sentido
contrario al de las agujas del reloj) son las imágenes de u1, ..., un (y u1 < u2 <
... < un en el sentido positivo del eje u) y debe haber una correspondencia
biuńıvoca entre ambos conjuntos de puntos, que hay que suponer, para que
exista una correspondencia entre el semiplano superior de W y el interior del
poĺıgono en Z. Si uno de los puntos del eje u está en el infinito, entonces el
término que contiene a su imagen, sea ésta z∞, no aparece en las ecuaciones
(3.79) ni (3.80). Los papeles de A y de B siguen siendo los mismos. No se
especifica el ĺımite inferior de la Ec. (3.80), porque cualquier constante que
de ah́ı salga tiene el mismo papel que B y se puede acumular en ésta.
La aplicación funciona esencialmente igual que la Ec. (3.78). Despejando
dw de la Ec. (3.79) y tomando argumentos tenemos:
arg dz = argA+ (
α1
π
− 1) arg(w − u1) +
· · ·+ (αn
π
− 1) arg(w − un) + arg dw (3.81)
Tenemos que arg dw = 0 puesto que es el cambio infinitesimal de w al recorrer
el eje u en sentido positivo (desde −∞ hasta +∞), es decir, si dw = w2−w1
cuando w1 → w2 con w1 < w2, entonces arg dw = arg(w2 − w1) = 0. Como
todos los términos de la forma (w − ui) son negativos cuando avanzamos
hacia u1 desde su izquierda, por la Ec. (3.77) todos sus argumentos valen π,
permaneciendo constante el argumento de dz. Y si un argumento permanece
constante es porque se trata necesariamente de una recta o segmento recto,
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Figura 3.5: Trasformación del semiplano superior del plano W en el poĺıgono
del plano Z.
luego cuando avanzamos hacia u1 desde su izquierda en el planoW obtenemos
un segmento recto en el plano Z. Al pasar u1 quedándonos a la izquierda de
u2, el argumento de (w− u1) se anula por la Ec. (3.77), pero los argumentos
del resto de términos no cambian, siguen valiendo π. En cuanto al argumento
de dz, éste cambia en una cantidad igual a (α1
π
− 1)π = α1 − π, es decir, se
reduce en esa cantidad, o equivalentemente, aumenta en una cantidad igual a
la opuesta de aquélla π−α1, representando ésta última el ángulo exterior del
poĺıgono Z, que es, evidentemente, el suplementario del ángulo interior α1.
Conforme se sigue avanzando hacia u2 hasta superarlo y luego se continúa
hacia u3 y aśı hasta recorrer los n puntos del eje u cuyas imágenes son los n
vértices del poĺıgono de Z, se van generando los ángulos y segmentos rectos
que conforman dicho poĺıgono.
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Por otra parte, recordemos que la suma de los ángulos exteriores de to-
do poĺıgono cerrado es 2π, luego sumando todos los ángulos externos del
poĺıgono recién descrito tenemos:
(π − α1) + · · ·+ (π − αn) = 2π (3.82)
y ahora dividimos por π y multiplicamos por −1 llegando a:
α1
π
− 1 + · · ·+ αn
π
− 1 = −2 (3.83)
que es la relación que deben cumplir los exponentes de la aplicación para que
el eje u del plano W se transforme en un poĺıgono cerrado en el plano Z. Los
poĺıgonos abierto, obviamente no cumplen la Ec. (3.77), pero śı se consideran
casos ĺımites de los poĺıgonos cerrados [Spiegel-var-compleja]. Se pueden las
imágenes de tres puntos libremente para poĺıgonos cerrados, pero para los
abiertos una ya está elegida en el infinito; claro que poco importa dado que
el término correspondiente de las Ecs. (3.79) y (3.80) no aparece, luego en
los abiertos realmente se pueden elegir dos. Estas elecciones condicionan y
fijan las imágenes del resto de puntos.
Finalmente, notamos que, en principio, la Ec. (3.76) no era conforme en
ui pues su derivada se anulaba o diverǵıa ah́ı, y que además no era anaĺıtica,
pues se trataba de un punto de ramificación. Esto nos podŕıa hacer pensar
que la aplicación de Schwarz-Christoffel no es conforme en los puntos ui del
eje real u del planoW . Sin embargo, se puede demostrar [18] que es conforme
(y continua) en el interior del dominio.
Caṕıtulo 4
Contribución a la enerǵıa libre




Una de las contribuciones los defectos topologógicos y otras singularia-
dades en el campo de orientaciones a la enerǵıa libre del sistema es la que
corresponde a sus núcleos. Ésta no puede ser descrita por una teoŕıa elástica
del modelo de FO, porque la escala espacial en la que se aprecian cambios
en θ es mucho mayor que el tamaño t́ıpico de los núcleos de estas singula-
ridades, que es del orden de ξ0, de manera que en esta escala se tiene que
ξ0∇θ ≪ 1 [1]. Además, los núcleos de estas singularidades presentan un or-
den nemático que difiere del valor de volumen. Por tanto hay que recurrir
a una descripción más detallada para evaluarlos. En esta Tesis evaluaremos
la contribución a la enerǵıa libre de los núcleos de las singularidades del
campo de orientaciones usando el modelo de Landau-de Gennes. Conviene
recordar que, aunque el campo de orientaciones sea singular, el campo Q
es suave, mostrando variaciones cerca del defecto en la escala de ξ0. En la
literatura [1, 7, 26, 41] se suelen usar funciones prueba que, al sustituirlas en
el funcional de enerǵıa libre, dan una aproximación a estos valores. Sin em-
bargo, en esta Tesis mostraremos una metodoloǵıa que permite calcular estas
contribuciones de manera exacta dentro del modelo, tanto para disclinaciones
en la fase nemática como otras singularidades asociadas a la topograf́ıa del
sustrato o a la presencia de interfases.
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4.2. Metodoloǵıa
El funcional que vamos a resolver es el funcional de LdG en presencia
de sustratos, que tiene la forma FLdG =
∫
V dr (fb (Q) + fe (∂Q)) +
∫
S fs(Q),
donde las densidades de enerǵıa libre de volumen y elástica son, respectiva-
mente,












El término de volumen fb determina el parámetro de orden nemático de
volumen: S = 0 (fase isótropa) si τ = 24a(T − T ∗)c/b2 > 1, mientras que en







toda la Tesis siempre consideramos que las fases isótropa y nemática están
en coexistencia (salvo en los resultados de simulación), luego tomamos τ = 1.
El término elástico fe penaliza las distorsiones del campo orientacional. La
densidad de enerǵıa libre superficial se toma de la forma:
fs = −wTrQ ·Qs (4.3)
que se ha usado en la literatura para estudiar fenómenos de mojado por
cristales ĺıquidos [8,99]. Para la implementación numérica es conveniente usar
unidades reducidas. Si reescalamos las variables de la siguiente manera [23,
25,34]: Q̃ = 6cQ/b, las posiciones r̃ = r/ξ0, donde la longitud de correlación
ξ0 está definida ξ
2
0 = 8c(3L1 + 2L2)/b
2, F̃LdG = 242c3FLdG/ξ30b4, obtenemos
que F̃LdG =
∫
Ṽ(φ̃bulk + φ̃el)dṼ +
∫


















w̃Tr[Q̃ · Q̃surf ] (4.6)
donde τ es el parámetro de temperatura definido anteriormente, κ = L2/L1
es un parámtero adimensional elástico (κ > −3/2) y w̃ = 16wc/b2ξ0 es
la intensidad de anclaje adimensional. De aqúı en adelante usaremos estas
unidades reducidas, que por simplicidad se denotarán sin tilde. En estas
unidades, las constantes elásticas de splay y bend toman la expresión K1 =
K3 = K = (9/2)(2 + κ)/(3 + 2κ) [27, 65].
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Para obtener la contribución del núcleo de la singularidad a la enerǵıa
libre, minimizaremos el funcional de LdG en dominios de diferentes tamaños
con condiciones de contorno adecuadas, de manera que el núcleo de la sin-
gularidad se localice en una posición predeterminada, que sin pérdida de
generalidad se puede tomar en el origen. Consideraremos que hay invariancia
translacional a lo largo del eje Z, por lo que el problema se reduce de manera
efectiva a un sistema bidimensional en un dominio del plano XY . La elec-
ción de dominio y condiciones de contorno dependerá del tipo de singularidad
considerada, y se describirán en cada caso. En cualquier modo, la minimi-
zación del funcional se realiza usando una técnica de gradientes conjugados
aplicada al método de elementos finitos con mallados adaptativos, donde la
triangulación del dominio se refina en cada adaptación alĺı donde el campo
tensorial de orden presente más variación. De esta manera se pueden resolver
las diferentes escalas de longitud que puedan emerger en el problema [99]. El
número de adaptaciones también dependerá del problema a considerar.
A continuación pasamos a describir los distintos casos de singularidades
del campo de orientaciones que serán relevantes para esta Tesis. En primer
lugar, consideraremos las disclinaciones en el nemático. En segundo lugar,
consideraremos la contribución de la singularidad en el campo de orienta-
ciones asociada a una arista de un sustrato caracterizada por un ángulo de
apertura π − α (−π/2 < α < π). El tercer caso corresponde a una disclina-
ción de carga topológica ±1 nucleada sobre una interfase nemático-isótropo.
Finalmente, consideraremos la ĺınea triple sustrato-isótropo-nemático, que
también presenta, en general, una singularidad del campo de orientaciones.
4.3. Disclinaciones en el nemático
El caso más simple que trataremos es el de una disclinación aislada de
carga topoloógica I que puede tomar como valor +1/2 o −1/2. Para obtener
la contribución de enerǵıa libre asociada a sus núcleos, consideraremos domi-
nios circulares de radio Rc y centrados en el origen. Además, para localizar
el núcleo en el origen, elegimos condiciones de contorno de Dirichlet en la




(3n⊗ n− I) (4.7)
donde n = (cos θ, sen θ), con θ = Iφ, siendo φ el ángulo del vector posición
respecto al eje X, e I es el tensor identidad. Nótese que, de esta manera,
forzamos que S tome el valor de volumen Sb = 1 (en unidades reducidas),
y que el campo de orientaciones sea el correspondiente a una disclinación
de carga topológica I situada en el origen. De esta manera, y teniendo en
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Figura 4.1: Representación del campo de parámetro de orden S (código de
color) y director nemático (segmentos), obtenidos con el modelo de LdG con
τ = 1 y κ = 2 para una configuración con Rc = 50ξ0 correspondiente a una
disclinación de carga topológica +1/2 (izquierda) y −1/2 (derecha).
cuenta que el tamaño t́ıpico de un núcleo es ξ0, esperamos que para Rc ≫ 1










donde fb es la densidad de enerǵıa libre del nemático en volumen y Fn,z es la
contribución asociada al núcleo del defecto. Si consideramos condiciones de
coexistencia y κ = 2 entonces fb = 0 y K = 18/7 [65].
La Figura 4.1 muestra el campo de parámetro de orden S y de director
nemático n para Rc = 50ξ0. Como puede verse, están de acuerdo con lo que
esperábamos, ya que el núcleo de la disclinación se sitúa aproximadamente
en el origen. Para obtener Fn,z, obtenemos F,z para diferentes valores de
Rc (en nuestro caso, en el rango 10ξ0 < Rc < 100ξ0). La Fig. 4.2 muestra
que la dependencia en Rc tiene un excelente acuerdo con la Ec. (4.8). De
hecho, la regresión logaŕıtmica genera un coeficiente prácticamente idéntico
para ambas disclinaciones (tal y como predice la Ec. (4.8)), y su valor se
desv́ıa del teórico en un 0.2%. De estos resultados obtenemos que Fn,z =
(1.615± 0.002) para la disclinación con carga topológica +1/2, mientras que




















Figura 4.2: Panel izquierdo: gráfica de F,z (τ = 1, κ = 2) frente a Rc para
la disclinación de carga topológica −1/2 (cuadrados) y +1/2 (ćırculos). Las
ĺıneas rectas son rectas de regresiones logaŕıtmicas a las que se ajustan los
datos numéricos. Panel derecho: gráfica de Fn,z frente a Rc. Los śımbolos
tienen las mismas correspondencias que en la otra gráfica.
Fn,z = (−0.381± 0.003) para la disclinación con carga topológica −1/2.
4.4. Singularidades en aristas de sustratos
A continuación pasamos a describir la contribución a la enerǵıa libre de
los núcleos que se nuclean en las aristas del sustrato. Este resultado es rele-
vante no sólo para aquellos sustratos cuyo perfil está formado por segmentos
rectos (tales como el sustrato triangular o cuadrado [60, 66, 67]), sino cual-
quiera que presente cúspides, siempre que la escala espacial en la que ocurra
la modulación del sustrato sea mucho mayor que ξ0. Bajo estas condiciones,
puede considerarse que las superficies a ambos lados de la arista son local-
mente planas. La frustración debida a inducir una orientación distinta en
cada superficie a ambos lados de la arista provoca la aparición de una singu-
laridad similar a un defecto topológico en la misma. Dado que la singularidad
se encuentra sobre el sustrato, las contribuciones a la enerǵıa libre asociadas
a su núcleos dependerán, en general, de la fuerza del anclaje w.
Los dominios considerados para este caso son sectores circulares de radio
Rc centrados en la posición de la arista y caracterizadas por un ángulo de
apertura π − 2α. Los segmentos radiales de la frontera del dominio φ = α y
φ = π − α corresponden al sustrato, donde no se consideran condiciones de
contorno, sino que se aplica el potencial superficial dado por la Ec. (4.6). Por
otro lado, en la frontera circular r = Rc se imponen condiciones de contorno
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(3n⊗ n− I) (4.9)
donde S(s) toma el valor del perfil del parámetro de orden de un nemático
en contacto con un sustrato plano, tal y como se describe en el Apéndice
A, para la distancia del punto s al sustrato más cercano. Finalmente n =
(− sen θ, cos θ), con θ = α + Im(φ − α), donde Im = (mπ/2 − α)/(π/2 − α)
con m = 0,±1,±2, . . . es la carga topológica de la singularidad en la arista.
Nótese que la carga topológica asociada a una determinada arista puede
tomar distintos valores en función del valor de m. En algunos casos también
usamos condiciones de Neumann ν ·∇Q = 0, llevando a resultados similares.
La Figura 4.3 muestra que las inhomogeneidades del parámetro S se lo-
calizan en una región cercana al sustrato. Para distancias mayores que unas
pocas longitudes de correlación, S decae al valor de volumen, pero el campo
de orientaciones θ tiene un comportamiento similar al de una singularidad
con carga topológica Im situada en la arista. Por argumentos similares al caso
de las disclinaciones en el nemático, las distorsiones elásticas en el nemático








Por otro lado, cerca del sustrato pero lejos de la arista, el director es prácti-
camente normal al sustrato pero S vaŕıa de manera similar a cómo lo haŕıa
en las cercańıas de un sustrato plano. Por tanto podemos esperar que ha-
ya una contribución a la enerǵıa libre por unidad de longitud en Z igual a
2σnsRc, donde σns es la tensión superficial isótropo-sustrato, que se evalúa
en el Apéndice A. Finalmente, cerca de la arista hay una disminución del
orden S distinta de la que observamos en regiones cercanas al sustrato pero
alejadas de aquélla, que es consecuencia de la frustración debida a que las
orientaciones inducidas en cada sustrato a ambos lados de una arista son
distintas, pero no llega al desorden que se da en una disclinación. En al-
gunos casos, tales como α = ±π/4, śı aparece una estructura compleja en
las cercańıas de la arista, con una disclinación genuina cerca del origen. Sin
embargo, la posición de esa disclinación es independiente de Rc si este radio
es suficientemente grande, y del orden de ξ0 respecto a la arista. Además, el
campo de orientaciones lejos de la ésta sigue siendo el correspondiente a la
singularidad en la arista con carga topológica Im. Por todo ello, la contribu-
ción de los núcleos a la enerǵıa libre por unidad de longitud a lo largo del eje
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Z, F,z, escalará con Rc de la forma:
F,z = 2σnwRc +
K
2




El término Fn,z es el que corresponde a la enerǵıa libre por unidad de longitud
del núcleo asociado a la disclinación. La Ec. (4.11) puede ser usada entonces
para obtener Fn,z. Como ejemplo, la Fig. 4.4 muestra el procedimiento para
dos aristas con α = ±π/6, similar al que consideramos para las disclinaciones
y discutimos en la Sección anterior. Como puede verse, aunque el ajuste a la
expresión (4.11) sigue siendo excelente (el coeficiente obtenido por regresión
numérica en el panel izquierdo tiene un excelente acuerdo con el predicho
teóricamente), los valores de Fn,z presentan más incertidumbre, y empeoran
al disminuir w. Como estimación de Fn,z tomamos el valor medio de los
valores obtenidos para distintos valores de Rc en el plateau. La razón de
ello es que el rango de valores de Rc en los que se espera que el ajuste con
la Ec. (4.11) aumenta al disminuir w, y los errores numéricos obtenidos de
la minimización del modelo de LdG se amplifican. Aún aśı, en el siguiente
Caṕıtulo veremos una verificación de la bondad de nuestras estimaciones en
el caso del sustrato triangular.
4.5. Disclinación en la interfase isótropo-ne-
mático
En el estudio de fenómenos de mojado de cristales ĺıquidos en presencia
de sustratos estructurados, pueden aparecer situaciones en las que aparecen
singularidades del campo de orientaciones en la interfase isótropo-nemático.
Por ello, es preciso modificar nuestra metodoloǵıa para no sólo localizar la
singularidad en una posición predeterminada, sino la posición relativa de la
interfase nemático-isótropo. Esto lo conseguiremos aplicando las condiciones
de contorno adecuadas. Dado que son situaciones en las que la fase isótropa
está en coexistencia con la nemática, ahora naturalmente τ = 1. Por otro
lado, consideramos κ = 2 que hace que el anclaje del nemático respecto a la
interfase sea planar.
El primer caso que consideraremos es el de una singularidad de carga to-
pológica +1 o −1 localizada en una interfase. Esta singularidad puede obser-
varse en estados de rellenado en el sustrato almenado con texturas simétricas.
Para obtener la contribución a la enerǵıa libre del núcleo del defecto, con-
sideramos un dominio circular de radio Rc. Sobre su frontera, consideramos
condiciones de contorno de Dirichlet de la forma dada por la Ec. (4.9), pero
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donde S corresponde al perfil de parámetro de orden nemático correspondien-
te a una interfase nemático-isótropo localizada en el plano XZ, dada por la
Ec. (A.16), y el campo director es n = (cos θ, sen θ), con θ = Iφ, donde la
carga topológica pueda tomar como valores +1 o −1, y φ es el ángulo que
forma el vector posición del punto de la frontera con el eje X. De esta manera
buscamos que se localice la singularidad y que asintóticamente la interfase
sea plana y paralela al eje X. Como puede observarse en la Fig. 4.5, la inter-
fase isótropo-nemático muestra una deformación en las cercańıas del origen
de una escala del orden de 10ξ0. Por tanto, para obtener Fn,z se precisa un
rango de Rc mayor que para los casos previos. Siguiento los razonamientos
descritos en las Secciones previas, esperamos que la enerǵıa libre por unidad
de longitud en Z escale, para valores de Rc suficientemente grandes, de la
siguiente manera:




donde σni es la tensión superficial nemático-isótropo. La Fig. 4.6 muestra las
estimaciones de F,z−2σniRc y Fn,z para distintos valores de Rc. Como puede
verse, el ajuste a la expresión (4.12) ocurre para valores de Rc > 50ξ0. Por
otro lado, los resultados presentan más diferencias respecto a las predicciones
teóricas, de manera que el coeficiente que acompaña al término lnRc difiere
en algo menos del 10% respecto a la predicción teórica. Aún aśı, obtenemos
que las estimaciones para las contribuciones de los núcleos son, para κ = 2,
aproximadamente −8.64 (I = +1) y −11.61 (I = −1), respectivamente. Es-
tos valores son un orden de magnitud superiores en magnitud a los anteriores
casos.
4.6. Ĺınea triple sustrato-isótropo-nemático
Finalmente consideramos el problema de la ĺınea triple isótropo-nemático-
sustrato, que es relevante para determinar la enerǵıa libre de los estados de
rellenado que aparecen en la fenomenoloǵıa de mojado de sustratos estruc-
turados. Para este problema, consideramos un dominio semicircular de radio
Rc, donde en la base imponemos condiciones de contorno, pero se aplica el
potencial de superficie dado por la Ec. (4.6). Por otro lado, queremos que
la interfase asintóticamente forme un ángulo α (0 < α < π/2) respecto del
eje X. Dado que el anclaje en el sustrato es homeotrópico y en la interfa-
se isótropo-nemático es planar, esperamos que haya una singularidad en el
campo de orientaciones con una carga topológica I = 1 − π/(2α) (las otras
posibilidades darán lugar a una mayor enerǵıa elástica). Por tanto, sobre la
frontera circular consideramos condiciones de contorno de Dirichlet de la for-
4.6. LÍNEA TRIPLE SUSTRATO-ISÓTROPO-NEMÁTICO 55
ma dada por la Ec. (4.9), pero donde S corresponde al perfil de parámetro
de orden nemático cuyo valor dependerá del ángulo φ que el vector posición
del punto de la frontera forma con el eje X. Si φ < α/2, tomará el valor
del parámetro de orden nemático de un nemático en contacto con un sus-
trato plano, que viene dado por la Ec. (A.9). Si α/2 < φ < π/2, se toma el
que corresponde a una interfase isótropo-nemático Ec. (A.16) como función
de la distancia entre el punto y una interfase isótropo-nemático que pase
por el origen y forme un ángulo α con el eje X. Finalmente, si φ > π/2,
tomará el valor del parámetro de orden nemático de una fase isótropa en
contacto con un sustrato plano, dada por la Ec. (A.9). Nótese que para que
no haya discontinuidades en los ĺımites de cada definición, el valor de Rc
debe ser lo suficientemente grande, y mayor cuanto menor sea α. Finalmente
n = (− sen θ, cos θ), con θ = Iφ.
La Fig. 4.7 muestra configuraciones t́ıpicas de la ĺınea triple. Puede com-
probarse que, en general, la interfase isótropo-nemático, aunque asintótica-
mente se comporta como esperábamos, en las cercańıas del origen se curva, tal
y como ocurŕıa en el caso de la disclinación en la interfase isótropo-nemático
discutida en la Sección anterior, lo que conlleva a que se precisan valores de
Rc mayores que en los casos anteriores para obtener estimaciones fiables de la
contribución a la enerǵıa libre de la ĺınea triple. Para obtener la contribución
de enerǵıa libre debida a la ĺınea triple, ajustamos los valores de la enerǵıa
libre por unidad de longitud a la siguiente expresión:











La Fig. 4.8 muestra las estimaciones de F,z − (2σns + σni)Rc y Fn,z para
distintos valores de Rc. Como podemos ver, el ajuste ahora es bastante peor
que en los casos considerados anteriormente. La Fig. 4.9 resume los resultados
obtenidos en este caso. Podemos ver que, para valores de α grandes (hasta
π/2) el valor de Fn,z es bastante constante e independiente de α, y se hace
más negativo al aumentar w. Sin embargo, al disminuir α el valor de Fn,z
se hace bastante negativo. Como ya comentamos anteriormente, no podemos
reducir arbitrariamente el valor de α, ya que eso nos exigiŕıa aumentar el
rango de valores de Rc, lo que seŕıa computacionalmente muy costoso. Por
ello, sólo consideramos valores de α > 15o.
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Figura 4.3: Representación del campo de parámetro de orden S (código de
color) y director nemático (segmentos), obtenidos con el modelo de LdG con
τ = 1 y κ = 2, para una configuración con Rc = 50ξ0 y w = 0.5 para
α = π/6 y m = 0 (panel superior izquierdo), α = −π/6 y m = 0 (panel
superior derecho), α = π/3 y m = 1 (panel inferior izquierdo) y α = −π/3 y
m = −1 (panel inferior derecho).

























Figura 4.4: Panel izquierdo: gráfica de F,z − 2σnsRc frente a Rc para w = 0.5
(τ = 1 y κ = 2), m = 0 y: α = π/6 (ćırculos) y α = −π/6 (cuadrados).
Las ĺıneas rectas son rectas de regresiones logaŕıtmicas a las que se ajustan
los datos numéricos. Panel derecho: Gráfica de Fn,z frente a Rc. Los śımbolos
tienen las mismas correspondencias que en la otra gráfica.








Figura 4.5: Representación del campo de parámetro de orden S (código de
color) y director nemático (segmentos), obtenidos con el modelo de LdG con
τ = 1 y κ = 2 para una configuración con Rc = 90ξ0 correspondiente a
una disclinación de carga topológica +1 (izquierda) y −1 (derecha) en una
interfase isótropo-nemático.


























Figura 4.6: Panel izquierdo: gráfica de F,z − 2σniRc frente a Rc e I = +1
(ćırculos) e I = −1 (cuadrados). Las ĺıneas rectas son rectas de regresiones
logaŕıtmicas a las que se ajustan los datos numéricos. Panel derecho: Gráfica
de Fn,z frente a Rc. Los śımbolos tienen las mismas correspondencias que en
la otra gráfica.








Figura 4.7: Representación del campo de parámetro de orden S (código de
color) y director nemático (segmentos), obtenidos con el modelo de LdG con
τ = 1 y κ = 2 para una configuración con Rc = 140ξ0 correspondiente a una
ĺınea triple isótropo-nemático-sustrato donde la interfase isótropo-nemático
forma un ángulo de π/6 (izquierda) y π/3 (derecha) con el sustrato.





























Figura 4.8: Panel izquierdo: gráfica de F,z − (2σns + σni)Rc frente a Rc para
α = π/6 (ćırculos) y α = π/3 (cuadrados). Panel derecho: Gráfica de Fn,z
frente a Rc. Los śımbolos tienen las mismas correspondencias que en la otra
gráfica.














Figura 4.9: Gráfica de Fn,z en función de α para distintos valores de w:
w = 0.1 (ćırculos), w = 0.15 (diamantes), w = 0.20 (cuadrados) y w = 0.25
(triángulos).
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Caṕıtulo 5
Transiciones de anclaje
inducidas por la rugosidad
5.1. Introducción
El estudio de cristales ĺıquidos en presencia de sustratos microestructu-
rados, interesante desde el punto de vista fundamental para comprender el
comportamiento de un fluido complejo, es también de gran interés desde el
punto de vista tecnológico puesto que ha dado lugar al desarrollo de dis-
positivos biestables con un amplio abanico de aplicaciones y también en el
estudio y aplicaciones en ciencia coloidal, permitiendo el control y atrapa-
miento de part́ıculas coloidales [36, 37, 60, 71]. El hecho de que un sustrato
pueda distorsionar el campo nemático, provocando un reordenamiento de las
part́ıculas y la posibilidad de nucleación de defectos tanto en bulk, como en
el propio sustrato, constituye la base de las aplicaciones tecnológicas men-
cionadas e indica el carácter complejo del fluido, que da lugar a toda una
fenomenoloǵıa más diversa que en los llamados fluidos simples. Los primeros
trabajos en este sentido, debidos a Berreman [28], ya mostraban que inclu-
so sustratos suaves, de tipo sinusoidal, provocaban distorsiones elásticas del
campo nemático y la nucleación de defectos topológicos en bulk, es decir,
disclinaciones [39, 68]. Si los sustratos presentaban aristas, dicha nucleación
llegaba a producir en el propio sustrato defectos del tipo disclinación, cuyas
cargas depend́ıan de la orientación asintótica del campo nemático cerca de
las aristas y de la geometŕıa del propio sustrato [25]. Nosotros tratamos en
este caṕıtulo tres tipos de sustratos microestructurados: el triangular, el cua-
drado o almenado y el sinusoidal. Estamos interesados en saber no sólo las
distintas texturas que aparecen, sino también cómo es el campo orientacional
lejos del sustrato, pues éste afecta dicho campo, que aunque constante cuan-
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do nos alejamos lo suficiente del sustrato, viene determinado por éste cuando
le imponenemos condiciones de anclaje fuerte [25,27]. Las transiciones entre
las texturas controladas por el anclaje es lo que llamamos transiciones de
anclaje, y las distintas texturas se identifican por la orientación en el campo
lejos del sustrato y por la configuración de defectos que puedan nuclearse.
Para obtener las texturas usamos tanto el modelo LdG, como el modelo FO.
Hasta ahora se ha usado principalmete el primero, con el que se obtiene tanto
el campo nemático, el parámetro de orden S y las soluciones singulares en
el campo, es decir, los defectos. Pero esto se ha hecho tradicionalmente para
sistemas pequeños, o para condiciones de anclaje débil. La extensión a siste-
mas en escalas mayores, lo que implica anclaje fuerte que nosotros hacemos
nos obliga al uso del modelo de FO. Esto es aśı puesto que en el estudio de
estos sistemas es necesario recurrir a métodos numéricos para minimizar los
funcionales de enerǵıa libre de ambos modelos, aunque en algunos casos muy
concretos, podemos obtener soluciones anaĺıticas, como veremos. El proble-
ma es que al estudiar sistemas en escalas mayores, el coste computacional
de la minimización del funcional del modelo LdG es grande, lo que evitamos
usando el modelo de FO, que como sabemos podemos considerarlo una apro-
ximación del primero bajo ciertas condiciones. El problema es que en éste
último los defectos los tenemos que introducir al hoc, puesto que la minimi-
zación del correspondiente funcional de enerǵıa libre da lugar a la ecuación
de Laplace, que como sabemos no tiene soluciones singulares, que son las que
corresponden a los defectos [41].
5.2. Modelo de sistema.
Para nuestro modelo de sistema y como más arriba se ha indicado, va-
mos a considerar un sustrato microestructurado con perfil periódico genéri-
co ψ(x, z), que induzca un anclaje homeotrópico (ver Fig. 5.1). Como se
considera que el sistema es infinito en la dirección z y presenta simetŕıa
traslacional en esa dirección, imponemos al perfil la condición ψ = ψ(x).
Dado que es periódico en la dirección x, con longitud de onda λ, se cum-
ple que ψ(x + λ) = ψ(x) [27]. Por otra parte, se supone que toda dis-
torsión en el nemático, se produce dentro de todo plano perpendicular al
eje z, por lo que el campo director n(r) puede parametrizarse usando el
ángulo θ, entre el director local y el eje y, con lo cual queda de la forma
n(r) = (− sin θ(r), cos θ(r), 0) [65]. Lejos del sustrato no se impone orienta-
ción alguna, pero śı queremos que en volumen, el nemático tenga una orien-
tación uniforme a lo largo de una dirección, aún no estando ésta especificada
(es desconocida y formará parte de la solución al resolver el problema de









Figura 5.1: Esquema de la geometŕıa del sustrato estructurado en contacto
con la fase nemática, caracterizada por el periodo λ y el perfil ψ(x).
contorno), es decir, queremos que θ → θ∞ cuando y → ∞ y esto viene da-
do por la condición libre, o de Newmann ∇θ → 0 cuando y → ∞. En los
lados x = −λ/2 y x = λ/2, se imponen condiciones de contorno periódi-
cas. Se podŕıan usar otras condicionesde contorno en los laterales [26,65], de
hecho hemos aceptado que θ(x + λ, y) = θ(x, y) + mπ, donde m es entero.
Pero esta expresión lleva a una solución de la ecuación de Laplace que es
lineal en x lejos del sustrato, lo que lleva a una enerǵıa libre infinita como
resultado de las distorsiones elásticas en volumen. Para ver esto tomemos,
θ(x, y → ∞) = θ(x) = tx+ p, que es la solución lineal. Además, se tiene que






(en este caso no sólo
es similar, sino que es exacto porque la función es lineal), luego t = mπ
λ
y
tomando la expresión de la enerǵıa elástica del modelo FO en la aproxima-
ción de una constante (y por unidad de longitud a lo largo del eje z), en un
dominio Ω = λΛy, con λ en la dirección del eje x, como ya sabemos, y Λy en






















Como estamos interesados en anclajes que permitan orientaciones constan-
tes en volumen (siempre estando el nemático en contacto con un sustrato
estructurado), descartamos estas soluciones.
Este problema se puede estudiar con modelos tales como el modelo de
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Landau-de Gennes, que tienen en cuenta inhomogeneidades en el parámetro
de orden S y biaxialidad, además de en el campo orientacional θ. Sin embargo,
cuando las escalas espaciales que caracterizan la geometŕıa del sustrato, tales
como λ, son mucho mayores que la longitud de correlación ξ0, se observa
que las variaciones de S se circunscriben a puntos de las proximidades de los
sustratos y de los defectos topológicos que puedan presentarse en la textura,
que se encuentran a distancias del orden de la longitud de correlación [27,65].
Por tanto, debido a esta separación de escalas espaciales, y suponiendo que
λ ≫ ξ0, es posible describir el problema en un formalismo del modelo de
Frank-Oseen modificado, en el que hay que tener en cuenta el efecto de las
inhomogeneidades del orden nemático en las cercańıas de los sustratos y
defectos topológicos. En particular, el potencial de superficie que actúa sobre
el nemático sobre los sustratos tiene una forma de Rapini-Papoular [99]:




donde σns es la tensión superficial nemático-sustrato, yW es la intensidad del
anclaje, y que en el caso del modelo de LdG es del orden del acoplamiento
superficial w del modelo de LdG [65]. Además, existen dos contribuciones
adicionales: la contribución de los núcleos de los defectos topológicos que
puedan presentarse en el interior del nemático, y la contribución de ĺınea
asociada a las cúspides del sustrato, que, como hemos visto, llevan asociadas
singularidades en el campo θ análogas a disclinaciones con carga topológica
no semientera. Estas dos últimas contribuciones ya han sido analizadas en el
Caṕıtulo previo.
Con todo lo dicho hasta ahora la enerǵıa libre total F puede expresarse
como Fe+Fs+Fn, donde Fe es la contribución elástica, Fs es la enerǵıa libre
asociada al anclaje de las moléculas del nemático sobre el sustrato y Fn es
la contribución asociada a los núcleos de las disclinaciones. En el modelo FO
Fe está dada, como ya hemos visto, por el funcional de Frank-Oseen (enerǵıa







donde V es el volumen ocupado por el nemático. De nuevo, recordemos la
simetŕıa de traslación a lo largo del eje z, por lo tanto, usando la parame-
trización de n en términos del campo θ(x, y), la contribución elástica a la
enerǵıa libre del nemático por periodo y unidad de longitud a lo largo del eje





















Figura 5.2: Esquema de la región R donde se resuelve la ecuación para el
campo orientacional θ. λ es el peŕıodo del sustrato y H es la altura del
dominio.
donde A es la sección xy del volumen ocupado por el nemático en un pe-
riodo del sustrato. Tener en cuenta que las contribuciones debidas a las dis-
torsiones de twist y de saddle-splay se anulan idénticamente, debido al an-
claje homeotrópico. Si, además, usamos la aproximación de una constante







Respecto al término superficial, recordemos que la enerǵıa de Rapini-
Papoular [8] en términos del director y de la normal al sustrato viene dada





donde la integral se realiza sobre la superficie del sustrato S, y ν(s) es el
vector normal, hacia afuera, al sustrato en s. Como el sistema es infinito a
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lo largo del eje z, podemos restrigir la Ec. (5.5) al perfil del sustrato. Por lo
tanto, la contribución del anclaje a la enerǵıa libre por periodo y unidad de
longitud a lo largo de z del nemático, Fs,z = Fs/Lz sobre el perfil del sustrato
es:





ds sin2 ψ(s) (5.6)
donde L es la curva (x, ψ(x), 0) (que representa el perfil del sustrato), pa-
rametrizada por su parámetro natural s, sL es la longitud del sustrato, σns
es la tensión superficial nemático-sustrato y ψ es el ángulo entre n y ν, por
lo que ψ = θ − α con α(x) = arctan(ψ′(x)). Como θ(s) = α(s) debido a las
condiciones de anclaje fuerte tenemos que ψ = 0 (condición de Dirichlet) y
usando la Ec. (5.6) tenemos que Fs,z = σnssL.
El estado de equilibrio del nemático se obtiene minimizando el funcional
f ≡ f [θ] = Fe,z + Fs,z + Fn,z, con Fe,z y Fs,z dados por las ecuaciones (5.4) y
(5.6), respectivamente. Dadas las simetŕıas presentes en el problema, pode-
mos restringir el cálculo al plano xy de la región R delimitada por la ĺınea
discontinua de la Figura 5.2 y cerrada por abajo por un peŕıodo del sustrato.
La ecuación de Euler-Lagrange asociada al funcional f [θ] es la ecuación de
Laplace en R, ∇2θ = 0, con las condiciones sobre el sustrato [1, 9]:
ξextν · ∇θ(s) = −
1
2
sin 2ψ(s) ≡ −1
2
sin 2(θ(s)− α(s)) (5.7)
donde la longitud de extrapolación se define como ξext = K/W . En el ĺımite
de anclaje fuerte, ξext ∼ ξ0 queda de la forma θ(s) = α(s). La existencia
de transiciones de anclaje en el ĺımite de anclaje fuerte está relacionada con
la unicidad de las soluciones de la ecuación de Laplace sujeta a las condi-
ciones de contorno ya descritas. El análisis del problema, desde el punto de
vista matemático, indica que la solución de la ecuación de Laplace es única
para un dominio de integración y unas condiciones de contorno dadas sobre
el sustrato. De hecho, los autovalores del laplaciano con las correspondien-
tes condiciones de contorno homogéneas son estrictamente positivos, como
puede comprobarse calculando el cociente de Rayleigh y la unicidad de la
solución está garantizada por la alternativa de Fredholm [5]. Este resulta-
do está de acuerdo con resultados previos que pueden ser encontrados en
la literatura [64, 92], en los que, para sustratos con estructura, y pudiendo
ser qúımicamente heterogéneos, se observa una textura del nemático que es
única si las longitudes de extrapolación son mucho menores que λ. Además,
puede observarse una transición entre un estado casi homogéneo y otro no
homogéneo del nemático si cualquiera de las longitudes de extrapolación es
del orden de λ. La causa de esta transición es la competición que se establece
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entre las contribuciones elástica y de anclaje, a la enerǵıa libre. Este mecanis-
mo no es relevante para valores altos de λ, dado que Fe,z ∼ K en tanto que
Fs,z ∼ λW cuando λ es grande. Adelantamos que distintas orientaciones del
nemático cerca del sustrato llevan, en general, a distintas orientaciones lejos
del mismo y que, por lo tanto, las transiciones entre estados cambiarán el
valor del anclaje. En general, distintas texturas poseerán distintas simetŕıas
y es de esperar que las transiciones de anclaje sean de primer orden. Por otro
lado, la contribución superficial σnssL es irrelevante para las transiciones de
anclaje, ya que depende de la geometŕıa del sustrato y no de la textura. Por
ello, en lo que sigue en este Caṕıtulo tomaremos su valor como origen de
enerǵıa libre.
5.3. Distribución de defectos topológicos
En nuestro modelo de sistema aparecen distribuciones periódicas de sin-
gularidades en el campo de orientaciones θ, que pueden corresponder a dis-
clinaciones en el volumen del nemático, aśı como singularidades inducidas
bajo condiciones de anclaje fuerte por las cúspides del sustrato. La presencia
de estas singularidades hace necesario modificar el método de obtención del
campo de orientaciones en el marco del modelo de FO, aśı como en la eva-
luación de la enerǵıa libre. Supongamos que el número y las posiciones de las
disclinaciones en el nemático son conocidos, de manera que la contribución
elástica será una función del número de disclinaciones y las correspondien-
tes posiciones. Sus posiciones de equilibrio pueden ser obtenidas a posteriori
mediante técnicas de minimización numérica, tales como el método de los gra-
dientes conjugados. Aprovechando la linealidad de la ecuación de Laplace,
dividimos el campo orientacional en dos términos θ = θs+ θns: una contribu-
ción singular θs, debida a las distribuciones periódicas de las disclinaciones
en volumen, o defectos nucleados en las aristas del sustrato, recogiendo el
efecto de todas las singularidades, y θns, a la que exigimos que sea regular
en todo el dominio de integración R para evitar las singularidades, tanto las
que tienen sentido f́ısico, como las que sólo aparecen por razones puramente
matemáticas [65]. Como podemos ver, ya tenemos la suma de los dos tipos
de soluciones que comentábamos más arriba. Si hay disclinaciones, tenemos
que modificar el dominio de integración de R a R, para aśı excluir el núcleo
del defecto y la rama o corte, al que consideraremos perpendicular como se
muestra en la Fig. 5.3. Elegimos θs tal que sea periódica en x, con peŕıodo λ y
que satisfaga la ecuación de Laplace en R (R en ausencia de disclinaciones).
La expresión matemática de dicho campo no es única, aunque f́ısicamente
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donde q = 2π/λ, la primera suma se hace sobre los defectos nucleados en
las aristas en (xi, ψ(xi)), mientras que la segunda se hace sobre las disclina-
ciones en las posiciones (xj, yj) en volumen. Es interesante fijarse en que la
contribución asociada a los defectos en las aristas se anulan cuando y → ∞.
Por el contrario, el término de las disclinaciones muestra cierto comporta-
miento lineal cuando y → ∞, por lo que su contribución elástica a la enerǵıa
libre interfacial diverge a menos que la carga topológica total asociada a las
disclinaciones sea nula. Por esto, restringimos el estudio a situaciones en las
que el número de disclinaciones de carga I = +1/2 en el nemático es igual
al número de las que tienen I = −1/2, para asegurar que el campo director
sea homogéneo lejos del sustrato. Para la parte no singular θns, tenemos que
resolver la ecuación de Laplace con condiciones de contorno periódicas en los
lados x = ±λ/2 y condiciones de contorno libres, o de Newmann, cuando
y → ∞. En el sustrato, θns satisface condiciones de contorno de Dirichlet
θns(s) = α(s)− θs(s). Como ya se ha dicho, la regularidad de θns en la región
R permite usar técnicas de resolución de ecuaciones en derivadas parciales
como las descritas en el Caṕıtulo 3.
La contribución elástica a la enerǵıa libre por unidad de longitud en el eje
Z (recordar que el sistema se considera infinito en esa dirección) y peŕıodo λ
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R
Figura 5.3: Esquema de la región modificada R con un nemático con una
disclinación de carga ±1/2 en volumen, representada por un ćırculo relleno.
La ĺınea vertical punteada corresponde al corte o rama, donde se observa
una discontinuidad de ±π en el campo orientacional. La ĺınea discontinua
corresponde el contorno de R.
Usando la ecuación de Laplace ∇2θ = 0 vemos que la segunda integral del
segundo miembro es nula. Y usando el teorema de la divergencia en la primera
integral del segundo miembro, la contribución a la enerǵıa libre elástica en




θ(ν · ∇θ)ds (5.11)
Como se usan las condiciones de contorno periódicas y la condición de Neu-
mann, la integral anterior queda simplificada de tal modo que se reduce a
calcularla sobre el sustrato L y sobre el corte que pueda aparecer como con-


















donde la primera integral se hace sobre el sustrato y el otro término es el que
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corresponde a la suma de todos los cortes Bj, comenzando en la disclinación
j en la posición (xj, yj) de carga topológica Ij. Para explicar cómo surge la
expresión para el corte, vamos a suponer que tenemos una disclinacion de
carga topolópica Id cuya posición viene dada por las coordenadas (xd, yd). El
corte B se compone de tres partes: B1 (ĺınea vertical), Bcir (circunferencia
de radio ǫ→ 0) y B2 (ĺınea vertical), que se recorren en sentido antihorario.
Sobre las otras dos contribuciones tenemos que (ν · ∇θ)B1 = (ν · ∇θ)B2 , pe-
ro sus contribuciones a lo largo de B1 y B2 no se anulan entre śı, porque los
valores de θ son distintos, aunque la diferencia entre puntos correspondientes
es constante e igual a 2πId, que corresponde al salto en θ al rodear el defecto.
Para ǫ → 0, la contribución en Bcir tiende a 0. Ello se debe a que ν = ur
sobre la pequeña circunferencia de radio ǫ ∼ ξ0 que rodea al núcleo de la dis-
clinación (en una versión reescalada con un factor λ, por ejemplo, diŕıamos
ǫ∗ = ǫ/λ ∼ ξ0/λ≪ 1 o ǫ∗ → 0) y tenemos, esencialmente, un núcleo aislado.
Por tanto, ∇θ = I
r
uφ. Entonces, sobre la circunferencia mencionada, se tiene
que ν · ∇θ = 0, puesto que ν ⊥ ∇θ, por lo que la integral sobre la circun-
ferencia es nula. Por otro lado, en ese ĺımite de ǫ → 0 B1 está infinitamente
cerca de B2, de manera que tenemos
∫











Usando θ = θs + θns en las derivadas que aparecen en las expresiones



































Los dos primeros términos corresponden a las singularidades asociadas a los
vértices (primera integral) y las disclinaciones (segundo término) y en esos
casos hemos de deformar el contorno con arcos de circunferencia de radio, de
nuevo, del orden de ξ0 para evitarlos. La primera integral puede ser calculada
usando la misma discretización del contorno que se usa para calcular θns y
la misma aproximación de elementos constantes, por la que θ toma un valor
constante a lo largo de cada elemento y puede ser sacada de la integral [27].
También hay que tener presente que sólo son importantes los valores que
tome el campo de orientaciones sobre el sustrato y el corte. Por lo tanto,
si consideramos el contorno como la unión de Lk segmentos (k = 1, . . . , Ne,
ordenados en sentido antihorario), la primera integral se puede aproximar















donde θk y νk son el punto medio y la normal unitaria hacia afuera al seg-
mento Lk, respectivamente. Sustituyendo la expresión para θs Ec. (5.8) en





















































El primer término en la Ec. (5.15) corresponde a la contribución de los
vértices. En el segundo término, la suma en i corre sobre el número de vértices
del sustrato, mientras que la suma en k corre sobre los elementos de contorno.
En esta expresión, (xi, yi) es la posición del vértice, Ii es la carga topológica
efectiva del defecto situado en el vértice, (xk, yk) son las coordenadas del
extremo izquierdo del segmento Lk y ∆θk = θk − θk−1 con θ0 ≡ θNe . La
prima indica la exclusión, de la suma, de los nodos que correspondan a los
vértices del sustrato. En cuanto al último término, se tiene que j corre sobre
el número de disclinaciones en las posiciones (xj, yj) y de carga topológica
Ij; el resto de términos tienen el mismo significado antes expuesto. Tener en











, es la contribución dominante a
la enerǵıa libre elástica que depende de forma logaŕıtmica del tamaño λ y
que se debe a los defectos nucleados en el sustrato. El segundo término en la
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ln (cosh q(yj′ − yj)− cos q(xj′ − xj))
)
donde la suma en i corre sobre los vértices de la superficie, las sumas en j y
j′ corren sobre las disclinaciones y en el último término, la prima excluye de
la suma a aquellos términos en los que se cumpla que j = j′. Tener en cuenta
que, al igual que con los defectos nucleados en el sustrato, aqúı también
aparece una contribución dominante a la enerǵıa libre elástica que escala de







y se debe a las
disclinaciones. Las dos últimas contribuciones en la Ec. (5.13) asociadas con










ℓkθk(ν · ∇θns)k (5.17)
donde ℓk y θk son la longitud y y el valor de θ en el punto medio de Lk, res-
pectivamente. Por otro lado, (ν · ∇θns)k es el valor de la derivada normal no
singular obtenida con del método de los elementos de contorno. Y, finalmen-
te, el último término de la Ec. (5.13) se puede obtener mediante integración,
donde θns en el corte se evalúa usando usando de nuevo el método de los
elementos de contorno.
5.4. Resultados para el sustrato triangular
El sustrato triangular ha estado siendo estudiado durante años [24, 26,
47–49]. El motivo que se repite periódicamente es un triángulo isósceles cuya
base es el lado que puede ser distinto, caracterizado por un ángulo α y una




















Figura 5.4: Caracteŕısticas geométricas de: (a) un sustrato triangular; (b) un
sustrato almenado. Las posiciones y cargas topológicas efectivas I asociadas
a los vértices de un peŕıodo del sustrato están resaltadas.
longitud de lado L (para los lados iguales), tal y como se muestra en la Figura
5.4(a), por lo que λ = 2L cosα. Suponemos que no aparecen disclinaciones en
el nemático, al menos a distancias del orden de L del sustrato. Sin embargo,
si suponemos que el anclaje es fuerte, existen singularidades en las aristas
superior e inferior del sustrato. Por ejemplo, si referimos el ángulo θ respecto
al eje y, el ángulo θ debe pasar de α en el sustrato a su derecha a −α +mπ
a su izquierda, donde m es un número entero. Ello implica que existe una
singularidad similar a una disclinación en dicha arista, pero con una carga
topológica Ibm = ∆θ/∆φ = −α/(π/2−α)+mπ/(π−2α), donde ∆φ = π−2α
es el ángulo de apertura de la arista. De manera análoga, en las aristas
superiores se pasa de −α a α+m′π, donde m′ vuelve a ser entero, por lo que
hay singularidades caracterizadas por cargas topológicas I tm′ = ∆θ/∆φ =
α/(π/2 + α) +m′π/(π + 2α), donde ahora ∆φ = π + 2α. Por comparación
de los resultados obtenidos en el modelo de LdG, we encuentran entonces
que dos estados que son localmente estables: la textura N⊥, en la que el
campo nemático está orientado a lo largo del eje y, lejos del sustrato, en el
campo lejano, y la textura N‖, donde el campo nemático está orientado a
lo largo del eje x lejos del sustrato. Estas texturas están caracterizadas por
cargas topológicas efectivas distintas I t y Ib asociadas a los vértices superiores
e inferiores, respectivamente. En la textura N⊥, I t = I t0 ≡ α/(π/2 + α)
y Ib = Ib0 ≡ −α/(π/2 − α), mientras que en la textura N‖, I t = I t−1 ≡
−(π/2− α)/(π/2 + α) y Ib = Ib+1 ≡ 1.









Figura 5.5: Panel izquierdo: Región de minimización para la evaluación de
fe,ns. Panel derecho: Transformación de la región de minimización mediante
la transformación de Schwarz-Christoffel en el ĺımite H → ∞.
5.4.1. Obtención de la enerǵıa libre elástica y el campo
de orientaciones
Para obtener la enerǵıa libre, debemos calcular la contribución elástica y
la correspondiente a los núcleos de los defectos. Esta última debe obtenerse
con un modelo más detallado, tal y como el modelo de LdG, tal y como se
mostró en el Caṕıtulo anterior. Respecto a la contribución elástica, para este



























+ C ′′ (5.18)
en la que z = x + iy, 2F1(a, b, c, z) es la función hipergeométrica de Gauss
y C, C ′ y C ′′ son constantes complejas [26]. La transformación de Schwarz-
Christoffel es conforme y transforma la región región de integración, para
H → ∞, en el semiplano superior ξ como se puede ver en la Figura 5.5,
llevando el origen de dicha región al origen del semiplano, y los contornos
z = ±L cosα+iL sinα a los puntos ξ = ±1, respectivamente. Estas elecciones
de puntos fijan el valor de C ′ y C ′′, de manera que concretan la forma de la
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donde Γ(x) es la función gamma completa. La ecuación 5.19 puede ser, for-
malmente al menos, invertida, de manera que ζ = ζ(z/L;α) = x′(x/L, y/L;α)+
iy′(x/L, y/L;α). Consideraremos el ĺımite η/L→ 0 y Rc/L pequeño pero fi-
nito (donde Rc = ξ0). Con esta aproximación, los contornos de las regiones
cercanas a los núcleos de los defectos, son llevadas por la transformación al
eje real del semiplano ζ. Los arcos de circunferencia de radios Rc centrados
en el origen y z = ±L cosα+ iL sinα se transforman, haciendo un desarrollo
en serie a su alrededor de la Ec. (5.19), en semicircunferencias, salvo correc-
ciones del orden de (Rc/L)
2, centradas en ζ = 0 y radio ǫ2 y ζ = ±1 y radio
ǫ1 (dos distintos y no tres, debido a la simetŕıa respecto del origen, que se























































Aprovechando que la transformación es conforme y que θ(r) es armónica [14],
podemos calcular la solución de la ecuación de Laplace, θ̃, en el plano ζ, con
las condiciones de contorno θ̃ = α∞ para |x′| > 1+ǫ1 y θ̃ = α∞+(x′/|x′|)(α−
α∞) para ǫ2 < |x′| < 1− ǫ1. La solución θ̃(x′, y′) es:


















De esta solución en el plano ζ podemos obtener formalmente θ(x, y) como
θ̃[x′(x/L, y/L;α), y′(x/L, y/L;α)]. Sin embargo, como no podemos obtener
una expresión anaĺıtica de x′ ni de y′ en función de x y de y, no podemos
















θ̃(ν ′ ·∇′θ̃)ds′ (5.22)
donde B es la imagen del contorno del dominio de integración en el plano ζ.
Hay que tener en cuenta que el dominio es infinito y cerrado. Lo cierra una
semicircunferencia de radio infinito R∞ y que conecta con los extremos del
eje real, también situados en el infinito. La contribución de esta semicircun-
ferencia a la enerǵıa elástica es nula debido a que (ν ′ · ∇′θ̃) ∝ 1/R3∞, con
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ν ′ = (x′/
√
x′2 + y′2, y′/
√




θ̃(ν ′ ·∇′θ̃)ds′ ∝
∫
C∞
1/R2∞ → 0 si R∞ → ∞. Luego se tiene
























































donde Km(α) depende de la textura y de la geometŕıa del sustrato a través
de α, pero no de L. La expresión (5.23) puede reexpresarse como:




donde Be es independiente de L, pero depende de α y la textura.
También es interesante resolver de forma numérica este problema, de ma-
nera que, por un lado, se pueda cuantificar la precisión de nuestros métodos
numéricos, y por otro lado, se pueda obtener el campo de orientaciones para
cada textura. Como ya hemos mencionado anteriormente, descomponemos θ
en sus términos singular y no singular. Para el campo orientacional singular
tenemos una expresión anaĺıtica Ec. (5.9), y a partir de la misma podemos
obtener su contribución a la enerǵıa libre como:
















Hay que tener en cuenta que, aunque F se,z dependa de la representación par-
ticular que escojamos para la parte singular del campo de orientaciones, la
contribución principal logaŕıtmica es independiente de dicha representación.
La razón es que la contribución logaŕıtmica surge del comportamiento cer-
cano a los defectos nucleados en cuñas y valles, por lo que el comportamiento
de la parte singular se aproximará de forma asintótica al caso de un defecto
aislado.
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Por otro lado, la parte no singular del campo de orientaciones será solución
de la ecuación de Laplace con las condiciones de contorno θns = 0 cuando
y → ∞ y x = ±λ/2. Sobre el sustrato, pero lejos de los núcleos de los defectos
(una distancia η ∼ ξ0) se impone θns = α − θs. Para obtener la solución de
forma numérica se han usado, para este sustrato, dos métodos: el método
de los elementos finitos y el método de los elementos de contorno general.
Una vez calculado el campo orientacional no singular, podemos calcular la


















(α− θs(s))ν ·∇θsds (5.28)
en la cual la Ec. (5.27) es la expresión que se usa para el método de los
elementos de contorno y la Ec. (5.28) para el método de los elementos finitos,
pudiéndose en ésta última calcular con gran precisión el segundo término
(integral de ĺınea), dado que sólo interviene la parte singular del campo de
orientaciones θs(r), para la que tenemos una expresión anaĺıtica. Hay que
tener en cuenta que la primera integral es de volumen, por lo que hay que
calcularla en todo el dominio, es decir, necesitamos conocer el valor de ∇θns
en todo el dominio, para obtener la contribución a la densidad de enerǵıa, a
diferencia de lo que pasa en el método de los elementos de contorno, en el
que sólo necesitamos conocer los valores de ∇θns en el contorno.
El cálculo con el método de elementos finitos se hace en una región como
la mostrada en la Figura 5.5 con condiciones de contorno de la forma θns(r) =
θ(r)− θs(r), luego hay que tener en cuenta que para el campo orientacional
total θ, se imponen θ = α∞ cuando y → ∞ con α∞ = 0 para N⊥ y α∞ = π/2
paraN‖. Para minimizar los posibles efectos de tamaño finito, la altura,H, de
la región, se toma al menos cuatro veces mayor que el valor de L, dado que θs
decae exponencialmente a α∞ para y ≫ 2L cosα/π. Hemos comprobado que
el valor F nse,z es independiente de λ, como era de esperar por las propiedades
de la ecuación de Laplace. Los resultados numéricos para ambas texturas se
presentan en la Figura 5.6. El acuerdo de los resultados obtenidos por ambos
métodos es excelente, al igual que ocurre con los obtenidos para θns(r), que
toma valores apreciablemente no nulos sobre L y nulos cerca de cúspide y
de valles como se ve en la Figura 5.7. Puede observarse que en todos los
resultados la textura paralela es la que tiene menor enerǵıa si α < π/4 y al
contrario para la perpendicular. Con los valores de los campo orientacionales
singular y no singular podemos calcular el total θ (véase Fig. 5.8) y, a partir
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Figura 5.6: Gráfica de F nse,z/K frente a α para las texturas N
⊥ y N‖, usando
el método de los elementos finitos (M.E.F.) y el método de los elementos de
contorno (M.E.C.).
En la Figura 5.9 se puede apreciar el excelente acuerdo que existe entre la
predicción teórica de Be(α) = Fe,z−Km(α) lnL/ξ0 y los resultados obtenidos
de forma numérica, excepto para valores cercanos a α = π/2. Esto es debido
a imprecisiones de tipo numérico en el cálculo de F nse,z, dado que éste diverge
para la textura perpendicular, o se anula para la paralela en ese ĺımite.
5.4.2. Comparación con los resultados del modelo de
Landau-de Gennes
Finalmente, queremos comparar los resultados obtenidos con nuestro méto-
do con aquéllos obtenidos con el modelo de LdG. De la Ref. [65] es conocida la
existencia de una dependencia respecto del valor del anclaje en las contribu-
ciones subdominantes a la densidad de enerǵıa libre superficial. No obstante,
como ya hemos visto, dicha dependencia no proviene de las regiones alejadas
del los defectos, que tan sólo muestran una dependencia respecto del ángulo
α. De lo que se deduce que ha de ser de las regiones cercanas a las cúspides
del sustrato. Para ello, ajustamos los resultados obtenidos con el modelo de
















Figura 5.7: Gráfica de θns frente a x y a y obtenida mediante el método de los
elementos finitos para α = π/6 y L = 0.25. Para que resulte más claro, sólo
está representada la mitad de la región de minimización 0 < x < L cosα.















donde σns es el Be la calculamos usando el modelo de FO y Fn,z ha sido
evaluado en el Caṕıtulo anterior. Consideraremos los resultados obtenidos
usando el modelo de LdG. Alĺı se consideraba un nemático en equilibrio con
una fase isótropa y con las condiciones κ = 2 y un rango de valores de an-
claje 0.1 < w < 1.5. Por consiguiente, estamos considerando sustratos con
longitudes de extrapolación entre ξ y 10ξ. Estos valores son menores que los
que aparecen en los experimentos, incluso para condiciones de anclaje fuerte
(aunque bajo ciertas condiciones se pueden alcanzar). Por otro lado, el rango
de valores de L, entre 16 y 96, es también más pequeño pero alcanzable en
situaciones experimentales. El rango escogido, lo es tanto por limitaciones de
tipo computacional, como por problemas con el procedimiento numérico que
fueron observados para valores altos de L. El rango de valores de w se eli-













Figura 5.8: Texturas en coexistencia (α = π/4) para el sustrato triangular:
(a) textura N⊥, (b) textura N‖. Las flechas denotan la orientación del di-
rector nemático local, mientras que el código de color se refiere al campo de
orientaciones θ.
gió para que cubriera los valores de anclaje t́ıpicos para los cuales el fenómeno
de mojado y los relacionados con el mismo en sustratos estructurados son
observados en nuestro modelo [23,25,39,98]. En la Figura 5.10 se muestra la
comparación entre el resultado de la Fig. 6 de [65] (τ = 1, κ = 2) y los calcu-
lados por nosotros para α = π/6 (textura perpendicular) y α = π/3 (textura
paralela). Para valores de w > 0.5 la coincidencia es buena para los valores
de L usados, aunque nuestros resultados sobreestiman ligeramente aquéllos.
Además, para valores pequeños del anclaje, las curvas obtenidas usando el
funcional de LdG convergen hacia nuestras predicciones cuando L crece, por
lo que nuestra aproximación es acertada incluso para valores moderadamente
grandes de L, a pesar de todas las suposiciones implicadas. Estos resultados
demuestran que nuestro marco teórico es, entonces, una alternativa menos
costosa computacionalmente hablando, cuando wL > 1, a la minimización
del funcional de LdG.
5.4.3. Comentarios finales
Hasta ahora hemos usado la aproximación de una constante y hemos
obtenido entre otros resultados que hay una transición de fase de la textura
perpendicular a la paralela para α = π
4
. Sin embargo, el valor de α en la
transición se puede alterar de dos formas. En la primera, las contribuciones de
los núcleos Fn,z asociada a defectos en los vértices son distintas, en principio,
entre ambas texturas. Estas contribuciones variarán la transición (desde α =
π/4) en una cantidad pequeña, dado que Fn,z ≪ Fe,z ∼ K lnλ/ξ0 para
valores altos de λ. En la discución anterior supusimos que las constantes
elásticas de splay y bend eran iguales, de acuerdo con el hecho experimental
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Figura 5.9: Gráfica de Be/Km(α) frente a α. La ĺınea ancha y continua co-
rresponde a la expresión exacta, y los śımbolos corresponden a la estimación
hecha a partir de los resultados numéricos para F nse,z (para el método de los
elementos de contorno): ćırculos para la textura N⊥ y rombos para la textura
N‖. Recuadro: gráfica de −Be/K frente a α. Los śımbolos tienen las mismas
correspondencias que en la gráfica mayor.
de que K3/K1−1 es pequeño para cristales ĺıquidos como el 5CB, cerca de la
transición de fase isótropo-nemático. Para estimar el efecto de la anisotroṕıa
elástica en la transición de anclaje, se puede hacer una teoŕıa perturbativa
tomando como punto de partida el modelo de aproximación de una constante






donde θ0 es el campo de orientaciones nemático para K1 = K3 y n0 =
(− sin θ0, cos θ0, 0). La contribución principal surge en las cercańıas de los
vértices, lo cual lleva a un término adicional que es proporcional a (K3 −
K1) lnλ/ξ0. No daremos una expresión expĺıcita para esta corrección en pri-
mer orden, la cual implica que la transición de anclaje se vea alterada en el
modo siguiente: α > π/4 si K3 > K1, y por debajo π/4 en otro caso. F́ısi-
camente esto se debe al hecho de que las distorsiones elásticas en la textura
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This work  α=π/6
This work  α=π/3
Figura 5.10: Comparación entre los valores de B(α,w) obtenidos mediante
la minimización del funcional del modelo de LdG [65] y los resultados obte-
nidos en la Tesis. Śımbolos correspondientes a B(α,w) obtenidos mediante
la minimización del funcional del modelo de LdG para distintos valores de
L y α = π/6 y para la textura N⊥ (śımbolos en negrita) y α = π/3 para la
textura N‖ (śımbolos naranja o gris claro). La ĺınea azul (negrita) ancha y la
ĺınea roja (gris oscuro) con barras de error corresponden a las predicciones
de hechas en la tesis para α = π/6 y π/3, respectivamente.
N⊥ son principalmente de splay, en tanto que la distorsión de bend domina
en la textura N‖ (Figura 3 de [24]).
Para finalizar, N⊥ y N‖ no son las únicas texturas posibles en este sus-
trato. Como ya se ha dicho, las cargas topológicas efectivas asociadas con
defectos en vértices pueden ser expresadas como I0 + mπ/∆φ, donde I0
es un posible valor de la carga topológica y m es un entero. Por lo tan-
to, hay un número infinito de (pares) de cargas topológicas Ib y I t, dado
Ibm = −α/(π/2− α) +mπ/(π − 2α) y I tm′ = α/(π/2 + α) +m′π/(π + 2α) y
la periodicidad de θ impone que m′ = −m. Esta condición se obtiene impo-
niendo que (ver la Figura 5.11) α+m′π = α−mπ (o igualando los valores de
θ sobre cualquier par de segmentos paralelos). Las condiciones de contorno
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Figura 5.11: Carácter periódico de θ sobre el sustrato triangular.
sobre θ son entonces θ = α − mπ de izquierda a derecha en los segmentos
de pendiente positiva, y θ = −α en los segmentos de pendiente negativa.
El valor de campo lejano α∞ es un promedio de estos, α∞ = mπ/2, el cual
es el valor de θ a lo largo de las ĺıneas verticales que emergen de los vérti-
ces del sustrato. Para los estados con m 6= 0,+1, la enerǵıa libre elástica
puede obtenerse de forma completamente análoga usando la transformación
de Schwarz-Christoffel ya usada en los casos N⊥ y N‖, llevando a una con-
tribución elástica para la enerǵıa libre dada por la ecuación (5.23), con Km
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Las figura 5.12 muestra Km como función de α. Las curvas más bajas, con
m = 0 ym = +1, corresponden a las texturas N⊥ y N‖, respectivamente. Las
otras curvas muestran estados de enerǵıa más elevados y, por lo tanto, estos
son descartados en el equilibrio. Un comportamiento similar se encuentra en
cuñas aisladas [106].
5.5. Sustrato cuadrado
A continuación tratamos el sustrato cuadrado, que está formado por in-
finitos bloques de anchura y altura l1 y h, respectivamente a una distancia
l2, como se muestra en la Figura 5.4(b). La periodicidad del sustrato es
λ = l1 + l2. Al igual que en el caso del sustrato triangular, la presencia
de vértices en el sustrato provoca la aparición de singularidades similares a
defectos en sus vértices.

































Figura 5.13: Texturas t́ıpicas en un sustrato cuadrado (h/l2 = 0.5, l1/l2 = 1):
(a) textura N⊥1 , (b) textura N
⊥
2 , (c) textura N
o
1 y textura N
o
2 . Las flechas
señalan la orientación local del director nemático y el código de colores indica
la orientación del campo θ.
A partir de consideraciones puramente geométricas, las cargas topológicas
asociadas con los vértices superiores (y, por lo tanto, con ángulos de apertura
3π/2), I t1 e I
t
2, valdrán +1/3 ó −1/3, y las cargas asociadas con los vértices
inferiores (y, por lo tanto con ángulos de apertura π/2), Ib1 y I
b
2, valdrán
+1 ó −1. Al igual que en el sustrato triangular, no toda combinación de
cargas es posible debido a las restricciones de que impone la periodicidad
[25, 27]. Para asegurar la periodicidad ha de haber dos cargas topológicas
positivas (siendo las otras dos negativas). Aunque otros valores de cargas
son posibles, estos dan valores de enerǵıa libre elástica mucho mayores, al
igual que en el caso triangular y no son relevantes en el equilibrio. Por lo que





y Ib1 = I
b
2 = −1; N⊥2 , con I t1 = I t2 = −1/3 y Ib1 = Ib2 = +1; N o1 con
I t1 = +1/3, I
b
1 = −1, I t2 = −1/3 y Ib2 = +1 y, finalmente, N o2 con I t1 = +1/3,
Ib1 = +1, I
t
2 = −1/3 y Ib2 = −1. Los estados nemáticos obtenidos mediante
minimización numérica, descritos en la sección anterior, se muestran en la
Figura 5.13. Hay que tener en cuenta que ambos, N⊥1 y N
⊥
2 , son simétricos
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bajo una simetŕıa especular, mientras que N o1 y N
o
2 son asimétricos. Por lo
tanto, para los últimos hay otras dos texturas equivalentes relacionadas por
una simetŕıa especular. Respecto al anclaje en volumen, los estados simétricos
son homeotrópicos, por lo tanto, el director nemático está orientado a lo largo
del eje y muy lejos del sustrato. La textura asimétrica, sin embargo, muestra
un anclaje oblicuo en el nemático. El ángulo α∞, que indica la orientación
del nemático en el campo lejano de la textura N o1 , depende de h/l2 y l1/l2.
Para un valor dado de l1/l2, α∞ crece monótonamente con h/l2 desde cero y
se allana para valores altos de h para h/l2 & 1. El valor asintótico de α∞ para
grandes valores de h/l2 decrece cuando l1/l2 crece, siendo casi proporcional
a l1/(l1 + l2) para valores altos de l1. Por lo tanto, bloques estrechos llevan
a valores de α∞ ≈ π/2, en tanto que canales estrechos llevan a casi un
anclaje homeotrópico. Nuestro datos numéricos indican que α∞ satisfacen,
aproximadamente, α(h/l2; l1/l2) ≈ α∞(∞; l1/l2)χ(h/l2) (ver el recuadro de
la Figura 5.13). La existencia de un allanamiento en α∞ para valores grandes
de h se puede explicar teniendo en cuenta que el director nemático en la
región entre bloques a alturas tales que y . h− l2 (siempre y cuando h≫ l2)
sea casi el mismo que en un pozo rectangular [106]. Esta solución se vuelve
casi paralela al eje x para l2 . y − l2. En este caso, la dependencia en h es
irrelevante cuando h & l2, llevando al mismo campo de orientaciones sobre los
bloques del sustrato. Por otra parte, el valor de α∞(∞; l1/l2) decrece cuando
l1/l2 crece, porque el anclaje final es el resultado de la competición entre el
anclaje homeotrópico que se ve favorecido sobre los bloques y el planar que
se ve favorecido en los pozos rectangulares.
5.5.1. Evaluación de la enerǵıa libre y diagrama de fa-
ses
La textura de equilibrio para cada sustrato es aquélla que minimiza la
enerǵıa libre.
Como se consideró para el sustrato triangular, tenemos que considerar un
término, de origen elástico, además de la contribución de los núcleos de los
defectos correspondientes a las singularidades correspondientes a los vértices,
para obtener la enerǵıa libre por unidad de longitud a los largo del eje z y
peŕıodo a lo largo del eje x. Primero, analizamos la contribución elástica, que
depende de l1, l2 y h a través de dos razones independientes: h/l2 y l1/l2
ó, lo que es lo mismo, la rugosidad r = 1 + 2h/(l1 + l2) y l1/l2 [25]. En
general, este problema hay que tratarlo de manera numérica. Tal y como se
ha descrito anteriormente, descomponemos el campo de orientaciones en una
contribución singular asociada a las aristas, y una contribución no singular.
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Figura 5.14: Representación de la orientación asintótica en el campo le-
jano α∞(h/l2 → ∞ como función de l1/l2. Inset: representación de la razón
α∞(h/l2; l1/l2)/α∞(∞; l1/l2) como función de h/l2 para l1/l2 = 0.1 (ćırculos),
0.6 (cuadrados), 1.0 (rombos), 2.1 (triángulos hacia arriba), 3.6 (triángulos
hacia abajo), 6.1 (cruces) and 10 (aspas).
De manera análoga al caso del sustrato triangular, para este sustrato también
























































de donde se ve que el término dominante en λ debido a los vértices del sustra-
to es iguale para todas las texturas. Por lo tanto, este término será irrelevante















Figura 5.15: Panel izquierdo: Región de minimización para el cálculo de la
enerǵıa libre elástica. La ĺınea continua corresponde al sustrato y la discon-
tinua a la frontera del dominio donde el campo de orientaciones θ se calcula.
Panel derecho: Transformación de la región de minimización bajo la trans-
formación de Schwarz-Christoffel.
a la hora de identificar qué textura es la de equilibrio para un sutrato especi-
ficado. Por otro lado, la contribución no singular debe obtenerse de manera
numérica. Sin embargo, para el caso de las texturas simétricas, es posible
obtener de manera anaĺıtica la enerǵıa libre elástica a partir de la transfor-
mación de Schwarz-Christoffel. Para ello primero hay que notar que, debido
a la simetŕıa de la textura, podemos evaluar la enerǵıa libre elástica en el
dominio mostrado en la Figura 5.15(a), que corresponde a la mitad de un
peŕıodo del sustrato. La frontera del dominio sigue el contorno del sustrato
excepto en las cercańıas de los vértices, donde estos se rodean por arcos de
circunferencia de radio ξ0. Los laterales parten del sutrato y continúan al
infinito. Situamos el origen en el vértice más bajo, por lo que el más alto
está situado en (0, h). En la frontera del dominio imponemos θ = 0 excepto
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para el segmento vertical que une ambos vértices, donde podemos imponer
tanto θ = π/2 como θ = −π/2 (dependiendo del estado simétrico considera-
do). Transformamos el dominio en el plano z en la mitad superior del plano








ζ − b + C
′ (5.33)































donde C y C ′ son constantes complejas, a > 1 y b > 0 números reales y
F (z|m) y Π(n; z|m) son las integrales eĺıpticas de primer y tercer tipo, res-
pectivamente. Los puntos −l1/2+ ih, ih, 0 y l2/2 en el plano z se han trans-
formado en los puntos −a, −1, 0 y b, respectivamente. Estas condiciones fijan
los valores de C, C ′, a y b. En particular, dado que F (0|m) = Π(n; 0|m) = 0,
se tiene que C ′ = 0. Por otro lado, la parte real de la Ec. (5.34) diverge en
la forma ζ → ±∞, pero la parte imaginaria tiene valores finitos que difieren
en πC. En consecuencia, C = i(l1 + l2)/2π. Finalmente, los valores de a y b
están fijados por haber hecho corresponder −l1/2 + ih con −a en el plano ζ.















































donde ℜ(z) y ℑ(z) son las partes real e imaginaria de z, respectivamente, y
K(m) y Π(n|m) son las integrales eĺıpticas completas de primer y tercer tipo,
respectivamente. Los valoers de a y b tienen que ser obtenidos numéricamente
usando esas condiciones para valores dados de h/(l1 + l2) y l1/(l1 + l2).
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Con el fin de obtener el campo orientacional θ, resolvemos la acuación de
Laplace en la mitad superior del plano ζ, con el eje real como frontera, excepto
en las ceercańıas de −1 y 0, que se circunvalan por arcos de circunferencia de
radio ǫ1 y ǫ2, respectivamente. Las condiociones de contorno son θ̃ = 0 para















donde ζ = x̃+ iỹ. El campo orientacional en el dominio original es θ(x, y) =
θ̃(ζ(z)), donde z = x+iy. Por lo tanto, la enerǵıa libre por unidad de longitud

























































Tener en cuenta que esta expresión sólo depende de las caracteŕısticas geométri-
cas del sustrato y no de las condiciones de contorno que determinan la textura
nemática simétrica. Por esto, ambas texturas simétricas tienen exactamente
la misma contribución elástica a la enerǵıa libre. Esto es coherente con los
resultados obtenidos para el caso escalón aislado [106], que correspondeŕıa a
nuestro caso en el ĺımite l1 → ∞ y l2 → ∞. Una forma sencilla de explicar
este hecho es que las texturas simétricas sobre un mismo dominio satisfacen
condiciones de contorno opuestas. Por tanto, las soluciones de la ecuación
de Laplace en el dominio deben ser también opuestas, por la unicidad de la
solución y porque si θ(r) es solución, también lo será −θ(r). En consecuencia,
en cada contorno tanto θ como su derivada normal serán opuestas para las
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Figura 5.16: Panel superior: Representación de la contribución subdominante
a la enenrǵıa libre interfacial frente a h/l2 correspondiente a N
⊥
i (śımbolos
huecos) y N o1 (śımbolos rellenos) para l1/l2 = 0.1 (ćırculos), 1 (cuadrados) y
10 (rombos). Panel inferior: representación de la contribución de un núcleo
como función del anclaje w para vértices de ángulo de apertura ∆φ y cargas
topológicas: ∆φ = 3π/2 y I = −1/3 (ćırculos), ∆φ = 3π/2 y I = +1/3
(cuadrados), ∆φ = π/2 y I = −1 (rombos) y ∆φ = π/2 y I = 1 (triángulos).
dos texturas simétricas, de donde la enerǵıa elástica debe ser la misma en
ambos casos.
Nuestros cálculos muestran que la textura N o2 siempre corresponde a una
eneǵıa libre mayor que otras texturas, por lo que puede descartarse de la dis-
cusión. La Figura 5.13 muestra esto mismo, dado que en ella puede apreciarse
que las distorsiones en el campo director nemático son mayores en la textura
N o2 que en las otras. Los resultados numéricos se ajustan prácticamente de
forma exacta a los resultados anaĺıticos, constituyendo, de este modo, una
comprobación rigurosa de la precisión de los resultados numéricos. Usando
argumentos puramente elásticos, podemos predecir que N o1 es el estado de
menor enerǵıa libre para el todo sustrato cuadrado, tal y como se muestra en
la Figura 5.16(a). Sin embargo, las enerǵıas libres de las texturas simétrica y
antisimétrica se aproximan la una a la otra para valores pequeños de la rugo-
sidad y, por lo tanto, la contribución de los núcleos de los vértices a la enerǵıa
libre seŕıa la que estabilizara la textura simétrica frente a la antisimétrica. En
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la Figura 5.16(b) representamos la contribución de los núcleos asociada a las
distintas cargas, obtenidos mediante el modelo de LdG en condiciones de co-
existencia nemático-isótropo, tal y como se describió en el Caṕıtulo anterior,
teniendo en cuenta también ambos signos, aśı como la contribución total para
cada textura nemática. Hay que tener en cuenta que la contribución total de
los núcleos en el caso de un estado superficial correspondiente a una textura
nemática es justamente la suma de las contribuciones asociadas a cada defec-
to aislado, sea cual sea la geometŕıa del sustrato. Esta contribución rompe la
degeneración en la enerǵıa libre de las texturas simétricas, encontrándose fa-
vorecida, por tener una menor enerǵıa, la textura N⊥2 para valores pequeños
y grandes de w y si no, la textura N⊥1 . La contribución de los núcleos co-
rrespondiente a la textura N o1 es siempre mayor que aquélla asociada a la
textura simétrica de menor enerǵıa libre, dado que la contribución de los
núcleos para la textura antisimétrica es el promedio de los valores de las tex-
turas simétricas. Por ello, si la contribución de los núcleos de la configuración
antisimétrica excede la diferenecia de las enerǵıas elásticas entre las texturas
simétrica y las texturas N o1 , el estado simétrico correspondiente puede ser el
más estable. La Figura 5.16 representa el diagrama de fases del sustrato cua-
drado. Para grandes valores de la rugosidad, el estado antisimétrico es la fase
estable. Al reducir la rugosidad, aparece la transición a un estado simétrico.
Esto se observa en resultados experimentales [60] y en resultados numéricos
obtenidos usando el modelo de Landau-de Gennes [25]. Para valores o bajos,
o altos del anclaje w, el estado simétrico es N⊥2 , en tanto que para valores
intermedios de w es N⊥1 . También su observa un fenómeno de reentrada pa-
ra valores intermedios de w. Las fronteras entre fases se trasladan a valores
más altos de h/l2 y l1/l2, pero saturan para h/l2 & 1. Finalmente, hacemos
un breve comentario a propósito del efecto que aparece debido a la pequeña
anisotroṕıa en las constantes elásticas. Tal y como ya se dijo en el caso del
sustrat triangular, el principal efecto de la anisotroṕıa es la aparición de un
salto en el valor de la contribución principal de la enerǵıa libre elástica. Por




2 ) se ve favorecida
cuando K3 > K1 (K3 < K1), respectivamente. Comparado con el sustrato
el triangular, las contribuciones principales son de nuevo idénticas para las
tres texturas nemáticas en el sustrato cuadrado donde los bloques presentan
un anclaje oblicuo en los laterales. Sin embargo, si |K3/K1 − 1| ln(λ/ξ0) es
del orden de la contribución subdominante cuando K1 = K3, entonces ésta
es otra contribución a incluir en la cuenta cuando se calcula el diagrama de
fases.
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Figura 5.17: Diagrama de fases para el sustrato cuadrado en términos de h/l2
y del anclaje w para l1/l2 = 0.1 (ćırculos), 0.6 (cuadrados), 1.0 (rombos), 1.6
(triángulos hacia arriba), 2.1 (triángulos hacia abajo) y 10.0 (aspas). Las
ĺıneas son gúıas para facilitar la visión, ilustrando las ĺıneas punteadas la
continuidad de la coexistencia para valores pequeños de h.
5.5.2. Efecto de la anisotroṕıa de las constantes elásti-
cas K1 6= K3
Se puede realizar un cálculo perturbativo para una estimación en primer
orden de la corrección a los valores de enerǵıa elástica Fe (sin contar la que
procede de los núcleos de los defectos, Fn) de los estados que se han calculado
bajo la aproximación de una constante (K1 = K3 = K) . Para ello, partamos
de la expresión obtenida en la Ref. [47] para el valor de la enerǵıa elástica
hasta el primer orden perturbativo:







2∇θ0 ·∇θ1 + (n0 ·∇θ0)2
)
(5.42)
donde F 0e,z es el valor de la enerǵıa elástica por periodo y unidad de longitud
en el eje Z para K1 = K3, luego es conocida, Q = K3/K1 − 1 que es el
parámetro perturbativo, θ0 es el campo orientacional total para K1 = K3,
luego es conocido, θ1 es la corrección de primer orden del campo orientacional
total y n0 es el vector director nemático en cada punto para K1 = K3,
que también es conocido. La contribución a la enerǵıa elástica del término
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2∇θ0 · ∇θ1 es nula, por lo que este término es ignorable. Esto se puede
comprobar de la siguiente manera. Primero reexpresemos el término de la
forma
2∇θ0 ·∇θ1 = 2
(
∇ · (θ1∇θ0)− θ1∇2θ0
)
(5.43)
Debido a que θ0 satisface la ecuación de Laplace, el término θ1∇
2θ0 = 0,
luego queda 2∇θ0 ·∇θ1 = 2∇ · (θ1∇θ0). Calculemos la integral del miembro
de la derecha y usemos el teorema de la divergencia
∫
R

































θT (ν ·∇θ0)ds (5.47)
con θT = θ0 +Qθ1. Ahora bien, estas son integrales de ĺınea que se calculan
sobre el contorno del sistema y las condiciones de contorno no han cambiado,
luego se tiene que cumplir que sobre el contorno θT = θ0, por lo que sobre el






2θ1(ν ·∇θ0)ds = 0 (5.48)
Por tanto el término 2∇θ0 · ∇θ1 no contribuye a la enerǵıa. De este modo
sólo tenemos que tener en cuenta el término (n0 ·∇θ0)2, para hacer el cálculo
perturbativo. Sin embargo, no es sencillo calcular su contribución, puesto que
su integral diverge cerca de los defectos, de forma logaŕıtmica. Para ver dónde
está el origen de dicha divergencia usemos θ = θs+θns. De este modo tenemos
(n0 ·∇θ0)2 = (n0 ·∇θ0,s)2+(n0 ·∇θ0,ns)2+2(n0 ·∇θ0,s)(n0 ·∇θ0,ns) (5.49)
Al hacer la integral de cada término del segundo miembro de esta expresión








r → ∞ (5.50)




, en las cercańıas de cada arista. En cambio, el resto
de los términos son finitos, por lo que se pueden calcular en todo el sistema
sin problemas. La integral de (n0 ·∇θns)2 es finita en todo el sistema, puesto
que θns es regular, pues con esa intención se definió. La integral de 2(n0 ·









r(n0 ·∇θns) <∞ (5.51)
Conociendo el origen de la divergencia, la idea entonces es extraer la diver-
gencia en las cercańıas de los defectos (hasta una distancia del orden de ξ0),
puesto que podemos dar una expresión formal estimativa de la misma (en
términos de un logaritmo), para poder calcular en el resto del dominio el resto
de la corrección, de manera que al final ésta quede expresada como la suma
de un valor finito más una expresión logaŕıtmica que recoja la divergencia.
Para ello, vamos a tomar la Ec. (5.49) y restarle una cantidad ǫ, que recoja,
entre otras cosas, la divergencia
(n0 ·∇θ0)2 − (n0 · ǫ)2 = (n0 ·∇θ0 − n0 · ǫ)(n0 ·∇θ0 + n0 · ǫ)
= (n0 · (∇θ0 − ǫ))(n0 · (∇θ0 + ǫ)) (5.52)
Lo mismo se puede hacer con (n0 · ∇θ0,s)2 en el segundo miembro de Ec.
(5.49), quedando de la forma
(n0 ·∇θ0,s)2 − (n0 · ǫ)2 = (n0 · (∇θ0,s − ǫ))(n0 · (∇θ0,s + ǫ)) (5.53)
Las integrales de las dos expresiones anteriores se calculan en las cercańıas de
los defectos de forma numérica, para conocer sus contribuciones a la enerǵıa
(la corrección en concreto). Las integrales del resto de términos se calculan
también de forma numérica sin hacer singuna consideración especial, pues-
to que los integrandos son regulares, como ya se ha dicho. En cuanto a la
contribución de ǫ se puede calcular de forma anaĺıtica, partiendo del hecho
de que sólo es relevante a la hora de calcular cerca de los defectos. Hay que
tener en cuenta que esto hay que hacerlo para las regiones cercana a cada
arista del sustrato y después sumar los resultados. Partiendo de la expresión
del primer término en la Ec. (5.9) podemos calcular su gradiente y aproximar
su expresión cuando se calcula cerca de un defecto. Como ya se ha señalado
anteriormente esto es equivalente a observar a un defecto aislado y no un
distribución peŕıodica de defectos. Luego se deduce que la expresión de ǫ
puede elegirse como:
n0 · ǫ ≈ −





sen((I − 1)φ) (5.54)
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Hay que tener en cuenta que como consecuencia del término −atan 1
tan(q(x−xi)) ,
que corresponde a defectos situados en yi → −∞, cuando nos acercamos a
un defecto, nos acercamos también, de forma horizontal, a dos situados en
yi → −∞. Uno con carga igual al del defecto a que nos acercamos, I, y otro
con carga I ′ igual al del defecto que tenga la misma componente x en su
posición, es decir, que esté en su misma vertical. La integral del cuadrado de
la Ec. (5.54) es importante también, puesto que hay que añadirlo a Ec. (5.49),
dado que lo hemos quitado. De esta forma aparecerá el término logaŕıtmico
y algunos más que también quitamos en el proceso. Empecemos expresando
n0 ·ǫ como ǫt = n0 ·ǫ y ǫt = ǫ′+ǫ′′ con ǫ′ = − (I+I
′)q
2
sen Iφ y ǫ′′ = I
r
sen(I−1)φ
entonces ǫ2t = ǫ










(R2 − ξ20) (5.55)
donde R es el radio externo de la zona cercana al defecto, ξ0 es el radio interior
de esa zona por debajo del cual ya estaŕıamos en la zona de influencia del
núcleo del defecto y ∆θ = θ2− θ1 es la diferencia de los valores del campo de
orientaciones total en los extremos de la circunferencia de radio R, recorrida
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donde el sumatorio corre por las cuatro regiones cercanas a los defectos, las
dos integrales siguientes sobre el dominio sin contar a las cuatro regiones.















Figura 5.18: Texturas t́ıpicas en un sustrato sinusoidal: (a) textura N⊥, (b)
textura N‖. En el último, las disclinaciones en el nemático están resaltadas.
Como ejemplo sirvan las correcciones a las dos configuciones simétricas para
una profundidad de pozo h = 0.15 y anchura y separación iguales l2 = l1 =
0.5 (λ = 1.0). Para la configuración con cargas I1 =
1
3
, I2 = −1, I3 = 13 , I4 =
−1 la corrección es 2.79K1Q
2
= 1.395K1Q y para la configuración con cargas





Ahora pasamos al sustrato sinusoidal de peŕıodo λ (q = 2π/λ) y amplitud
A, cuya expresión matemática es
f(x) = A(1− cos qx) (5.61)
que ya ha sido usado en la literatura [23]. éste también ha sido estudiado
con anterioridad [23, 28, 36, 96], y como este sustrato no tiene, obviamente,
vértices, esperamos que el estado de equilibrio, el que corresponde a una
menor enerǵıa libre, no presente defectos. Este estado presenta un ancla-
je homeotrópico, por lo que el campo director lejano está asintóticamente
orientado a lo largo del eje y, para todo qA (ver la Figura 5.18(a)). Simbo-
lizaremos esta textura con N⊥. Cuando qA crece, la rugosidad del sustrato
crece y el campo orientacional exhibe grande distorsiones para poder satis-
facer el anclaje impuesto por el sustrato. Los resultados numéricos muestran
que, bajo estas condiciones, las distorsiones elásticas se ven atenuadas da-
da la reorientación que sufre el campo director nemático en el canal, a lo
largo del eje x (ver la Figura 5.18(b)), y, por consiguiente, la textura mues-
tra un anclaje planar, que simbolizamos como N‖. Esta textura involucra la
nucleación de dos disclinaciones con cargas topológicas de valores opuestos,
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situadas, por razones de simetŕıa, sobre la cumbre y el valle del sustrato, a
una distancia representada en la en Figura 5.18. Esta distancia es propor-
cional a λ y en el ĺımite en el que λ es grande, las disclinaciones no se ven
afectadas por el sustrato. La distancia decrece en tanto crezca la rugosidad
del sustrato hasta que aquélla se estabiliza para qA > 2. Por lo tanto y de una
manera efectiva, podŕıamos decir que las disclinaciones se encuentran ligadas
al sustrato (en una escala del orden de λ), llevando al campo orientacional
a ser casi horizontal en todo el sistema. Para este último estado y usando la
Ec. (5.14), tenemos que para la contribución de la contribución singular de
las disclinaciones la expresión anaĺıtica es:
F se,z = −
Kπ
4










ln(cosh(q(lt + lb)) + 1)−
1
2
ln(cosh(q(lt + lb − 4A)) + 1)) (5.62)
Para la contribución no singular de las disclinaciones se usó el método del
trapecio para calcular de forma numérica la integral. En cuanto a los térmi-
nos debidos al sustrato, estos no presentan singularidades dado que no hay
defectos sobre aquél, de modo que tanto la contribución singular, como la
no singular se calculan con las expresiones (5.14) y (5.17), pero teniendo en
cuenta que no hay defectos. Hay otra textura en la que se nuclean también
dos disclinaciones, pero en ese caso ambos sobre el valle del sustrato y sepa-
rados entre śı una distancia en la escala de λ. Esta textura presenta siempre
una enerǵıa mayor que las dos anteriores, por lo que queda descartada, dado
que buscamos el estado de equilibrio del sistema. Podŕıamos considerarla un
estado metaestable y ha sido observado usando el modelo LdG [23]. Para
valores grandes de λ, la enerǵıa libre interfacial de la textura N⊥ depende
de A y λ a través del factor qA, el cual determina la rugosidad del sustrato.
Por otra parte, la enerǵıa libre interfacial de la textura N‖ tiene una contri-
bución principal (Kπ/2) lnλ/ξ0 y el término subdominante tiene la misma
dependencia en qA. Tener en cuenta que, en este caso, tenemos que añadir
las contribuciones de los núcleos asociadas a las disclinaciones de carga ±1/2,
cuyos valores son constantes e iguales a Fn,z(I = +1/2)/K = 0.63 ± 0.01 y
Fn,z(I = −1/2)/K = −0.14± 0.01. Por lo tanto, para valores grandes de λ,
sólo se espera que aparezca la textura N⊥ para cualquier valor de la rugo-
sidad. Sin embargo, la débil dependencia, respecto de λ, de la enerǵıa libre
interfacial por parte de la textura paralela implica que, para valores modera-
dos de λ, se pueda observar una transición de anclaje entre las texturas N⊥ y
N‖. En la Figura 5.20 se representa la enerǵıa libre interfacial de las texturas
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Figura 5.19: Distancia respecto al sustrato de las disclinaciones situadas tanto
en cumbres como en valles, lt y lb, respectivamente, en función de qA.
N⊥ y N‖ en función de qA, para distintos valores de λ. Mientras la rama N⊥
depende únicamente de qA y es una función creciente de este parámetro, las
ramas N‖ son funciones decrecientes de qA y se puede observar como entre
los distintos valores de λ hay saltos de valores iguales al término lnλ.
La Figura 5.21 representa el diagrama de fases en términos de qA y de λ.
El estado, caracterizado por un anclaje homeotrópico, N⊥ se ve favorecido si
los valores de qA son bajos, mientras que para valores grandes de la rugosidad
se observa un anclaje planar y, por consiguiente, el estado N‖ tiene la enerǵıa
libre más baja. Y señalamos que el valor de λ en la transición crece casi
exponencialmente con qA.
Finalmente, y como en los casos anteriores, podemos incluir el efecto de
la anisotroṕıa en las constantes elásticas como perturbación. Si asumimos
que las distorsiones elásticas se restringen al plano xy, la conclusión es que
la transición de anclaje, que corresponde a valores moderados de λ, pue-
de ser perturbada por esta contribución, aunque cualitativamente pueda ser
muy similar. No obstante, si la constante elástica de twist es más pequeña
que K, exiten evidencias tanto experimentales [50], como numéricas [67] de
una inestabilidad de twist que rompe la simetŕıa azimutal: la disclinación no
será paralela al eje z, pero exhibirá una estructura en zigzag que hace de-
crecer a las distorsiones de splay y bend. Esto no puede pasar en el sustrato
triangular, ni en el sustrato cuadrado, dado que los defectos se encuentran
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Figura 5.20: Enerǵıa libre de las texturas N⊥ (ĺınea continua) y N‖ con
λ/ξ0 = 50 (ĺınea discontinua), 100 (ĺınea punteada) y 200 (ĺınea discontinua
y punteada).
en los vértices del sustrato y no en volumen.
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Figura 5.21: Diagrama de fase para el sustrato cuadrado en términos de la
rugosidad qA y el peŕıodo λ.
Caṕıtulo 6
Estudio por simulación de
Monte Carlo de las texturas de
un nemático en contacto con
sustratos estructurados
6.1. Introducción
En el Caṕıtulo anterior se estudiaron las distintas texturas que puede pre-
sentar un cristal ĺıquido nemático en presencia de sustratos estructurados. Sin
embargo, este estudio se ha realizado en el marco de un modelo continuo y en
la aproximación de campo medio. Por tanto, seŕıa deseable comprobar si estos
resultados se ven modificados si se toma en cuenta una descripción atomı́stica
que incluya el efecto de las fluctuaciones. En este Caṕıtulo presentaremos re-
sultados de simulación de Monte Carlo para un modelo simplificado de fluido
nematógeno, donde podemos abordar esta cuestión.
6.2. Método de Monte Carlo
Vamos a hacer aqúı una breve descripción del método de Monte Carlo
dentro del esquema de Metropolis [13]. Se pueden encontrar numerosas des-
cripciones del mismo en la literatura, como por ejemplo en las Refs. [13,19,21].
A estas referencias, y en general a toda la bibliograf́ıa sobre el tema, nos re-
mitimos para una descripción más detallada del método. El método de Monte
Carlo es un método de integración numérico, que en el caso de la mecánica
estad́ıstica se usa por la imposibilidad de obtener anaĺıticamente la función
de partición de un sistema de muchas part́ıculas interaccionantes entre śı.
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El esquema de Metropolis permite obtener la configuración de equilibrio de
las part́ıculas del sistema y, por lo tanto, obtener simultánemente los valores
medios y las fluctuaciones de las magnitudes termodinámicas en el equilibrio
usando cualquier colectivo, evitando al mismo tiempo el cálculo de la fun-
ción de partición. El valor medio M de una magnitud M que se mide en un





donde r representa la configuración del sistema definida por el conjunto de
variables r = {r1, . . . , rN}, donde cada ri toma valores en todo el volumen Ω
del sistema. Entonces ρ(r)dr es la probabilidad de encontrar la configuración
del sistema entre r y r + dr y
∫
ΩN
ρ(r)dr = 1. Si ρ es la densidad de






donde Z es la función de partición correspondiente, (que en general no cono-
ceremos) y f distinta en cada colectivo, pero siempre es conocida, por lo que
si tomamos dos posibles estados (configuraciones) del sistema llamados v y
n (en los que M tomaŕıa los valores Mv y Mn, respectivamente) no podemos
conocer las probabilidades de que el sistema se encuentre en ellos, pero śı que
formalmente seŕıan ρ(rv)dr =
f(rv)
Z
dr y ρ(rn)dr =
f(rn)
Z








La idea es que si se conociera ρ se podŕıa evaluar M en las configuraciones
más representativas, es decir, las de mayor probabilidad. Supongamos que
generáramos n configuraciones, donde cada configuración saliera con una
frecuencia proporcional a la probabilidad mecanoestad́ıstica de la configura-
ción. Si M toma en dichas configuraciones como valores Mi, con i = 1, . . . , n






El esquema de Metropolis proporciona un método para generar configura-
ciones del sistema con una frecuencia proporcional a su probabilidad meca-
noestad́ıstica, aunque ésta no se conozca (debido a que no sabemos cuánto
vale la función de partición. Este método es un proceso de Markov [70] en el
que la probabilidad de generar una configuración nueva cn si estaba en una
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vieja cv viene dada por la probabilidad condicionada de transición W (cn|cv).
El proceso de Markov, tras un cierto número de pasos, alcanza una situación
estacionaria donde la frecuencia de generación de configuraciones es propor-
cional a una densidad de probabilidad ρ. Si queremos que ρ esté determinada
de antemano, tenemos que elegir adecuadamente la probabilidad condicional
de transición. Para ello se impone la condición de reversibilidad microscópica
o balance detallado en la situación estacionaria, de manera que la probabili-
dad de que el sistema pase de la configuración cv a cn debe ser la misma que
volver a cv desde cn. Matemáticamente esto se expresa como:
ρvW (cn|cv) = ρnW (cv|cn) (6.5)
Las probabilidadeds de transición se construyen teniendo en cuenta que un
paso de Monte Carlo consiste en generar una nueva configuración median-
te traslación, rotación, creación o destrucción de part́ıculas, etc., y después
decidir si esa nueva configuración se acepta o no. Entonces
W (cn|cv) = p(cv → cn)ac(cv → cn) (6.6)
donde p es la probabilidad de generar la configuración y ac la de aceptarlo.
En muchos casos se toma p(cv → cn) = p(cn → cv) y en ese caso la ecuación
(6.5) queda
ρvac(cv → cn) = ρnac(cn → cv) (6.7)

















y recordemos que f siempre es conocida para cada colectivo. En el caso del
colectivo canónico f = e−βU por lo que el cociente seŕıa fn
fv
= e−β(Un−Uv).
En el esquema de Metropolis se escoge la probabilidad de aceptación de
ac(cv → cn) de la forma [13]
ac(cv → cn) =
{ρn
ρv
si ρn < ρv
1 si ρn ≥ ρv
(6.10)
Luego la probabilidad de transición será
W (cn|cv) =
{
p(cv → cn) si ρn ≥ ρv
p(cv → cn)ρnρv si ρn < ρv
(6.11)
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y la probabilidad de que la nueva configuración sea la misma que la original
es:




Otra condición que tienen que cumplir las probabilidades de transición es que
en un número finito de pasos cualquier estado debe poder alcanzarse desde
otro cualquiera. A esta propiedad se la conoce como ergodicidad [13,21].
6.3. El modelo
Para estudiar el sistema usamos un modelo previamente considerado en
la Ref. [29, 69, 72, 73, 75–79] para el estudio de fenómenos de mojado en
cristales ĺıquidos. En este modelo las moléculas del fluido nematógeno se
consideran part́ıculas esféricas de diámetro σ interaccionan entre ellas de for-
ma anisótropa, aśı como las distintas superficies presentes que, en principio,
pueden favorecer determinadas orientaciones.
La interacción entre part́ıculas es aditiva por pares, siendo el potencial
de interacción uff (rij , ûi, ûj) de manera que para N part́ıculas la enerǵıa
potencial total Uff es:







uff (rij, ûi, ûj) (6.13)
donde r = {r1, . . . , rN} son las posiciones de los centros de masa de las
part́ıculas y û = {û1, . . . , ûN} son vectores unitarios que indican las orien-
taciones asociadas a las part́ıculas. La distancia entre los centros de masas,
localizados en ri y rj, de dos part́ıculas cualesquiera i y j, viene dada por el
vector rij = ri − rj.
La expresión del potencial de interacción para dos part́ıculas es










(1 + Ψ(r̂ij, ûi, ûj)) (6.14)
donde r̂ij = rij/rij y rij = |rij|, ǫ es el mı́nimo de la enerǵıa de interacción
entre dos part́ıculas que se da para r = 2
1
6 [29]. Hemos tomado unidades
reducidas, de manera que σ = 1 y ǫ = 1. Finalmente, usamos un radio de
corte para la parte atractiva del potencial hffc = 3. El potencial es, por lo
tanto, una modificación del de Lennard-Jones, y en el que la parte repulsiva
queda inalterada y sigue siendo de tipo central, por lo que tenemos part́ıculas
esféricas con una cierta orientación asociada cada una, pues es la forma de
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la molécula, en concreto, el hecho de que se penalice el intento de penetrar
en el volumen que ocupa, lo que determina la forma de la parte repulsiva y
ésta penaliza por igual en todas las direcciones.
La función Ψ es la parte orientacional del potencial que introduce una
anisotroṕıa en la parte atractiva del mismo, cuya expresión es:
Ψ(r̂ij, ûi, ûj) = 5ǫ1P2(ûi · ûj) + 5ǫ2(P2(ûi · r̂ij) + P2(ûj · r̂ij)) (6.15)




(3x2 − 1) (6.16)
y ǫ1 y ǫ2 son números reales llamados parámetros de anisotroṕıa o parámetros
no esféricos, cuyos significados se aclararán en breve. La función Ψ se obtiene
mediante un desarrollo en términos tensoriales dependientes de ûi, ûj y r̂ij
que son invariantes bajo rotaciones y escogidos de forma que se cumpla [29,72]
∫ ∫
dujujΨ(r̂ij, ûi, ûj) = 0 (6.17)
o lo que es lo mismo Ψ(ûi, ûj) = Ψ(−ûi,−ûj) y Ψ(û) = Ψ(−û), es de-
cir, para asegurar la invariancia (simetŕıa) bajo la transformación û → −û.
Cada término del desarrollo da cuenta de algún tipo de anisotroṕıa orienta-
cional. Luego los parámetros ǫ1 y ǫ2 corresponden a los dos primeros términos
del desarrollo de Ψ y representan la intensidad de las correspondientes aniso-
troṕıas [29]. La anisotroṕıa asociada a ǫ1 es la debida a la orientación relativa
de las dos part́ıculas. Si su valor es positivo penaliza toda orientación relativa
que haga que ûi · ûj 6= 1, es decir, que ̂̂uiûj 6= 0, π. La anisotroṕıa asociada
a ǫ2 es la debida a la orientación relativa de cada part́ıcula con el vector que
une sus centros de masas y si su valor es negativo penaliza toda toda orien-
tación que haga que û · r̂ 6= 0, es decir, que ̂̂uir̂ij 6= ±π2 . Esta anisotroṕıa
es la responsable del acoplamiento entre los grados de libertad de rotación
y de traslación de las part́ıculas. Luego por todo lo dicho se puede adelan-
tar que una configuración en la que ̂̂uiûj = 0, π y, además, û · r̂ = 0 para
ambas part́ıculas, será la más favorable energéticamente. Hay cuatro confi-
guraciones básicas de los pares de part́ıculas, por lo que usando la Ec. (6.15)
tenemos que ûi ‖ ûi ⊥ r̂ij, llamada side-side y en la que Ψ = 5(ǫ1 − ǫ2),
otra en la que ûi ‖ ûi ‖ r̂ij, llamada end-end en la que Ψ = 5(ǫ1 + 2ǫ2),
otra ûi ⊥ ûj ‖ r̂ij con ûi ⊥ r̂ij, llamada en T en la que Ψ = 52(ǫ1 − ǫ2) y
otra en la que ûi, ûj y r̂ij son mutuamente perpendiculares, llamada en X
en la que Ψ = −5(1
2
ǫ1 + ǫ2). Tomando los valores ǫ1 = −ǫ2 = 0.04, tenemos
que la configuración más favorable es la configuración side-side para la que
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Ψ = 0.4, como hab́ıamos adelantado. Le sigue la en T con Ψ = 0.2, la en
X con Ψ = 0.1 y la end-end con Ψ = −0.2. Como podemos ver la función
Ψ lo que hace es favorecer ciertas direcciones de interacción atractiva entre
part́ıculas.








donde la interación de una part́ıcula con una pared viene dada por
















donde tomamos también ǫ = 1 y como ya dijimos σ = 1, rkp es el punto












ησ − 9 (6.21)
para asegurar que el mı́nimo de la enerǵıa part́ıcula-superficie esté en rkmin =











El potencial es, una vez más, una modificación entre un sustrato y un fluido
que interaccionan con potenciales del tipo Lennard-Jones, en la que la parte
repulsiva se ha dejado intacta, pero en la que la parte atractiva es tipo Yuka-
wa [74] con un parámetro η cuya inversa es la distancia de apantallamiento
con la que se controla el alcance de la parte atractiva. En nuestro caso to-
maremos η = 1 siempre, dado que no estamos interesados en el estudio del
potencial en śı y no necesitamos variar este valor. La parte atractiva tiene
también un término que depende de la orientaciones, gk(ûi; ê
k), que penali-
za las orientaciones de û que se alejan de las impuestas por el anclaje. Es,
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por lo tanto, un término que introduce una anisotroṕıa en la parte atractiva
del potencial (el potencial de Yukawa es central), pero, y a diferencia de lo
que ocurre con la función Ψ del potencial de interacción entre part́ıculas, la
función g no acopla los grados de libertad de orientación con los de trasla-
ción, dado que únicamente puede depender de las orientaciones relativas de
la part́ıcula respecto de las paredes con las que interacciona. Para definir g
tomemos una pared cualquiera k y supongamos que tenemos en ella un siste-
ma de referencia R con un triedro directo {êk1, êk2, êk3} y origen en cualquier





⊥}, donde los dos primeros son vectores paralelos a la superficie k
y el tercero es perpendicular a la misma. Las componentes de un vector de










i · êk⊥)êk⊥ (6.24)
donde hemos aplicado el convenio de suma de Einstein. Hay que tener en
cuenta que al ser ûi unitario se tiene que (uijê
k
j )
2 = 1. Podemos definir,
entonces, a la función g como el cuadrado del módulo de la proyección de ûi
a lo largo de una dirección, con lo cual tenemos que, 0 ≤ g ≤ 1, pues el módulo
(que es no negativo) de cualquier proyección siempre estará comprendido en el
intervalo [0, 1]. Entonces los distintos anclajes se pueden hacer corresponder
con los cuadrados de los módulos de las distintas proyecciones del vector ûi
y, por lo tanto, con los valores de g. De este modo si estamos interesados
en que en la pared k haya un anclaje planar degenerado g es de la forma
gk(ûi; ê
k) = (ûi · êk‖1)2 + (ûi · ê
k
‖2)
2, es decir, el cuadrado del módulo de
la proyección de ûi sobre la pared. Si el anclaje es planar no degenerado,
g es de la forma gk(ûi; ê
k) = (ûi · êk‖d)2 = (ek‖d,1ûi · ê
k
‖1)




siendo d alguna dirección fija perteneciente a la pared y de componentes
(ek‖d,1, e
k











‖d,2) = (0, 1)). Si el anclaje es homeotrópico g es de la forma
gk(ûi; ê
k) = (ûi · êk⊥)2. Si la dirección impuesta viene dada por un par de





(ûi · êkd)2 = (ekd,1ûi · êk‖1)2 + (ekd,2ûi · ê
k
‖2)
2 + (ekd,3ûi · êk⊥)2 ((ekd,1, ekd,2, ekd,3) =
(cosφ sen θ, senφ sen θ, cos θ)) y podemos tener θ = α y φ = β, que es una
dirección fija que impone una orientación que forma un ángulo π
2
− α con la
pared, y suele llamarse tilted en inglés; o podemos tener θ = α, ∀φ que es un
cono de direcciones. Y aún queda otra posibilidad: que la pared no imponga
anclaje alguno y, por consiguiente, no penalice ninguna dirección, es decir,
gk(ûi; ê
k) = 1 para todo ûi A este anclaje se lo llama indiferente. Luego con
esta definición de g la parte atractiva del potencial será, en valor absoluto,
mayor cuanto menor sea la diferencia 1 − g(ûi; êk) y la penalización mayor
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cuanto mayor sea dicha diferencia. En cuanto a la parte repulsiva, ésta es de
tipo central, lo que es coherente con el hecho de tener un modelo de sistema
con part́ıculas esféricas.
En la Tesis estamos interesados en anclajes homeotrópicos, pero toma-
mos g(ûi; ê
k) = 1 debido a la tendencia que se observa en las part́ıculas a
colocarse perpendicularmente a las paredes. En las Refs. [29,72] sugieren que
esto se debe a un comportamiento cooperativo entre los potenciales uff y
ups. Dado que los valores de los parámetros del primero se han elegido de
manera que se favorezca la configuración side-side y siempre teniendo pre-
sente que las part́ıculas son esféricas, la parte repulsiva del potencial de pares
está ligeramente deformado, de manera que en la dirección de û (recordar
que en la configuración side-side ûi ‖ ûj ‖ û) siendo ligeramente más largo
en la dirección de û. En la Ref. [72] calcularon la razón κ entre las longitu-
des para las que el potencial se hace cero en las configuraciones side-side y
end-end, y obtuvieron un valor κ = 1.095. Dado que el “volumen excluido”
es ligeramente más largo que ancho, significa que, en una pared, la orien-
tación homeotrópica admite por unidad de superficie una mayor cantidad
de part́ıculas que con otra clase de orientación. En particular, la orientación
planar será la más desfavorable. Entiéndase entonces, que éste es un argu-
mento puramente energético, en el que cuanto mayor cantidad de part́ıculas
haya en la pared con la configuración energéticamente más favorable, más
favorable será la configuración total de las part́ıculas del sistema. Además
de esto, hay otro argumento a su favor y es que las part́ıculas que están en
contacto con las paredes están sometidas a una fuerza ejercida por el resto
del fluido y que tiende a ordenarlas. Esto es conocido como efecto de deple-
ción citepreguntarajmporarticulosuyodondeaparezcaelefecto. Nosotros apro-
vechamos esto para tener un anclaje homeotrópico sin necesidad de imponer
más condiciones al sistema. Indudablemente, se observa que la presencia del
término gk(ûi; ê
k) = (ûi · êk⊥)2 impone un anclaje mucho más intenso, pero
los resultados para el campo nemático, en el caso de un sustrato plano, no
cambian prácticamente nada. Sin embargo, parámetro de orden nemático S
aumentaŕıa significativamente cerca de las paredes frente al valor del mismo
en volumen, mientras que para el anclaje neutro se obtiene un valor de or-
den más constante en todo el sistema. Por lo tanto usamos g = 1, para los
sustratos con estructura.
6.4. Colectivo gran canónico
Para simular el sistema usamos el colectivo gran canónico, en el que el
potencial qúımico µ, la temperatura T y el volumen V del sistema son cons-
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tantes, y cuya conexión con la termodinámica es el gran potencial Ω [10]
Ω(µ, T, V ) = −kBT lnQ(µ, T, V ) (6.25)
en el que kB es la constante de Boltzmann y Q es la gran función de partición














siendo z la fugacidad de un sistema cuya expresión es z = eβµ (β = 1
kBT
) y
Z(N) la función de partición canónica total del sistema, que factoriza en las
partes cinéticas Zt(N) y Zr(N), y la configuracional Zc(N), siendo Zt(N) =
1
Λ3N






)N la parte cinética correspondiente a los grados de libertad
de rotación. La constante Λ = h√
2πmkBT
es la longitud de onda térmica de
de Broglie, h la constante de Plank, m la masa de cada part́ıcula y I el







donde U = Uff +Ufs, N ! da cuenta de que aunque las part́ıculas sean distin-
guibles (en un cálculo clásico) el sistema tiene simetŕıa bajo el intercambio de
etiquetas i y j para todo par de part́ıculas i, j, es decir, dos configuraciones
en las que se use la transformación i → j dejan invariante a todo el sistema
y no hay que contarlos como si fueran distintos y 2N da cuenta de la simetŕıa
del sistema bajo la transformación ûi → −ûi, es decir, U(ûi) = U(−ûi) para
toda part́ıcula i [69].
Para obtener el parámetro de orden usamos el tensor de orden Q que se
representa por una matriz 3×3 cuyas componentes vienen dadas por la suma
de los productos diádicos de las componentes de los vectores ûi para cada










donde r̂s es el vector que indica cualquier posición dentro del sistema, no
señala a part́ıcula alguna. El valor medio de este tensor calculado en el co-
lectivo gran canónico y diagonalizado después con el método de Jacobi [12],
proporcionando tanto el valor del parámetro de orden y el vector director lo-
cales por su mayor autovalor S(r̂s) y autovector asociado, respectivamente.
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autovalor n̂(r̂s). Ambos también tienen un carácter local. Otra medida que








donde δ es la delta de Dirac.
6.5. Metodoloǵıa
Nuestras simulaciones se realizaron en el colectivo gran-canónico y una
longitud de t́ıpicamente 106 ciclos. Cada ciclo consiste en N pasos en los
que, en cada uno, se escoge aleatoriamente una part́ıcula y acto seguido
se realiza un intento de Monte Carlo, que puede ser una traslación y una
rotación o un intento de creación o destrucción de una part́ıcula escogida
al azar. La razón entre el número de intentos de traslación y rotación y el
número de intentos de creación o destrucción es 1
5
. Por ello, en promedio,
se habrán realizado en cada ciclo 4N
5
intentos de creación o destrucción y
N
5
intentos de traslación y rotación El hecho de que los intentos de creación
o destrucción se vean propiciados cinco a uno frente a los de traslación y
rotación no introduce ningún sesgo, puesto que la elección de la part́ıcula
se hace de forma aleatoria sin que se vea condicionada por la elección en el
paso anterior, ni condicione la elección en el siguiente, es decir, la elección de
dos part́ıculas son procesos estad́ısticamente independientes. Y por la misma
razón no hay ningún problema en hacer un intento de traslación y uno de
rotación en un mismo paso de Monte Carlo. En las simulaciones siempre se
hacen 105 ciclos de equilibración.
Usamos en la direccion de eje Z condiciones de contorno periódicas, aśı co-
mo en la dirección del eje X cuando estamos por encima de la altura máxima
del sustrato. Respecto al eje Y , el sustrato impone la condición de impene-
trabilidad con g = 1, que favorece anclaje homeotrópico, mientras que en la
parte superior ponemos una pared impenetrable, situada a una distancia del
sustrato suficientemente grande para que su presencia no altere el orden en
las cercańıas del sustrato. Debido a que el sistema presenta simetŕıa trasla-
cional en la dirección del eje Y en todos los casos, podemos hablar, de forma
efectiva, de un sistema de dos dimensiones y descrito en el plano XY en
muchos aspectos del mismo.
Nuestras simulaciones se realizaron para valores de potencial qúımico y
temperatura reducidos µ∗ = µ/ǫ = −9.0 y T ∗ = kBT/ǫ = 0.9, respectiva-
mente. Bajo estas condiciones, simulaciones previas muestran que el sistema
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en volumen está en la fase nemática con densidad reducida ρ∗ = ρσ3 =
0.86± 0.04 y parámetro de orden nemático S = 0.54± 0.01.
Dado que las magnitudes cuyos valores medios queremos calcular son de
carácter local, tenemos que dividir el sistema en celdas, de manera que la
estad́ıstica de cada magnitud en cada una de ellas sea lo suficientemente
buena y además dé cuenta de la variación espacial del campo. Si la celda
está alejada de las superficies, elegimos celdas ortorrómbicas de lados ∆Lx,
∆Ly y ∆Lz centradas en el punto r̂ donde se evaluará la propiedad. Si el
punto está cerca del sustrato, hay que considerar celdas más complejas. Final-
mente, y para mejorar la estad́ıstica, como los sistemas simulados presentan
simetŕıa traslacional a lo largo del eje Z, hacemos un promedio espacial de las
distintas cantidades sobre los resultados obtenidos para celdas con la misma
proyección en el plano XY .
Finalmente, queda la cuestión de cómo evaluar el potencial de interacción
fluido-sustrato cuando éste último no es plano. Como el parámetro de apan-
tallamiento η será mucho menor que las escalas espaciales que determinan la
geometŕıa del sustrato, por lo que es una buena aproximación considerar que
el sustrato es plano para las part́ıculas que interaccionan con él. Por tanto, en
general el punto más cercano rkp de la Ec. (6.19) a cada part́ıcula será aquel
punto del sustrato cuya recta normal pase por la posición de la part́ıcula.
Pero puede ocurrir que el punto más cercano a la part́ıcula no se encuentre
en la una dirección normal al sustrato, como, por ejemplo, part́ıculas por
encima de una arista obstusa. Para esas part́ıculas, hemos considerado que
la interacción con el sustrato es nula si no hay solape, lo que modifica el
potencial de interacción fluido-sustrato en la cercańıa de ciertas aristas. Sin
embargo, las regiones afectadas son pequeñas y no esperamos que tengan un
efecto importante en la fenomenoloǵıa observada.
6.6. Resultados
A continuación pasamos a describir los resultados obtenidos mediante
las simulaciones de Monte Carlo para nemáticos en contacto con sustratos
estructurados. En particular, consideraremos los tres tipos de sustratos con-
siderados en el Caṕıtulo anterior: el sustrato triangular, el sustrato almenado
y el sustrato sinusoidal.
6.6.1. Sustrato triangular
Hemos considerado dos casos de sustratos triangular caracterizados por
el ángulo de inclinación α de las paredes con el eje X y longitud entre valles
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y crestas L: α = π
6
y L = 5, y α = π
3
y L = 7. Nótese que ambos casos co-
rresponden a dos texturas distintas según los resultados obtenidos en campo
medio para los modelos de LdG y FO modificado. El periodo a lo largo del
eje X es por lo tanto igual 2L cosα (5
√




3 para α = π
3
).
A partir de una altura L senα (5
2




para α = π
3
), la celda es
paralelepipédica, de altura 20 para α = π
6
y para 25 α = π
3
y anchura igual a
la periodicidad del sustrato. Finalmente, la profundidad a lo largo del eje Z
es Lz = 27.
En este caso, para calcular los perfiles de densidad, parámetro de orden
S y campo director, se usan celdas ortorrómbicas de lado ∆Lx = ∆L cosα,
∆L senα y ∆Lz = ∆L, con ∆L = 0.5 si no están en contacto con las paredes.
En ese caso, se consideran céldas prismáticas con base triangular, donde
∆Lx = ∆L/ tanα.
Caso α = π
6
La Fig. 6.1 muestra los perfiles de densidad, parámetro de orden S y
campo director de este caso. Podemos observar en el campo nemático n̂
que la textura de equilibrio corresponde a un anclaje homeotrópico lejos
del sustrato, similar al obtenido para el modelo de FO en campo medio
(compárese con la Fig.5.8(a)). La densidad de part́ıculas tiene un valor casi
constante en volumen, aunque cerca de la pared superior observamos las
oscilaciones en la densidad t́ıpicas de una fase ĺıquida cuando está cerca de
una pared, con capas de alta densidad, incluso del doble que en volumen,
y baja densidad, llegando a la mitad que en volumen. Cerca del sustrato,
también se observan esas oscilaciones, pero con una estructura más compleja
donde la densidad presenta oscilaciones a lo largo del eje X e Y . Cerca de
los vértices el efecto es más acusado. Respecto al parámetro de orden S,
su valor disminuye cerca de los vértices del sustrato, donde sabemos que
han de nuclearse los defectos y aumenta ligeramente por encima del valor
de volumen cuando se acerca a la pared plana superior. Esto último se debe
al efecto ordenante ya comentado que se produce cerca de una pared En las
paredes del sustrato observamos también dicho aumento cuando nos alejamos
un poco de ellas, pero es más pequeño, por lo que el valor de S es más o menos
el valor de bulk, porque las part́ıculas se ven sometidas a la influencia de las
dos paredes, que las orientan de forma distinta. Tanto en el sustrato como
en la pared superior podemos ver que en las primeras dos capas, contadas a
partir de la pared más cercana, el orden es menor, sobre todo en el sustrato,
y aún más en las cercańıas de los vértices, como se ha dicho anteriormente.
Este resultado está en contradicción con los obtenidos con el modelo de LdG,
en el que hay un ligero aumento del orden cerca del sustrato frente al valor
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de volumen.
Caso α = π
3
En este caso no hemos usado un anclaje neutro para la frontera superior,
sino que hemos impuesto un anclaje planar degenerado para que ejerza la
menor influencia posible en el anclaje. La Fig. 6.2 muestra las cantidades
de interés de este caso. Para α = π
3
, la textura de equilibrio corresponde
a un anclaje planar lejos del sustrato como vemos en su campo nemático,
similar al obtenido para el modelo de FO en campo medio (compárese con
la Fig.5.8(a)). La densidad muestra un comportamiento muy similar al del
caso anterior. El valor corresponde al valor de volumen lejos de los sustratos,
mientras que cerca de la pared superior se observan oscilaciones similares
al caso anterior. Cerca del sustrato observamos oscilaciones más acusadas
que en el caso π/6, debidas probablemente a que los efectos de depleción
se ven amplificados por la mayor cercańıa de las paredes que se encuentran
en el valle. El parámetro de orden disminuye su valor cerca de los vértices
del sustrato, donde sabemos que han de nuclearse los defectos y, como en
el caso α = π
6
, mantiene el valor de volumen cuando se acerca a la pared
plana superior. En las paredes del sustrato se observa una disminución del
orden más acusada que la que se observaba en el caso anterior, de nuevo,
porque las paredes están más juntas, aumentando el efecto de depleción de
las part́ıculas. Esto contrasta, una vez más, con los resultados de la teoŕıa de
LdG de campo medio.
Finalmente, mencionar que se realizaron simulaciones con condiciones
de anclaje indiferentes en la frontera superior. En este caso, la textura del
nemático cerca del sustrato inferior es similar al descrito arriba, pero por
encima del sustrato se observa un cambio en la orientación del director, que
pasa de ser prácticamente planar a homeotrópico en la frontera superior. Este
tipo de comportamiento es similar al observado en celdas de cristal ĺıquido
h́ıbridas, donde las paredes confinantes inducen distintos anclajes.
6.6.2. Sustrato almenado
En este caso el sustrato está compuesto por cuatro superficies planas, y su
geometŕıa viene determinada por tres longitudes: la separación entre pozos
l1, la anchura del pozo l2 y su profundidad h. Por otro lado, la profundidad de
la celda de simulación en el eje Z es Lz, y su altura en el eje Y es H. En todas
nuestras simulaciones hemos tomado l1 = l2 = 10, Lz = 27 y H = 25. Debido
a que los cálculos del modelo de FO en campo medio muestran distintas
texturas en función de h, hemos considerado dos valores de h: h = 5.0 y
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h = 7.5. En el sustrato y la frontera superior imponemos g = 1 que induce
anclaje homeotrópico. Para el cálculo de los perfiles, se usan celdas cúbicas
de lado ∆L = 0.5.
Caso h = 7.5
Los resultados obtenidos se muestran el la Fig. 6.3. Comparando con los
resultados obtenidos usando teoŕıa de campo medio podemos identificar la
textura asimétrica en la que vemos nucleados en los vértices los defectos y
en concreto la configuración I t1 =
−
1





e Ib2 = −1. El campo
nemático es el esperable para dicha configuración, salvo en la frontera supe-
rior, en la que observamos un anclaje hometrópico, cuyo origen conocemos,
en vez de el anclaje llamado tilted, para el cual el campo nemático forma un
determinado ángulo muy lejos del sustrato. De todas maneras, por encima
del pozo se observa una variación del director de una configuración inclina-
da a la homeotrópica, similar a la observada en celdas nemáticas h́ıbridas.
La densidad presenta cerca de la pared superior las oscilaciones t́ıpicas de
un ĺıquido cerca de una pared y, aunque es más dif́ıcil apreciarlo, lo mismo
ocurre en las superficies del sustrato. En los vértices superiores se observan
oscilaciones mayores en la densidad respecto al valor de volumen.
El parámetro de orden S muestra un valor constante similar al de volumen
lejos de los sustratos. Cerca de la pared superior es algo mayor, con un
pequeño descenso en la última capa, acorde con el comportamiento de la
densidad. En las paredes horizontales superiores se observa que a medida
que nos alejamos de las paredes verticales, el valor del parámetro de orden
aumenta hasta alcanzar el valor de volumen. En las paredes del pozo el orden
es menor llegando casi a 0 al acercarnos a los vértices donde están los defectos,
particularmente en las cercańıas de las aristas inferior izquierda y superior
derecha, puesto que es en la diagonal que los une donde el campo nemático
muestra un cambio mayor y por lo tanto el orden es menor.
Caso h = 5.0
Los resultados obtenidos se muestran el Fig. 6.4. En este caso observamos
un estado simétrico similar al observado en campo medio con una configura-





e Ib1 = I
b
2 = −1. En este caso, el campo director
es práctimente homogéneo y homeotrópico por encima del sustrato inferior.
Las caracteŕısticas del perfil de densidad son muy similares a las observa-
das para el caso h = 5. Por otro lado, el parámetro de orden S muestra un
comportamiento similar expecto en el interior del pozo, ya que en la base del
mismo el orden es superior y en las paredes verticales inferior. Tiene sentido
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puesto que éstas últimas son más cortas que en el caso h = 7.5, por lo que el
campo nemático sufre un distorsión mayor. Al ser más pequeñas la competi-
ción con la base es menor, por lo que el efecto de ésta es mayor y mayor es
el orden cerca de ella.
6.6.3. Sustrato sinusoidal
Este sustrato tiene un perfil dado por la ecuación
f(x) = A(1− cos qx) (6.30)
La periodicidad es L y el número de ondas es 2π
L
. A partir de una altura 2A
la celda es paralelepipédica, de altura H − 2A y profundidad Lz y anchura
igual a la periodicidad del sustrato. En este caso, el cálculo de la distancia
de una part́ıcula al sustrato para la obtención de la enerǵıa de interacción
sustrato-fluido es más compleja que en los casos anteriores. El procedimiento
es descrito en el Apéndice D. En nuestras simulaciones hemos tomadoH = 20
y Lz = 10, y considerado los valores de la amplitud A = 1.0, 1.5, 3.5 y
4.0. Los resultados se muestran en las Figs. 6.5, 6.6, 6.7 y 6.8. Observamos
dos comportamientos. Para rugosidades pequeñas (A = 1.0 y 1.5) tenemos,
como en el estudio en campo medio del modelo FO, una textura con un
anclaje homeotrópico lejos del sustrato y sin presencia de defectos en el bulk.
Para las rugosidades mayores (A = 3.5 y 4.0) tenemos un anclaje planar no
degenerado [31] lejos del sustrato y nucleación de defectos en volumen tanto
sobre el mı́nimo del sustrato, como sobre el máximo. Podemos observar que
sobre el mı́nimo aparece un defecto de carga 1
2
y sobre los máximos de carga
−1
2
. Podemos Llamemos al primer caso N⊥ y al segundo N‖, tal y como
hicimos al estudiar las transiciones de anclaje para este sustrato. Respecto a
la densidad, observamos que es mayor por debajo de 2A y que esto es más
acusado para amplitudes más pequeñas. Respecto al parámetro de orden S,
se observan valores altos y casi constantes para las amplitudes pequeñas.
Esto tiene sentido, puesto que las rugosidades son pequeñas y se aproximan
al caso plano. Para las amplitudes mayores śı se observa una cáıda del orden
cerca del sustrato y de los defectos, lo que es consistente con el hecho de que
el campo nemático sufra distorsiones grandes en estas zonas.
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Figura 6.1: Perfil de densidad de part́ıculas (figura superior izquierda), de
parámetro de orden S (figura superior derecha) y campo de vectores direc-
tores locales (figura inferior) de un nemático en contacto con un sustrato
triangular con α = π/6.
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Figura 6.2: Igual que Fig. 6.1 con α = π/3.
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Figura 6.3: Perfil de densidad de part́ıculas (figura superior izquierda), de
parámetro de orden S (figura superior derecha) y campo de vectores direc-
tores locales (figura inferior) de un nemático en contacto con un sustrato
almenado con l1 = l2 = 10 y h = 7.5.
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Figura 6.4: Igual que Fig. 6.3 con h = 5.0.
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Figura 6.5: Perfil de densidad de part́ıculas (figura superior izquierda), de
parámetro de orden S (figura superior derecha) y campo de vectores direc-
tores locales (figura inferior) de un nemático en contacto con un sustrato
sinusoidal con L = 10 y A = 1.0.
6.6. RESULTADOS 123




























Figura 6.6: Igual que la Fig. 6.5 con A = 1.5
124 CAPÍTULO 6. SIMULACIÓN MONTE CARLO


























Figura 6.7: Igual que la Fig. 6.5 con A = 3.5
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Figura 6.8: Igual que la Fig. 6.5 con A = 4.0
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Caṕıtulo 7
Transiciones de mojado y
rellenado
7.1. Introducción
En este Caṕıtulo analizaremos la fenomenoloǵıa de mojado de un cris-
tal ĺıquido nemático en presencia de sustratos estructurados, y en particular
las transiciones de mojado y rellenado. El interés en entender estas tran-
siciones, al igual que dijimos en las transiciones de anclaje, es doble. Por
un lado está el interés, desde el punto de vista fundamental, de entender el
comportamiento de fluidos complejos como es el caso de cristales ĺıquidos
en contacto con superficies estructuradas. Por otro lado, son de interés sus
aplicaciones tecnológicas, como por ejemplo la de la industria microflúıdi-
ca, entre otras [36–38, 40, 60, 71]. Tal y como ocurre en fluidos simples, un
fluido nematógeno en fase isótropa en contacto con un sustrato estructura-
do que favorece la orientación local de sus moléculas puede encontrarse en
distintos estados (véase la Fig. 7.1. En el estado seco el orden orientacional
está circunscrito a una capa de espesor molecular sobre el sustrato, estando
desordenado orientacionalmente en el resto del volumen del fluido. Otro es-
tado que puede presentarse es el estado rellenado, en el que el fluido presente
en las hendiduras del sustrato posee un orden orientacional local, correspon-
diente a la fase nemática, aunque la anchura de dicha capa es del orden de la
amplitud de la rugosidad del sustrato. Este estado puede presentarse en con-
diciones de coexistencia nemático-isótropo como fuera de ellas. Finalmente,
el estado mojado corresponde a una situación en la que se forma una capa de
fase nemática de anchura macroscópica que se interpone entre la fase isótro-
pa de volumen y el sustrato. Cambiando las condiciones termodinámicas del
fluido, se puede pasar de un estado superficial a otro. Aśı, la transición de
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Figura 7.1: Esquema de los estados superficiales de un fluido nematógeno
isótropo en contacto con un sustrato estructurado: (a) estado seco , (b) estado
rellenado (coexistencia isótropo-nemático), (c) estado mojado (coexistencia
isótropo-nemático) y (d) estado rellenado (fuera de coexistencia).
rellenado consiste en el paso de un estado seco a uno rellenado. Por otro lado,
la transición de mojado corresponde a una transición entre una fase seca o
rellenada y una de mojado.
Desde el punto de vista macroscópico, el fenómeno de mojado se describe
mediante argumentos termodinámicos. El ángulo de contacto ψ de una gota
de ĺıquido nemático suficientemente grande en equilibrio con su fase isótro-
pa en una superficie plana está relacionado con las tensiones superficiales
isótropo-nemático σni, sólido-nemático σns y sólido-isótropo σis mediante la
ley de Young cosψ = σni−σns
σni
, y mientras este ángulo no sea nulo se dice que
el sistema está en una fase de mojado parcial. Cuando ψ = 0, la gota se
desparrama sobre la superficie, mojándola. Esto se conoce como transición
de mojado. Desde un punto de vista microscópico, esta transición está ca-
racterizada por el valor del parámetro de orden de la transición, cuyo valor
está relacionado con la inversa de la anchura de la peĺıcula de ĺıquido nemáti-
co que moja la superficie [23]. La transición de mojado se da, cuando dicha
anchura diverge. Si nos fijamos en la interfase isótropo-nemático, la tran-
sición de mojado ocurre cuando aquélla deja de estar en contacto con la
superficie. La rugosidad altera las propiedades de mojado de las superficies.
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Por ejemplo, si suponemos que la transición de mojado ocurre entre el estado
seco y el mojado, podemos establecer termodinámicamente la ley de Wenzel,
que expresa la relación que existe entre el ángulo de contacto de la gota y la
superficie de un sustrato estructurado cuando la fase seca y la mojada están
en equilibrio cosψ = r cosψπ, con ψπ el ángulo de contacto en la superficie
plana y r la rugosidad del sustrato. Esta ley contiene y generaliza a la de
Young, en el caso de sustratos con estructura. Dado que la superficie efectiva
es mayor que la del caso plano (r ≥ 1, dándose la igualdad para el caso
plano) todas las propiedades de mojado se amplifican [25]. ES decir, conse-
guimos superficies más hidrófobas, o más hidrófilas, puesto que las interfases
son mayores y las enerǵıas implicadas aumentan en la misma proporción. Sin
embargo, la presencia de estados rellenados, las distorsiones elásticas, etc.
pueden alterar esta predicción, especialmente cuando la rugosidad está en la
escala micrométrica.
Este problema ha sido estudiado en la literatura en el contexto del mo-
delo de LdG [23,25,39], para los sustratos triangular, sinusoidal y almenado.
Sin embargo, por razones computacionales sólo se pod́ıan considerar sistemas
con periodos y rugosidades relativamente pequeñas. El objetivo del estudio
presentado en este Caṕıtulo es generalizar el modelo de FO modificado que
consideramos para el estudio de las transiciones de anclaje a situaciones inter-
faciales tales como las mostradas en la Fig. 7.1, lo que nos permitirá ampliar
el rango de escalas especiales. En este estudio sólo consideraremos los sus-
tratos sinusoidales y almenados.
7.2. Metodoloǵıa
Vamos a considerar la fenomenoloǵıa interfacial para condiciones termo-
dinámicas de coexistencia entre la fases isótropa y nemática. Por tanto, las
contribuciones de la enerǵıa libre que determinarán los estados superficiales
serán las tensiones superficiales asociadas a las distintas interfases, la con-
tribución elástica asociada a las distorsiones del director nemático en las
regiones de fase ĺıquido y las contribuciones asociadas a las distintas singula-
ridades del campo orientacional. Para establecer la conexión con los estudios
previos [23, 25], tomaremos las expresiones de las tensiones superficiales y
constantes elásticas, aśı como las contribuciones a la enerǵıa libre de los
núcleos de los defectos, las que corresponden al modelo de LdG para τ = 1
y κ = 2, por lo que el anclaje en la interfase isótropo-nemático será planar
degenerado. Asimismo, se consideraron condiciones de anclaje homeotrópico
en el sustrato. Además, consideraremos valores del periodo en X del sustrato
λ lo suficientemente grandes como para que, de manera efectiva, se puedan
130 CAPÍTULO 7. TRANSICIONES DE MOJADO Y RELLENADO
considerar condiciones de anclaje fuerte en ambos casos. Aśı, consideraremos
los tres tipos de configuraciones interfaciales que se muestran en la Fig. 7.1.
Para el caso del estado seco, la enerǵıa libre por periodo y unidad de longitud
en el eje Z viene dada por la expresión:
Fz = F
s
s ≡ σ̃issL (7.1)
donde sL es la longitud del perfil del sustrato en un periodo, y σ̃is es una
tensión superficial efectiva isótropo-sustrato. Su valor depende de si la in-
tensidad del anclaje fluido-sustrato. Si w < wm, donde wm ≈ 0.178 es el
valor de w para la transición de mojado, entonces σ̃is coincide con la tensión
superficial isótropo-nemático descrita en el Apéndice A. En caso contrario,
cabe esperar que se forme una peĺıcula de nemático entre el sustrato y la
fase isótropa de una anchura de al menos varios diámetros moleculares. Sin
embargo, la textura del nemático en la capa depende de su anchura. Si dicha
capa es muy ancha, la textura con enerǵıa libre mı́nima correspondeŕıa a la
que satisface las distintas condiciones de anclaje en el sustrato y la inter-
fase isótropo-nemático, lo que conlleva una distorsión elástica al pasar del
sustrato a la interfase. La enerǵıa libre por unidad de área de esta textura
seŕıa σns + σ
||
ni +Kπ
2/8d, donde d es la anchura de la capa. Sin embargo, si
la capa tiene una anchura moderada, el campo director es homogéneo y ho-
meotrópico a lo largo de ella. En este caso su enerǵıa libre por unidad de área
seŕıa σns + σ
⊥
ni. Por tanto, la capa homogénea será la más favorable energéti-
camente si d < Kπ2/8(σ⊥ni − σ
||
ni), que para las condiciones consideradas es
d ≈ 55ξ0. Un fenómeno superficial se observa para nemáticos confinados en
celdas h́ıbridas [30]. Dado que vamos a considerar valores de λ moderados, en
los que la anchura de la capa debe ser mucho menor que λ, consideraremos









Respecto al estado de mojado, su enerǵıa libre por periodo y unidad de
longitud se puede obtener a partir de la enerǵıa libre por periodo y unidad
de longitud de un nemático en contacto con un sustrato FNem.z como:
Fz = F
m
z ≡ FNem.z + σ
‖
niλ (7.3)
Nótese que formalmente tomamos la anchura de la capa nemática infinita, por
lo que la posible contribución elástica debida a las distorsiones del director
al pasar del anclaje favorecido por el sustrato por encima de él y el anclaje
planar inducido por la interfase es despreciable. La contribución FNem.z se
calcula de la manera descrita en el Caṕıtulo 5:
FNem.z = σnssL + Fe,z + Fn,z (7.4)
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donde σns es la tensión superficial nemático-sustrato, y Fe,z y Fn,z son, respec-
tivamente, las contribuciones elásticas y de los núcleos de las singularidades
a la enerǵıa libre. Dado que puede haber distintas texturas nemáticas para
un mismo sustrato, se pueden observar distintos estados de mojado.
Finalmente, para los estados de rellenado hay regiones del fluido que se en-
cuentran en el estado nemático, mientras que el resto está en la fase isótropa.
En todos los casos que trataremos, la región nemática se encontrará localiza-
da entre una porción del sustrato y la interfase isótropo-nemático, mientras
que el resto del sistema se encontrará en la fase isótropa. Ésta última en una
frontera libre cuya localización y forma es desconocida a priori. Por tanto, el
procedimiento a seguir para identificar el estado de rellenado seŕıa el siguien-
te. Para cada configuración interfacial y de disclinaciones en el volumen del
nemático, se evalúa la enerǵıa libre por periodo y unidad de longitud en Z
de la siguiente manera:
Fz = F
r
z ≡ σ̃is(sL − sNem.) + σnssNem. + σ
||
nisInt. + Fe,z + Fn,z (7.5)
donde sNem. es la longitud del perfil del sustrato que está en contacto con el
nemático, sInt. es la longitud de la proyección de la interfase isótropo-nemáti-
co en el plano XY , y Fe,z y Fn,z son, respectivamente, las contribuciones
elásticas y de los núcleos de las singularidades a la enerǵıa libre asociadas
a la región de nemático. Como ahora esta región es finita, para obtener la
contribución elástica a la enerǵıa libre se usarán los métodos de los elemen-
tos de contorno descritos en el Caṕıtulo 3 convenientemente modificados
para tener en cuenta la presencia de dos fronteras (el sustrato y la interfa-
se isótropo-nemático). Por otro lado, entre las distintas singularidades en el
campo de orientaciones, pueden encontrarse, además de las ya descritas para
un sustrato en contacto con una fase nemática, disclinaciones nucleadas en
las interfases y singularidades asociadas a las ĺıneas triples sustrato-nemático-
isótropo. De esta manera, se obtiene el funcional de enerǵıa libre asociado a
los estados de rellenado, que será un funcional respecto a las configuraciones
interfaciales isótropo-nemático, y una función respecto a las coordenadas de
las posibles disclinaciones que puedan presentarse en el seno del nemático.
El estado de rellenado de equilibrio será aquél que minimice el funcional.
Dicha minimización puede realizarse, por ejemplo, discretizando la interfase
isótropo-nemático y minimizando numéricamente respecto a las coordenadas
de los nodos de la interfase y las posiciones de las disclinaciones. Sin em-
bargo, en este trabajo realizaremos una simplificación adicional. Dado que
estudiaremos valores de λ moderados y que estamos en condiciones de coexis-
tencia isótropo-nemático, consideraremos que la interfase isótropo-nemático
es plana y paralela al plano XZ. Este resultado es coherente con los obser-
vados para los estudios previos con el modelo de LdG [23,25]. Por tanto, las
132 CAPÍTULO 7. TRANSICIONES DE MOJADO Y RELLENADO
distintas configuraciones interfaciales se conseguirán colocando la interfase
en distintas alturas. En esta aproximación, el funcional se convierte en una
función de pocas variables, que se minimiza usando técnicas como el método
de los gradientes conjugados.
7.3. Sustrato sinusoidal
A continuación pasamos a presentar los resultados obtenidos para el sus-
trato sinusoidal cuyo perfil viene dado por f(x) = A(1−cos qx), con A siendo
la amplitud y el número de ondas q = 2π
λ
, donde λ es el periodo del sustrato.
En este sustrato estudiamos tres casos: λ = 40ξ0, λ = 100ξ0, λ = 1000ξ0 (por
comodidad, de aqúı en adelante tomaremos ξ0 = 1). En cada caso, usamos































donde f ′(x) = df/dx y E(x) y E(x|y) son las integrales eĺıpticas de segunda
especie completa e incompleta, respectivamente [16]. Respecto a sNem. para
el estado de rellenado, su valor depende de la altura de la interfase hintf . Si
hintf > 2A, entonces sNem. = sL, mientras que en caso contrario la interfase





















qxh | − (qA)2
)
Respecto a las contribuciones elásticas a la enerǵıa libre, para el esta-
do de mojado se evalúa de la misma manera que se hizo en el Caṕıtulo 5.
Existirán dos posibles estados de mojado. En primer lugar, está un estado
sin defectos donde la textura nemática cerca del sustrato es N⊥, y que es
la más estable para rugosidades pequeñas. Por otro lado, hay un estado con
defectos caracterizado por una textura N‖ cerca del sustrato, y que es la que
tiene menor enerǵıa libre para rugosidades grandes. En cuanto al estado de
rellenado tenemos que tener en cuenta el dominio situado entre el sustrato
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y la interfase isótropo-nemático, donde se imponen una condición de anclaje
planar. Hay que notar que, si hintf ≤ 2A, el orden orientacional se frustra
en las ĺıneas triples isótropo-nemático-sustrato, dando lugar a la aparición
de singularidades en el campo de orientaciones caracterizadas por cargas to-
pológicas Ipt = 1− π
2θpt
, donde θpt es el ángulo que forma la interfase con el
sustrato en la ĺınea triple.
Además, en general se nuclearán disclinaciones en el seno del nemático.
Tras considerar distintas opciones, se comprobó que las configuraciones que
dan menor enerǵıa libre son aquéllas en las que se nuclea disclinaciones de
carga topológica +1/2 sobre los mı́nimos del sustrato si hintf < 2A, y la que
tiene disclinaciones de carga +1/2 sobre los mı́nimos y disclinaciones de carga
−1/2 sobre los máximos de los sustratos. En ambos casos, la textura obtenida
en el seno del nemático es similar a la que corresponde a la textura N‖ cuando
hay un nemático en volumen (véase Caṕıtulo 5). Además, las posiciones
de las disclinaciones son prácticamente las mismas que las obtenidas con el
nemático en volumen, excepto para valores de hintf pequeños (disclinaciones
de carga +1/2) o ligeramente por encima de 2A (disclinaciones de carga
−1/2). La contribución singular a la enerǵıa libre elástica por periodo y
unidad de longitud en Z se puede obtener de manera anaĺıtica usando las







4 ln qλ− 2 ln 2 (7.8)
−2 ln(cosh(q(hdu − hdd)) + 1)
+ ln(cosh(2q(hdu − 2A))− 1)
+ ln(cosh(2qhd)− 1)
− ln(cosh(q(hu + hd)) + 1)
− ln(cosh(q(hu + hd − 4A)) + 1)
− ln(cosh(q(h− hu))− 1)
+ ln(cosh(q(h− hu)) + 1)
+ ln(cosh(q(h− hd)) + 1)
− ln(cosh(q(h− hd))− 1)
− ln(cosh(q(h+ hu − 4A))− 1)
+ ln(cosh(q(h+ hu − 4A)) + 1)
+ ln(cosh(q(h+ hd)) + 1)
− ln(cosh(q(h+ hd))− 1)
)
(7.9)
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siendo hd la altura la disclinación situada sobre el mı́nimo del sustrato y hu
es la de la disclinación situada sobre el máximo del mismo. Por otro lado, si
hintf < 2A
F se,z =









(−2 ln qλ+ 2 ln 2
+ ln(cosh(q(hintf − hd))− 1)
+ ln(cosh(q(hintf + hd))− 1)
− ln(cosh(2qhd)− 1))
+2Ipt(− ln(1− cos(qxh))




La parte no singular se obtendrá mediante resolución numérica de la ecuación
de Laplace. Finalmente, las contribuciones de los núcleos de las disclinaciones
y las singularidades asociadas a las ĺıneas triples se obtuvieron en el Caṕıtulo
4.
Como ejemplo, la Figura 7.2 muestra la enerǵıa libre por periodo y unidad
de longitud en Z, Fz, de un estado de rellenado en función de la posición de
la interfase para λ = 100 y qA = 2.51 y dos valores de la intensidad de
anclaje (w = 0.2 y w = 0.25), que se encuentran por encima de su valor
para la transición de mojado de un sustrato plano. Se puede ver que para
hintf < 2A, Fz disminuye hasta alcanzar un mı́nimo local cerca de 2A. Una
vez alcanzado ese valor, la enerǵıa libre tiene un súbito aumento, para volver
a decaer para hintf > 2A, alcanzando un plateau que, para valores grandes
de hintf , converge a la enerǵıa libre por periodo y unidad de longitud del
estado de mojado correspondiente a la textura N‖. Por tanto, para w = 0.20
el estado de rellenado es más estable termodinámicamente que el de mojado,
mientras que para w = 0.25 ocurre lo contrario. La existencia de la barrera en
enerǵıa libre entre los estados con hintf mayores y menores que 2A es común
en todos nuestros resultados, por lo que el estado de equilibrio es siempre o
bien un estado de rellenado con hintf < 2A o el correspondiente estado de
mojado. Sin embargo, es importante notar que, para valores de hintf ≈ 2A
el ángulo de contacto de la interfase con el sustrato θtp es pequeño, por lo
que, tal y como se discutió en el Caṕıtulo 4, los valores obtenidos para Fn,z
asociados a la singularidad en el punto triple tienen una gran incertidumbre
numérica, lo que puede afectar a la forma de Fz para esas configuraciones.
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Figura 7.2: Representación de la enerǵıa libre por periodo y unidad de lon-
gitud en Z, Fz, de un estado de rellenado en función de la posición de la
interfase para λ = 100 y qA = 2.51 con w = 0.2 (ćırculos) y w = 0.25
(cuadrados).
En primer lugar vamos a considerar el caso λ = 40, que ha sido estudiado
previamente con el modelo de LdG. La Fig. 7.3 muestra las cuatro ramas
de enerǵıas libres asociadas a estados relevantes: estados secos, estados de
rellenado, estados de mojado sin defectos y estados de mojado con defectos.
Puede notarse que las ramas de los estados de mojado son paralelas, ya
que la diferencia en enerǵıa corresponde a la diferencia entre las enerǵıas
de la textura N‖ y N⊥, que es independiente de w. En este caso los estados
mojados sin defectos son más estables que los que presentan defectos, aunque
la estabilidad relativa de ambos estados se intercambiará al aumentar la
rugosidad. Además, se observa que para valores de w el estado seco es el más
estable, para valores intermedios es el estado mojado (sin defectos) u para el
valor mayor es el estado de rellenado. Por tanto, se observa una transición
de mojado para w ≈ 0.22 entre el estado seco y de mojado, y una transición
inversa de rellenado para w ≈ 0.25.
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Figura 7.3: Gráfica de los valores de Fz en función de w correspondientes
a λ = 40 y qA = 0.94 para las distintas ramas: estados secos (triángulos),
estados de rellenado (cuadrados), estados de mojado sin defectos (diamantes)
y estados de mojado con defectos (ćırculos).
Al repetir este procedimiento para distintos valores de qA obtenemos un
diagrama de fases como el mostrado en la Fig. 7.4. Como podemos ver, para
valores de w pequeños el estado de equilibrio es el seco, mientras que para
valores grandes es el estado de rellenado. Este último resultado es interesan-
te, ya que en fluidos simples el estado de mojado siempre es el más estable.
Una explicación para este hecho es que, para pasar de un estado de relle-
nado a uno de mojado, es preciso nuclear defectos, lo que es desfavorable
energéticamente [23]. Para valores de qA intermedios estos son los únicos
estados de equilibrio, mientras que para valores de qA pequeños y grandes
aparecen estados de mojado sin defectos y con defectos, respectivamente, que
se interponen entre las regiones de estabilidad de estados secos y rellenados.
Aunque no lo evaluamos expĺıcitamente, la tendencia de las distintas ĺıneas de
coexistencia indica la existencia de dos puntos triples seco-rellenado-mojado.
Al comparar estos resultados con los obtenidos para el modelo de LdG
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Figura 7.4: Diagrama de fases esquemático para λ = 40.
[23], vemos varias diferencias. En primer lugar, en el diagrama de fases mos-
trado en la Ref. [23] no aparecen estados de mojado con defectos. Por otro
lado, la transición mojado sin defectos-rellenado es mucho más vertical. Ello
puede estar causado por el hecho de que las condiciones de anclaje fuerte
en el sustrato sinusoidal parecen ocurrir a valores de λ > 80 [23]. Además,
las enerǵıas correspondientes a los estados de rellenado presentan más in-
certidumbre. Todo ello puede alterar el delicado equilibrio de estabilidades
relativas que da lugar a este diagrama de fases.
Para λ = 100 seguimos el mismo procedimiento. De las curvas de enerǵıa
libre de cada rama de estados (véase la Fig. 7.5) localizamos las ĺıneas de
coexistencia entre distintos estados superficiales y los representamos en la
Fig. 7.6. Podemos observar que, respecto al diagrama de fases para λ =
40, las regiones de estabilidad de los estados mojados se han ampliado en
detrimento de las regiones de estabilidad de estados de rellenado y secos.
De hecho, desaparece la ĺınea de coexistencia seco-rellenado, de manera que
las tendencias de las curvas de coexistencia parecen indicar la existencia de
un punto triple seco-mojado sin defectos-mojado con defectos y otro punto
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Figura 7.5: Igual que la Fig. 7.3 para λ = 100 y qA = 1.26 (figura superior
izquierda), qA = 1.70 (figura superior derecha), qA = 2.20 (figura inferior
izquierda) y qA = 2.51 (figura inferior derecha).
triple rellenado-mojado sin defectos-mojado con defectos.
Finalmente, consideramos el caso λ = 1000. Las curvas de enerǵıa libre
para los distintos estados se representan en la Fig. 7.7. Como puede verse, la
enerǵıa libre de los estados rellenado y mojado son muy parecidas. Esto es
de esperar, ya que para λ = 1000 domina el término superficial, y además
hintf ≈ 2A para el estado de rellenado. El diagrama de fases se representa en
la Fig. 7.8. Como podemos ver, su topoloǵıa es completamente distinta a los
casos anteriores: los estados mojado con defectos han desaparecido (aunque
pueden estar presentes para rugosidades mayores que las consideradas). Por
otro lado, para rugosidades pequeñas hay una transición directa del estado
seco al mojado sin defectos, mientras que para rugosidades grandes la región
de estabilidad de los estados de rellenado se interpone entre las de los estados
secos y de mojado (sin defectos). Esta última caracteŕıstica es también ob-
servada en fluidos simples [46]. Nótese que para λ→ ∞ debe recuperarse la
fenomenoloǵıa observada en fluidos simple, ya que los términos superficiales
de Fz son O(λ), mientras que Fe,z es a lo sumo O(lnλ) y Fn,z es O(1). Final-
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Figura 7.6: Diagrama de fases esquemático para λ = 100.
mente, por la tendencia de las ĺıneas de coexistencia se predice la existencia
de un punto triple seco-rellenado-mojado.
7.4. Sustrato almenado
Finalmente, consideraremos un sustrato almenado, con pozos de altura
h, anchura l2 y separados una distanci l1, por lo que el periodo λ = l1 + l2
Analizamos tres valores del periodo, λ = 50, λ = 100, λ = 1000, cada uno de
ellos para tres relaciones entre la anchura y la separación de pozos: l1 = l2,
l1 = 2l2 y 2l1 = l2. En cada caso variamos el valor de h, con el fin de estudiar
un amplio rango de rugosidades. En este caso, sL = l1 + l2 + 2h, mientras
que sNem. = sL si la posición de la interfase hintf > h, y en caso contrario
sNem. = 2hintf + l2. Para el cálculo de las enerǵıas libres de los estados secos
y de mojado, usamos el método expuesto más arriba. Respecto a los estados
de mojado, hay que considerar tres estados distintos caracterizados por tener
cerca de los sustratos las texturas nemáticas similares a las de un nemático
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Figura 7.7: Igual que la Fig. 7.5 para λ = 1000.





Para los estados de rellenado, hay que distinguir si hintf > h o no. En el
primer caso, existen tres texturas distintas, asociadas a asignar a las singula-
ridades de cada arista del sustrato los valores correspondientes a los estados
N⊥1 , N
⊥
2 (ambos simétricos) y N
o
1 (asimétrico) del nemático en contacto con
el sustrato. Sin embargo, si hintf < h la configuración es distinta. De he-
cho, sólo aparecen dos singularidades asociadas a las aristas inferiores del
sustrato que están en contacto con el nemático. Por otro lado, la ĺınea triple
isótropo-nemático-sustrato no conlleva una singularidad, debido a que no hay
frustración en el campo orientacional, aunque śı dará lugar a una contribución
a Fn,z. Otra vez se pueden dar tres situaciones: el estado con cargas topológi-
cas en la aristas inferiores Ib1 = I
b




2 = −1 y el
estado con Ib1 = +1 e I
b
2 = −1 (o vicecersa). Los dos primeros corresponden a
texturas simétricas, mientras que el último presenta una textura asimétrica.
Además de las singularidades nucleadas en las aristas, los estados simétricos
presentan una disclinación de carga −1 (si Ib1 = +1) y −1 (si Ib1 = −1) [27].
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Figura 7.8: Diagrama de fases esquemático para λ = 1000.








































−Ib2Ib1 ln((1− cos(ql2)))) (7.12)
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−((I t2)(Ib2) + (I t1)(Ib1)) ln(2(cosh(qh)− 1))




































siendo θintf la orientación del nemático en la interfase isótropo-nemático.
Dada la geometŕıa tan sencilla de este sustrato, podemos obetner so-
luciones anaĺıticas para la enerǵıa elástica de los estados de relleno para
hintf < h, usando la transformación de Schwartz-Christoffel ya que la región
ocupada por el nemático es un rectángulo. Distinguimos los casos simétricos
y asimétrico:
Texturas simétricas
Para estos casos podemos usar la mitad del rectángulo dada la mayor
simetŕıa existente en los estados simétricos (ver Fig. 7.9). Las singularidades
en este caso son: un defecto de carga ±1 y el defecto efectivo situado en la
interfase isótropo-nemático. Tomamos el origen en el centro de la base del
sustrato, por lo que uno de los defectos nucleados en el sustrato (recordemos
que de carga ±1 también) estará situado en (− l2
2
, 0), el defecto efectivo en
(0, hintf ) y cierra el rectángulo el punto (− l22 , hintf ). Las condiciones de con-
torno son: en el lado vertical izquierdo y en el horizontal superior, θ = 0; en
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Figura 7.9: Panel izquierdo: Región de minimización para el cálculo de la
enerǵıa libre elástica de los estados de rellenado simétricos. Panel dere-
cho: Transformación de la región de minimización bajo la transformación
de Schwarz-Christoffel.

















+ C ′ (7.15)
donde C y C ′ son constantes complejas, 0 < k < 1 es un número real y
F [arcsen ξ|k2] es la integral eĺıptica incompleta de primera clase. Los vértices
de la región rectangular en el plano z los identificamos con los puntos del eje
real del plano ξ de la siguiente forma: (− l2
2
, 0) → (−1, 0), (0, 0) → (0, 0),
(0, hintf ) → ( 1k , 0) y (− l22 , hintf ) → (− 1k , 0). Con esto tenemos fijados los
valores de C y C ′. En particular, como F [0|k2] = 0 entonces C ′ = 0. En
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Como lo que queremos es calcular la enerǵıa y ésta es un funcional aso-
ciado al campo orientacional, podemos resolver la ecuación de Laplace en
el semiplano superior de ξ y obtener θ̃. No podemos obtener un expresión
expĺıcita de θ, pero como la enerǵıa es un escalar, ésta puede ser obtenida


















La ventaja, además, es, como ya sabemos, que podemos calcular la enerǵıa
restringiéndonos a los valores del campo orientacional en el contorno. Esto


























donde hemos calculado la enerǵıa rodeando los puntos del eje real de ξ con
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siendo ǫ1 el radio del arco centrado en (−1, 0) y ǫ2 el radio del arco centrado
en ( 1
k
, 0). Las condiciones de contorno son las mismas, dado que la transfor-
mación de Schwartz-Christoffel es conforme, es decir, conserva los valores de



























donde podemos ver cómo la enerǵıa elástica tiene un sólo depende de razones
entre longitudes del sustrato y otro que diverge de forma logaŕıtmica con el
periodo. Además, 7.21 no depende de la configuración de defectos del sistema,
lo que nos indica que las enerǵıas elásticas para ambas texturas simétricas
tienen que ser iguales. Ello se debe a que la enerǵıa libre es invariante bajo
un cambio global de los signos de las cargas topológicas, es decir, bajo un
cambio de configuración de defectos de las texturas simétricas, tal y como
ocurŕıa para el caso de las texturas nemáticas simétricas en el caso de un
nemático en contacto con el sustrato.
Textura asimétrica
Lo que hemos dicho para el caso simétrico, lo podemos extender práctica-
mente al completo al caso asimétrico, teniendo en cuenta que aqúı la simetŕıa
es algo menor, por lo que tenemos que usar el rectángulo completo, en vez de
la mitad (ver Fig. 7.10). Las singularidades en este caso son: dos defectos de
carga ±1 y no hay defecto efectivo situado en la interfase isótropo-nemático.
Tomamos, de nuevo, el origen en el centro de la base del sustrato, estando
cada defecto en un vértice de la base, por lo que uno de los defectos nucleados
en el sustrato estará situado en (− l2
2
, 0) y el otro en (0, l2
2
). Los dos vértices
superiores son (− l2
2
, hintf ) y (hintf ,− l22 ). Las condiciones de contorno son: en
ambos lados verticales y en el horizontal superior, θ = 0 y en el lado en el
horizontal inferior, θ = ±π
2












+ C ′ (7.22)
donde, de nuevo, C y C ′ son constantes complejas, 0 < k < 1 es un número
real y F [arcsen ξ|k2] es la integral eĺıptica incompleta de primera clase y
los vértices del rectángulo los identificamos con los puntos del eje real del
plano ξ de la forma: (− l2
2
, 0) → (−1, 0), ( l2
2
, 0) → (1, 0), ( l2
2
, hintf ) → ( 1k , 0)
y (− l2
2
, hintf ) → (− 1k , 0) y en cuanto al origen tenemos (0, 0) → (0, 0). Con
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Figura 7.10: Panel izquierdo: Región de minimización para el cálculo de la
enerǵıa libre elástica del estado de rellenado asimétrico. Panel derecho: Trans-
formación de la región de minimización bajo la transformación de Schwarz-
Christoffel.
esto tenemos fijados los valores de C y C ′. En particular, como F [0|k2] = 0,
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En este caso, por simetŕıa tenemos que ǫ1 = ǫ2 y para calcularlos usamos
(7.22)








siendo ǫ1 es el radio del arco centrado en (−1, 0) y ǫ2 el radio del arco centrado























sobre la que podemos hacer las mismas consideraciones que hicimos en el
caso anterior, es decir, la enerǵıa elástica vuelve a tener un término que
sólo depende de razones entre longitudes del sustrato y otro logaŕıtmico que
diverge con el periodo.
Como ejemplo, vamos a estudiar la contribución enerǵıa libre de un es-
tado de rellenado asimétrico. Hemos fijado el valor de h = 0.25λ, y tomado
los distintos casos de λ y l1/l2. La figura 7.11 muestra los resultados. Pa-
ra valores de hintf < h, hemos comparado los resultados numéricos con los
anaĺıticos obtenidos de la Ec. (7.28). Se puede comprobar que el acuerdo es
excelente en casi todo el rango de valores de hintf , salvo los más pequeños.
Para estos últimos, como podemos ver, el valor númerico siempre es menor
que el anaĺıtico. Además, puede comprobarse que, al sustraer la contribución
logaŕıtmica, el remanente es igual para todos los estados con la misma rela-
ción de escalas espaciales (véase la figura inferior izquierda en la Fig. 7.11
Respecto a la dependencia con hintf , la contribución elástica decrece con la
posición de la interfase hasta alcanzar hintf , donde sufre un salto y vuelve a
decaer, tendiendo asintóticamente al valor de la enerǵıa libre del estado de
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mojado asimétrico. Esto ocurre no sólo con la enerǵıa elástica en una situa-
ción de rellenado, sino también a la enerǵıa total, ya que Fn,z depende sólo
de si hintf es mayor o menor que h, y no de su valor preciso. Tal y como
ocurŕıa en el sustrato sinusoidal, la existencia de esta discontinuidad en la
enerǵıa libre al pasar de los estados de rellenado con hintf menores que h
y mayores que h está asociada al coste de la singularidad en el campo de
orientaciones asociada a las aristas superiores del sustrato, que sólo aparece
cuando hintf > h.
A continuación pasamos a describir los resultados obtenidos para los dis-
tintos valores de λ y l1/l2. Un resultado común que observamos es que la
rama de estados secos es siempre metaestable en el rango de valores de w
considerados, por lo que la comparación con los resultados obtenidos con el
modelo de LdG [25] no es muy buena. Este hecho es sorprendente, y no te-
nemos una explicación, aunque no excluye la posibilidad de que sea el más
estable para valores de w más bajos. Por tanto, nos centraremos en el análi-
sis de la estabilidad relativa de los estados de rellenado y mojado. Tampoco
consideraremos los estados de rellenado con una gota de nemático nucleada
en las superficies planas superiores del sustrato, cuyo origen ya fue explicado
en la Ref. [25].
Por simplicidad, denotaremos por Rs1 y R
s
2 a los estados de rellenado
simétricos con Ib1 = I
b




2 = −1, respectivamente; Ra a los
estados de rellenado asimétricos con Ib1 = +1 e I
b
2 = −1 (o viceversa); M s1
y M s2 a los estados de mojado con una textura nemática cerca del sustrato
dada por los estados de anclaje N⊥1 y N
⊥
2 , respectivamente; y finalmente M
a
al estado de mojado asimétrico.
Consideremos en primer lugar la relación l2 = l1. Para λ = 50 (Fig. 7.12)
y rugosidades bajas tenemos que, para valores pequeños de w, el estado de
mojado M s1 es el más estable. Al ir aumentando el valor del anclaje w, se
observa una transición con el estado de mojado Ma, de manera análoga a
como ocurŕıa para las transiciones de anclaje. Finalmente, para w grandes
el estado de equilibrio es el estado de rellenado Rs2. Al ir aumentando la
rugosidad sólo se observan estados de rellenado como estados estables: el
estado de rellenado simétrico Rs2 para h = 0.1λ y el asimétrico R
a para
h = 0.5λ. Esta observación está de acuerdo con los resultados del modelo
de LdG, donde se observaba una estabilización de los estados de rellenado
al aumentar h [25]. Para λ = 100 (Fig. 7.13) se observa un comportamiento
análogo, salvo que el estado de rellenado simétrico Rs2 permanece como el
más estable para las rugosidades mayores. Finalmente, para λ = 1000 (Fig.
7.14) y bajas rugosidades se observa que los estados más estables son de
mojado: M s1 para valores pequeños de w, M
a para valores intermedios de
w y M s2 para valores grandes de w. Para valores de rugosidad intermedios
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(h/λ = 0.10) el estado más estable para todo w es el de mojado Ma. Esta
secuencia es similar a la observada entre estados con distinto anclaje para el
nemático en contacto con el sustrato. Finalmente, al aumentar la rugosidad
a h/λ = 0.15, aparecen estados de rellenado Ra para valores de w pequeños
y grandes, mientras que el estado de mojadoMa es el estable para valores de
w intermedios. El rango de estabilidad del estado de rellenado Ra aumenta
con la rugosidad, de manera que para h/λ = 0.50 es el estado más estable
para todo w.
Consideraremos ahora la relación l1 = 2l2. Para λ = 50 (Fig. 7.15) y bajas
rugosidades (h/λ = 0.05 y 0.075) tenemos que el estado de mojado M s1 es el
más estable para w pequeños, mientras que para valores mayores de w es el
estado de rellenado Rs2. Al aumentar h aumenta el rango de estabilidad del
estado Rs2, que aparece como el más estable para todo w para h = 0.075λ.
Sin embargo, al seguir aumentando la rugosidad, el estado de rellenado Ra
empieza a emerger, siendo el más estable para h/λ = 0.675 para valores
de w grandes, y para h/λ = 0.75 ya es el más estable independientemente
del valor de w. Para λ = 100 (Fig. 7.16) se observa un escenario similar,
aunque ahora el rango de estabilidad del estado de rellenado Ra aumenta,
apareciendo como estado más estable ya para h/λ = 0.45. Para λ = 1000
(Fig. 7.17) y rugosidades bajas los únicos estados de equilibrio son estados de
mojado. Para h = 0.05λ el estado de equilibrio es M s1 para valores pequeños
de w y M s2 para valores mayores de w. Al aumentar a h = 0.075λ, sólo se
observa el estado Ma como estable. Al seguir aumentando la rugosidad los
estados de rellenado Ra aparecen para valores pequeños de w, mientras que
para valores intermedios y grandes de w sigue siendo el estado Ma el más
estable.
Finalmente consideramos el caso l2 = 2l1. Para λ = 50 (Fig. 7.18) y
rugosidades bajas (h/λ = 0.05 y 0.075) los estados de equilibrio son de
mojado. Para h/λ = 0.05 el estado M s1 es el más estable para w pequeños,
mientras que para w grandes lo es el M s2 . Para h/λ = 0.075 el estado M
a
aparece para valores de w intermedios, mientras que el estado de rellenado
Rs2 es el más estable para w grandes. Al aumentar la rugosidad, el rango de
estabilidad de la fase Rs2 aumenta, de manera que es el estado más estable
para todo valor de w para h = 0.15λ. Para λ = 100 (Fig. 7.19) se observa un
comportamiento similar para h ≤ 0.15λ. Sin embargo, si se sigue aumentando
la rugosidad, el estado de rellenado Ra reduce la diferencia en enerǵıa libre
respecto a la de los estados Rs2, de manera que para h = 0.675λ es ya el más
estable para todo valor de w. la rugosidad para los que el estado más estable
es el de rellenado asimétrico. Finalmente, para λ = 1000 (Fig. 7.20) de nuevo
tenemos estados de mojado para rugosidades bajas, apareciendo el estado Ra
para rugosidades intermedias (h/λ = 0.20), que a partir de h/λ = 0.30 ya es
150 CAPÍTULO 7. TRANSICIONES DE MOJADO Y RELLENADO
el más estable.
Como podemos ver, los estados de rellenado en general son los más es-
tables (en particular los asimétricos) a medida que crece la rugosidad y el
anclaje. Los de mojado, sobre todo los simétricos, son los más estables para
valores muy bajos de la rugosidad y esto además se acentúa cuando l2 6= l1
y aumenta el periodo. Esto coincide cualitativamente con los resultados ob-
tenidos con el modelo LdG en la literatura [25].
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Figura 7.11: Representación de la contribución elástica a la enerǵıa libre como
función de hintf para h = 0.25λ y λ = 50 (ćırculos), 100 (cuadrados) y 1000
(cruces) y: l1 = l2 (figura superior izquierda),
l2 = 2l1 (figura superior derecha), l1 = 2l2 (figura inferior izquierda). En cada
caso, se compara con las soluciones anaĺıticas para hintf < h, y se hace una
ampliación de esa zona en cada figura. Figura inferior derecha: colapso de la
enerǵıa libre elástica no singular para geometŕıas con las mismas relaciones
entre longitudes.




































































Figura 7.12: Representación de FN frente a w para las distintas ramas de
estados superficiales en un sustrato almenado con l1 = l2, λ = 50 y, ordenados
de izquierda a derecha y de arriba a abajo, h/λ = 0.05, 0.10 y 0.50.







































































Figura 7.13: Igual que la Fig. 7.12 pero con λ = 100.









































































































































Figura 7.14: Igual que la Fig. 7.12 pero con λ = 1000 y, ordenados de iz-
quierda a derecha y de abajo a arriba, h/λ = 0.05, 0.10, 0.15 y 0.50.

















































































































Figura 7.15: Representación de FN frente a w para las distintas ramas de es-
tados superficiales en un sustrato almenado con l1 = 2l2, λ = 50 y, ordenados
de izquierda a derecha y de arriba a abajo, h/λ = 0.05, 0.075, 0.675 y 0.75.







































































Figura 7.16: Igual que la Fig. 7.15 con λ = 100 y, ordenados de izquierda a
derecha y de arriba a abajo, h/λ = 0.05, 0.075 y 0.45








































































































































Figura 7.17: Igual que la Fig. 7.15 con λ = 1000 y, ordenados de izquierda a
derecha y de arriba a abajo, h/λ = 0.05, 0.075, 0.20 y 0.50






















































































































Figura 7.18: Representación de FN frente a w para las distintas ramas de es-
tados superficiales en un sustrato almenado con l2 = 2l1, λ = 50 y, ordenados
de izquierda a derecha y de arriba a abajo, h/λ = 0.05, 0.075, 0.10 y 0.15.














































































































































Figura 7.19: Igual que la Fig. 7.18 pero con λ = 100 y, ordenados de izquierda
a derecha y de arriba a abajo, h/λ = 0.05, 0.075, 0.10, 0.15 y 0.675.















































































































































































Figura 7.20: Igual que la Fig. 7.18 pero con λ = 1000 y, ordenados de iz-
quierda a derecha y de arriba a abajo, h/λ = 0.05, 0.075, 0.20, 0.25 y 0.30.
Caṕıtulo 8
Conclusiones
En esta Tesis hemos realizado un estudio teórico de la fenomenoloǵıa in-
terfacial de un nemático en contacto con sustratos microestructurados. Dicho
estudio se ha realizado en el marco de la Mecánica Estad́ıstica de Equilibrio,
usando técnicas anaĺıticas, numéricas y de simulación por ordenador. Las
principales conclusiones de esta investigación son las siguientes:
1. Se ha propuesto una extensión del modelo de Frank-Oseen en presencia
de sustratos que tiene en cuenta la aparición de singularidades del cam-
po de orientaciones en aquél, aśı como la aparición de configuraciones
interfaciales. Este modelo permite considerar sustratos con periodici-
dades mucho mayores que la longitud de correlación ξ0 del nemático, y
se ha validado comparando sus resultados con modelos más detallados,
como puede ser el modelo de Landau-de Gennes.
2. Se han desarrollado técnicas numéricas eficientes para obtener la enerǵıa
elástica de un cristal ĺıquido nemático en contacto con sustratos cuan-
do aparecen singularidades en el campo de orientaciones. El tratamien-
to adecuado de la presencia de disclinaciones y otras singularidades,
aśı como de la evaluación de las contribuciones a la enerǵıa libre de los
núcleos de las singularidades son esenciales para nuestro estudio.
3. En el marco del modelo de Landau-de Gennes, se ha obtenido la con-
tribución a la enerǵıa libre de los núcleos de disclinaciones, aśı como de
las singularidades del campo orientacional que se presentan en cúspides
de sustratos, en interfases isótropo-nemático y ĺıneas triples sustrato-
isótropo-nemático. Estas últimas son especialmente relevantes para el
estudio de sustratos estructurados y la fenomenoloǵıa de mojado por
nemático.
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4. Se ha estudiado el comportamiento de cristales ĺıquidos nemáticos en
contacto con sustratos periódicos con secciones triangular, almenada
y sinusoidal, usando la modificación del modelo de Frank-Oseen pro-
puesto en este trabajo y simulaciones de Monte Carlo de un modelo
sencillo de fluido nematógeno. Se observan distintos estados superficia-
les caracterizados por diferentes anclajes del director lejos del sustrato,
pudiéndose identificar distintas transiciones de anclaje.
5. Para el sustrato triangular y sinusoidal, se observa una transición de
anclaje entre estados en el que el director lejos del sustrato es perpen-
dicular a él para rugosidades pequeñas a un estado donde el director
es paralelo al sustrato. La localización de dicha transición está deter-
minada por las caracteŕısticas geométricas del sustrato.
6. Para el sustrato almenado se observa un diagrama de fases de anclaje
más complejo. Aśı, para rugosidades pequeñas, se observan dos estados
distintos en los que el director lejos de la pared es perpendicular a él,
mientras que para rugosidades mayores se observa un estado caracteri-
zado por un anclaje oblicuo respecto al sustrato. La localización de la
transición de anclaje entre los distintos estados depende de manera no
trivial de las caracteŕısticas geométricas del sustrato, aśı como detalles
de la interacción sustrato-fluido.
7. Los resultados obtenidos mediante las simulaciones de Monte Carlo
son cualitativamente similares a las obtenidas con el modelo de Frank-
Oseen, por lo que se concluye que en el fenómeno de transición de
anclaje no es relevante el efecto de las fluctuaciones.
8. Se ha obtenido en el marco de la modificación propuesta del modelo
de Frank-Oseen la fenomenoloǵıa de mojado por nemático del fluido
nematógeno en fase isótropa en contacto con sustratos sinusoidales y
almenados. Para cada uno de ellos, se han obtenido distintos estados
interfaciales (seco, varios estados de rellenado y de mojado), aśı como
sus enerǵıas libres.
9. Para el sustrato sinusoidal se ha determinado el diagrama de fases, que
está parcialmente de acuerdo con el obtenido en la literatura en el mar-
co del modelo de Landau-de Gennes. Para periodicidades del sustrato
moderadamente pequeñas se observa una estabilización del estado de
rellenado respecto a los dos estados de mojado que se observan (re-
miniscentes de los dos estados de anclaje mencionados anteriormente).
Este hecho se explica por la presencia de una barrera de enerǵıa libre
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entre las configuraciones interfaciales de rellenado y de mojado asociada
a la nucleación de defectos sobre los máximos del sustrato.
10. Para el sustrato almenado hay discrepancias importantes con los resul-
tados presentados en la literatura en el marco del modelo de Landau-de
Gennes, para las que no tenemos explicación. Sin embargo, en relación
a la estabilidad relativa entre los estados de rellenado y de mojado, ob-
servamos que para rugosidades pequeñas el estado de mojado simétrico
es el más estable, mientras que para rugosidades intermedias lo es el
estado de mojado asimétrico. Ambos estados son reminiscentes de los
estados de anclaje perpendicular y oblicuo, respectivamente. Finalmen-
te, para rugosidades grandes se observa como estado más estable a un
estado de rellenado. Su estabilidad respecto a los estados de mojado
también se explica por la existencia de una barrera de enerǵıa libre
entre las configuraciones interfaciales de rellenado y de mojado, en este
caso asociada a las singularides asociadas a las aristas superiores del
sustrato.
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Apéndice A
Evaluación de las tensiones
superficiales en el modelo de
Landau-de Gennes
En este Apéndice evaluaremos las tensiones superficiales de las interfases
sustrato-isótropo, sustrato-vapor e isótropo-vapor en el modelo de Landau-de
Gennes [23]. Para ello, supondremos que las interfases son planas, y que po-
demos despreciar la biaxialidad (para el caso de la interfase isótropo-nemáti-
co). El campo director será uniforme en cada caso, por lo que la contribución
interfacial a la enerǵıa libre proviene de las inhomogeneidades de la parte
escalar S del tensor parámetro de orden [26,27].
La enerǵıa libre por unidad de superficie, que por definición es la tensión
superficial, en las cercańıas de un sustrato plano en el modelo de Landau-de
Gennes, cuando sólo cambia la parte escalar del tensor parámetro de orden,











dz − ωS(0) (A.1)
en la que dentro de la integral aparecen las contribuciones volumétrica y
elástica y fuera la superficial en el sustrato que se supone situada en z = 0.
Por simplicidad, nos centraremos en condiciones de coexistencia isótropo-
nemático, para las que τ = 1. En z → ∞ suponemos que S ha decáıdo a un
valor constante que corresponde al valor de la fase en volumen Sb, con Sb = 0
en el caso de una fase isótropa y Sb = 1 en el caso de una fase nemática
[65], en unidades reducidas. La parte elástica es espećıfica para un anclaje
homeotrópico en el sustrato y usamos el densidad de enerǵıa elástica en la
aproximación de dos constantes elásticas. Dicho resultado es independiente
del valor de la razón entre constantes κ = L2
L1
. Si las condiciones sobre el
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sustrato fueran planares no degeneradas [31], entonces la parte elástica estaŕıa




para κ = 2). Recordemos que
z → ∞ significa que z/ξ0 ≫ 1, donde la longitud de coherencia es del orden
de la unidad si usamos unidades reducidas. La ecuación de Euler-Lagrange
asociada es:
−S ′′(z) + 2S(z)− 6S2(z) + 4S3(z) = 0 (A.2)
con las condiciones de contorno
S ′(0) = −ω (A.3)
S(z → ∞) = Sb (A.4)
la última se debe al hecho de que S → Sb cuando z/ξ0 ≫ 1. Esta ecuación no
es lineal, pero se puede resolver anaĺıticamente. Multiplicando por por S ′(z),
e integrando una vez respecto de z, se obtiene:
(S ′(z))2
2
= S2(z)(S(z)− 1)2 − S2b (Sb − 1)2 (A.5)
donde S2b (Sb−1)2 = 0 para ambas fases de volumen. Como vemos ya cumple
la segunda condición de contorno. Luego queda la ecuación
(S ′(z))2
2
= S2(z)(S(z)− 1)2 (A.6)







S ′±(0) = −ω (A.8)
donde el el doble signo de la Ec. (A.7) se debe al comportamiento de S. Dado
que para ambas fases hay un decaimiento en S, entonces S ′(z) < 0 En la fase
isótropa, cuya solución es S−(z), tenemos que 0 < S(z) < 1, es decir, orden
muy cerca del sustrato y completo desorden en volumen, lo que implica que
S(z) − 1 < 0 y el denominador de la Ec. (A.7) es negativo, por lo que el
signo del cociente es positivo. En la fase nemática, cuya solución es S+(z),
tenemos que S(z) > 1, es decir, formalmente un orden grande muy cerca del
sustrato y orden grande, aunque menor, en volumen, luego S(z)− 1 > 0 y el
denominador de la Ec. (A.7) es positivo, por lo que el signo del cociente es
negativo. De manera que la solución de la Ec. (A.7) usando la Ec. (A.8) es:
S±(z) =
S±(0)

































(3− 2S−(0))S2−(0)− ωS−(0) (A.12)
donde hemos usado la notacion de [23]. Estas expresiones pueden extenderse
fuera de coexistencia (en la que la fase en volumen es la nemática o la isótro-
pa). Por ejemplo, si τ < 1 hay una fase nemática en volumen. En este caso,






























τS(0) + τ − 1 +√τ
√
(τ − 1)(S(0) + 1)2 + S(0)2





donde S(0) es el parámetro de orden en el sustrato en la fase nemática, que
se obtiene como la solución de mayor valor de la ecuación:
(3− 2τ)S2(0)− 2S3(0) + τS4(0) = 1− τ + 4τ − 3
2
w2 (A.14)
Aún queda la interfase isótropo-nemático. Dado que no se trata de un
sustrato, pero śı podemos considerarla localmente plana podemos usar el
mismo procedimiento, pero teniendo en cuenta que −∞ < z <∞, de mane-
ra que S(z → −∞) = 1 y S(z → ∞) = 1. Por convenio, situaremos el origen
en el punto donde S = 1/2. El anclaje en la interfase isótropo-nemático en
el modelo de Landau-de Gennes viene controlado por la relación entre las
constantes elásticas ( en este caso L1 y L2), es decir, por κ. En el caso que
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consideramos en esta Tesis, κ = 2, da lugar a un anclaje planar, que en gene-
ral conlleva cierta biaxialidad. De todas maneras, en general esa contribución
es pequeña y se puede despreciar. Siguiendo un razonamiento análogo al que




















donde en el último caso se toma κ = 2. La tensión superficial isótropo-















Para el caso perpendicular el anclaje en la interfase isótropo-nemático es
homeotrópico, mientras que en el caso paralelo es planar no degenerado [31].
Apéndice B
El método de los gradientes
conjugados
El método de los gradientes conjugados es un método numérico que se usa
tanto para la resolución de sistemas de ecuaciones, como para la búsqueda
de extremos de una función. Esto es posible dado que ambas cosas están
ı́ntimamente relacionadas. En nuestro caso nos interesa la descripción del
método desde el punto de vista de la obtención de extremos, en concreto,
el mı́nimo de una función. La idea general de una minimización (en más de
una dimensión) es, que dada una función, normalmente multidimensional de
N variables y dados un punto P y un vector r, encontrar un escalar λ, tal
que minimice a f(P + λr). Una vez obtenido dicho escalar, se reemplaza P
por P + λr y r por λr. Es evidente que para un vector r escogido en un
paso, se realiza una minimización unidimensional en la dirección del vector
y de ir de minimización en minimización, terminaremos en algún momento
en el verdadero mı́nimo para toda dirección, es decir, aquél punto en el que
el gradiente se anula.
La idea de los gradientes conjugados es elegir las direcciones de tal forma
que la minimización que se haga en una dirección no malogre las realizadas
anteriormente en otras direcciones [12]. Para conseguir esto se introduce el
concepto de direcciones conjugadas.
Este concepto es la clave del método. Tomemos un sistema de referencia
de ejes ortogonales entre śı, cualquiera, del espacio en el que actúa la función
f(r). Sin pérdida de generalidad, tomamos la dirección de uno de los ejes y
llamamos al vector que la representa u1. Tomemos el gradiente de f(r), que
en el sistema de referencia elegido será ∇f(r) = ∂f(r)
∂r1
u1 + · · · + ∂f(r)∂rN uN =
(∂f(r)
∂r1
, · · ·, ∂f(r)
∂rN
). Si minimizamos en la dirección de u1, en particular ten-
dremos que ∂f(r)
∂r1
= 0 en el mı́nimo. Como el mı́nimo no tiene que serlo,
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necesariamente, fuera de la dirección escogida, en general tendremos que en
aquél ∇f(r) 6= 0, pero como por definición ∂f(r)
∂r1
= u1 ·∇f(r), en particular
en el mı́nimo hayado tendremos que u1 ·∇f(r) = 0 (la derivada direccional
en la dirección u1 es nula), luego u1 ⊥ ∇f(r).
Teniendo en cuenta lo que acabamos de decir, consideremos una función
f(r) que haya sido minimizada en la dirección de un vector u cualquiera;
entonces en el mı́nimo encontrado en la dirección del vector u se cumplirá que
u ·∇f(r) = 0, es decir, ∇f(r) será perpendicular a u.
Desarrollemos en serie de Taylor la función alrededor del punto P y para
simplificar la notación consideremos dicho punto el origen de coordenadas.















· · · ≈
c− b · r + 1
2
r ·A · r (B.1)
siendo c = f(P ), b = −∇f(r)|P y Aij = ∂
2f(r)
∂ri∂rj
|P , llamándose ésta última, la
matriz hessiana en P . Si la función es un polinomio de grado dos, entonces
el desarrollo es exacto. Supongamos que es aśı. Elegimos precisamente un
polinomio de grado dos porque sabemos que toda función lo suficientemente
cerca de un mı́nimo (de un extremo, en general) es aproximadamente un
polinomio de grado dos. El gradiente de la función será:
∇f(r) = A · r − b (B.2)
Si el mı́nimo lo fuera para todo u tendŕıamos u · ∇f(r) = 0, ∀u, luego
∇f(r) = 0. En ese caso obtendŕıamos el sistema de ecuaciones A · r = b,
cuya solución seŕıa el mı́nimo de la función. De ah́ı que la minimización de
una función y la resolución de un sistema de ecuaciones estén estrechamente
relacionadas y que el método pueda usarse en ambos casos. En este caso el
mı́nimo es para un vector en concreto, luego el gradiente no es nulo. ¿En
qué dirección debemos movernos de forma que mantengamos que el mı́nimo
en la dirección u sea P , es decir, sin deshacer lo ya conseguido?. Pues si la
condición u · ∇f(r) = 0 nos daba el mı́nimo en P , lo podremos mantener
imponiendo que el siguiente gradiente también cumpla dicha condición. Para
ello hagamos un movimiento que por definición no pueda afectar al anterior
mı́nimo, por lo que no afectará ni a b, ni a A, ambos calculados en P . Luego
si δ(∇f(r)) es el siguiente gradiente, tenemos por (B.2) que:
δ(∇f(r)) = A · δ(r) (B.3)
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con δ(b) = 0. Y para que el movimiento en la dirección δ(r) no malogre
el hecho de haber alcanzado un mı́nimo en la dirección u, en el punto P ,
imponemos la condición ya comentada:
u · δ(∇f(r)) = 0 (B.4)
Es decir, imponemos que el nuevo gradiente sea perpendicular a la antigua
dirección. O, teniendo en cuenta la Ec. (B.3):
u ·A · δ(r) = 0 (B.5)
En aras de una mayor sencillez en la notación, renombremos de la forma
v = δ(r). Diremos, entonces, que los vectores u y v son conjugados. Si la
relación
u ·A · v = 0 (B.6)
es cierta para todo par de vectores u y v, entonces se dice que hay un conjunto
de vectores conjugados dos a dos. Este conjunto existe por construcción y se
va calculando mediante relaciones de recurrencia.
Dos puntualizaciones son pertinentes en este punto. Si la función se trata
de un polinomio de grado dos, todo lo dicho es exacto y si el polinomio es de
dimensión N , tendremos N direcciones conjugadas independientes, entonces
en N minimizaciones el método convergerá al mı́nimo de forma exacta [12].
Pero lo normal es tener funciones genéricas, en particular no cuadráticas, a las
que la aproximación armónica en las cercańıas de cada punto de mı́nimo en
una dirección (cada P para cada u) puede ser aplicada y, de hecho, se aplica
impĺıcitamente. Luego la convergencia será al mı́nimo de forma sólo aproxi-
mada, de la misma forma que la solución de un sistema de ecuaciones sólo
será una aproximación, pero la convergencia en ambos casos será cuadrática.
En la práctica, durante cada minimización en una dimensión, se van calcu-
lando por recurrencia las derivadas direccionales en la dirección dada y en
el momento en que se cumpla u · ∇f(r) ≪ ǫ, siendo ǫ ≪ 1 se considera
bien aproximado el mı́nimo en dicha dirección. Para una descripción más
profunda del método consultar [12].




C.1. El método de integración de Gauss
Hacemos aqúı una breve introducción a la llamada integración o cuadra-
tura gaussiana. Cualquier método de integración numérica, como el método
del trapecio, el método de Simpson o el método de Newton, toma el intervalo
de integración (el dominio) y escoge varios puntos, en general equidistantes,
sobre los que evalúa la función a integrar y multiplica los valores que resul-
tan por unos coeficientes llamados pesos, suma los productos, y toma este
resultado como la aproximación numérica al valor de la integral. El método
de Gauss hace esencialmente lo mismo, pero primero aproxima la función
por un polinomio cuyos ceros serán las abscisas en las que se evaluará la
función y ello conlleva dos claras ventajas. La primera es que no tiene que
tomar los valores del intervalo de integración equidistantes, sino aquellos que
resultan más convenientes para evaluar la función a integrar si se ha elegido
bien el polinomio. Luego, frente a otros métodos, tiene el doble de grados de
libertad [12], pues puede, en cierto sentido, elegir a conveniencia el doble de
parámetros: pesos y, además, abscisas. La segunda ventaja es consecuencia
de la primera; y es que al poder elegir los parámetros a usar, en particular,
las abscisas, puede tomar un número significativamente menor de las mis-
mas en los que evaluar la función [20], frente al elevad́ısimo número (a veces
prohibitivo) que tienen que tomar los otros métodos, sin perder precisión en
el resultado. Esto es aśı, porque toma los valores más representativos de la
función. Presenta, sin embargo, la desventaja de que las funciones que puede
tratar tienen que ser especialmente suaves, de manera que puedan ser bien
aproximadas por polinomios en el intervalo de integración. Existen multitud
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de polinomios que pueden usarse. En general, los más usados son los de Le-
gendre, los de Chebyshev, los de Laguerre, los de Hermite y los de Jacobi, y
todos ellos son conjuntos ortogonales de polinomios.
La integración gaussiana se define de la siguiente manera. Sea f(u) una
función que queremos integrar, W (u) la función peso que dependerá del con-
junto de polinomios a usar, n un entero positivo y vk y uk con k = 1, ..., n








es exacta si f(u) es un polinomio [12].
En esta tesis hemos usado los de Legendre y por ello W (u) = 1 con −1 <
u < 1, por lo que nos centraremos en estos en nuestra pequeña descripción del
método, que en este caso se suele llamar de Gauss-Legendre. Pero si se desea
consultar un tratamiento más extenso sobre cualquiera de los anteriores y su
relación con la integración de Gauss, puede consultarse [12].
Teniendo en cuenta lo anteriormente dicho, consideremos la siguiente in-





y aproximémosla por la suma finita:




Tanto los puntos, como los pesos se eligen imponiendo la condición de que la
diferencia entre (C.2) y (C.3) S − Sn sea mı́nima. Hay que tener en cuenta,
además, que el intervalo de integración no se ha tomado al azar. Es el intervalo
en el queW (u) está definida y, en la práctica, cuando la integral a aproximar
tiene un intervalo distinto, se usa un transformación lineal que lo lleve a
[−1, 1]. Es evidente que no conoceremos, en general, la expresión anaĺıtica S.
No obstante, supongamos que śı sabemos calcularla de forma anaĺıtica, por lo
que tendremos que tomar una f lo suficientemente sencilla. Para ello tenemos
en cuenta que, por la definición dada, esperamos un resultado exacto en el
caso de que f sea un polinomio en u. Tomémoslo, por sencillez, de grado uno:
f(u) = a0 + a1u (C.4)
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Entonces el valor exacto de la integral (C.2) será:
S = 2a0 (C.5)
Y el aproximado dado por (C.3) para n = 1 será:
S1 = (a0 + a1u1)v1 (C.6)
Por lo que la diferencia S − Sn será:
S − S1 = (2− v1)a0 − v1u1a1 (C.7)
Derivando S−S1 respecto de a0 y de a1 e imponiendo la condición de extre-
mo se obtiene un sistema de ecuaciones cuyas incógnitas serán u1 y v1. Los
valores, solución del sistema, que minimizan a S − S1, son: u1 = 0 y v1 = 2.
Estos valores, de hecho, hacen S − S1 = 0 y usando Ec. (C.3) se obtiene
S1 = 2a0, es decir, un resultado exacto, como ya se señaló que sucedeŕıa. Te-
ner en cuenta que el valor u1 = 0 no es un cero del polinomio y que el sistema
de ecuaciones es independiente de sus coeficientes. Puede argumentarse que
el extremo podŕıa no corresponder a un mı́nimo. Pero antes es mejor tener
en cuenta lo siguiente. La diferencia definida, S − Sn, representa cuánto se
aleja un valor del otro y no tiene importancia, por lo tanto, si es positiva o
negativa, lo que tiene importancia es hasta qué punto se acerca al cero. Si de-
finiéramos el valor absoluto de la diferencia (y entonces podŕıa argumentarse
en contra de su derivada en el cero), el menor valor que podŕıamos tener seŕıa
precisamente cero. En cualquier caso, es un pequeño ejemplo para mostrar,
grosso modo, cómo funciona el método cuando la función es un polinomio.
Respecto al grado del polinomio y el número de puntos de integración,
se puede probar que con n términos en la Ec. (C.3) se obtiene un resultado
exacto si se usa un polinomio de orden menor o igual que 2n− 1 [20].
Hay que fijarse en que los resultados obtenidos tanto por el camino anaĺıti-
co, como por el aproximado, indican que el valor de la integral es indepen-
diente de a1 (la pendiente de la recta), por lo que la integral de cualquier
recta, es decir, cualquier polinomio de grado uno que pase por el punto (0, a0),
que se calcule en el intervalo [−1, 1], dará el mismo resultado: 2a0 [20]. Esto,
por otra parte, era de esperar, puesto que el término con el coeficiente a1
es el lineal y, por lo tanto, es impar y cumple que g(−u) = −g(u) (siendo
g(u) = a1u). Como el intervalo de integración es simétrico, la integral del
término es nula. Si tenemos una función genérica, tendremos que elegir el
polinomio que mejor represente a la función. Está claro que la indetermina-
ción que existe en los coeficientes del polinomio (que habŕıa que determinar
si queremos aproximar, adecuadamente, una función genérica por un polino-
mio, no sirviéndonos cualquiera), unido al hecho de que la forma de encontrar
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abscisas y pesos es engorrosa cuanto mayor es el grado del polinomio, nos lle-
va a plantearnos si hay ciertos tipos de polinomios que nos permitan obtener
de forma más sencilla todo lo que necesitamos. Y el hecho es que los hay. El
teorema de cuadratura de Gauss nos asegura que hay conjuntos ortonormales
de polinomios, el de Legendre es uno de ellos, cuyos ceros son las abscisas
buscadas para el intervalo y la función W (u) dados (una vez obtenidos los
puntos de Gauss, pueden calcularse los pesos) [12].






(u2 − 1)n (C.8)





siendo uk el cero k-ésimo del polinomio de grado n usado. Tener en cuenta que
si n es impar, una de las ráıces será el cero y será simple. El error cometido
se puede estimar con [20]:
S − Sn =
1
2n+ 1





Si el intervalo de integración fuera distinto de aquél en que esté definida























Resumiendo, en la práctica el método consiste en elegir el polinomio (de
Legendre en nuestro caso) que mejor se ajuste a la función a integrar, y
tomando sus ceros y pesos aplicar la definición Ec. (C.1).
C.2. LA REGLA DEL TRAPECIO 177
C.2. La regla del trapecio
La integración numérica de la integral definida de una función f(x) se
basa en la idea de que si tenemos un intervalo finito [a, b] con a y b reales,
tomar n puntos xi pertenecientes al intervalo y, en general, equiespaciados,
o lo que es lo mismo, definir un incremento h que sumado un número de
veces igual a n − 1 nos lleve desde a hasta b, evaluar en esos n puntos el
valor de la función a integrar y sumar los resultados, lo que nos daŕıa una
aproximación al valor de la integral. Es decir, aproximar la integral por una
suma. Como suele suceder, la cosa no es tan sencilla, pero la idea a grandes
rasgos es la expuesta. Si los valores f(a) y f(b) se incluyen en la expresión
se llama fórmula cerrada. En particular el método del trapecio, o regla del
trapecio, pertenece al conjunto de fórmulas conocidas como fórmulas cerradas
de Newton-Cotes [12]. La expresión de la regla del trapecio es:
∫ b
a










Esta expresión es exacta para polinomios de grado menor o igual que uno.
Esta expresión es útil si tomamos únicamente a y b como los puntos xi. Pero
en general deseamos tomar más puntos del intervalo de integración, buscan-
do una mayor precisión, porque si vamos a hacer una integración numérica,
no suele ser para integrar polinomios y aún menos polinomios de grado uno.
Hay que tener en cuenta que la búsqueda de una mayor precisión no implica
necesariamente un aumento en el número de puntos en los que se evalúa la
función a integrar, de hecho, puede ir en contra de la precisión con la que
aproximamos la integral [12]. Lo que necesitamos son expresiones, reglas de
integración que nos den una precisión adecuada, esto conlleva la evaluación
de la función en una serie de puntos, más allá de los puntos extremos del
intervalo de integración. De ah́ı las conocidas como fórmulas cerradas exten-
didas.
Si usamos la Ec. (C.14) n − 1 veces para integrar en los subintervalos
(x1, x2), ..., (xn−1, xn) y sumamos los resultados, obtendremos una fórmula
extendida para la integral definida en el intervalo [a, b]. A ésta se la conoce
como regla extendida del trapecio, cuya expresión es:
∫ b
a










cuya precisión escala con el cuadrado del número de pasos en el algoritmo [12].
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Apéndice D
Cálculo de la distancia de un
punto a un sustrato sinusoidal
En este Apéndice se describe el método de obtención de la distancia de
un punto a un sustrato sinusoidal, que será relevante a la hora de realizar las
simulaciones de un nemático en contacto con dicho sustrato. En este caso no
podemos calcular de manera anaĺıtica dicha distancia y de tener que recurrir
a un cálculo numérico de la misma. Usando la definición habitual de distancia
de un punto a una curva plana genérica F (perfil de un sustrato genérico)
representada por la función y = f(x) se tiene que
d2 = (xp − xq)2 + (yp − yq)2 = (xp − xq)2 + (yp − f(xq))2 (D.1)
donde la posición del punto viene representada por P ≡ (xp, yp) y Q ≡
(xq, yq) ∈ F . Si entendemos por distancia la que es menor de todas las
posibles, entonces podemos derivar la expresión anterior, calcular los valores
que anulan dicha derivada resolviendo la ecuación que resulta y buscar los
que hacen mı́nima a d2 (tener en cuenta que la ráız cuadrada es una función
creciente y monótona, por lo que se puede usar tanto d2, como d a la hora de
buscar el mı́nimo). Dependiendo de la forma de la función f(x) la ecuación
a resolver será más o menos sencilla. En nuestro caso f(x) = A(1− cos qx),









(xp − x) = 0 (D.2)
en la que se pueden agrupar los términos con un seno y factorizar la expresión
resultante, consiguiendo, al menos, que la ecuación sea más sencilla de ana-
lizar. Los mı́nimos corresponden a los valores que hacen positiva la segunda






cos qx+ (qA)−2 > 0 (D.3)
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En ambas ecuaciones xp y yp son constantes y x = xq es la variable cuyos
valores nos dan las posiciones de los mı́nimos. Sustituyendo estos valores
en la Ec. (6.30) obtenemos las coordenadas de los puntos Q del sustrato
cuyas distancias a P son mı́nimas, y sustituyendo en la Ec. (D.1) y haciendo
su ráız cuadrada, obtenemos las distancias en śı. Pero una vez resuelta no
tenemos necesariamente una distancia perpendicular. Lo que tenemos es una
distancia mı́nima que no tiene porqué coincidir con la perpendicular, porque
sólo está asegurada la coincidencia de ambas en el caso de planos y rectas
(en general, para cualquier superficie de curvatura nula). Tenemos, pues,
que encontrar una forma alternativa de calcular la distancia perpendicular,
cuando ésta exista, aunque no sea la distancia mı́nima. Esto tampoco es
sencillo, porque tampoco se puede calcular de manera anaĺıtica, por lo que
hemos de recurrir a algún método numérico [12]. Antes de entrar en detalles
sobre el método, hay que tener en cuenta que el procedimiento que vamos a
describir se usará para determinar el potencial de interacción entre part́ıculas
y el sustrato, de manera que sólo tiene sentido calcular la distancia si su valor
no excede un cierto valor del orden de η−1, y que denominaremos hfsd . Hay
que tener en cuenta que para r ≥ 5σ (recordar que σ = 1) el valor del
potencial es, al menos, dos órdenes de magnitud menor (∼ 250 veces más
pequeño) que el valor del mı́nimo. Debido a esto definimos en primer lugar
una altura h, de manera que si la coordenada yi de una punto i cumple
|yi − ys| = |yi − f(xi)| < h, calculamos su distancia al sustrato. Tomamos
como valores de h = 6 y hfsd = 5.
El método para calcular la distancia (perpendicular) es numérico y se
basa en la idea de que si existe una distancia perpendicular d entre un punto
P (posición de la part́ıcula) y un punto Q (del sustrato), entonces es un
segmento contenido en un recta r que pasa por el punto P ≡ (x′, y′) y es
perpendicular a la recta tangente t a la curva F y corta a t en el punto de
tangencia Q ≡ (xq, yq), es decir, Q pertenece a r, t y F y en él t es tangente a
F , r es perpendicular a t y, además, d = |P,Q|. La idea, entonces, es calcular
Q de forma iterativa, o sea, ir trazando tangentes a la curva hasta alcanzar
el punto Q. Este método no es, en principio, general, porque está hecho
expresamente para nuestro problema, aunque la única propiedad que usamos
de nuestra curva F , es que la pendiente no cambie de signo (puede ser nula),
lo que significa que sólo se exige que la curva sea creciente o decreciente, pero
no monótona. Dada la simetŕıa del sustrato (de la curva) podemos restringir




] de la Ec. (6.30), o sea,
el intervalo [0, L
2
]. Los pasos a seguir son:
1. Tomar la coordenada x′ = x0 de P y calcular en el punto (x0, f(x0)) ∈
F la tangente t1 a F .
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2. Calcular el punto de corte Q1 ≡ (x1, y1) de t1, con la perpendicular r1
que pasa por P . Con P y Q1 calculamos la distancia d1.
3. Tomar la abscisa x1 de Q1 y calcular el punto (x1, f(x1)) ∈ F la tan-
gente t2 a F .
4. Repetir los pasos anteriores, obteniendo r2, Q2 y d2.
Se continúa hasta alcanzar Q = Qn y la distancia d = dn en el n-ésimo
paso.
El método converge por construcción. Para toda tangente t a F , existen
dos puntos que pertenecen a la misma: el punto de tangencia a la curva
pt ≡ (xt, yt), que por definición pertenece también a F y está más lejos
de P , y el punto de corte pc ≡ (xc, yc) de la tangente t y la correspondiente
perpendicular r (que pasa por P ), a la cual, por definición, también pertenece,
y que está más cerca de P . Esto es aśı porque la distancia de P al punto de
corte pc es la distancia perpendicular a la recta tangente, que es la distancia
mı́nima a la tangente puesto que es una ĺınea recta, valga la redundancia.
Entonces el sistema alcanzará la distancia buscada cuando encuentre un
punto de tangencia pt que sea también punto de corte pc. Si tenemos en
cuenta que la curva (el sustrato) es de pendiente positiva para todo punto
del intervalo [0, L
2
] y si tomamos el primer punto de tangencia de la forma
pt ≡ (x′, f(x′)) entonces está asegurado que pt está siempre a la izquierda
de pc, para una misma tangente. Pero es más, los pasos del algoritmo dan la






c < · · · < pnt = pnc . Al implementar el método,
el algoritmo nunca parará de buscar, puesto que siempre es posible trazar
una tangente, es decir, tener un punto de tangencia y calcular la distancia
a la misma, es decir, obtener un punto de corte. Luego es necesario indicar
al algoritmo cuándo detenerse. Se puede aprovechar el hecho de que una
vez alcanzada la solución para la que se cumple que pt ≡ pc ∈ {t, r,F}, se
cumplirá también que vt · vPpt = 0 siendo vt cualquier vector en la dirección
de la recta tangente t y siendo vPpt cualquier vector en la dirección
−−→
P, pt.
Para cualquier otro par de puntos pt y pc (cualquier otra tangente t) que no
corresponda a la solución buscada, el producto escalar no será nulo, pues los
puntos no pertenecerán simultáneamente a la curva y a las dos rectas. Luego
podemos asegurar la detención del algoritmo usando la condición vt ·vPpt = 0.
Además, hay que tener en cuenta que el método encuentra una distancia
perpendicular, es decir, que converge a esa solución si esa distancia existe,
pero no asegura que sea única. Puede haber más de una distancia perpen-
dicular, es más, puede que no todas sean iguales. El método simplemente
converge a una, luego, como ocurre con cualquer método numérico que busca
ráıces, o intenta minimizar una función (en el fondo podŕıamos decir que el
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método está haciendo ambas cosas, pues están relacionadas), hay que ase-
gurarse de que alĺı donde busque exista solución y sea única, cosas que, en
general no son sencillas. Una forma de saber si existe solución es comprobar
en cada iteración si la pendiente de t cambia de signo. Si es aśı, estamos
fuera del intervalo y significa que no hay una distancia perpendicular para
el punto en cuestión en el intervalo escogido, por lo que el algoritmo ha de
parar y hay que excluir ese punto. Esto es evidente porque si la tangente pasa
a tener una pendiente negativa (en general si cambia de signo), el punto de
corte (su abscisa) con la recta perpendicular sobre la que se encontraŕıa la
distancia buscada, estará fuera del intervalo [0, L
2
], luego la solución no existe
en el intervalo.
Como ya hemos dicho, si encuentra una solución no necesariamente será úni-
ca. Tomemos dos rectas perpendiculares r1 y r2, asociadas a sendas rectas
tangentes t1 y t2 y aceptemos, sin pérdida de generalidad que el punto de tan-
gencia de t1 está a la izquierda del punto de tangencia de t2. Si las tangentes
son paralelas (sustrato plano en todos los puntos o sinusoidal en los puntos
x = 0 y x = L/2) las correspondientes perpendiculares lo serán también.
Si las tangentes no son paralelas, las perpendiculares se cortarán en algún
punto. Dicho punto estará por encima de las tangentes si estas forman un
ángulo inferior a π y el punto estará dentro del sistema, y está por debajo
si el ángulo es superior a π y el punto estará fuera del sistema, siempre que
estemos dentro del intervalo. Si el corte es por encima, corresponderá en-
tonces a un punto que tiene dos distancias perpendiculares y la solución no
será única. Para que dos tangentes t1 y t2 formen un ángulo inferior a π,
es necesario que la pendiente de t1 sea menor que la de t2, es decir, que a
medida que avanzamos por el intervalo las pendientes crezcan. De hecho, es
evidente que hasta cierta altura cualquier punto del eje Y tiene tres distan-
cias perpendiculares (dos en [0, L
2
]), una sobre el eje Y , que es la menor y
dos mayores e iguales entre ellas en dos puntos simétricos respecto del eje Y
del sustrato. Luego saber dónde cambia su comportamiento la derivada de
la curva, es decir, dónde hay un cambio de monotońıa nos ayudará a saber
dónde la solución es única si existe. En el intervalo [0, L
2
], la segunda derivada
de la curva, nos dice que el cambio de monotońıa se produce en x = L/4.
Significa que la derivada es creciente en [0, L/4] y decreciente en [L/4, L/2],
luego en este último intervalo la solución, si existe, será única, en tanto que en
el primero la solución no, lo que de forma evidente indica que siempre existe
solución hasta cierta altura en el intervalo [0, L
2
]. Puede ocurrir también que
la solución exista para un punto fuera de ese intervalo, en el lado izquierdo
del sistema ([−L
2
, 0]), debido a la simetŕıa del mismo. Por todo esto se define
también hd.
Por la forma en que el método actúa, siempre se escoge la distancia per-
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pendicular más pequeña, en caso de existir varias.
Luego todo lo controlamos con las pendientes de las tangentes. El elemen-
to clave del método se puede situar precisamente en las tangentes a la curva.
En realidad podŕıamos también situarlo en las perpendiculares, o en cual-
quier familia de rectas que guarde una relación biuńıvoca con las tangentes,
pues todo será equivalente.
D.1. Evaluación del volumen de celdas
Este sustrato, por su geometŕıa, es más dif́ıcil de tratar desde el pun-
to de vista matemático y suele requerir aproximaciones, recurrir a métodos
numéricos y en general cálculos más a allá de lo que requieren los anteriores
sustratos. El volumen del sistema hay que calcularlo teniendo en cuenta dos
cosas: la primera es que conocemos el volumen de la celda de simulación, que
es un paraleleṕıpedo y es VC = HLLz, siendo H la altura de la celda, L su
anchura y periodo del sistema, y Lz la profundidad de la celda. La segunda
cosa es que conocemos el volumen que hay debajo del sustrato, entre éste y
la base de la celda de simulación, porque es igual al área bajo la curva del
sustrato multiplicada por la profundidad de la celda Lz y esa área sabemos
calcularla anaĺıticamente. Sea T , por simetŕıa, la mitad de dicha área, entre
0 y L
2









(1− cos qx)dx = 2πA
q
(D.4)
donde hemos usado la Ec. (6.30), luego el volumen bajo la curva será V2T =
2πA
q
Lp. El volumen del sistema será
VS = VC − V2T = (H − A)LLp (D.5)
donde hemos usado q = 2π
L
.
Como ya dijimos, el campo nemático n̂, el parámetro de orden S y la
densidad de part́ıculas ρ, entre otras magnitudes, tienen un carácter local y
es necesario dividir el sistema en volúmenes más pequeños o celdas v = v{hkl}
dentro de los cuales se calculan los valores de dichas magnitudes, siendo {hkl}
los ı́ndices (enteros) que identifican a un volumen v y que se identifican con
cada dirección del espacio de la forma h→ x, k → y y l → z. De nuevo para
este sustrato no es tan sencillo como en los anteriores. Para entender esto,
por el momento, vamos a restringir lo que digamos a la zona del sistema que
está entre una altura 0 y una altura 2A, es decir, hasta la altura del sustrato y
para toda la extensión del sistema a lo largo de las direcciones restantes (para
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el triangular la altura seŕıa L senα y para el cuadrado seŕıa h). Supongamos





yendo en esos n, claro está, los puntos situados en los extremos. Por lo tanto
el intervalo queda dividido en n− 1 segmentos iguales. Usando la Ec. (6.30)
hacemos corresponder los puntos del eje X, con otros n puntos en el eje Z,
teniendo, de este modo, un intervalo en el eje Z de la forma [0, 2A], pero dada
la forma de la Ec. (6.30), no estarán equiespaciados, estarán más separados
aquellos que estén situados cerca del centro del intervalo (alrededor de A)
y en los extremos del mismo (alrededor de 0 y 2A) porque la función crece
poco en estas zonas, y más juntos en las zonas situadas entre cada extremo
y el centro, porque la función crece mucho en esas zonas, es decir, debido a
que la función tiene una derivada que no es constante, al contrario de lo que
pasaba en los otros sustratos. Aún aśı estarán repartidos de forma simétri-
ca respecto a la altura A, dada la simetŕıa del sustrato. Cuando queremos
calcular los valores de las magnitudes, es decir, hacer la estad́ıstica en cada
volumen en que se ha dividido el sistema, tenemos que conocer el número
de part́ıculas que hay dentro de cada uno. Podemos identificar una part́ıcula
por sus coordenadas y para saber en qué volumen v{hkl} está, dividimos cada
coordenada por la correspondiente dimensión del volumen, es decir, para una
part́ıcula cualquiera i se hace xi/∆xv{hkl} , yi/∆yv{hkl} y zi/∆zv{hkl} , y como
estos valores son reales, se toman las partes enteras de cada uno, que coin-
cidirán con los ı́ndices {hkl}, es decir, h = Ent(xi/∆xv), k = Ent(yi/∆yv),
l = Ent(zi/∆zv). Si los ı́ndices no toman el valor 0 entonces a cada una de
las expresiones anteriores se les añade un término que suma o resta un 1 y
es Ent(ai/|ai|), siendo ai cualquiera de las coordenadas de la part́ıcula i.
Esta forma de proceder no siempre es posible en el caso del sustrato
sinusoidal. Podemos usarla con las direcciones X e Z y para la Y siempre que
en ésta la coordenada yi de la part́ıcula cumpla yi > 2A y esto es aśı porque en
esos casos los ejes están divididos en segmentos iguales, pero si 0 < yi ≤ 2A,
yi está dentro del intervalo del eje Y cuyos segmentos no son iguales. Hay
muchas formas de resolver esto y una de ellas es tener en cuenta que los
segmentos en que se dividen los intervalos, o lo que es lo mismo, la forma en
que los puntos dentro de un intervalo están repartidos viene dada por una
distribución. Si están equiespaciados, dicha distribución será uniforme. Este
es el caso para la dirección X, en el intervalo dado. Como éste es de longitud
L y en el hay n puntos equiespaciados, la distancia entre puntos (longitud de
los segmentos) será ∆l = L/n y la inversa de la distancia será la densidad de
puntos por unidad de longitud de intervalo (o la frecuencia espacial dentro
de un intervalo dividido en segmentos iguales), es decir, la distribución de los
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en la que hemos pasado al ĺımite continuo en el que n→ ∞ y L→ ∞, pero
ρ = cte, por lo que está uniformemente distribuida y la parte entera de su









donde n en el intervalo es el número de puntos y también el último punto.
Tener en cuenta que la conexión con lo explicado anteriormente es el hecho

















donde se ha tenido en cuenta que al ser constante, se mantienen las razones
numero de puntos
distancia
y donde el número de puntos coincide con el cardinal del últi-
mo punto considerado dentro de la distancia correspondiente. Lo mismo se
puede decir para la dirección Y y también para la Z siempre que se trate de
part́ıculas por encima de 2A y tengamos en cuenta el desplazamiento igual a
2A a lo largo de dicho eje. Luego integrando entre los valores correspondien-
tes las distribuciones podemos obtener los ı́ndices {hkl}, sólo que en estos
casos es innecesario recurrir a este método, teniendo disponible un cálculo
más directo y sencillo que usando distribuciones ρ = cte. Ambas formas de
calcular son equivalentes.
Si estamos por debajo de 2A en el eje Z, se puede encontrar una dis-
tribución, que no va a estar uniformemente distribuida, cuya integral entre
los valores correspondientes dentro del intervalo [0, 2A] nos proporcionará los
ı́ndices l. Para ello lo primero que hay que tener en cuenta es que esta dis-





] en el eje X, situados de forma simétrica respecto al centro
del intervalo, les corresponde uno de [0, 2A] en el eje Z. Vamos a aprovechar
la simetŕıa del sustrato y trabajar sólo con los puntos del intervalo [0, L
2
] y,
obviamente, sigue siendo válida la ρ(x) ya obtenida. Digamos que es en este
intervalo donde tenemos n puntos y queremos que en [0, 2A] haya también n,
de manera que haya una correspondencia uno a uno entre los puntos de ambos
intervalos. Como la relación entre las variables (coordenadas) x, z viene dada
por la Ec. (6.30), que es biyectiva y creciente en [0, L
2
], tenemos garantizada
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la correspondencia uno a uno y, además, el recorrido de ambos intervalos en
el mismo sentido: de menor valor a mayor valor. Como el número total de










donde consideramos a n, por ahora, una variable continua. La relación an-
terior es válida para cualquier par de intervalos, por pequeños que sean (en
particular para pares de intervalos [x, x + dx] y [z, z + dz]), luego podemos
dar una relación más restrictiva que también se cumplirá







y como la relación z = g(x) la conocemos, porque la hemos establecido














relación que es positiva y finita en el intervalo (0, 2A), pero infinita en 0 y
2A, pero que como veremos no supondrá un problema (y de todas formas
podemos establecer nosotros mismos la transformación para esos dos puntos
imponiendo que x = 0 → z = 0 y x = L
2
→ z = 2A). De manera que la











que es positiva y finita en el intervalo (0, 2A), pero infinita en 0 y 2A y
que, de nuevo, no representará ningún problema porque siendo una densidad
lo que ocurra en un número finito de puntos (dos en este caso) no es un
problema. Además, nosotros estamos interesados en lo que ocurra con su
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expresión que como vemos depende de la coordenada yi de la part́ıcula y de
la longitud ∆lx de los segmentos en [0,
L
2

















si yi = 2A
(D.15)



















si yi = A
Ent(n) si yi = 2A
(D.16)
Como dijimos no tenemos ningún problema en los puntos yi = 0 y yi = 2A,
en particular para el primero, porque una part́ıcula con esa coordenada yi,
tiene que tener una coordenada xi = 0, es decir, que estaŕıa sobre el eje Z
y su distancia al sustrato también seŕıa 0 (una de ellas, puesto que tiene
tres) lo que daŕıa una enerǵıa formalmente infinita y numéricamente tan alta
que esa configuración nunca seŕıa aceptada. En yi = 2A, tenemos celdas v
de volumen muy pequeño, por lo que podemos coger las que tienen ı́ndices
l = n, n − 1, n − 2 y reunirlas en una sola (dejamos intactos los otros dos
ı́ndices) con un volumen mayor, lo que evita problemas de sobreestimación
de la densidad en celdas con ı́ndice l = n y también cualquier problema
que hubiera existido en las Ecs. (D.12) y (D.13) para yi = 2A. En este caso
hemos podido encontrar una expresión anaĺıtica para la integral Ec. (D.14),




= arcsen(x− 1) + C (D.17)
Para finalizar, decir que se puede elegir como distribución uniforme, la de
puntos sobre el perfil del sustrato y calcular las distribuciones para x y z, pero
ninguna seŕıa uniforme. Creemos que, en la medida de lo posible, es bueno
evitar usar todo cálculo que incluya el de la longitud del sustrato, porque
conllevaŕıa el uso de integrales eĺıpticas (de primera especie), un número que
a priori controlamos menos, aunque dependa de la amplitud A y el periodo
L. Creemos más sencillo el poder usar sólo una distribución no uniforme para
calcular los ı́ndices, para no aumentar el número de operaciones y ahorrar
tiempo de cálculo, y, además, poder controlar de forma directa el sistema
usando, entre otros, los parámetros A y L que caracterizan al sustrato. La
elección que hemos hecho conlleva otras ventajas que iremos comentando.
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Además de saber cómo indexar las celdas, es necesario conocer su volu-
men. En este sustrato hay que distinguir si la celda está por debajo de 2A
o no. Empecemos por el caso en que se encuentra por debajo. Como en el
caso triangular hay celdas con una de sus caras apoyada en el sustrato, cuyos
volumenes hay que calcular de una forma distintinta a la del resto. En con-
creto podemos aplicar exactamente la misma idea que usamos para calcular
el volumen total, pero en vez de usar el intervalo [0, L
2
], usamos en cada caso
un intervalo de la forma [x1, x2] ⊂ [0, L2 ] y tenemos que tener en cuenta que
el volumen total en este caso corresponde a una columna de base rectangular




















en la que usamos ∆lx y ∆lz, que son constantes para cada dirección del
espacio, porque los puntos están equiespaciados. Aqúı aparece otra ventaja
de tener una distribución uniforme precisamente en el eje X y también en el
eje Y . Se define la variable xh ≡ x2 y está indexada con h únicamente, porque
es común a todas las celdas con el mismo valor de h. Los volumenes que no










2 − yl1 vaŕıa al cambiar l. El















El resto de los volúmenes que están por encima de 2A son paraleleṕıpedos
y todos iguales, pues los puntos de eje Z ya se toman equiespaciados por lo
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