ABSTRACT
INTRODUCTION
Based on the theoretical results that feed-forward neural networks (FNNs) can be universal approximators of any function with enough number of hidden nodes [1] - [4] , FNNs are widely applied to many fields such as pattern recognition, time series prediction, nonlinear control, telecommunications, credit assessment, gene ontology, remote sensing and biomedical diagnoses. For real applications of FNNs, how to train FNNs is still a challenging problem and various objective functions have been proposed to improve the performance of FNNs [5] - [8] . Since these objective functions have peculiar properties, they can be compared by diverse ways [9] - [13] .
There have been many researches of statistically analyzing objective functions [10] - [13] . Firstly, it was proved that FNNs are Bayesian optimal classifiers if FNNs are trained with infinite number of training samples [10] , [11] . Based on the result, optimal outputs of FNNs were derived as a function of a posteriori probability that an input sample belongs to a certain class [7] . There was an analytical comparison of the optimal outputs for various objective functions [12] . And the relationship between two optimal outputs in each objective * Corresponding author, Email: shoh@mokwon.ac.kr Manuscript received Oct. 28, 2013; revised Feb. 07, 2014; accepted Feb. 17, 2014 function was analyzed [13] . These results show the reason why some objective functions have problems of over-fitting and slow convergence of learning. Also, the contours of objective functions were derived in a two-dimensional space [9] , which can give us more informative comparison results for training of FNNs.
Contrary to the analytical comparisons, we can directly compare performances of FNNs which are trained with objective functions for some application problems. In the simulation comparisons, performance criteria are very important [14] . Usually we use error, accuracy (recognition ratio), convergence speed, and computational cost as performance criteria. Among them, we usually focus on classification accuracy because it is the final goal of classifier. However, simple classification accuracy is often a poor metric for measuring performance of classifiers in many cases. Therefore, recent years have seen an increase in the use of ROC(receiver operating characteristics) graphs in machine learning community [15] . The ROC graphs are insensitive to class distribution and this property is very important in the case that class distribution is not equal. Also, the ROC graphs can be used to depict the tradeoff between detection probability and false alarm rate.
In this paper, we adopt the ROC graphs to compare various objective functions which are proposed to improve the classification performance of FNNs. The comparison results can firmly provide which classifier is better. In section 2, we briefly introduce the ROC graphs and their important properties. And, in section 3, some objective functions such as the conventional mean-squared error(MSE) [5] , cross-entropy(CE) error [6] , n-th order extension of CE(nCE) [7] , and classification figure of merit(CFM) [8] are introduced with their peculiar characteristics for improvement of classifiers' performance. Section 4 simulates the objective functions to train FNNs on hand-written digit recognition task and compare their performances based on the ROC graphs. Finally, section 5 concludes this paper.
ROC(RECEIVER OPERATING CHARACTERISTICS) GRAPH
A ROC graph has long been used in the signal detection theory to depict the tradeoff between detection probability and false alarm rate of signal detectors [16] . This is adopted as a technique for visualizing, organizing and selecting classifiers based on their performances [15] , [17] . Let us begin by considering classification problems using only two classes. When an input sample is presented to a classifier, it is mapped to one element of the set { } Given a classifier and instances, there are four possible outcomes of prediction or decision. If a positive instance is classified as positive, it is counted as a true positive; if it is classified as negative, it is counted as a false negative. If a negative instance is classified as negative, it is counted as a true negative; if it is classified as a positive, it is counted as a false positive. Thus, a two-by-two confusion matrix can be constructed as shown in Fig. 1 [15] . Then, the detection probability or true positive rate is defined by . positives total classified correctly positives = rate tp (1) Also, the false alarm rate or false positive rate is defined by . negatives total classified y incorrectl negatives = rate fp (2) Fig. 1 . Confusion matrix of a two-class classifier ROC graphs are two-dimensional graphs in which tp rate is plotted on the vertical axis and fp rate is plotted on the horizontal axis. Fig. 2 shows a basic ROC space. There are several important points in the ROC space. The point (0,1) corresponds to a perfect classifier, that is, all positive and negative instances are correctly classified. On the contrary, the point (1,0) represents a never-guessing classifier; all positives are classified as negatives and all negatives are classified as positives. The point (0,0) corresponds to a classifier of never issuing a positive class. While the point (1,1) represents a classifier of unconditionally issuing positive class.
The threshold of a classifier is the difference of outputs for decision. When the threshold is zero, the index (or label) of maximum output node corresponds to a decision of class. If the threshold has a certain value, we decide a class of input instance as the maximum output index when the difference between the maximum and the other outputs is greater than the threshold. By varying the threshold of a classifier, the points (tp rate, fp rate) have a shape of graph and the ROC graph depicts relative tradeoffs between benefits (true positives) and costs (false positives) [15] . Let's assume that we have a random classifier which guesses a positive class with probability y. Then, it can be expected to get the positives correct with probability y but its false positive rate is also y. Thus, the diagonal line tp rate=fp rate in the ROC space represents classifiers of random guessing. Classifiers in the lower right triangle perform worse than random. Contrary, classifiers in the upper left triangle are better ones. Among them, we select the upper left-most graph as the best one. An attractive property of ROC graphs is that they are insensitive to class distribution. If class priors are equal, the total accuracy or classification ratio can be a performance measure of classifier. However, in many real problems, there is a severe imbalance of class distributions [18] - [21] . In this case, the total accuracy is not adequate as a performance measure since it heavily depends on the accuracy of majority class [21] . Therefore, we need a performance measure which is insensitive to class distribution. ROC graphs are plots of (tp rate, fp rate) points, in which each dimension is a strict column ratio. variation of the column totals in the Fig. 1 is irrelevant of tp rate and fp rate. As a result, the point (tp rate, fp rate) does not depend on the variation of class distribution. Therefore, the ROC graphs are especially useful for domains with skewed class distribution and unequal classification error costs [15] .
When we simulate classifiers many times, we have many ROC graphs and they should be averaged. However, the ROC graphs are two-dimensional and averaging is a one-dimensional process. So, we need averaging process which preserves characteristics of interest. There are two averaging methods: vertical and threshold averaging [15] . Vertical averaging takes vertical samples of the ROC graphs for fixed fp rates and averages the corresponding tp rates. If fp rate is not controllable, we prefer to average ROC points using an independent variable which can be controlled directly. Since we can directly control the threshold of a classifier, we find the corresponding point of each ROC graph for each threshold and average them. This is the threshold averaging.
In the case of n-class problems more than two, the confusion matrix becomes an n n × matrix containing n correct classifications on the major diagonal entries and n n − 2 possible misclassifications on the off-diagonal entries. Instead of managing trade-offs between tp rate and fp rate, we have n benefits of correct classification and n n − 2 errors of misclassification. Thus, in the multi-class case of ROC graphs, we plot ROC points with the strategy that the tp rate corresponds to the classification rate and the fp rate corresponds to the misclassification rate.
OBJECTIVE FUNCTIONS FOR CLASSIFICATION
For simplicity of explanation, we consider a FNN consisting of N inputs, H hidden nodes, and M output nodes.
is presented to the FNN, the j-th hidden node is given by
Here, tanh(.) is the activation function, 
where 
As a distance measure between the actual and desired outputs, we usually use the MSE function for P training samples defined by
To minimize MSE E , weights kj v 's are iteratively updated by
where
is the error signal and η is the learning rate. The error signal consists of the difference between desired and actual outputs and the gradient of activation function. Also, by the backward propagation of the error signal, weights ji w 's are updated by
The above weight-updating procedure is the EBP(error backpropagation) algorithm [5] .
Fig. 3. The architecture of a feed-forward neural network
The EBP algorithm using MSE has a drawback with slow convergence. Since the activation function has two extreme saturation regions, we say that an output node is incorrectly saturated if the output node is in the opposite extreme region of its desired value. When an output node is incorrectly saturated, the amount of weight change is small due to the small gradient of activation function in the error signal given by Eq. (9). Therefore, the error remains nearly unchanged [7] [22] . In order to resolve this problem, the CE error function [6] was proposed by
. (11) Then, the error signal associated with the output layer is given by Operating Characteristics Graph 
The above error signal is proportional only to the difference between desired and actual output values and this can prevent the incorrect saturation of output nodes. As a result, the learning convergence is accelerated. However, the CE error function method suffers from overspecialization for training samples since the error signal for a correctly saturated output node is too strong [7] . During the learning process, a strong error signal is necessary for the incorrectly saturated output nodes like the CE error function [6] . For correctly saturated output nodes, the weak error signal is necessary to prevent overspecialization of learning to training samples. In this sense, the nCE error function [7] was proposed by
. (13) Then , the error signal is given by
Contrary to MSE, CE, and nCE error functions, CFM has three essential features that distinguish it from the other error functions [8] . Firstly, it has not the desired value but the index of output node representing the correct classification outcome (so called "target node"). Secondly, CFM yields decreasing marginal "rewards" for increasingly ideal output sample. Thirdly, CFM yields decreasing marginal "penalties" for increasingly bad misclassifications. This is to discourage the FNN from attempting to outliers heavily.
The resulting CFM objective function compares the output node value that should be at high state with values of all output nodes that should be at low state. Using CFM, learning focuses most heavily on the reduction of misclassifications rather than reducing the difference between the output node value and its target output. Thus, CFM is defined by 
SIMULATIONS
Among many objective functions for training of FNNs, we selected the above four objective functions for ROC comparison. Firstly, MSE is the most popular error function and originally EBP algorithm of FNNs was developed based on MSE [5] . Secondly, we select CE error function since it resolved the convergence speed problem of MSE [6] . Furthermore, nCE resolved the overspecialization to training samples which is a main weak point of CE error and MSE [7] . Lastly, CFM is selected for ROC comparison because it was developed not to decrease the distance between actual and desired output values but to increase classification ratio [8] .
A handwritten digit recognition task is used to compare the ROC graphs of objective functions. A total of 18468 handwritten digitized images from the CEDAR database [23] are used for training after size normalization. A digit image consists of 12 Since nCE must have a specific parameter value of n, we simulated various values of n for training of FNNs with 18468 training patterns. FNNs were trained for 500 sweeps with learning rate ) 1
and their performances were evaluated with 2213 validation patterns. As shown in Fig. 4 , which shows the misclassification ratio for the validation patterns during learning process, n=4 is better than other values in viewpoints of misclassification ratio and learning speed. Also, n=2 is the primitive value which has the peculiar characteristics of nCE. So, we select nCE with n=2 and 4 for ROC comparison. Fig. 5(a) , MSE is the worst and CE is better than MSE. CFM improves the performance. nCE with n=2 is better and nCE with n=4 shows the best performance. In Fig. 5(b) , ROC graphs for MSE, CE, and CFM are similar. nCE with n=2 is better and nCE with n=4 is the best. Thus, we can say that nCE is better than MSE, CE, and CFM in the comparison based on ROC graphs. One point of ROC space corresponds to a performance of classifier with a certain threshold value and the right-most points of the graphs correspond to classifiers with zero threshold. (The simulation results in [7] corresponds to classifiers with zero threshold.) With the zero threshold, nCE with n=2 shows similar performance with CFM in Figs. 5(a) and (b) . However, in a viewpoint of ROC, nCE with n=2 is much better than CFM since nCE with n=2 is more left-upper side of ROC space than CFM. Thus, ROC graphs can give us more concrete comparison results than simple classification accuracy.
As explained in section 3, CE tried to accelerate the learning convergence of FNNs by reducing incorrect saturation of output nodes. However, CE has a weakness of over-fitting to training patterns. Although CFM was proposed to resolve the over-fitting problem, CFM did not consider the incorrect saturation of output nodes. Since nCE adopted the strategy of reducing the incorrect saturation and preventing the overspecialization, nCE was better than CE and CFM.
Nowadays, there are heavy increasing of interest in the deep architecture of neural networks [24] , which has more powerful than neural networks with single hidden layer. The poor performance of FNNs is due to the specialization to training samples, or in some cases, FNNs cannot fit the truefunction described by the training samples. When adopting the deep architecture, we can increase the performance of neural networks for pattern classifications.
CONCLUSIONS
When comparing FNN classifiers, performance criterion is important but simple classification accuracy is often a poor matric in many real application problems. So, there have been increasing of interest for the ROC graphs, which are insensitive to class distributions and provide tradeoffs between benefits and costs of classifiers.
In this paper, we adopted the ROC graphs as a direct comparison method of FNN classifiers. Firstly, the ROC graphs were introduced with their important properties. Then, we selected representative objective functions to train FNN classifiers. After training of FNNs for handwritten digit recognition task, we stopped the training and estimated the ROC graph in each FNN classifier. Contrary to comparisons of classification accuracies, the ROC graphs firmly informed us which classifier is better than the others.
