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1. Introduction
Let U(n) ⊂ Cn×n be the unitary group. Fiedler [3] obtained the following result.
Theorem 1.1 (Fiedler). Let A, B ∈ Cn×n be Hermitian matrices with eigenvalues α1, . . . ,αn and β1, . . . ,
βn. Then







αi + βσ(i)) ,maxσ∈Sn ∏ni=1 (αi + βσ(i))] , where Sn denotes the symmetric
group on {1, . . . , n}.
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See [2,6,7] for related studies. The result remains the same if U(n) is replaced by the special unitary
group SU(n). It is also the same if A, B ∈ Rn×n are real symmetric matrices and U(n) is replaced by the
orthogonal group O(n) or the spectral orthogonal group SO(n).
If A, B ∈ Rn×n are skew symmetric, we consider the set
D(A, B) := {det(UAU−1 + VBV−1) : U, V ∈ O(n)}
= {det(A + VBV−1) : V ∈ O(n)}.
The case n = 2k + 1 is trivial since n × n real skew symmetric matrices are singular so that D(A, B) =
{0}. We only need to consider the even case n = 2k. Theorem 1.1 can only provide lower and upper
bounds for the compact set D(A, B) ⊂ R via the Hermitian matrices iA and iB. The orthogonal group
O(n) is not connected and has two components corresponding to +1 and −1 determinant, namely,
the special orthogonal group SO(n) and SˆO(n):=DSO(n), where
D := diag (1, . . . , 1,−1).
ThoughO(n) is disconnected,we show thatD(A, B) is an intervalwhen k 2. In Section 2wedetermine
D(A, B) and
D0(A, B) := {det(UAU−1 + VBV−1) : U, V ∈ SO(n)}.
In Section 3 we study the case when the determinant function is replaced by the Pfafﬁan. In Section 4
we obtain corresponding result for the complex case.
2. Determinant and sum of orbits
Let A, B ∈ R2k×2k be skew symmetric. Denote by
(A, B) := {UAU−1 + VBV−1 : U, V ∈ O(2k)},
0(A, B) := {UAU−1 + VBV−1 : U, V ∈ SO(2k)},
the sums of orbits of A and B under O(2k) and SO(2k), respectively. Set
D(A, B) := {detM : M ∈ (A, B)}
and
D0(A, B):={detM : M ∈ 0(A, B)}.
Notice that D0(A, B) is a closed interval since SO(2k) is compact and connected.
The spectral theorem for real skew symmetric matrix A under O(2k) [5] asserts that there is an
orthogonal matrix O ∈ O(2k) such that OAO−1 is in the following canonical form:








Thuswemay assume that A and B are in their canonical formswhenD(A, B) is studied. The eigenvalues
of A are purely imaginary and occur in pairs
±iα1, . . . ,±iαk,
and we may assume that α1 α1 α2 α2  · · ·αk αk( 0) which are the singular values of A.
However the spectral theorem for A under SO(2k) involves the sign of the Pfafﬁan of A, denoted by
δA = ±1. To quickly see it, consider J and −J which are similar via O(2) but not SO(2). Eigenvalues
fail to distinguish J and −J. However Pf J = 1 and Pf (−J) = −1, where Pfafﬁan of A [4] is deﬁned as
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0 a b c
−a 0 d e
−b −d 0 f
−c −e −f 0
⎤
⎥⎥⎦ = af − be + dc.
In particular, if A = diag (a1, . . . , ak) ⊗ J, then Pf A = a1 · · · ak . It is well known that [8,9]
(Pf A)2 = det A.
If A ∈ R2k×2k is skew symmetric, there is O ∈ SO(2k) such that
OAO−1 =
{
diag (α1, . . . ,αk) ⊗ J if δA = 1,
diag (α1, . . . ,−αk) ⊗ J if δA = −1. (2)
Lemma 2.1. Let A, B ∈ R2k×2k be real skew symmetric. Then
(a) D0(A, B) ⊆ R+.
(b) D(A, B) = D0(A, B) ∪ D0(AD, B), where AD :=DAD−1.
Proof.
(a) The determinant of each real skew symmetric matrix in R2k×2k is nonnegative so
D0(A, B) ⊆ R+.
(b) It is easy to see that
(A, B) = 0(A, B) ∪ 0(AD, B) ∪ 0(A, BD) ∪ 0(AD, BD),
where AD := DAD−1. Notice that D0(A, B) = D0(AD, BD) and D0(AD, B) = D0(A, BD) since
= D0(A, B)
= {det(UAU−1 + VBV−1) : U, V ∈ SO(2k)}
= {det(DUD−1ADDU−1D−1 + DVD−1BDDV−1D−1) : U, V ∈ SO(2k)}
= D0(AD, BD). 
Notice that D0(A, B) and D0(A, BD) are closed intervals. We will show that is the case for D(A, B)
when k 2.
Lemma 2.2. Let k 2 and let A, B ∈ R2k×2k be real skew symmetric with singular values α1 α1 α2
α2  · · ·αk αk and β1 β1 β2 β2  · · ·βk βk. The following are equivalent:
(a) (A, B) ⊆ GL2k(R).
(b) 0(A, B) ⊆ GL2k(R).
(c) [αk,α1] ∩ [βk,β1] = φ.
Proof. (a) ⇒ (b) is obvious.
(b) ⇒ (c) Suppose [αk,α1] ∩ [βk,β1] /= φ, i.e., either (i) αk βk α1 or (ii) βk αk β1. By sym-
metry we may assume that (i) holds. Because of (2) and D0(A, B) = D0(AD, BD) we may assume
that
A = diag (α1, . . . ,αk) ⊗ J, B = diag (β1, . . . , δβk) ⊗ J,
where δ := δAδB = ±1. Set h(V):=Pf (A + VBV−1), V ∈ SO(2k). Clearly





i=1(αi + βi) 0 if δ = 1,
(αk − βk)∏k−1i=1 (αi + βi) 0 if δ = −1.
Now let V ∈ SO(2k) such that





(α1 − βk)(αk − β1)∏k−1i=2 (αi + βi) 0 if δ = 1
(α1 − βk)(αk + β1)∏k−1i=2 (αi + βi) 0 if δ = −1.
By the path connectedness of SO(2k) and the continuity of the Pfafﬁan, there isW ∈ SO(2k) such that
h(W) = Pf (A + WBW−1) = 0, so A + WBW−1 is singular.
(c) ⇒ (a) See [6, Lemma 3]. 
The next two theorems determine D0(A, B) and D(A, B), respectively.
Theorem 2.3. Let A, B ∈ R2k×2k be real skew symmetric with singular values α1 α1 α2 α2  · · ·
αk αk and β1 β1 β2 β2  · · ·βk βk respectively. Let δA and δB be the signs of the Pfafﬁans of
A and B, respectively. Let D0(A, B) = [m0, M0].





i=1(αi + βk−i+1)2 if δAδB = 1






i=1(αi − βk−i+1)2 if δAδB = 1, k even
or δAδB = −1, k odd
min1 j k(αj + βk−j+1)2∏ki /=j(αi − βk−i+1)2 if δAδB = −1, k even
or δAδB = 1, k odd.
(b) If [αk,α1] ∩ [βk,β1] /= φ, we have two cases:
(I) if k = 1, then
D0(A, B) =
{
4α21 if δAδB = 1,
0 if δAδB = −1.
(II) if k 2, then D0(A, B) = [0, M0].
Proof. We consider two cases.
(I) If k = 1, then D0(A, B) = {s}, where
s =
{
(α1 + β1)2 if δAδB = 1,
(α1 − β1)2 if δAδB = −1.
(II) Let k 2.
(a) Suppose [αk,α1] ∩ [βk,β1] = φ. Because of (2) and D0(A, B) = D0(AD, BD) we may
assume that
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A = diag (α1, . . . ,αk) ⊗ J, B = diag (β1, . . . ,βk−1, δβk) ⊗ J, (3)
where δ :=δAδB. Notice that m0 and M0 depend continuously on α1  · · ·αk . So we may
assume that
α1 > α2 > · · · > αk > 0. (4)
By Lemma 2.2 all matrices in D0(A, B) are nonsingular. Assume that
D0(A, B) = {det(A + VBV−1) : V ∈ SO(2k)},
attains its minimumm0 or maximumM0 at det(A + B0), where
B0 = V0BV−10
for some V0 ∈ SO(2k). The optimizing matrix
C0 := A + B0 (5)
is nonsingular and C
−1
0 is skew symmetric. For each real skew symmetric matrix S ∈ R2k×2k, eS ∈
SO(2k). Recall Fiedler’s lemma [3]:
det(P + Q) = (det P)(1 +  tr QP−1) + o(2),





= det (A + B0 +  [S, B0]) + o(2)
= det C0
(





1 +  tr S[B0, C−10 ]
)
+ o(2),
so that tr S[B0, C−10 ] = 0 for all real skew symmetric S. Choose S = [B0, C−10 ] to have [B0, C−10 ] = 0, i.e.,
B0 commutes with C
−1
0 and thus with C0, i.e., B0(A + B0) = (A + B0)B0. Hence B0A = AB0. Because of
(3) and (4),
B0 = diag (±βσ(1), . . . ,±βσ(k))⊗ J
for some σ ∈ Sn, with
the number of subtracted terms is
{
even if δ = 1
odd if δ = −1. (6)
This becomes a ﬁnite optimization problem. The maximum and minimum occur among the numbers
k∏
i=1
(αi ± βσ(i))2, σ ∈ Sk, (7)
subject to (6). The maximum is attained at
B0 = diag (βσ(1), . . . ,βσ(k−1), δβσ(k)) ⊗ J






i=1(αi + βσ(i))2 if δ = 1
max σ∈Sk
1 j k
(αj − βσ(j))2∏ki /=j(αi + βσ(i))2 if δ = −1.
The expressionmaxσ∈Sk
∏k
i=1(αi + βσ(i))2 can be identiﬁed. Notice that [3, p. 29] for i < j andσ(i) <
σ(j), (
αi + βσ(i)) (αj + βσ(j))− (αi + βσ(j)) (αj + βσ(i)) = − (αi − αj) (βσ(i) − βσ(j)) 0
for each σ ∈ Sk . So






αi + βσ(i))2 = k∏
i=1
(αi + βk−i+1)2. (8)
The expression max σ∈Sk
1 j k
(αj − βσ(j))2∏ki /=j(αi + βσ(i))2 can also be identiﬁed. Notice that for i < j
and σ(i) < σ(j),
(a) if αi − βσ(i)  0, then αi − βσ(j)  0 and
(αi − βσ(i))(αj + βσ(j)) − (αi − βσ(j))(αj + βσ(i)) = −(αi + αj)(βσ(i) − βσ(j)) 0.
(b) if αi − βσ(i)  0, then αj − βσ(i)  0 and






αj − βσ(j))2 k∏
i /=j
(





(αi + βk−i+1)2 .




The minimum is attained when most subtracted terms are present, i.e.,
Case 1. k is even:
(i) if δ = 1, then for some σ ∈ Sk
B0 = diag (−βk, . . . ,−β1) ⊗ J,
yields the minimum
∏k





(αi − βσ(i))2 =
k∏
i=1
(αi − βk−i+1)2, (9)
since for deﬁniteness we may assume that αk > β1 and for i < j and σ(i) < σ(j),
(αi − βσ(i))(αj − βσ(j)) − (αi − βσ(j))(αj − βσ(i)) = (αi − αj)(βσ(i) − βσ(j)) 0
for each σ ∈ Sk . Also see [6, Theorem 1].
(ii) if δ = −1, then for some j and some σ ∈ Sk
B0 = diag (−βσ(1), . . . ,βσ(j), . . . ,−βσ(k)) ⊗ J,
yields min σ∈Sk
1 j k
(αj + βσ(j))2∏i /=j(αi − βσ(i))2. Since [αk,α1] ∩ [βk,β1] = φ, (αj −
βk−j+1)2 > 0 for all j. For deﬁniteness, assume αk > β1. Then













(αi − βk−i+1)2 (10)




i=1(αi − βk−i+1)2. It is attained at one of
the
B0 = diag (−βk, . . . ,βk−j+1, . . . ,−β1) ⊗ J, j = 1, . . . , k
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Case 2. k is odd:
(i) if δ = 1, one of the
B0 = diag (−βk, . . . ,βk−j+1, . . . ,−β1) ⊗ J, j = 1, . . . , k,
yields min1 j k(αj + βk−j+1)2∏ki /=j(αi − βk−i+1)2.
(ii) if δ = −1, then




(b) Suppose [αk,α1] ∩ [βk,β1] /= φ. The case k = 1 is trivial. When k 2, by Lemma 2.2, 0 ∈
D0(A, B) and hencem0 = 0. For the maximum, by continuity argument and the fact that the set
of singular skew matrices in R2k×2k is of measure zero, we may assume that (4) holds and that
A + B is nonsingular. So D0(A, B) /= {0} and thus themaximizingmatrix C0 in (5) is nonsingular.
Then follow the argument in the proof of (a). 
Corollary 2.4.
(a) When δAδB = 1, all matrices in 0(A, B) are singular if and only if rank A + rank B < 2k.
(b) When δAδB = −1, all matrices in 0(A, B) are singular if and only if rank A + rank B < 2k or
αi = βi = c > 0 for all i = 1, . . . , k.
Proof.
(a) Suppose δAδB = 1. Then D0(A, B) = 0 if and only ifM0 = ∏ki=1 (αi + βk−i+1)2 = 0 from Theo-
rem 2.3, i.e., αi = βk−i+1 = 0 for some i = 1, . . . , k. In other words, rank A + rank B < 2k.
(b) Suppose δAδB = −1. Then D0(A, B) = 0 if and only if M0 = max1 j k (αj − βk−j+1)2∏ki /=j
(αi + βk−i+1)2 = 0, i.e., either αj − βk−j+1 = 0 for all j = 1, . . . , k, or αi = βk−i+1 = 0 for
some i = 1, . . . , k. The ﬁrst amounts to αi = βi = c, a constant, for all i = 1, . . . , k. 
Theorem 2.5. Let A, B ∈ R2k×2k be real skew symmetric with singular values α1 α1 α2 α2  · · ·
αk αk and β1 β1 β2 β2  · · ·βk βk, respectively.
(I) If k = 1, then D(A, B) = {(α1 − β1)2, (α1 + β1)2}.








i=1(αi − βk−i+1)2 if [αk,α1] ∩ [βk,β1] = φ
0 if [αk,α1] ∩ [βk,β1] /= φ.
Proof.
(I) is trivial.
(II) By Lemma 2.1(b).
D(A, B) = [m0(A, B), M0(A, B)] ∪ [m0(AD, B), M0(AD, B)],




i=1(αi + βk−i+1)2 if δAδB = 1,




i=1(αi + βk−i+1)2 if δAδB = −1,
max1 j k(αj − βk−j+1)2∏ki /=j(αi + βk−i+1)2 if δAδB = 1,
since δAD = −δA, according to Theorem 2.3. So M is the maximum of M0(A, B) and M0(AD, B) and is∏k
i=1(αi + βk−i+1)2.
(i) If [αk,α1] ∩ [βk,β1] /= φ, then m0(A, B) = m0(AD, B) = 0 by Theorem 2.3. So m = 0 and
D(A, B) is the interval [0, M].
(ii) If [αk,α1] ∩ [βk,β1] = φ, we have m = min{m0(A, B), m0(AD, B)} = ∏ki=1(αi − βk−i+1)2,






















Clearly S  s 	 L. To show thatD0(A, B) ∩ D0(AD, B) /= φ it sufﬁces to consider δAδB = 1by symme-
try. Suppose δAδB = 1. By Theorem 2.3, when k is even D0(AD, B) = [s, 	] ⊆ [S, L] = D0(A, B); when
k is odd D0(A, B) = [s, L] and D0(AD, B) = [S, 	].
Hence D(A, B) is an interval. 





















[1, 3] ∩ [2, 4] /= φ, S(A, B) = [0, 625] by Theorem 2.5. Since k = 2,
S(A, B) ⊂ {det(UAU−1 + VBV−1) : U, V ∈ U(4)}
= {det(U(iA)U−1 + V(iB)V−1) : U, V ∈ U(4)}
= H(iA, iB).
The eigenvalues of iA are 3, 1,−1,−3 (denoted by α′1,α′2,α′3,α′4), and those of iB are 4, 2,−2,−4
(denotedbyβ ′1,β ′2,β ′3,β ′4). Noneof
∏4
i=1(α′i + β ′σ(i)), σ ∈ S4, is zero. Indeed, if τ = (13) ∈ S4 denotes
the transposition, then β ′τ = (−2, 2, 4, 4). So
∏4
i=1(α′i + β ′τ(i)) = −63 /∈ S(A, B).





















[3, 4] ∩ [1, 2] = φ, S(A, B) = [3, 625]byTheorem2.5.∏4i=1(α′i + β ′τ(i)) = −24 /∈ S(A, B). So the lower
bound of Theorem 1.1 is in general not included in S(A, B).
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3. Pfafﬁan and sum of orbits
We consider
P(A, B):={Pf (UAU−1 + VBV−1) : U, V ∈ O(2k)}
and
P0(A, B):={Pf (UAU−1 + VBV−1) : U, V ∈ SO(2k)}.
Clearly P0(A, B) is an interval.
Theorem 3.1. Let A, B ∈ R2k×2k be real skew symmetricwith singular valuesα1 α1  · · ·αk αk  0
and β1 β1  · · ·βk βk  0, respectively.
(a) If [αk,α1] ∩ [βk,β1] /= φ, then P(A, B) = [−P, P], where P = ∏ki=1(αi + βk−i+1).
(b) If [αk,α1] ∩ [βk,β1] = φ, then P(A, B) = [−P,−p] ∪ [p, P] where p = ∏ki=1 |αi − βk−i+1|.
Proof. Since
P(A, B) = P0(A, B) ∪ P0(AD, B) ∪ P0(A, BD) ∪ P0(AD, BD),
and
P0(AD, BD) = −P0(A, B), P0(A, BD) = −P0(AD, B), (11)
P(A, B) is symmetric about the origin. Since det A = (Pf A)2, using Theorem 2.5 we have the desired
result. 
Theorem 3.2. Let A, B ∈ R2k×2k be real skew symmetricwith singular valuesα1 α1  · · ·αk αk  0
and β1 β1  · · ·βk βk  0, respectively. Let δA and δB be the signs of the Pfafﬁans of A and B,
respectively.




α1 + β1 if δA = δB = 1,−(α1 + β1) if δA = δB = −1,
α1 − β1 if δA = 1, δB = −1,−α1 + β1 if δA = −1, δB = 1.
(II) Let k 2. Set P0(A, B) = [p0, P0].
(a) Suppose [αk,α1] ∩ [βk,β1] = φ.





i=1 |αi − βk−i+1| if k even,
min1 j k(αj + βk−j+1)∏ki /=j |αi − βk−i+1| if k odd.




−∏ki=1 |αi − βk−i+1| if k even,
−min σ∈Sk
1 j k
(αj + βσ(j))∏i /=j |αi − βσ(i)| if k odd.
and p0 = −∏ki=1(αi + βk−i+1).
(3) If δA = 1 and δB = −1, and
(i) if αk > β1, then










min1 j k(αj + βk−j+1)∏ki /=j |αi − βk−i+1| if k is even,∏k
i=1 |αi − βk−i+1| if k is odd,
(ii) if βk > α1, then
P0 =
{−min1 j k(αj + βk−j+1)∏ki /=j |αi − βk−i+1| if k is even,
−∏ki=1 |αi − βk−i+1| if k is odd,
and





(αi + βk−i+1) < 0.
(4) If δA = −1 and δB = 1, and
(i) if αk > β1, then
P0 =
{−min1 j k(αj + βk−j+1)∏ki /=j |αi − βk−i+1| if k is even
−∏ki=1 |αi − βk−i+1| if k is odd,
and





(αi + βk−i+1) < 0,










min1 j k(αj + βk−j+1)∏ki /=j |αi − βk−i+1| if k is even∏k
i=1 |αi − βk−i+1| if k is odd.
(b) Suppose [αk,α1] ∩ [βk,β1] /= φ.






for some −∏ki=1(αi +
βk−i+1) a 0.
(2) If δA = δB = −1, then P0(A, B) =
[
−∏ki=1(αi + βk−i+1), b] for some 0 b∏ki=1
(αi + βk−i+1).









for some −max1 j k |αj − βk−j+1|∏ki /=j(αi + βk−i+1) c  0, or







(αi + βk−i+1), d
⎤
⎦
for some 0 dmax1 j k |αj − βk−j+1|∏ki /=j(αi + βk−i+1).
Proof.
(I) is trivial.
(II) Clearly P0(A, B) is a closed interval. Since D0(A, B) = [m0, M0], where m0, M0  0 are given in












. It is also
clear that
P0(AD, BD) = −P0(A, B), P0(A, BD) = −P0(AD, B).
(a) Suppose [αk,α1] ∩ [βk,β1] = φ. By Lemma 2.2, 0 /∈ P0(A, B) so that either P0(A, B) ⊆ R+ or
P0(A, B) ⊆ R−.
(1) If δA = δB = 1, then clearly 0<∏ki=1(αi + βk−i+1) ∈ P0(A, B). So P0(A, B)=[m1/20 , M1/20 ].




(3) Suppose δA = 1 and δB = −1.










(ii) if βk > α1, then 0 > max1 j k(αj − βk−j+1)∏ki /=j(αi + βk−i+1) ∈ P0
(A, B). So P0(A, B) = [−M1/20 ,−m1/20 ].
(4) Similar.
(b) Suppose [αk,α1] ∩ [βk,β1] /= φ. Then 0 ∈ P0(A, B) by Theorem 2.3. (1) and (2) follow from
Theorem 2.3. (3) Clearly P0(A, B) contains max1 j k |αj − βk−j+1|∏ki /=j(αi + βk−i+1) or its
negative by Theorem 2.3. 
We were not able to obtain a, b, c, d.
4. Complex case
Given complex skew symmetric matrices A, B ∈ C2k×2k with singular values α1 α1  · · ·αk 
αk  0 and β1 β1  · · ·βk βk  0, respectively. Consider the complex analog
C(A, B) := {UAUT + VBVT : U, V ∈ U(2k)},
DC(A, B) := {detM : M ∈ C(A, B)},
and
PC(A, B) := {Pf M : M ∈ C(A, B)}.
Theorem 4.1. LetA, B ∈ C2k×2k be complex skewsymmetricwith singular valuesα1 α1 α2 α2  · · ·
αk αk and β1 β1 β2 β2  · · ·βk βk respectively. Then
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i=1(αi − βk−i+1)2 if [αk,α1] ∩ [βk,β1] = φ,
0 if [αk,α1] ∩ [βk,β1] /= φ.
(2) PC(A, B) is an annulus of inner radius
√
r and outer radius
√
R.
Proof. Clearly DC(A, B) admits circular symmetry and by the connectedness of U(n), DC(A, B) is an
annulus. By Autonne’s decomposition [1] (also see [10]) we may assume that
A = diag (α1, . . . ,αk) ⊗ J, B = diag (β1, . . . ,βk) ⊗ J.
The radii ofDC(A, B) canbededuced fromTheorem2.5 and [6, Theorem1] sinceα’s andβ ’s are singular
values of A and B respectively. PC(A, B) also admits circular symmetry since






using Pf (PAPT ) = (det P) Pf A. 
We remark that circular symmetry does not exist if U(2k) is replaced by SU(2k).
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