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ABSTRACT
An accurate treatment of the multiphase interstellar medium (ISM) in hydrody-
namic galaxy simulations requires that we follow not only the thermal evolution of
the gas, but also the evolution of its chemical state, including its molecular chemistry,
without assuming chemical (including ionisation) equilibrium. We present a reaction
network that can be used to solve for this thermo-chemical evolution. Our model fol-
lows the evolution of all ionisation states of the 11 elements that dominate the cooling
rate, along with important molecules such as H2 and CO, and the intermediate molec-
ular species that are involved in their formation (20 molecules in total). We include
chemical reactions on dust grains, thermal processes involving dust, cosmic ray ion-
isation and heating and photochemical reactions. We focus on conditions typical for
the diffuse ISM, with densities of 10−2 cm−3 . nH . 104 cm−3 and temperatures of
102 K . T . 104 K, and we consider a range of radiation fields, including no UV
radiation. In this paper we consider only gas that is optically thin, while paper II
considers gas that becomes shielded from the radiation field. We verify the accuracy
of our model by comparing chemical abundances and cooling functions in chemical
equilibrium with the photoionisation code Cloudy. We identify the major coolants
in diffuse interstellar gas to be Cii, Siii and Feii, along with Oi and H2 at densities
nH & 102 cm−3. Finally, we investigate the impact of non-equilibrium chemistry on the
cooling functions of isochorically or isobarically cooling gas. We find that, at T < 104
K, recombination lags increase the electron abundance above its equilibrium value
at a given temperature, which can enhance the cooling rate by up to two orders of
magnitude. The cooling gas also shows lower H2 abundances than in equilibrium, by
up to an order of magnitude.
Key words: astrochemistry; plasmas; ISM: atoms; ISM: molecules; galaxies: forma-
tion; cosmology: theory;
1 INTRODUCTION
Understanding the chemical evolution of the interstellar
medium (ISM) is imperative for the accurate modelling of
the radiative cooling rate of interstellar gas, and hence for
the dynamics of the ISM. However, a full treatment of the
ISM chemistry can involve hundreds of chemical species and
thousands of reactions (e.g. the umist database for astro-
chemistry1; Le Teuff et al. 2000) and the computational
cost of such a complex treatment renders it impractical
for use within large-scale 3D hydrodynamical simulations of
galaxy formation. This problem is further compounded by
1 http://www.udfa.net/
the fact that chemical rate equations are typically stiff and
so must be integrated implicitly, with a computational cost
that scales with the cube of the number of species involved.
To avoid these issues, existing cosmological hydrody-
namical simulations typically make use of simplifying as-
sumptions to model the gas cooling rate. For example, the
cosmological simulations run as part of the OverWhelm-
ingly Large Simulations project (OWLS) (Schaye et al. 2010)
use pre-computed cooling functions tabulated by tempera-
ture, density and abundances of individual elements, which
were calculated using Cloudy (Ferland et al. 1998, 2013)
assuming ionisation equilibrium in the presence of the UV
background of Haardt & Madau (2001) (see Wiersma et al.
2009). However, such an approach has a number of disad-
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vantages. Firstly, it assumes that the gas is in ionisation
equilibrium, which may not be valid when the cooling or
dynamical time-scale of the gas is shorter than its chemi-
cal time-scale (e.g. Kafatos 1973; Gnat & Sternberg 2007;
Oppenheimer & Schaye 2013a; Vasiliev 2013) or in the pres-
ence of a time variable radiation field (e.g. Oppenheimer &
Schaye 2013b). Secondly, one needs to rely on simple as-
sumptions about the UV radiation field that is present. For
example, many authors tabulate the cooling rate assuming
that the gas is in collisional ionisation equilibrium i.e. they
neglect the UV radiation altogether (e.g. Cox & Tucker 1969;
Sutherland & Dopita 1993; Smith et al. 2008). Other studies
such as Wiersma et al. (2009) assume the presence of a uni-
form UV background, thus neglecting local sources as well
as shielding effects. De Rijcke et al. (2013) account for the
self shielding of gas by exponentially suppressing the hydro-
gen ionising part of the UV background spectrum at high
Hi densities above a threshold nHI = 0.007 cm
−3, while Vo-
gelsberger et al. (2013) use the fitting function of Rahmati
et al. (2013) for the hydrogen ionisation rate as a function
of density. Such simplifying assumptions are used because
correctly accounting for the UV radiation field would re-
quire additional dimensions in the pre-computed tables of
cooling rates, and reproducing the spectral shape of the ra-
diation potentially requires tabulating in many frequency
bins, which would greatly increase the size of the tables (al-
though a recent study by Gnedin & Hollon 2012 suggests
that this can be achieved with just 3 or 4 frequency bins).
An alternative approach is to solve the ISM chemistry
within hydrodynamical simulations using a greatly simpli-
fied reaction network that captures the most important fea-
tures of the chemical evolution while avoiding the complex-
ity of more complete networks. Such a model was used by
Glover & Jappsen (2007) to investigate low-metallicity gas,
and Glover et al. (2010) used a similar model including the
CO chemistry to study the formation of molecular clouds
in the turbulent ISM. Grassi et al. (2011) have developed a
model of the ISM that they implemented in numerical simu-
lations by first evaluating their model on a large grid of input
parameters and then using this to train an artificial neural
network to behave like their gas model, and Grassi et al.
(2013) present a package for embedding chemistry in hydro-
dynamical simulations. There are also methods to optimise
a chemical network by selecting only the species and/or re-
actions from the network that are relevant to the particular
physical conditions that one is interested in (e.g. Tupper
2002; Wiebe et al. 2003; Grassi et al. 2012).
We present a new chemical and thermal model of the
ISM that covers a wide range of physical conditions, and is
accurate for temperatures 102 K 6 T 6 109 K and densities
nH 6 104 cm−3. At higher densities and lower temperatures
additional molecular species not included in our model may
become important. We intend to apply this model to hydro-
dynamic galaxy simulations in which it is important that we
are able to resolve the Jeans mass of the gas. Colder gas has
a smaller Jeans mass (MJ ∝ T 3/2), making it difficult to
resolve gas at very low temperatures. We therefore choose
not to consider gas below 102 K, which approximately cor-
responds to the smallest Jeans mass that can be resolved in
current simulations of galaxy formation.
We are primarily interested in the regime of the diffuse
ISM, with typical densities of 10−2 cm−3 . nH . 104 cm−3
and temperatures of 102 K . T . 104 K. Our model en-
ables us to calculate the radiative cooling rate in the diffuse
ISM without assuming ionisation or chemical equilibrium.
Additionally, we will also be able to study the formation of
some of the simplest molecules in the ISM, particularly H2
and CO. Molecular hydrogen is known to be an important
coolant below 104 K in primordial (e.g. Saslaw & Zipoy 1967;
Peebles & Dicke 1968; Lepp & Shull 1984; Puy et al. 1993)
and low-metallicity gas (e.g. Omukai et al. 2005; Santoro &
Shull 2006; Jappsen et al. 2007).
By following the evolution of the CO abundance in our
model, we will be able to simulate mock observations of CO
emission, which will help us to compare our simulations to
observations. This will also allow us to investigate how the
XCO factor, which relates the observable CO emission to
the abundance of molecular hydrogen, evolves in our simu-
lations. Additionally, cooling from heavy molecular species
such as CO, H2O and OH, which are all included in our
network, can also contribute to the cooling rate of diffuse
interstellar gas (e.g. Neufeld & Kaufman 1993; Neufeld et
al. 1995).
Beyond this regime of the diffuse ISM, we are also in-
terested in gas that is at higher temperatures, above 104 K,
and/or at lower densities, below 10−2 cm−3. For such gas we
include the species and reactions from the chemical model
of Oppenheimer & Schaye (2013a) for metal-enriched gas in
the intergalactic medium (IGM), which includes higher ion-
isation states. This enables us to self-consistently follow the
full chemical evolution of gas as it cools from the IGM and
the circumgalactic medium (CGM) onto the ISM, and also
to accurately model interstellar gas that is irradiated by a
strong UV radiation field from local sources.
In this paper we shall focus on photoionised gas in the
optically thin regime. The chemistry and cooling properties
of shielded gas, in which the incident radiation field becomes
attenuated by dust and by the gas itself, will be important
for the cold phase of the ISM, in particular for molecular
clouds. We will present results for such shielded conditions,
along with the methods that we use to calculate the atten-
uation of the photochemical reactions by dust and gas, in a
companion paper to this work (hereafter paper II).
Throughout this paper we use the default solar abun-
dances used by Cloudy, version 13.01 (see for example table
1 in Wiersma et al. 2009). In particular, we take the solar
metallicity to be Z = 0.0129. This paper is organised as fol-
lows. In sections 2 and 3 we describe the details of our chem-
ical and thermal models respectively (readers who are not
interested in the details of our methods may skip these two
sections). In section 4 we compare the abundances and cool-
ing functions predicted by our model in chemical equilibrium
with Cloudy to confirm its validity in the range of phys-
ical conditions that we are interested in, and we highlight
the most important processes and the dominant coolants in
this regime. In section 5 we investigate what impact non-
equilibrium chemistry can have on the cooling of interstellar
gas, and we discuss our results and conclusions in section 6.
2 THE CHEMICAL MODEL
To reproduce the gas cooling rate in the diffuse ISM, we
will need to ensure that we include all of the most impor-
c© 2014 RAS, MNRAS 000, 1–24
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tant coolants for the range of physical conditions that we are
interested in. In non-primordial gas the cooling rate below
104 K is typically dominated by fine structure line emis-
sion from metals (e.g. Maio et al. 2007). Glover & Jappsen
(2007) considered the contribution of various neutral and
singly ionised metal species to the cooling rate at tempera-
tures 50K < T < 104 K and densities 10−3 cm−3 < n < 102
cm−3 at a metallicity of 0.1 Z. They identified the most
important coolants to be Ci, Cii, Oi and Siii, contributing at
least 25% to the cooling rate somewhere within these ranges,
in addition to inverse Compton cooling (at high redshift)
and Lyα cooling. They also included cooling from molecular
hydrogen, which dominates below 104 K in primordial gas
and remains important in low-metallicity gas. We therefore
take the reaction network used by Glover & Jappsen (2007)
as the basis for our chemical model, supplemented with ad-
ditional reactions for the primordial chemistry, and more re-
cent rate coefficients for some existing reactions, taken from
Glover & Abel (2008) and others. Glover & Jappsen (2007)
follow 18 chemical species including the coolants described
above and those species that have a significant impact on
their abundances. They also include cooling from the HD
molecule, which can become important in primordial and
very low metallicity gas at low temperatures T < 200 K and
densities nH > 10
4 cm−3 (Flower et al. 2000; Omukai et al.
2005; Glover et al. 2006). However, as we are interested in
the diffuse ISM rather than dense molecular clouds, we do
not explore temperatures below 102 K, nor do we consider
densities above 104 cm−3. We therefore decide to neglect HD
cooling, which allows us to remove the deuterium chemistry
from the reaction network.
In addition to tracking the coolants described above,
we are also interested in following the abundance of CO in
our model. Modelling the CO chemistry can become very
complicated as a large number of intermediate molecular
species are involved in its formation and destruction. Glover
& Clark (2012) compare a number of simplified models that
aim to approximate the CO chemistry in giant molecular
clouds. We include the molecular CO network of Glover et
al. (2010) (the most complex model considered by Glover &
Clark 2012, although still a significant simplification com-
pared to the full umist database), with some modifications
as described in section 2.5. We demonstrate in section 4.2
that this model produces equilibrium CO fractions that are
in good agreement with those calculated using version 13.01
of Cloudy (Ferland et al. 2013) in the physical regimes that
we are interested in here, i.e. those relevant to the diffuse
ISM. We also include cooling from the molecular species CO,
H2O and OH in our thermal model.
Finally, we extend our chemical network to include the
higher ionisation states that are relevant in the circumgalac-
tic medium, the warm and hot ISM, and in regions with a
strong interstellar radiation field. We combine the chemi-
cal reactions involving molecules and low ionisation states
described above with the model of Oppenheimer & Schaye
(2013a), which includes all ionisation states of the 11 ele-
ments2 tabulated by Wiersma et al. (2009) and used in the
cosmological simulations of the OWLS project (Schaye et
al. 2010). Oppenheimer & Schaye (2013a) have tabulated
2 H, He, C, N, O, Ne, Mg, Si, S, Ca & Fe
the temperature dependence of the rate coefficients for col-
lisional ionisation, radiative and di-electronic recombination
and charge transfer reactions, based on the rates used by
Cloudy, which we make use of in our model, although we
recalculate the photoionisation rates (including Auger ioni-
sation) so that we can apply this model to any general UV
radiation field, rather than just the extragalactic UV back-
ground models used by Oppenheimer & Schaye (2013a) (see
section 2.2). Also, while Oppenheimer & Schaye (2013a) only
include the charge transfer ionisation and recombination of
metals by hydrogen and helium, we supplemented these with
a small number of charge transfer reactions between metal
species, which we take from the umist database.
We now have a chemical model that follows 157 species.
These are the molecules H2, H
+
2 , H
+
3 , OH, H2O, C2, O2,
HCO+, CH, CH2, CH
+
3 , CO, CH
+, CH+2 , OH
+, H2O
+,
H3O
+, CO+, HOC+ and O+2 , along with electrons and all
ionisations states of H, He, C, N, O, Ne, Si, Mg, S, Ca and
Fe (including H−, C− and O−). The 907 reactions included
in our model are summarised in table B1 in appendix B. We
describe some of these reactions, and the rates that we use
for them, in more detail in sections 2.2 to 2.5 below.
To confirm the validity of our chemical model, we com-
pare it to the photoionisation code Cloudy, version 13.013
(Ferland et al. 2013), which simulates the ionisation and
molecular state of gas in chemical (including ionisation)
equilibrium, along with the thermal state and the level pop-
ulations of each species, and hence predicts the spectrum
of the gas. Cloudy uses a more extensive chemical network
than our model, including all ionisation states of the 30 light-
est elements, and a molecular network that incorporates 83
molecules. Cloudy includes a detailed treatment of the mi-
crophysical processes involved with molecular hydrogen, in-
cluding the level populations of 1893 rovibrational states (for
details of the microphysics of the H2 molecule implemented
in Cloudy, see Shaw et al. 2005). Cloudy also follows the
radiative transfer of radiation through the gas, although we
only consider optically thin gas in this paper, so we compare
one-zone calculations in Cloudy to our model in chemical
equilibrium. Cloudy is applicable to a wide range of phys-
ical conditions, e.g. densities up to nH ∼ 1015 cm−3 and
temperatures up to ∼ 1010 K. See Ro¨llig et al. (2007) for a
comparison of several PDR codes, including Cloudy.
2.1 Numerical implementation
We follow the non-equilibrium abundances of the chemi-
cal species in our network by integrating the rate equa-
tions from the initial conditions using the backward differ-
ence formula method and Newton iteration, implemented in
Cvode (a part of the Sundials4 suite of non-linear differen-
tial/algebraic equation solvers). We use a relative tolerance
of 10−6 and an absolute tolerance of 10−13. The abundances
are also subject to the following constraint equations:
3 http://nublado.org/
4 https://computation.llnl.gov/casc/sundials/main.html
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xe =
∑
i,n
nxin+ −
∑
j
xj− , (2.1)
xi0 = xi,tot −
∑
n
xin+ − xi− −
∑
mol
si,molxmol, (2.2)
where si,mol is the number of atoms of element i in the
molecular species mol, and the abundance xin+ of ion
species in+ is defined with respect to the total number den-
sity of hydrogen, nHtot , i.e. xin+ ≡ nin+/nHtot . Be aware
that these abundances are number fractions, not mass frac-
tions. Glover & Jappsen (2007) use these constraint equa-
tions to reduce the number of rate equations that need to
be integrated. However, following Oppenheimer & Schaye
(2013a), we track all of the species from their rate equations
and use the above constraint equations as an independent
check on the accuracy of the Cvode solver. If the sum of
species of a given element differs from its constraint by more
than 1%, then these abundances are renormalised by multi-
plying the abundances of each species by the ratio of their
constraint to their sum. Similarly, if the electron abundance
differs from the sum of charged species as given in equa-
tion 2.1, then it is also renormalised.
2.2 Photochemical reactions
2.2.1 Photoionisation
The optically thin photoionisation rate Γ for an incident
spectrum with an intensity per unit solid angle per unit
frequency Jν is given by the equation:
Γthin =
∫ ∞
ν0
4piJνσν
hν
dν , (2.3)
where ν0 is the ionisation threshold frequency of the ion.
Equation 2.3 does not include the effect of secondary
ionisations, which can be significant if the ionising radiation
is dominated by X-rays (e.g. Abel et al. 1997). We use the
values for the number of secondary ionisations of hydrogen
per primary ionisation tabulated by Furlanetto & Stoever
(2010) as a function of primary electron energy and ionised
hydrogen fraction xHII (see section 2.3) to calculate how im-
portant secondary ionisations would be for the photoionisa-
tion of hydrogen by the interstellar radiation field of Black
(1987) and the redshift zero extragalactic UV background
of Haardt & Madau (2001). We found that, for these two
spectra, the secondary ionisation rate of hydrogen was just
0.02% and 0.08% of the primary ionisation rate respectively
at an Hii abundance xHII = 10
−4, and even less at higher
Hii abundances. We therefore choose to neglect secondary
ionsations from UV photoionisation in our model, although
we find that we do need to consider them for cosmic rays
(see section 2.3).
We can replace the frequency dependent cross section
σν with an average cross section σ using the optically thin
grey approximation. Then the photoionisation rate of species
i is given by the equation:
Γi,thin = σi
∫ ∞
ν0,H
4piJν
hν
dν, (2.4)
where:
σi =
∫∞
ν0,i
4piJνσν,i
hν
dν∫∞
ν0,H
4piJν
hν
dν
. (2.5)
The integral on the right hand side of equation 2.4
gives the number of hydrogen ionising photons per unit
area and time. Once we have specified the spectral shape
of the incident UV radiation field through Jν , we can cal-
culate the average cross sections σi using equation 2.5. We
use the frequency dependent cross sections σν,i from Verner
& Yakovlev (1995) and Verner et al. (1996), as used by
Cloudy. The number of hydrogen ionising photons per unit
area and time, which determines the intensity of the UV ra-
diation field, is an input parameter to our model, hence we
can calculate the photoionisation rates using equation 2.4.
The photoionisation of inner shell electrons can lead to
the ejection of multiple electrons by a single photon (Auger
ionisation). We therefore multiply the cross sections calcu-
lated using equation 2.5 for each subshell of every ion by the
electron vacancy distribution probabilities from Kaastra &
Mewe (1993), and then sum over all subshells to obtain the
Auger ionisation rates for each species.
2.2.2 Photodissociation
Molecular hydrogen in the ground electronic state can
be dissociated by photons in the Lyman Werner band
(11.2 eV < hν < 13.6 eV) via the two step Solomon pro-
cess. The absorbed photon excites the H2 into an electron-
ically and vibrationally excited state, and when it decays
back to the ground electronic state there is a probabil-
ity that it will dissociate. An accurate treatment of the
Solomon process would require us to follow the level pop-
ulations of the rovibrational states of H2, which would be
computationally expensive. However, there are approxima-
tions that we can use to estimate the photodissociation rate.
Abel et al. (1997) argue that photodissociation of H2 oc-
curs mainly via absorptions in the very narrow energy band
12.24 eV < hν < 13.51 eV. Therefore, if the UV spectrum is
approximately constant in this range, the photodissociation
rate will be proportional to the spectral intensity Jν eval-
uated at hν = 12.87 eV (corresponding to the vibrational
state v = 13). They then derive this rate to be:
ΓH2,thin = 1.38× 109 s−1
(
Jν(hν = 12.87 eV)
erg s−1cm−2Hz−1sr−1
)
. (2.6)
This rate is also used by Glover & Jappsen (2007) (their
equation 49).
To investigate the accuracy of this approximation, we
calculated the photodissociation rate in Cloudy using its
‘big H2’ model for the molecular hydrogen, in which the
level populations of 1893 rovibrational states of H2 are fol-
lowed and dissociation from these states via the Solomon
process is calculated self-consistently (see Shaw et al. 2005
for a description of how the microphysics of molecular hy-
drogen is implemented in Cloudy). We considered three
different UV spectra, the interstellar radiation field of Black
(1987), the redshift zero extragalactic UV background of
Haardt & Madau (2001) and a black body spectrum with
c© 2014 RAS, MNRAS 000, 1–24
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a temperature 105 K, and compared the photodissociation
rates estimated by equation 2.6 with those from Cloudy
for the range of densities 1 cm−3 6 nH 6 104 cm−3. We
found that the rates from Cloudy were generally higher
than those estimated using equation 2.6, by a factor ∼ 2.
Furthermore, the dissociation rates calculated by Cloudy
did not scale exactly with Jν(hν = 12.87 eV). We consid-
ered different ways to parameterise the dependence of the
photodissociation rate on the UV spectrum, and we found
that the most robust method was to assume that it scales
with the number density of photons in the energy band
12.24 eV < hν < 13.51 eV, n12.24−13.51eV. We normalised
this relation to the average rate calculated by Cloudy over
the density range 1 cm−3 6 nH 6 104 cm−3 in the presence
of the Black (1987) interstellar radiation field. The optically
thin photodissociation rate of H2 is then:
ΓH2,thin = 7.5× 10−11 s−1
(
n12.24−13.51eV
2.256× 10−4 cm−3
)
. (2.7)
There remains a dependence of the photodissociation
rate on the density that we are unable to capture in this
approximation, as we do not follow the level populations of
the rovibrational states of H2. This introduces errors of up
to ∼ 25% over the density range 1 cm−3 6 nH 6 104 cm−3.
For the molecular species from the CO network we use
the photoionisation and photodissociation rates given by van
Dishoeck et al. (2006) and Visser et al. (2009) where avail-
able, or Glover et al. (2010) otherwise, as calculated for the
interstellar radiation field of Draine (1978). This radiation
field has a field strength G0 = 1.7, where the dimensionless
parameter G0 is defined as the ratio of the energy density
in the UV radiation field in the energy range 6 eV to 13.6
eV with respect to the Habing (1968) field:
G0 ≡ u6−13.6eV
5.29× 10−14 erg cm−3 . (2.8)
We assume that the photoionisation and photodissociation
rates of these molecular species are proportional to G0, so
we multiply these rates calculated for the Draine (1978) in-
terstellar radiation field by G0/1.7.
The above photochemical rates are valid in the opti-
cally thin regime. In paper II we will consider the impact of
shielding on these rates.
2.3 Cosmic ray ionisation
The ionisation rate of different species due to cosmic rays
depends on the spectrum of the cosmic rays. This spectrum
is, however, still uncertain both at high redshifts and even in
the local ISM. Following the approach of Glover & Jappsen
(2007), we allow the primary ionisation rate of atomic hy-
drogen due to cosmic rays, ζHI, to be a free parameter in our
model. For example, the default value used by Cloudy for
the galactic background is ζHI = 2.5 × 10−17s−1 (Williams
et al. 1998). We then scale the primary ionisation rates of
other species linearly with this parameter. Glover & Jappsen
(2007) assume that the ratios of the ionisation rates of the
other elements with respect to hydrogen are equal to the ra-
tios of the values given in the umist database for astrochem-
istry (Le Teuff et al. 2000) where these rates are available.
For Sii and Siii, whose cosmic ray ionisation rates are not
included in this database, they obtain the cosmic ray ionisa-
tion rate with respect to ζHI using the method from Langer
(1978), who use the following equation from Silk (1970):
ζi = ξi
(
χH
χi
)
ζHI, (2.9)
where ξi is the effective number of electrons in the outer
shell and χH and χi are the ionisation energies of hydrogen
and the ion species i respectively. ξi can be calculated using
the equations in Lotz (1967):
ξ = χ
2∑
j=1
(ξj/χj), (2.10)
where the summation is over the two outermost (sub-) shells,
with ξj electrons and ionisation potential χj . χ is a weighted
average of these ionisation potentials, given by:
lnχ =
∑2
j=1(ξj/χj) lnχj∑2
j=1(ξj/χj)
. (2.11)
Many of the species that we have added from the model
of Oppenheimer & Schaye (2013a) are not included in the
umist database, so for these we also use the above equations
to calculate their cosmic ray ionisation rates in terms of ζHI.
We note that cosmic ray ionisation is only important for
species in low ionisation states, as the ionisation rates cal-
culated above become very small for higher ionisation states.
In addition to the primary ionisations described above,
the highly energetic ejected electrons can ionise further
atoms. Furlanetto & Stoever (2010) used Monte Carlo sim-
ulations to calculate the fraction of the primary electron
energy E that is deposited as heat, in collisional ionisation
of Hi, Hei or Heii, and in collisional excitation of Hi. They
tabulate these energy deposition fractions as functions of E
and of the ionisation fraction, xi = xHII. We therefore cal-
culate the ionisation rates of Hi and Hei due to secondary
ionisations by interpolating the tables of Furlanetto & Sto-
ever (2010) as a function of the ionised hydrogen fraction
xHII. For the primary electron energy we take a typical mean
value E = 35 eV (Spitzer 1978; Wolfire et al. 1995). At this
energy, the secondary ionisation rate of Heii is zero, as it is
below the Heii ionisation energy of 54.4 eV.
Note that this introduces a dependence on the ionisa-
tion fraction, as Coulomb interactions can reduce the energy
of the primary electron if the electron abundance is high,
thereby reducing the number of secondary ionisations. If we
only include primary ionisations, then we miss this depen-
dence, which we find does have a small but noticeable effect
on the ionisation balance at low densities and low ionisation
fractions.
We were unable to find equivalent calculations for the
secondary ionisation rates of metal species in the literature,
so we only include primary cosmic ray ionisations for these
species.
Glover et al. (2010) also include a number of ionisa-
tion and dissociation reactions of molecules from cosmic ray
induced UV emission, which we have also included in our
c© 2014 RAS, MNRAS 000, 1–24
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model. These are summarised in table B1 in appendix B,
and are labelled as ‘γcr’.
2.4 Dust grain physics
Our model includes a number of reactions that occur on the
surface of dust grains. The most important of these is the
formation of molecular hydrogen on dust, which typically
dominates over the gas phase reactions except in dust free
or very low metallicity environments. For this reaction we
use the rate from Cazaux & Tielens (2002), as given by their
equation 18:
RH2 =
1
2
nHIvH(Tgas)ndσdH2(Tdust)SH(Tgas, Tdust) cm
−3 s−1,
(2.12)
where nHI is the number density of neutral hydrogen,
vH(Tgas) is the thermal velocity of the gas at tempera-
ture Tgas and ndσd is the total cross sectional area of dust
grains per unit volume. Following Krumholz et al. (2011),
we use a cross sectional area of 10−21Z/Z cm2 per H nu-
cleus, which is intermediate between the values from the
models of Weingartner & Draine (2001a) for the Milky Way
(with a ratio of visual extinction to reddening Rv = 3.1 or
5.5), the Large Magellanic Cloud and the Small Magellanic
Cloud, and assumes that the dust content of the gas scales
linearly with metallicity. The dimensionless recombination
efficiency H2(Tdust) is given in equation 13 of Cazaux &
Tielens (2002). For the dimensionless sticking probability,
SH(Tgas, Tdust), we use equation 3.7 from Hollenbach & Mc-
Kee (1979).
Equation 2.12 depends on the temperatures of both the
gas and the dust, so we need to make an assumption about
the dust temperature. Glover & Clark (2012) calculate the
dust temperature by assuming that it is in thermal equi-
librium and then solving the thermal balance equation for
the dust grains (their equation A2). However, we find that
for the physical conditions that we are interested in, i.e.
those relevant to the diffuse ISM, the molecular hydrogen
abundance is insensitive to the temperature of the dust (see
appendix A). Therefore, to reduce the computational cost
of our model, we shall simply assume a constant dust tem-
perature of 10 K.
Following Glover & Jappsen (2007), we include the re-
combination of Hii, Heii, Cii, Oii and Siii on dust grains,
along with Feii, Mgii, Sii, Caii and Caiii, which were not
present in the model of Glover & Jappsen (2007). We use
the rate coefficients quoted in table 3 of their paper, where
present, which are based on calculations by Hollenbach &
McKee (1979) and Weingartner & Draine (2001b). For the
reactions not included in Glover & Jappsen (2007), we take
the rate coefficients directly from Weingartner & Draine
(2001b). These reactions are typically one or two orders of
magnitude smaller than the radiative recombination rates,
although the two can become comparable at temperatures
above a few thousand Kelvin.
There are several additional dust grain processes that
we do not currently include in our model. In particular, we
do not explicitly follow the creation and destruction of dust,
assuming instead that the dust-to-gas ratio simply scales
linearly with the metallicity. More importantly for the gas
cooling rates, we also do not model the depletion of metal
Figure 1. Comparison of the cooling functions of interstellar gas
at solar metallicity without depletion of metal atoms onto dust
grains (solid curves) and including the depletion factors from
Jenkins (2009) for C, N, O, Mg, Si and Fe. These cooling functions
were calculated using our model at a density nH = 1 cm
−3 in the
presence of the redshift zero Haardt & Madau (2001) extragalactic
UV background. The shaded grey region indicates temperatures
below 100 K that are outside the range of temperatures that
we are primarily interested in, but we include this regime here
for completeness. We see that, in this example, the depletion of
metal atoms onto dust grains can increase the thermal equilibrium
temperature from Teq ∼ 800 K to Teq ∼ 5600 K.
atoms onto dust grains. This can reduce the gas phase abun-
dances of metals by factors of a few. For example, Jenkins
(2009) investigates the variation in the depletion factors (i.e.
the fraction of a species remaining in the gas phase) of met-
als along different sight lines in the local ISM. The depletion
factors of carbon and oxygen that they find are typically
∼ 0.6 − 0.8 and ∼ 0.6 − 1.0 respectively, while heavily de-
pleted elements such as iron can have depletion factors below
one per cent. Thus the rates of metal line cooling, particu-
larly from iron, could be significantly affected by depletion
onto dust grains.
Since these depletion factors are highly uncertain, we do
not include them in our model, and we aim to address these
issues in a future work. However, in figure 1 we illustrate
the impact that metal depletion onto dust grains could po-
tentially have on the cooling function of interstellar gas. We
show the cooling rates of gas at a density nH = 1 cm
−3 in
the presence of the redshift zero Haardt & Madau (2001) ex-
tragalactic UV background, plotted as a function of temper-
ature. These were calculated using our model with element
abundances at solar metallicity (solid curves), and with the
solar abundances of C, N, O, Mg, Si and Fe reduced by the
depletion factors given in column seven of table 4 in Jenk-
ins (2009) (dot-dashed curves). We see that, in this exam-
ple, cooling from Cii, Siii and Feii are important to balance
the heating from the photoionisation of Hi. However, these
elements can be strongly depleted, particularly Si and Fe.
Therefore, when we include the depletion factors of Jenk-
ins (2009), the thermal equilibrium temperature, at which
the total cooling and heating rates are equal, increases from
Teq ∼ 800 K to Teq ∼ 5600 K.
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2.5 CO model
We base our model for CO chemistry on the reaction net-
work of Glover et al. (2010), as we find that this is able to
reproduce the molecular fraction of CO in the diffuse ISM
fairly well, as predicted by Cloudy, without requiring the
full complexity of more complete networks (see section 4.2).
For the photochemical reaction rates they assume the in-
terstellar radiation field of Draine (1978), with a radiation
field strength (see equation 2.8) of G0 = 1.7 in units of the
Habing (1968) field. To generalise these rates to any UV
radiation field, we multiply them by G0/1.7.
Our comparisons with Cloudy showed that it is nec-
essary to include four additional reactions in our network
(reactions 111, 283, 303 and 304 in table B1) that were not
included in the model of Glover et al. (2010). We also up-
dated the rates for a small number of reactions in Glover et
al. (2010) to improve agreement with Cloudy, and we up-
dated some of the photodissociation rates using the values
from van Dishoeck et al. (2006) and Visser et al. (2009); see
appendix B.
3 THERMAL PROCESSES
Once we have calculated the abundance of each species, we
can evaluate its contribution to the net cooling rate. The
processes that we include in our model are summarised in
Table 1, and some of these are discussed in more detail be-
low.
3.1 Metal line cooling
Oppenheimer & Schaye (2013a) have tabulated the radiative
cooling rates from the nine metal species that we include in
our model (see section 2), along with hydrogen and helium,
as a function of temperature using Cloudy (they use ver-
sion 10.00 in their paper, but they have since updated these
tables using version 13.01 of Cloudy5). See their section
2.2 for more details of their method. We use these tabulated
cooling rates for most of these species. However, they note
that these rates assume that the radiative cooling is domi-
nated by electron-ion collisions and that this assumption can
break down at temperatures T . 103 K for some species, for
example Oi.
We indeed find that their tabulated cooling rates for Oi
and Ci are unable to reproduce Cloudy’s cooling curves at
low temperatures, so for these two species we calculate the
radiative cooling rates following the same method as Glover
& Jappsen (2007). They consider only the three lowest fine-
structure energy levels of each species, although for Ci we
found it necessary to extend their method to include the
nine lowest energy levels, using transition probabilities from
the NIST Atomic Spectra Database (ver. 5.0)6 and effec-
tive collision strengths from Pe´quignot & Aldrovandi (1976)
and Dunseath et al. (1997). We tabulate these cooling rates
in 55 temperature bins from 10 K to 104 K and 30 bins
each in Hi, Hii and electron densities from 10−8 cm−3 to
5 These upated tables can be found on the website: http://
noneq.strw.leidenuniv.nl
6 http://physics.nist.gov/asd
Table 1. Summary of included thermal processes.
Process Referencesa
Cooling Processes
H excitation 1
He excitation 1
He+ excitation 1
H collisional ionisation 1
He collisional ionisation 1
He+ collisional ionisation 1
H+ recombination 1
He+ recombinationb 1
He++ recombination 1
Grain-surface recombination 2, 3
Inverse Compton Cooling from the CMB 2, 4
Bremsstrahlung 1
Metal line cooling 1, 2
H2 rovibrational cooling 5
H2 collisional dissociation 2, 6
CO rovibrational cooling 7, 8, 9
H2O rovibrational cooling 7, 8, 9
OH rotational cooling 10
Heating Processes
Photoheating 11, 12
Cosmic ray heatingc 2, 13
Dust photoelectric effect 14
H2 photodissociation 2, 15
H2 UV pumping 2, 16
H2 formation; gas phase 2, 17, 18
H2 formation; dust grains 2, 10
a 1 - Oppenheimer & Schaye (2013a); 2 - Glover & Jappsen
(2007); 3 - Wolfire et al. (2003); 4 - Cen (1992); 5 - Glover & Abel
(2008); 6 - Mac Low & Shull (1986); 7 - Glover et al. (2010); 8 -
Neufeld & Kaufman (1993); 9 - Neufeld et al. (1995); 10 - Hollen-
bach & McKee (1979); 11 - Verner & Yakovlev (1995); 12 - Verner
et al. (1996); 13 - Goldsmith & Langer (1978); 14 - Wolfire et al.
(1995); 15 - Black & Dalgarno (1977); 16 - Burton et al. (1990);
17 - Launay et al. (1991); 18 - Karpas et al. (1979)
b radiative plus dielectronic
c Assuming 20 eV deposited as heat into the gas per primary
ionisation (Goldsmith & Langer 1978)
105 cm−3. By tabulating in four dimensions in this way we
are able to follow the radiative cooling rates of these species
in regimes that are dominated by collisions with Hi or Hii, as
well as when electron-ion collisions dominate. We use these
new cooling rates for Oi and Ci at temperatures below 104
K, and revert back to the cooling rates tabulated by Oppen-
heimer & Schaye (2013a) at higher temperatures.
We also found that for some low-ionisation metal species
there was an extra density dependence in the cooling rates
that was not captured in the tables of Oppenheimer &
Schaye (2013a), most notably for Cii, Nii, Siii and Feii. This
led to the cooling rates from these species being overesti-
mated by up to an order of magnitude at the highest densi-
ties that we consider here (nH ∼ 104 cm−3, much higher
than those considered by Oppenheimer & Schaye 2013a)
compared to those calculated by Cloudy. For these four
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species we therefore used the Chianti database version 7.17
(Dere et al 1997; Landi et al 2013) to calculate line emissiv-
ities and hence cooling rates per ion, which we tabulate as
functions of temperature in 80 bins from 10 K to 105 K and
electron density in 130 bins from 10−8 cm−3 to 105 cm−3.
3.2 H2 rovibrational cooling
Cooling from molecular hydrogen can become important in
the ISM, particularly in primordial and low-metallicity gas.
The primary mechanism by which H2 cools the gas is transi-
tions between its rotationally and vibrationally excited en-
ergy levels. To treat this properly, we would need to solve
for the populations of these levels and hence obtain the rate
at which they radiate away energy, but this can become
computationally expensive due to the large number of levels
involved. A number of studies have looked at this problem
and have suggested analytic fits to the H2 rovibrational cool-
ing function. We have considered the analytic fits proposed
by Hollenbach & McKee (1979), Galli & Palla (1998) and
Glover & Abel (2008), which we compare to the cooling rates
predicted by Cloudy using its ‘big H2’ model to accurately
follow all of the rotational and vibrational energy levels of
the H2 molecule. We also considered using the Hollenbach
& McKee (1979) cooling function but using the collisional
rates from Draine et al. (1983). These cooling functions typ-
ically express the H2 cooling in terms of temperature and
the densities of Hi and H2, although Glover & Abel (2008)
also include its dependence upon the densities of Hii, Hei
and electrons, which arises from the collisional excitation
of molecular hydrogen by these species. When calculating
these cooling rates we have used the abundances calculated
by Cloudy to compute the collisional excitation rates, so
that any discrepancies are due to differences in the ana-
lytic fits to the cooling function rather than to differences in
the solution of the chemical model. These comparisons are
shown in figure 2.
We see that the cooling function from Glover & Abel
(2008) shows the closest agreement with the cooling rates
computed by Cloudy, so we shall use this in our model. For
the low density limit of the cooling function we use equation
40 from Glover & Abel (2008) with the fitting coefficients
listed in their table 8, for a fixed ratio of ortho- to para-H2
of 3:1. This is then combined with the local thermodynamic
equilibrium (LTE) cooling rate using their equation 39 to
obtain the final H2 cooling function. We calculate the LTE
cooling rate using the radiative de-excitation rates of the
rovibrational transitions in the ground electronic state taken
from Wolniewicz et al. (1998).
3.3 CO, H2O and OH cooling
We include cooling from CO and H2O molecules using the
same prescriptions as Glover et al. (2010) (see their section
2.3.2). Glover et al. (2010) base these prescriptions on the
cooling rates calculated by Neufeld & Kaufman (1993) and
Neufeld et al. (1995) but extend their treatment to account
for collisions with electrons and atomic hydrogen, in addi-
tion to molecular hydrogen. Following Glover et al. (2010),
7 http://www.chiantidatabase.org/chianti.html
we make use of the tabulated fit parameters given in Neufeld
& Kaufman (1993) and Neufeld et al. (1995), which are given
as functions of temperature and the effective column density
per unit velocity, N˜m. If the gas flow has no special symme-
try and if the large velocity gradient approximation is valid,
then (Neufeld & Kaufman 1993):
N˜m =
nm
|∇ · v| , (3.1)
where nm is the number density of species m and ∇ · v is
the divergence of the velocity field. For static gas this is
equivalent to:
N˜m =
Nm
σ
, (3.2)
where Nm is the column density of species m and σ is the
thermal velocity dispersion:
σ =
√
3kBT
µmp
. (3.3)
We use the static gas case in this work. However, when we
use this in a hydrodynamic simulation, we could drop this
assumption and calculate N˜m directly from equation 3.1. We
also include rotational cooling from the OH molecule using
the ‘universal’ cooling function for molecules with dipole
moments from Hollenbach & McKee (1979) (their equations
6.21 and 6.22), using the molecular cooling parameters for
OH summarised in their table 3. This function gives the
cooling rate from OH in terms of the temperature and den-
sity along with the OH column density and dust extinction
of the gas cell.
3.4 Photoheating
We include the photoheating of Hi, Hei, Heii and all metal
atoms and ions in our model. The optically thin photoheat-
ing rate per unit volume from the photoionisation of species
i is niEi,thin, where:
Ei,thin =
∫ ∞
ν0,i
4piJνσν,i
hν
(hν − hν0,i)dν. (3.4)
We can express this as:
Ei,thin = Γi,thin 〈i,thin〉 , (3.5)
where Γi,thin is the photoionisation rate of species i, given
by equation 2.4, and i,thin is the average excess energy of
ionising photons:
〈i,thin〉 =
∫∞
ν0,i
4piJνσν,i
hν
(hν − hν0,i)dν∫∞
ν0,i
4piJνσν,i
hν
dν
. (3.6)
For each species 〈i,thin〉 is calculated for the given inci-
dent UV spectrum Jν , using the frequency dependent cross
sections from Verner & Yakovlev (1995) and Verner et al.
(1996), and is then provided to our model as an input pa-
rameter.
Note that Glover & Jappsen (2007) include an efficiency
factor in equation 3.4 for the fraction of the excess photon
energy that is converted into heat (as calculated using the
c© 2014 RAS, MNRAS 000, 1–24
ISM chemistry & cooling - I. Optically thin regime 9
Figure 2. Comparison of various approximations for the H2 cooling rate: Hollenbach & McKee (1979) (HM79; solid red curve), Hollenbach
& McKee (1979) with the collisional excitation rates from Draine et al. (1983) (dot-dashed red curve), Galli & Palla (1998) (GP98; solid
yellow curve) and Glover & Abel (2008) (GA08; solid blue curve). These are compared to the H2 cooling rates calculated by Cloudy
(dashed black curve), which follows the level populations of several thousand rovibrational levels. The rovibrational cooling rate per H2
molecule is plotted as a function of temperature, calculated in the absence of UV at various densities. We see that overall the GA08
cooling function gives the best match to the Cloudy cooling rates, so we shall use the GA08 cooling rates in our model.
results of e.g. Shull & van Steenberg 1985 or Dalgarno et al.
1999). This factor accounts for the fact that the electrons re-
leased by photoionisation reactions can cause secondary ion-
isations/excitations of Hi and Hei. The energy used in these
secondary reactions will subsequently be radiated away and
thus does not contribute to heating the gas. However, as ex-
plained in section 2.2, we do not need to include the effects
of secondary ionisation, as they only enhance the primary
photoionisation rate by less than 0.1% for the UV radia-
tion fields that we consider here and are thus unimportant.
We therefore take this efficiency factor to be equal to 1 in
equation 3.4.
The above equations are applicable to the optically thin
regime. In paper II we will consider the effect of shielding
on the photoheating rates.
3.5 Photoelectric heating
Another potentially important source of heating is photo-
electric emission from dust grains. When a UV photon is
absorbed by a dust grain it can release an electron, and
the excess energy absorbed by the electron is quickly ther-
malised, thereby heating the gas. The photoelectric heating
rate is given by (Bakes & Tielens 1994; Wolfire et al. 1995):
Γ = 1.0× 10−24G0 erg cm−3 s−1, (3.7)
where G0 is the UV radiation field in units of the Habing
(1968) field (see equation 2.8) and the heating efficiency  is
given by the following analytic fit for gas temperatures up
to 104 K:
 =
4.9× 10−2
1.0 + ((G0T 0.5/ne)/(1925 K
0.5 cm3))0.73
+
3.7× 10−2(T/104 K)0.7
1.0 + ((G0T 0.5/ne)/(5000 K
0.5 cm3))
. (3.8)
4 EQUILIBRIUM CHEMISTRY AND
COOLING IN THE ISM
While our chemical model is primarily focussed on the non-
equilibrium evolution of chemistry and gas cooling in the
ISM, it is important that we confirm the validity of our
model by comparing its results in chemical equilibrium with
those from existing codes, in particular to test whether we
have missed any important reactions in our chemical net-
work. We therefore calculated the equilibrium ionisation bal-
ance and cooling rates from our model as a function of tem-
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perature from 10 K to 2×104 K. We are primarily interested
in the temperature range 102 6 T 6 104 K, corresponding
to the transition from a warm to a cold phase in the ISM,
but we also look at how our model behaves outside this
regime. Abundances and cooling rates were calculated at a
range of fixed densities relevant to the diffuse ISM, from
10−2 cm−3 to 104 cm−3, for various metallicities and using
four different assumptions for the UV radiation field: the
interstellar radiation field (ISRF) of Black (1987), both by
itself and also multiplied by a factor of 10; the extragalactic
UV background (UVB) of Haardt & Madau (2001) and in
the absence of UV radiation (i.e. fully shielded gas). The
calculations were started from fully neutral and atomic ini-
tial conditions and evolved until they reached chemical equi-
librium. The examples including a UV radiation field were
assumed to be optically thin, i.e. with no intervening col-
umn density to shield the gas. We will consider the effect of
shielding in paper II. We used the default solar metal abun-
dances from Cloudy (as used by e.g. Wiersma et al. 2009;
Oppenheimer & Schaye 2013a), and we used a hydrogen cos-
mic ray ionisation rate of ζHI = 2.5×10−17 s−1 (Williams et
al. 1998).
We compared the predicted equilibrium ionisation frac-
tions and cooling rates from our model to those calculated
using version 13.01 of Cloudy (Ferland et al. 2013). In most
of the Cloudy runs the dust temperature was calculated
self-consistently assuming thermal balance. However, in the
absence of a UV radiation field we found it necessary to
fix the dust temperature in Cloudy at 10 K, as used in
our model, to prevent unrealistically low dust temperatures.
This problem arose because our Cloudy calculations con-
sidered an optically thin parcel of gas in which the dust is
also optically thin to its own infrared radiation, so in the
absence of UV radiation there is very little heating of the
dust grains. We generally find that our network agrees well
with Cloudy, as we shall demonstrate in the next section.
We also use these results to identify which are the most im-
portant coolants in the ISM in the various physical regimes
explored here. More plots of our results from these tests can
be found on our website 8.
4.1 Dominant coolants
In figure 3 we show the equilibrium ionisation fractions (left
panels) and cooling functions (right panels) as a function of
temperature at a density nH = 1 cm
−3 for the four different
UV radiation fields we consider here. We show temperatures
ranging from 10 K to 2× 104 K, but have greyed out the re-
gion T < 100 K as this lies outside the range of temperatures
that we are primarily interested in.
The top row was calculated in the presence of the Black
(1987) ISRF multiplied by a factor of 10, which represents
the UV radiation field one might find within a strongly star-
forming galaxy. The dominant coolants in this case are,
going from high to low temperatures, Oiii, Siii, Siii and
Cii, while strong photoheating, primarily from hydrogen,
balances the cooling at a thermal equilibrium temperature
Teq ∼ 5000 K.
The second row shows the results for the Black (1987)
8 http://noneqism.strw.leidenuniv.nl
ISRF, which is more typical of the local solar neighbour-
hood. Feii contributes significantly to the cooling here, while
the more highly ionised species (e.g. Oiii and Siii) become
less important. Despite the weaker photoheating, the equi-
librium temperature is still close to 5000 K, as the metal
line cooling is also lower.
The results in the third row were calculated in the
presence of the Haardt & Madau (2001) extragalactic UV
background at redshift zero, in which the flux of hydrogen-
ionising photons is approximately three orders of magnitude
lower than the Black (1987) field. In this example we find
that the cooling is now dominated by Feii, Siii and Cii,
and the lower photoheating rate now balances the metal
line cooling at Teq ∼ 800 K.
Finally, in the bottom row of figure 3 we show the equi-
librium state of gas in the absence of UV radiation. The
dominant coolant here is molecular hydrogen, although there
is still a significant contribution from some metal species,
most notably Siii, Oi and Ci. Without UV radiation to
provide photoheating, the main source of heating comes
from cosmic rays, resulting in an equilibrium temperature
Teq ∼ 100 K.
In table 2 we summarise the species that contribute at
least 5% to the total equilibrium cooling rate in the temper-
ature range 102 K 6 T 6 104 K for solar metallicity and a
density nH = 1 cm
−3, in the presence of the four UV radia-
tion fields considered in figure 3. For each species we give the
minimum and maximum temperatures, Tmin and Tmax, for
which that species contributes at least 5% to the total equi-
librium cooling rate, the temperature at which the relative
contribution of that species to the total equilibrium cooling
rate is highest, Tpeak, and the relative contribution of that
species at Tpeak. More tables of dominant coolants for dif-
ferent metallicities and densities, and extending to higher
temperatures up to 109 K, can be found on our website.
Bertone et al. (2013) have also investigated the domi-
nant cooling channels in the Universe, although they focus
on diffuse gas on cosmological scales, typically with lower
densities (nHtot < 0.1 cm
−3) than we have considered. The
species that they found most important at these lower den-
sities, in the presence of the Haardt & Madau (2001) extra-
galactic UV background, were Oiii, Cii, Ciii, Siii, Siiii, Feii
and Siii.
Comparing our equilibrium abundances and cooling
functions (solid lines) to Cloudy (dashed lines) in figure 3,
we find that they are in good agreement. Below 100 K the
agreement between our model and Cloudy tends to be
poorer for all UV radiation fields, but most noticeably in
the absence of UV. This is partly because we include fewer
molecular species in our network than Cloudy does. How-
ever, we see in figure 3 that many species are still in good
agreement at these low temperatures.
Figure 3 only shows our results for a density nH =
1 cm−3, but we also considered densities in the range 10−2 6
nH 6 104 cm−3. At lower densities photoionisations and cos-
mic ray ionisations become relatively more important, as
they scale linearly with density while two body collisional
processes scale with the density squared. In the presence of
a strong UV radiation field, higher ionisation species such as
Siv and Fevi contribute significantly to the cooling function
in these cases, although heating is also relatively stronger.
Conversely, at higher densities the importance of the UV
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Figure 3. Comparison of the equilibrium ionisation fractions (left) and cooling functions (right) predicted by our model (solid lines)
and Cloudy (dashed lines), plotted against temperature. These were calculated at solar metallicity and a density nH = 1 cm
−3 for four
different UV radiation fields: the Black (1987) interstellar radiation field (ISRF) multiplied by a factor 10 (ISRF10; top), the Black
(1987) ISRF (ISRF; second row), the redshift zero Haardt & Madau (2001) extragalactic UV background (UVB; third row) and in the
absence of UV radiation (None; bottom). In each row we show only those species that contribute at least 20 per cent to the cooling rate
anywhere in the temperature range 102 K < T < 104 K. The panels in the right column show the cooling rates from individual species
along with the net cooling rate (total cooling minus heating). The shaded grey region highlights temperatures below 100 K that are
outside the range of temperatures that we are primarily interested in, but we include this regime here for completeness.
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Table 2. Summary of species that contribute at least 5% to the
total equilibrium cooling rate in the temperature range 102 K 6
T 6 104 K at solar metallicity and a density nH = 1 cm−3,
in the presence of four different UV radiation fields: the Black
(1987) interstellar radiation field (ISRF) multiplied by a factor
10 (ISRF10), the Black (1987) ISRF (ISRF), the redshift zero
Haardt & Madau (2001) extragalactic UV background (UVB)
and in the absence of UV radiation (None). The four sections in
the table correspond to the four rows of figure 3.
Species log Tmin
a log Tmaxb log Tpeak
c Peakd
ISRF10
Cii 2.0 3.1 2.0 44.3%
Hii 2.0 4.0 2.0 17.9%
Nii 2.0 2.5 2.0 15.8%
Siii 2.0 3.7 2.5 32.9%
Siii 2.1 4.0 3.3 27.2%
Oii 3.9 4.0 4.0 7.5%
Oiii 2.0 4.0 4.0 35.7%
ISRF
Cii 2.0 3.9 2.0 61.8%
Nii 2.0 4.0 2.0 13.4%
Siii 2.0 4.0 2.7 42.4%
Feii 2.4 4.0 3.7 23.9%
Hii 2.0 4.0 3.7 15.7%
Siii 2.5 4.0 3.7 14.1%
Oii 3.8 4.0 4.0 22.4%
Sii 3.8 4.0 4.0 9.2%
UVB
Cii 2.0 3.9 2.0 72.5%
Siii 2.0 4.0 2.7 54.9%
Feii 2.3 4.0 3.7 47.7%
Caii 3.8 4.0 3.9 7.7%
Sii 3.7 4.0 3.9 12.5%
Hi 3.9 4.0 4.0 18.5%
Mgii 3.9 4.0 4.0 8.4%
None
Ci 2.0 4.0 2.0 60.6%
Siii 2.0 3.5 2.3 15.4%
H2 2.0 4.0 3.7 70.2%
Oi 2.0 4.0 3.9 30.7%
Feii 3.2 4.0 4.0 19.0%
Hi 3.9 4.0 4.0 16.9%
a Minimum temperature at which the species contributes at least
5% to the total equilibrium cooling rate.
b Maximum temperature at which the species contributes at least
5% to the total equilibrium cooling rate.
c Temperature at which the relative contribution of the species
to the total equilibrium cooling rate is highest.
d Relative contribution of the species to the total equilibrium
cooling rate at Tpeak.
radiation and cosmic rays becomes relatively weaker, with
the cooling dominated by low ionisation state species such
as Oi, Siii and Feii, along with molecular hydrogen. More
plots comparing the ionisation fractions and cooling func-
tions from our model and from Cloudy can be found on
our website.
4.2 Molecular abundances
In this section we test the accuracy of our molecular net-
work by comparing the equilibrium abundances of H2 and
CO calculated using our model to those from Cloudy. In
figure 4 we plot the molecular fraction of H2 as a function of
temperature in the presence of the extragalactic UV back-
ground of Haardt & Madau (2001) (top four panels) and in
the absence of UV radiation (bottom four panels) for three
different metallicities (different colours) and for four differ-
ent densities (different panels).
In the presence of the Haardt & Madau (2001) UV back-
ground our molecular fractions at solar and 10% solar metal-
licity match those from Cloudy well. However, we tend to
predict somewhat smaller molecular fractions in primordial
gas than Cloudy. This is due to uncertainties in the reac-
tion rate of the associative detachment of H−, which is the
primary formation mechanism of H2 at these densities when
there is no dust present. Glover et al. (2006) have demon-
strated how uncertainties in this reaction rate can lead to
significant uncertainties in the abundance of molecular hy-
drogen. We have used the rate from Bruhns et al. (2010),
as given in the umist database, which was measured over a
temperature range 30 K < T < 3000 K and is in much better
agreement with theoretical calculations than earlier exper-
imental measurements such as Schmeltekopf et al. (1967),
Fehsenfeld et al. (1973) and Martinez Jr. et al. (2009). How-
ever, Cloudy uses the rate coefficients from Launay et al.
(1991).
In the absence of UV radiation our molecular frac-
tions follow similar trends with temperature as those from
Cloudy, although we generally tend to produce higher H2
abundances for T . 103 K. This is primarily due to differ-
ent dissociation rates of H2 by cosmic rays used in Cloudy
compared to our model. In particular, Cloudy includes the
cosmic ray induced photodissociation of H2, which is an or-
der of magnitude higher than the cosmic ray dissociation
that we include in our model based on the rates in the umist
database.
We find similar trends in the presence of stronger UV
radiation fields, although the H2 abundances are small in
these examples, so we do not show them here.
In figure 5 we show the molecular fraction of CO as a
function of temperature at solar metallicity for four different
densities (different panels) and four different UV radiation
fields (different colours). We see that in the presence of the
two strongest UV radiation fields considered here the CO
fraction (i.e. the fraction of carbon that is in CO) remains
low (< 10−4) even at the highest density shown in figure 5
(nHtot = 10
4 cm−3). In the presence of the Haardt & Madau
(2001) extragalactic UV background the CO fraction reaches
unity at nHtot ∼ 104 cm−3 for temperatures 102 K . T .
103 K, while in the absence of UV the CO fraction is close
to one at these temperatures down to even lower densities,
nHtot ∼ 102 cm−3.
The CO fractions predicted by our model agree well
with Cloudy, except at a density nH ∼ 104 cm−3 and tem-
peratures above a few thousand Kelvin where we predict
a lower CO abundance than Cloudy. However, since it is
unlikely that gas at such high densities would maintain tem-
peratures of a few thousand Kelvin, this is not a problem
for us.
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Figure 4. Equilibrium molecular fractions of H2 predicted by our chemical model (solid lines) and Cloudy (dashed lines). These were
calculated in the presence of the redshift zero Haardt & Madau (2001) extragalactic UV background (top four panels) and in the absence
of UV radiation (bottom four panels) at solar metallicity and densities 10−2 cm−3 6 nH 6 104 cm−3. The shaded grey region highlights
temperatures below 100 K that are outside the range of temperatures that we are primarily interested in, but we include this regime
here for completeness. In the presence of the UV background the greatest discrepancies are found in primordial gas (blue curves), and
are mainly due to uncertainties in the formation rate of H2 via H−. In the absence of UV we tend to find higher molecular hydrogen
abundances than Cloudy, primarily because we use a lower cosmic ray dissociation rate of H2. See section 4.2 for a more detailed
discussion.
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Figure 5. Equilibrium molecular fractions of CO predicted by our chemical model (solid lines) and Cloudy (dashed lines). These were
calculated at solar metallicity and for densities 10−2 cm−3 6 nH 6 104 cm−3 in the absence of UV (black, No UV), in the presence of
the redshift zero Haardt & Madau (2001) extragalactic UV background (red, UVB), the Black (1987) interstellar radiation field (yellow,
ISRF) and ten times this interstellar radiation field (blue, ISRF10). The shaded grey region highlights temperatures below 100 K that are
outside the range of temperatures that we are primarily interested in, but we include this regime here for completeness. The agreement
with Cloudy is good except in gas with both high density and high temperature, which is a combination that will be rare in nature.
4.3 Impact of cosmic rays on ionisation balance
and cooling
Once the gas becomes shielded from the UV radiation field,
its ionisation balance is typically dominated by cosmic ray
ionisation at low temperatures. However, the cosmic ray ion-
isation rate in the ISM is highly uncertain. By modelling the
chemistry of 23 low mass molecular cores to reproduce ob-
served molecular ion abundances, Williams et al. (1998) infer
a cosmic ray ionisation rate for H2 of ζH2 = 5 × 10−17s−1,
corresponding to an Hi ionisation rate from cosmic rays of
ζHI = 2.5 × 10−17s−1 (this is the default value that we use
in our models). However, other authors have measured very
different values for the galactic cosmic ray background. For
example, Indriolo et al. (2007) use observations of H+3 ab-
sorption along twenty galactic sight lines to obtain a cosmic
ray ionisation rate ζHI = 2 × 10−16s−1, while McCall et al.
(2003) derive an even higher value of ζHI = 1.2 × 10−15s−1
based on laboratory measurements and H+3 observations to-
wards ζ Persei. Furthermore, the cosmic ray ionisation rate
may also depend on the galactic environment, for example
Suchkov et al. (1993) estimate a much higher density of cos-
mic rays in the starburst galaxy M82.
Figure 6 shows the impact of increasing or decreasing
our default cosmic ray ionisation rate by a factor of ten on
the ionisation balance and cooling function of fully shielded
gas at solar metallicity and a density nH = 1 cm
−3. In
the left panels we see that the ionisation fractions of singly
ionised helium, carbon and oxygen as well as hydrogen, and
hence the electron abundance, change dramatically as we
vary the cosmic ray ionisation rate, confirming that, for our
default value and higher, cosmic rays do indeed dominate
the ionisation balance in this fully shielded regime. In the
right hand panels we see that the cooling function is also
significantly affected, as cosmic rays are the primary source
of heating in fully shielded gas at these temperatures and
densities, so increasing the cosmic ray ionisation rate by a
factor of ten above our default value increases the thermal
equilibrium temperature from around 100 K to 300 K. Fur-
thermore, when we decrease it by a factor of ten below our
default value, we find that the cooling rate from molecular
hydrogen increases and more strongly dominates the cooling
function.
5 COOLING IN NON-EQUILIBRIUM
INTERSTELLAR GAS
The cooling functions presented in the previous section were
calculated in chemical equilibrium. We now investigate what
impact non-equilibrium chemistry can have on the cooling
rates of interstellar gas. We consider solar metallicity gas
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Figure 6. Comparison of the equilibrium ionisation fractions (left) and cooling functions (right) for three different values of the cosmic
ray ionisation rate of hydrogen: 2.5× 10−16s−1 (top row), 2.5× 10−17s−1 (middle row) and 2.5× 10−18s−1 (bottom row). These were
calculated using our chemical model at solar metallicity and a density nH = 1 cm
−3 in the absence of UV radiation. The shaded grey
region highlights temperatures below 100 K that are outside the range of temperatures that we are primarily interested in, but we include
this regime here for completeness. The cosmic ray ionisation rate, which is uncertain and may vary with environment, has a significant
effect on the abundances and cooling of self shielded gas.
that is cooling either isochorically or isobarically in the pres-
ence of the Haardt & Madau (2001) extragalactic UV back-
ground for different densities. Isochoric cooling is relevant to
applications in hydrodynamic simulations, in which cooling
over individual hydrodynamic timesteps is typically done at
fixed density. Isochoric cooling is also relevant for rapidly
cooling gas where the cooling time is shorter than the dy-
namical or sound crossing times for self gravitating or exter-
nally confined gas respectively. Isobaric cooling is relevant
more generally in interstellar gas as the different phases of
the ISM are usually in pressure equilibrium, so a parcel of
gas that is not subject to heating events such as shocks or
stellar feedback would tend to cool at constant pressure.
We start these calculations from chemical equilibrium
and consider two different initial temperatures. Starting
from T = 104 K corresponds to gas that is cooling from the
warm phase of the ISM to the cold phase, while starting from
T = 106 K corresponds to gas that has been strongly heated,
for example by a supernova event, and is subsequently cool-
ing back towards the cold phase of the ISM. We compare
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Figure 7. Non-equilibrium cooling functions (top left panel) and abundances of H2 (top right), Cii (bottom left) and electrons (bottom
right) in gas cooling isochorically or isobarically from 104 K, compared to their values in chemical equilibrium. These were calculated
using our chemical model in the presence of the redshift zero Haardt & Madau (2001) extragalactic UV background at solar metallicity
and densities at T = 104 K of nH(10
4K) = 1 cm−3 (solid lines) and nH(104K) = 102 cm−3 (dashed lines).
the resulting net radiative cooling rates of the gas with the
equilibrium cooling functions in sections 5.1 and 5.2 below.
5.1 Cooling from T = 104 K
The non-equilibrium cooling functions starting from T =
104 K are compared with their corresponding equilibrium
cooling functions in the top left panel of figure 7, while the
remaining panels compare the abundances of H2, Cii and
electrons. We see that the non-equilibrium gas tends to have
higher net cooling rates than in equilibrium. This is because
the electron density is decreasing as the gas cools, but it
takes a finite time for the electrons to recombine with ions.
Thus, if the recombination time is long compared to the
cooling time, there will be a recombination lag that results
in a higher electron density at a given temperature than we
would expect in equilibrium, which is what we see in the
bottom right panel of figure 7. This recombination lag en-
hances the radiative cooling rate, which is typically driven by
electron-ion collisions. Furthermore, the photoheating rate
depends on the neutral fraction, so the recombination lag
will also suppress the photoheating of the gas.
One exception to the above trend can be seen in iso-
chorically cooling gas at a density nH = 10
2 cm−3 (the
blue dashed curves in figure 7). In this example the cool-
ing rate around a temperature T ∼ 4000 K is slightly lower
than in equilibrium. At this temperature the contribution
to the equilibrium net cooling rate from molecular hydrogen
is comparable to that from Siii and Feii, the other domi-
nant coolants. However, the formation time for molecular
hydrogen is long compared to the cooling time-scale here,
which results in a lower H2 abundance, as can be seen in
the top right panel. Hence its contribution to the cooling
rate is suppressed in the non-equilibrium cooling function.
The non-equilibrium cooling functions are generally
able to cool to lower temperatures than their correspond-
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Figure 8. The ratio of the non-equilibrium cooling rate of gas
cooling isochorically from chemical equilibrium at 104 K, ΛNE,
to the cooling rate in chemical equilibrium, ΛEq, plotted against
temperature and density. These were calculated for a solar metal-
licity gas in the presence of the redshift zero Haardt & Madau
(2001) extragalactic UV background. Blue regions indicate where
non-equilibrium effects suppress the cooling rate, while red and
yellow regions indicate where they enhance the cooling rate. The
black region indicates where there is net heating in chemical equi-
librium. The white curve shows the minimum temperature to
which the isochorically cooling gas is able to cool to before there
is net heating in the non-equilibrium cooling function. This is
generally below the thermal equilibrium temperature. The non-
equilibrium and equilibrium rates differ by up to an order of mag-
nitude.
ing equilibrium cooling functions. For example, in the iso-
choric cooling functions at a density nH = 1 cm
−3 (blue solid
curves in the top left panel of figure 7), the equilibrium net
cooling rate becomes negative (net heating) at T ∼ 850 K,
whereas the isochorically cooling gas cools to T ∼ 700 K.
Thus non-equilibrium effects enable an isochorically or iso-
barically cooling gas to cool below the thermal equilibrium
temperature, before heating back up towards its final ther-
mal and chemical equilibrium. In figure 7 we only plot the
non-equilibrium rates and abundances down to the temper-
ature at which the gas begins to heat up again.
Furthermore, for some species, such as Cii, the abun-
dances in the examples presented here tend to remain close
to equilibrium. For other species, such as H2, the abundances
in isochorically or isobarically cooling gas can differ by up
to an order of magnitude from their equilibrium values.
To illustrate the density dependence of the non-
equilibrium effects on the cooling rate, we show in figure 8
the ratio of the non-equilibrium cooling rate of gas cooling
isochorically from chemical equilibrium at 104 K to the cool-
ing rate in chemical equilibrium, plotted against tempera-
ture and density. These were calculated for solar metallicity
in the presence of the redshift zero Haardt & Madau (2001)
extragalactic UV background (more examples can be found
on our website). Blue regions in this plot indicate where the
non-equilibrium effects suppress the cooling rate, while red
and yellow regions indicate where they enhance the cool-
ing rate. The black region shows where the equilibrium net
cooling rate is negative (i.e. there is net heating). The white
curve shows the minimum temperature to which the isochor-
ically cooling gas is able to cool before there is net heating
in the non-equilibrium cooling function. We see that the gas
is generally able to cool below the thermal equilibrium tem-
perature.
For most densities in figure 8, the enhancement of the
cooling rate in non-equilibrium compared to the equilibrium
cooling rate increases smoothly from the initial tempera-
ture of 104 K down to the thermal equilibrium temperature.
This enhancement can reach up to a factor ∼ 10. How-
ever, at high densities (nH & 102 cm−3), the cooling rate
in non-equilibrium is suppressed at temperatures around a
few thousand Kelvin. This corresponds to the region where
molecular hydrogen dominates the cooling rate. This figure
highlights in which regions of the density-temperature plane
these two opposing non-equilibrium effects are important.
5.2 Cooling from T = 106 K
In the top left panel of figure 9 we compare the non-
equilibrium cooling functions starting from T = 106 K to
their corresponding equilibrium cooling functions, while the
abundances of H2, Cii and electrons are shown in the re-
maining panels. At high temperatures (> 104 K) we find
that non-equilibrium effects tend to decrease the net cool-
ing rates. This agrees with what Oppenheimer & Schaye
(2013a) found for gas typical of the intergalactic medium,
and is caused by the recombination lag allowing species in
higher ionisation states to persist down to lower temper-
atures. The electronic transitions in these high ionisation
states are more energetic compared to those in the lower
ionisation states, and thus they are more difficult to excite
at these lower temperatures. Hence the cooling rates from
these more highly ionised species are smaller, and thus the
net cooling rate is suppressed with respect to the cooling
rate in chemical equilibrium.
Once the gas temperature drops below 104 K, the
non-equilibrium cooling rates generally become higher than
the equilibrium cooling functions, similar to the trends we
saw in figure 7. The most significant differences that we
see compared to the previous figure are for gas at a den-
sity nH = 10
2 cm−3. In this example the isochoric non-
equilibrium cooling curve in figure 9 shows significantly
higher cooling rates than in figure 7. This is because recom-
bination lags induced as the gas cooled from 106 K to 104 K
still persist and thus the electron density is even higher, as
can be seen in the bottom right panel of figure 9, which fur-
ther enhances the metal line cooling. The isobarically cooling
gas at nH = 10
2 cm−3 also shows an enhanced net cooling
rate just below 104 K compared to figure 7, for the same
reason. However, below T ∼ 2000 K the cooling rate drops
below the corresponding isobaric equilibrium cooling func-
tion. This is because the cooling is dominated by H2 here,
which is suppressed in the non-equilibrium cooling curve due
to the long formation time-scale of molecular hydrogen, as
can be seen from the top right panel.
In the bottom left panel of figure 9, the non-equilibrium
abundances of Cii remain very close to their equilibrium val-
ues down to the peak at T ∼ 2×104 K. However, below this
temperature the Cii abundance of the cooling gas tends to
fall below the equilibrium abundance, by up to an order of
magnitude. We saw in figure 7 that Cii exhibited only a small
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Figure 9. As figure 7, but for gas cooling from 106 K. Note that for the isobaric cooling curves, the densities given in the legend are
valid at T = 104 K.
recombination lag when the gas starts cooling from 104 K,
which indicates that it has a relatively short recombination
time compared to, for example, Hii. Furthermore, the bot-
tom right panel of figure 9 demonstrates that the electron
abundance below 104 K is even higher in this example than
in gas that starts cooling from 104 K, due to recombination
lags of other species that persist from higher temperatures.
This suggests that, as the gas cools, the Cii rapidly recom-
bines to a lower abundance than in equilibrium due to the
enhanced electron abundance.
In figure 10 we show the ratio of the non-equilibrium
cooling rate of gas cooling isochorically from chemical equi-
librium at 106 K to the cooling rate in chemical equilibrium,
plotted against temperature and density, for solar metallic-
ity gas in the presence of the Haardt & Madau (2001) ex-
tragalactic UV background. At temperatures T > 104 K,
we see that the non-equilibrium cooling rate is suppressed
compared to the equilibrium cooling rate, for the reasons
discussed above. This suppression becomes approximately
independent of density for nH & 0.1 cm−3. Below 104 K, the
non-equilibrium cooling rate is enhanced due to the higher
electron abundance caused by recombination lags. This en-
hancement is even greater than we saw in figure 8 for gas
that starts cooling from 104 K, with an increase in the
non-equilibrium cooling rate of up to a factor ∼ 100 com-
pared to in equilibrium. Furthermore, this enhancement out-
weighs the suppression of the non-equilibrium cooling rate
at nH & 102 cm−3 and temperatures around a few thousand
Kelvin that is caused by the long formation time-scale of
molecular hydrogen.
6 CONCLUSIONS
We have presented a model to follow the non-equilibrium
thermal and chemical evolution of interstellar gas that is
designed to be incorporated into hydrodynamic simulations
of galaxy formation. Our chemical network includes 157
species: the molecules H2, H
+
2 , H
+
3 , OH, H2O, C2, O2,
HCO+, CH, CH2, CH
+
3 , CO, CH
+, CH+2 , OH
+, H2O
+,
H3O
+, CO+, HOC+ and O+2 , along with electrons and all
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Figure 10. As figure 8, but for gas cooling isochorically from 106
K. The non-equilibrium rate above 104 K is generally suppressed
compared to the equilibrium cooling rate, whereas below 104 K
the enhancement of the cooling rate in non-equilibrium can exceed
two orders of magnitude and is thus even greater than we found
for gas cooling from 104 K in figure 8.
ionisations states of the 11 elements that dominate gas cool-
ing (H, He, C, N, O, Ne, Mg, Si, S, Ca and Fe). Our model
includes chemical reactions on dust grains, most importantly
H2 formation, and thermal processes involving dust, such as
photoelectric heating (but not yet thermal dust emission).
We also include photochemical reactions and cosmic ray ion-
isations, along with their associated heating rates.
While we do not include metal depletion on dust grains
in our model, as the depletion factors of metals are highly
uncertain, we show that the depletion factors measured by
Jenkins (2009) could potentially have a large effect on the
cooling function of interstellar gas (see figure 1).
We have compared the equilibrium ionisation balance
and cooling functions predicted by our model with the pho-
toionisation code Cloudy for a range of densities 10−2 6
nH 6 104 cm−3, temperatures 10 K 6 T 6 2× 104 K, metal-
licities 0 6 Z 6 Z and in the presence of four UV radiation
fields: the Black (1987) interstellar radiation field, ten times
this interstellar radiation field, the Haardt & Madau (2001)
extragalactic UV background and finally in the absence of
UV radiation. These physical parameters include the typical
conditions in the diffuse ISM that we are interested in, and
also extend down to colder gas. The equilibrium abundances
and cooling functions predicted by our model generally agree
very well with those from Cloudy (see figures 3, 4 and 5),
and most remaining differences are due to different choices
for uncertain rates. Additional figures showing all of these
comparisons can be found on our website 9.
In our equilibrium cooling functions we find that the
cooling rate of interstellar gas is typically dominated by Cii,
Siii and Feii, with Oi becoming important at high densi-
ties (nHtot & 102 cm−3) and when the UV radiation field is
weak (for example the redshift zero Haardt & Madau 2001
extragalactic UV background). We also find that at these
high densities and low UV radiation intensities molecular
9 http://noneqism.strw.leidenuniv.nl
hydrogen dominates the cooling function, typically peaking
around 1000 − 2000 K. See table 2 for a summary of the
dominant coolants at solar metallicity. In primordial gas,
molecular hydrogen is the only significant source of cooling
below T ∼ 8000 K in our model.
We note that Glover & Jappsen (2007) also investigated
which species contribute significantly to the cooling rate of
interstellar gas in order to determine which ions to include
in their chemical network. They looked at a similar range
of physical parameters (although only at a metallicity of
0.1Z). We generally agree with their conclusions, although
they found that Feii only contributed at most ∼ 10%− 20%
to the cooling rate, whereas we find that it is one of the
most important coolants in several cases (see for example
figure 3).
We also calculate the non-equilibrium abundances and
cooling functions of gas that is cooling isochorically or iso-
barically. We find that non-equilibrium chemistry tends to
increase the cooling rates below 104 K compared to the cool-
ing rates in chemical (including ionisation) equilibrium, due
to a recombination lag that results in a higher electron den-
sity at a given temperature (see figures 7 and 8). We find
enhancements in the cooling rate of up to an order of magni-
tude for gas that starts cooling from 104 K. This enables the
gas to cool below its thermal equilibrium temperature, be-
fore subsequently heating back up to thermal and chemical
equilibrium.
The abundance of molecular hydrogen in isochorically
or isobarically cooling gas is lower than in equilibrium, by
up to an order of magnitude, due to its relatively long for-
mation time-scale compared to the cooling time. This can
reduce the cooling rate if H2 dominates the equilibrium cool-
ing function, i.e. for high density (nHtot & 102 cm−3) gas at
temperatures around a few thousand Kelvin.
Non-equilibrium effects above 104 K generally suppress
the cooling rates as higher ionisation species persist to lower
temperatures. Such species have lower cooling rates as their
electronic transitions are more energetic and thus are more
difficult to excite at these lower temperatures. Furthermore,
if we consider gas that starts cooling from a temperature 106
K, the resulting recombination lag results in a higher elec-
tron density once it reaches 104 K compared to equilibrium.
Thus the enhancement of the net cooling rate below 104 K
due to non-equilibrium effects will be greater if the gas starts
cooling from T  104 K than if we start in equilibrium at
∼ 104 K. For gas cooling from 106 K, we find enhancements
of up to two orders of magnitude (see figure 10).
Throughout this paper we have focussed on pho-
toionised gas in the optically thin regime, although we also
considered a case without any UV radiation. However, gas
that is in the cold phase of the ISM, in particular molecular
clouds, will become shielded from the UV radiation field,
both by dust and by the gas itself, and hence the radiation
field will vary with the depth into the cloud. In paper II
we shall describe the methods that we use to calculate the
attenuated photochemical rates in shielded gas and present
the resulting chemistry and cooling properties under such
conditions.
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APPENDIX A: DUST TEMPERATURE
The rate of formation of molecular hydrogen on dust grains
depends on the temperature of the dust as well as the gas,
so we need to make an assumption about the grain tempera-
ture. Glover & Clark (2012) calculate the dust temperature
by assuming that it is in thermal equilibrium and hence solv-
ing the thermal balance equation (their equation A2), but
this adds to the computational cost of the model. To investi-
gate the impact that dust temperature has on the molecular
hydrogen abundance in our model we plot in figure A1 the
rate coefficient kdust (obtained by dividing equation 2.12 by
nHI) as a function of the dust temperature for different gas
temperatures in the regime relevant to the diffuse ISM (102
K to 104 K). Below Tdust ≈ 6 K the rate falls very rapidly,
but we would not expect to find such low dust temperatures
in the diffuse ISM. At higher dust temperatures the rate of
molecular hydrogen formation on dust grains remains fairly
constant up to 50 K, at which point it begins to decrease
again, falling by a factor of just over 2 by Tdust = 100 K. In
figure A2 we compare the range of dust temperatures cal-
culated by Cloudy using ten grain size bins (from 0.005 to
0.25µm, assuming the power-law size distribution of Mathis
et al. 1977) as a function of the gas temperature, in the pres-
ence of different radiation fields. These were calculated for
carbonaceous grains, but we found that the temperatures
of silicate grains are similar. Even in the presence of the
interstellar radiation field of Black (1987) the highest dust
c© 2014 RAS, MNRAS 000, 1–24
ISM chemistry & cooling - I. Optically thin regime 23
Figure A2. The range of (carbonaceous) dust grain temperatures calculated by Cloudy across the 10 grain size bins, plotted against gas
temperature in the presence of the Black (1987) interstellar radiation field (red), the redshift zero Haardt & Madau (2001) extragalactic
UV background (yellow) and in the absence of UV radiation (blue).
temperatures in Cloudy only just reach 50 K, and even
this temperature is only reached for gas temperatures near
104K, where molecular hydrogen becomes unimportant. We
therefore would not expect the rate of molecular hydrogen
formation on dust grains to be significantly affected by vari-
ations in the dust temperature in the range of physical con-
ditions that we are interested in here, i.e. those relevant to
the diffuse ISM.
To confirm the insensitivity to the dust temperature, we
compare the molecular hydrogen fractions calculated using
our model assuming different fixed dust temperatures. These
are shown in figure A3. We find that the change in molecular
hydrogen fraction as we increase the dust temperature from
10 K to 50 K is indeed negligible. We therefore choose to fix
the dust temperature at a constant 10 K in our model.
Figure A3. Equilibrium molecular hydrogen fractions as a func-
tion of gas temperature, calculated from our model using a con-
stant dust temperature Tdust = 10 K (solid lines) and Tdust = 50
K (dashed lines), either in the presence of the redshift zero Haardt
& Madau (2001) extragalactic UV background (UVB) or in the
absence of UV (NoUV).
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APPENDIX B: CHEMICAL REACTIONS Table B1. Summary of primordial and molecular reactions.
Reaction No.a Reaction Referenceb
1 H + e− → H− + γ 1
2 H− + H → H2 + e− 2
3 H + H+ → H+2 + γ 3
4 H + H+2 → H2 + H+ 4
5 H− + H+ → H + H 5
6 H+2 + e
− → H + H 6
7 H2 + H+ → H+2 + H 7
a The reaction numbers match those used in the code.
b 1 - Wishart (1979); 2 - Bruhns et al. (2010); 3 - Ramaker &
Peek (1976); 4 - Karpas et al. (1979); 5 - Moseley et al. (1970); 6
- Schneider et al. (1994); 7 - Savin et al. (2004); 8 - Trevisan &
Tennyson (2002); 9 - Mac Low & Shull (1986); 10 - Lepp & Shull
(1983); 11 - Martin et al. (1998); 12 - Janev et al. (1987); 13 -
Ferland et al. (1992); 14 - Poulaert et al. (1978); 15 - Hummer &
Storey (1998); 16 - Aldrovandi & Pe´quignot (1973); 17 - Zygelman
et al. (1989); 18 - Kimura et al. (1993); 19 - de Jong (1972); 20 -
Shapiro & Kang (1987); 21 - van Dishoeck (1988); 22 - Yan et al.
(1998); 23 - Wilms et al. (2000); 24 - Cazaux & Tielens (2002);
25 - Weingartner & Draine (2001b); 26 - Williams et al. (1998);
27 - Furlanetto & Stoever (2010); 28 - Le Teuff et al. (2000);
29 - Dalgarno & Lepp (1987); 30 - Schulz & Asundi (1967); 31 -
Barlow (1984); 32 - Dove et al. (1987); 33 - Linder et al. (1995); 34
- Kim et al. (1975); 35 - Petuchowski et al. (1989); 36 - Data from
McCall et al. (2004), fit by Woodall et al. (2007); 37 - Geppert et
al. (2005); 38 - Prasad & Huntress (1980); 39 - Nelson & Langer
(1999); 40 - Sidhu et al. (1992); 41 - Gerlich & Horning (1992); 42
- Dalgarno et al. (1990); 43 - Singh et al. (1999); 44 - Smith et al.
(2002); 45 - Wagner-Redeker et al. (1985); 46 - Dean et al. (1991);
47 - Harding et al. (1993); 48 - Smith et al. (2004); 49 - Baulch
et al. (1992); 50 - Murrell & Rodriguez (1986); 51 - Warnatz
(1984); 52 - Frank (1986); 53 - Data from Frank & Just (1984)
and Frank et al. (1988), fit by Le Teuff et al. (2000); 54 - Mitchell
& Deveau (1983); 55 - Fairbairn (1969); 56 - Glover et al. (2010);
57 - Natarajan & Roth (1987); 58 - Tsang & Hampson (1986);
59 - Oldenborg et al. (1992); 60 - Carty et al. (2006); 61 - Cohen
& Westberg (1979); 62 - Azatyan et al. (1975); 63 - Adams et al.
(1984); 64 - McEwan et al. (1999); 65 - Viggiano et al. (1980); 66
- Smith & Adams (1977a,b); 67 - Fehsenfeld (1976); 68 - Smith
et al. (1978); 69 - Adams et al. (1980); 70 - Milligan & McEwan
(2000); 71 - Dubernet et al. (1992); 72 - Jones et al. (1981); 73 -
Raksit & Warneck (1980); 74 - Kim et al. (1974); 75 - Anicich et
al. (1976); 76 - Adams et al. (1978); 77 - Smith et al. (1992); 78
- Mauclaire et al. (1978a,b); 79 - Adams & Smith (1976a,b); 80 -
Federer et al. (1984); 81 - Peart & Hayton (1994); 82 - Mitchell
(1990); 83 - Larson et al. (1998); 84 - Rose´n et al. (2000); 85 -
Jensen et al. (2000); 86 - Alge et al. (1983); 87 - Rose´n et al.
(1998); 88 - Stancil & Dalgarno (1998); 89 - Andreazza & Singh
(1997); 90 - Barinovs & van Hemert (2006); 91 - Herbst (1985);
92 - Field et al. (1980); 93 - Orel (1987); 94 - Abel et al. (2002); 95
- Cohen & Westberg (1983); 96 - Walkauskas & Kaufman (1975);
97 - Data from Fairbairn (1969) and Slack (1976), fit by Le Teuff
et al. (2000); 98 - MacGregor & Berry (1973); 99 - van Dishoeck
(1987); 100 - van Dishoeck et al. (2006); 101 - van Dishoeck &
Dalgarno (1984); 102 - Lee (1984); 103 - Sternberg & Dalgarno
(1995); 104 - Visser et al. (2009); 105 - Gredel et al. (1989); 106
- Maloney et al. (1996); 107 - Tielens & Hollenbach (1985); 108 -
Oppenheimer & Schaye (2013a); 109 - Verner & Yakovlev (1995);
110 - Verner et al. (1996); 111 - Kaastra & Mewe (1993); 112 -
Lotz (1967); 113 - Langer (1978); 114 - Scott et al. (1997)
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Table B1 – continued
8 H2 + e− → H + H + e− 8
9 H2 + H → H + H + H 9, 10
10 H2 + H2 → H2 + H + H 11
11 H + e− → H+ + e− + e− 12
13a H+ + e− → H + γ 13
15 H− + e− → H + e− + e− 12
16 H− + H → H + H + e− 12
17 H− + H+ → H+2 + e− 14
24 He + e− → He+ + e− + e− 12
25c He+ + e− → He + γ 15, 16
26 He+ + H → He + H+ 17
27 He + H+ → He+ + H 18
51 H− + γ → H + e− 19, 20
52 H+2 + γ → H + H+ 21
53 H2 + γ → H + H This work
54 H2 + γ → H+2 + e− 22, 23
60 H + H −−→dust H2 24
61 H+ + e− −−→dust H 25
63 He+ + e− −−→dust He 25
67 H + cr → H+ + e− 26, 27
69 He + cr → He+ + e− 27, 28
70 H2 + cr → H+2 + e− 28
83 H+2 + H
− → H + H + H 29
84 H2 + e− → H− + H 30
85 H2 + He+ → He + H + H+ 31
86 H2 + He+ → H+2 + He 31
87 H+2 + H
− → H2 + H 29
88 H2 + He → H + H + He 32
97 H+2 + H2 → H+3 + H 33
100 CO + H+3 → HCO+ + H2 34
101 He+ + CO → C+ + O + He 35
106 H+3 + e
− → H2 + H 36
107 HCO+ + e− → CO + H 37
108 H+3 + Fe → Fe+ + H2 + H 38
111 HCO+ + γ → CO + H+ 39
112 H+3 + H → H+2 + H2 40
113 CO + He+ → C + O+ + He 35
114 H+3 + e
− → H + H + H 36
115 H2 + H+ → H+3 + γ 41
116 C + O → CO + γ 42, 43
117 OH + H → O + H + H 28
118 HOC+ + H2 → HCO+ + H2 44
119 HOC+ + CO → HCO+ + CO 45
120 C + H2 → CH + H 46
121 CH + H → C + H2 47
122 CH + H2 → CH2 + H 28
123 CH + C → C2 + H 48
124 CH + O → CO + H 49, 50
125 CH2 + H → CH + H2 51
126 CH2 + O → CO + H + H 52
127 CH2 + O → CO + H2 53
128 C2 + O → CO + C 54, 55, 56
129 O + H2 → OH + H 57
130 OH + H → O + H2 58
131 OH + H2 → H2O + H 59
132 OH + C → CO + H 48
133 OH + O → O2 + H 28, 56, 60
134 OH + OH → H2O + O 48
a We switch from the case A to case B recombination rates for
hydrogen and helium when τHI > 1 and τHeI > 1 respectively.
Table B1 – continued
135 H2O + H → H2 + OH 61
136 O2 + H → OH + O 28
137 O2 + H2 → OH + OH 62
138 O2 + C → CO + O 28, 48
139 CO + H → C + OH 28
140 C + H+2 → CH+ + H 28
141 C + H+3 → CH+ + H2 28
142 C+ + H2 → CH+ + H 63
143 CH+ + H → C+ + H2 64
144 CH+ + H2 → CH+2 + H 64
145 CH+ + O → CO+ + H 65
146 CH2 + H+ → CH+ + H2 28
147 CH+2 + H → CH+ + H2 28
148 CH+2 + H2 → CH+3 + H 66
149 CH+2 + O → HCO+ + H 28
150 CH+3 + H → CH+2 + H2 28
151 CH+3 + O → HCO+ + H2 67
152 C2 + O+ → CO+ + C 28
153 O+ + H2 → OH+ + H 68, 69
154 O + H+2 → OH+ + H 28
155 O + H+3 → OH+ + H2 70
156 OH + H+3 → H2O+ + H2 28
157 OH + C+ → CO+ + H 71
283 OH + C+ → CO + H+ 71
158 OH+ + H2 → H2O+ + H 72
159 H2O+ + H2 → H3O+ + H 73
160 H2O + H
+
3 → H3O+ + H2 74
161 H2O + C+ → HCO+ + H 75
162 H2O + C+ → HOC+ + H 75
163 H3O+ + C → HCO+ + H2 28
164 O2 + C+ → CO+ + O 66
165 O2 + C+ → CO + O+ 66
166 O2 + CH
+
2 → HCO+ + OH 66
167 O+2 + C → CO+ + O 28
168 CO + H+3 → HOC+ + H2 34
169 HCO+ + C → CO + CH+ 28
170 HCO+ + H2O → CO + H3O+ 76
171 CH + H+ → CH+ + H 28
172 CH2 + H+ → CH+2 + H 28
173 CH2 + He+ → C+ + He + H2 28
174 C2 + He+ → C+ + C + He 28
175 OH + H+ → OH+ + H 28
176 OH + He+ → O+ + He + H 28
177 H2O + H+ → H2O+ + H 77
178 H2O + He+ → OH + He + H+ 78
179 H2O + He+ → OH+ + He + H 78
180 H2O + He+ → H2O+ + He 78
181 O2 + H+ → O+2 + H 77
182 O2 + He+ → O+2 + He 79
183 O2 + He+ → O+ + O + He 79
184 O+2 + C → O2 + C+ 28
185 CO+ + H → CO + H+ 80
186 C− + H+ → C + H 28
187 O− + H+ → O + H 28
188 He+ + H− → He + H 81
189 CH+ + e− → C + H 82
190 CH+2 + e
− → CH + H 83
191 CH+2 + e
− → C + H + H 83
192 CH+2 + e
− → C + H2 83
193 CH+3 + e
− → CH2 + H 82
194 CH+3 + e
− → CH + H2 82
195 CH+3 + e
− → CH + H + H 28
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Table B1 – continued
196 OH+ + e− → O + H 82
197 H2O+ + e− → O + H + H 84
198 H2O+ + e− → O + H2 84
199 H2O+ + e− → OH + H 84
200 H3O+ + e− → H + H2O 85
201 H3O+ + e− → OH + H2 85
202 H3O+ + e− → OH + H + H 85
203 H3O+ + e− → O + H + H2 85
204 O+2 + e
− → O + O 86
205 CO+ + e− → C + O 87
206 HCO+ + e− → OH + C 37
207 HOC+ + e− → CO + H 28
208 H− + C → CH + e− 28
209 H− + O →OH + e− 28
210 H− + OH → H2O + e− 28
211 C− + H → CH + e− 28
212 C− + H2 → CH2 + e− 28
213 C− + O → CO + e− 28
214 O− + H → OH + e− 28
215 O− + H2 → H2O + e− 28
216 O− + C → CO + e− 28
217 C + e− → C− + γ 88
218 C + H → CH + γ 38
219 C + H2 → CH2 + γ 38
220 C + C → C2 + γ 89
221 C+ + H → CH+ + γ 90
222 C+ + H2 → CH+2 + γ 91
223 C+ + O → CO+ + γ 42
224 O + e− → O− + γ 28
225 O + H → OH + γ 28
226 O + O → O2 + γ 38
227 OH + H → H2O + γ 92
228 H + H + H → H2 + H 93, 94
229 H + H + H2 → H2 + H2 95
230 H + H + He → H2 + He 96
231 C + C + He → C2 + He 56, 97
232 C + O + He → CO + He 35, 49
233 C+ + O + He → CO+ + He 35
234 C + O+ + He → CO+ + He 35
235 O + H + He → OH + He 58
236 OH + H + He → H2O + He 49
237 O + O + He → O2 + He 51
238 O + CH → HCO+ + e− 98
239 H+3 + γ → H2 + H+ 99
240 H+3 + γ → H+2 + H 99
241 C− + γ → C + e− 28
242 CH + γ → C + H 100
243 CH + γ → CH+ + e− 21
244 CH+ + γ → C + H+ 100
245 CH2 + γ → CH + H 100
246 CH2 + γ → CH+2 + e− 28
247 CH+2 + γ → CH+ + H 100
248 CH+3 + γ → CH+2 + H 28
249 CH+3 + γ → CH+ + H2 28
250 C2 + γ → C + C 100
251 O− + γ → O + e− 28
252 OH + γ → O + H 101
253 OH + γ → OH+ + e− 28
254 OH+ + γ → O + H+ 100
255 H2O + γ → OH + H 102
256 H2O + γ → H2O+ + e− 21
257 H2O+ + γ → H+2 + O 103
Table B1 – continued
258 H2O+ + γ → H+ + OH 103
259 H2O+ + γ → O+ + H2 103
260 H2O+ + γ → OH+ + H 103
261 H3O+ + γ → H+ + H2O 103
262 H3O+ + γ → H+2 + OH 103
263 H3O+ + γ → H2O+ + H 103
264 H3O+ + γ → OH+ + H2 103
265 O2 + γ → O+2 + e− 100
266 O2 + γ → O + O 100
267 CO + γ → C + O 104
268 H2 + cr → H+ + H + e− 28
269 H2 + cr → H+ + H− 28
89 H2 + cr → H + H 28
270 CO + cr → CO+ + e− 28
272 CH + γcr → C + H 105
273 CH+ + γcr → C+ + H 105
274 CH2 + γcr → CH+2 + e− 28
275 CH2 + γcr → CH + H 28
276 C2 + γcr → C + C 105
277 OH + γcr → O + H 105
278 H2O + γcr → OH + H 105
279 O2 + γcr → O + O 105
280 O2 + γcr → O+2 + e− 105
281 CO + γcr → C + O 106
303 CO+ + H2 → HCO+ + H 114
304 CO+ + H2 → HOC+ + H 114
44 C+ + Si → C + Si+ 38
79 Fe + C+ → Fe+ + C 38
80 Fe + Si+ → Fe+ + Si 107
294 C+ + Mg → C + Mg+ 38
295 N+ + Mg → N + Mg+ 38
296 Si+ + Mg → Si + Mg+ 38
297 S+ + Mg → S + Mg+ 38
64 C+ + e− −−→dust C 25
65 O+ + e− −−→dust O 25
66 Si+ + e− −−→dust Si 25
77 Fe+ + e− −−→dust Fe 25
290 Mg+ + e− −−→dust Mg 25
291 S+ + e− −−→dust S 25
292 Ca+ + e− −−→dust Ca 25
293 Ca++ + e− −−→dust Ca+ 25
298 He+ + e− → He++ + e− + e− 108
299 He+ + γ → He++ + e− 108
300 He++ + e− → He+ 108
301 He++ + H → He+ + H+ 108
302 He+ + cr → He++ + e− 112, 113
CollisIonab A+i + e− → A+i+1 + e− + e− 108
Recomb.c A+i+1 + e− → A+i + γ 108
PhotoIon A+i + γ → A+i+1 + e− 109, 110
Auger A+i + γ → A+i+n + ne− 109, 110, 11
CTHion A+i + H+ → A+i+1 + H 108
CTHrec A+i+1 + H → A+i + H+ 108
CTHeion A+i + He+ → A+i+1 + He 108
CTHerec A+i+1 + He → A+i + He+ 108
CosmicRays A+i + cr → A+i+1 + e− 28, 112, 113
a Elements A include C, N, O, Ne, Mg, Si, S, Ca & Fe.
b Ionisation states i run from 0 to Z − 1.
c Radiative and dielectronic
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