Optimizing a Polynomial Function on a Quantum Simulator by Li, Keren et al.
Optimizing a Polynomial Function on a Quantum Simulator
Keren Li,1, ∗ Shijie Wei,1, ∗ Feihao Zhang,1 Pan Gao,1 Zengrong Zhou,1 Tao Xin,2 Xiaoting Wang,3, † and Guilu Long1, ‡
1State Key Laboratory of Low-Dimensional Quantum Physics and Department of Physics, Tsinghua University, Beijing 100084, China
2Department of Physics and Institute for Quantum Science and Engineering,
Southern University of Science and Technology, Shenzhen 518055, China
3The basic and Frontier Research Institute, Electronic Science and Technology University,Chengdu,610054,China
(Dated: April 17, 2018)
Gradient descent method, as one of the major methods in numerical optimization, is the key ingredient in
many machine learning algorithms. As one of the most fundamental way to solve the optimization problems, it
promises the function value to move along the direction of steepest descent. For the vast resource consumption
when dealing with high-dimensional problems, a quantum version of this iterative optimization algorithm has
been proposed recently[arXiv:1612.01789]. Here, we develop this protocol and implement it on a quantum
simulator with limited resource. Moreover, a prototypical experiment was shown with a 4-qubit Nuclear Mag-
netic Resonance quantum processor, demonstrating a optimization process of polynomial function iteratively.
In each iteration, we achieved an average fidelity of 94% compared with theoretical calculation via full-state
tomography. In particular, the iterative point gradually converged to the local minimum. We apply our method
to multidimensional scaling problem, further showing the potentially capability to yields an exponentially im-
provement compared with classical counterparts. With the onrushing tendency of quantum information, our
work could provide a subroutine for the application of future practical quantum computers.
Introduction — Machine learning has fundamentally trans-
formed the way people think and behave. It is so pervasive
that it affects our daily life in every aspect, from practical fa-
cial recognition to the astonishing artificial intelligence Al-
phaGo, which defeated the best human player in the game
of Go. As each machine learning algorithm consists of three
components: representation, evaluation and optimization[1],
gradient decent algorithm, as one of the most fundamental ap-
proaches to solve optimization problems, lies at the heart of
machine learning methods, such as regression, support vector
machines, and deep neural networks[2]. However, when the
size of problem grows, gradient algorithm consumes tremen-
dous resource. Particularly, when dealing with large data, in
many applications, current computational resources are often
pushed to their limit.
As the feat raises hope to have a big impact on the
machine learning, quantum computing handle information
process based on quantum mechanics which can provide
potentially significant improvements compared with classi-
cal computer[3–5]. In this community, energy is suddenly
buzzing and the recent progress is immense[6–8]. As the
result of both thriving area, quantum machine learning, as
an interdisciplinary research between machine learning and
quantum information, has undergone a flurry of developments
in recent years[9–12]. Among them, quantum-enhanced ma-
chine learning, referring to quantum algorithms that solve
tasks in machine learning, thereby promising enhancement of
the performance of machine learning algorithms for problems
beyond the reach of classical computing, has obtained many
interesting achievements since the breakthrough quantum al-
gorithm for solving linear equation system[13–17].
Inspired by the protocol which brilliantly maps the gradient
operator into a matrix[18], in this paper, we propose a quan-
tum computational framework of gradient descent algorithm
to process the non-convex optimization problems. Compared
with the previous method, which requires multiple copies de-
pending on the order of objective function, we avoid the phase
estimation and reduce the quantum memory consumption to
only two copies of the quantum state. In the case that the
coefficient matrix of the objective function can be decom-
posed efficiently, our method exponentially outperforms cor-
responding classical algorithms. Moreover, we experimen-
tally demonstrate a polynomial function optimization process
with a normalization constraint iteratively, implementing it on
a 4-quibit nuclear magnetic resonance (NMR) quantum sim-
ulator. For the consequence of algorithm, we obtained the
point which finally arrived in the vicinity of a local minimum.
In addition, we present a potential application of our method
to solve multidimensional scaling problems. In a sense, our
work attributes the community of quantum enhanced machine
learning and opens up a way of the potential application for
future practical quantum computer .
Algorithm frame — The basic idea of classical gradient de-
scent is sketched as follows. To obtain the minimal of an ob-
jective function, which is denoted as as a map f : RN → R,
one could set an initial point X(0) ∈ RN and then iteratively
move to next point in the direction of the gradient of the func-
tion at the current point.
X(t+1) = X(t) − η ∇f(X(t)), (1)
where η is a positive learning rate. Now, we transform above
process into a quantum version. For simplicity, define a homo-
geneous objective function as a polynomial of order 2p over
X ∈ RN [18] ,
f(X) =
N∑
i1,...,i2p=1
ai1...i2pxi1 . . . xi2p , (2)
with real number coefficients ai1...i2p ∈ R and X =
(x1, . . . , xN )
T .
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2As the classical gradient operation is a non-linear opera-
tion, to transform the gradient process into the quantum oper-
ations, first we map the inputsX = (x1, . . . , xN )T to a higher
dimensional space and represent the objective function as[18]
f(X) = XT ⊗ · · · ⊗XTAX⊗ · · · ⊗X. (3)
where A can be decomposed as a sum of tensor products of
unitary matrices
A =
K∑
α=1
Aα1 ⊗ · · · ⊗Aαp , (4)
where each Aαi is a N × N unitary matrix for i = 1, . . . , p
and K is the number of terms in the sum needed to specifyA.
Due to the above extension to higher Hilbert space as shown
in Eq. (4), the gradient of the objective function at point X
can be expressed as a linear process
∇f(X) =
K∑
α=1
p∑
j=1
( p∏
i=1
i6=j
XTAαi X
)
Aαj X. (5)
Define an operator
D =:
∑
α
∑
j
(∏
i6=j
XTAαi X
)
Aαj (6)
Thus, the gradient process can be interpreted as an evolution
ofX under operatorD. The iteration process can be expressed
as
|x(t+1)〉 =
(
|x(t)〉 −D|x(t)〉
)
. (7)
Details about the key component D can be found in
Appendix.A[19]. Here, we represent X as the quantum
states|x(t+1)〉, which naturally introduce to a constraint
XTX = 1. In optimization area, minimizing (or maximizing)
a polynomial function, subject to some suitable constraints, is
a fundamental model. Specific on the optimization problems
with normalization constraint which denoted as spherical con-
straint in optimization literature, applications spread from im-
age and signal processing , speech recognition , biomedical
engineering to material science and quantum mechanics[20].
The flow of the entire gradient descent algorithm is shown
in Fig.1, and can be divided into ′Soul′.
Superposition: The initial guess or the current point X =
(x1, . . . , xN )
T should be efficiently presented as a initial state
|x(t)〉, with the ancillary registers evolving from the initializa-
tion state |0〉|0〉T1 to a specific superposition state |ψs〉
|ψs〉 = β|0〉|0〉T1 +
Kp−1∑
m=0
cm|1〉|m〉 (8)
where cm =
∏
iX
TAαi X
XTAαjX
and β =
∑Kp−1
m=0 cm + 1.
Operations of ’Am’ series: After the ancillary system
superposed, a series of control Am operations are applied.
    Operation
  of “Am” seriesUncompute
SuperposeLabel
original data
0 0
T1 xt+1
xt
mid-way 
state
xtψs
Figure 1. Soul Flow, includes four parts: Superpose, Operation of
’A’ series, Uncompute and Label.
The first ancillary system controlled operation A†0 ⊗ |0〉〈0|
and the second ancillary system controlled operations A0 ⊗
|0〉〈0|, A1 ⊗ |1〉〈1|, . . . , AKp−1 ⊗ |Kp− 1〉〈Kp− 1| are im-
plemented successively on the working system |x(t)〉. This
step performs the linear combination of unitary operators on
|x(t)〉 to realize the iteration process described by Eq.7. And
the unitary operator linear combination can be implemented
by a standard method called duality quantum computing by
adding ancillary qubits[21–24] . hence we got the mid-way
state.
Uncompute: After the the operations of control-Ai, we un-
compute the registers
√
α|0〉|0〉+∑Kp−1m=0 cm|1〉|m〉 and mea-
sure the two registers. If we obtain |0〉|0〉T1 , our protocol suc-
cesses and we have the state
1
β
(
|X(t)〉 −D|X(t)〉
)
(9)
i.e. the new current point X(t+1). If we make measure-
ment directly, the probability of detecting the ancillary state
|0〉|0〉T1 is
Ps =‖ |X(t)〉 −D|X(t)〉 ‖2 /(
Kp−1∑
m=0
cm + 1)
2
To Amplify the amplitude of the desired term before the mea-
surement, the robust obvious amplitude amplification can be
employed and about O(
√
Kp) repetitions are sufficient to get
the satisfying result[25] .
Label: Finally, after measurement, we would label the re-
sult either as the new iteration point or the purpose state based
on the previous set-up convergence condition. If the object
function of such current point does not hit our pre-set thresh-
old, this output xt+1 can be regard as the new current xt and
run the next iterative cycle. Otherwise, the iteration can be
terminated and this xt+1 is the final result for this objective
function.
Complexity — (1) Gate complexity. At the Superposition
part of the ′Soul′, method in reference[26] could help us pre-
3pare an initial state inO(log2(N+KP+1)) steps. Moreover,
the controlled operations Am at " Operations of ’Am’ series
" part can be decomposed into O(Kplog2(N)) basic gates
[27]. In Appendix.A, the complexity of quantum circuit of
obtaining the coefficient cm is O(Kplog2(N)). In summary,
counting the repetitions of amplitude amplification, our algo-
rithm uses roughly O(K3/2p3/2log2(N) +
√
Kp(log2(N +
KP + 1))) steps to create the next state. Thus, if d and K
only grow polylogarithmically with N , our algorithm could
achieve an exponential speedup over classical algorithms. (2)
Memory consumption. The ancillary qubits in the whole algo-
rithm are 2T1+1, where T1 = log2(N) and two copies of |X〉
are needed. Thus, the total qubits resource is 2log2(N) + 1.
The query complexity for the full simulation algorithm is
O(
√
KpKp+Kp).
Experimental implementation — In order to show the flow
of Soul, a constricted bivariate quartic function(Eq.10) works
as the objective function and approaches its local minimum
iteratively:
min f(x) =
1
2
xT ⊗ xT Âx⊗ x
s.t. norm(x) = 1
(10)
where x is a 2-dimension real vector. Since the normal-
ization of x, it has only one-dimension freedom. However,
as the growth of the size of x, a surge of information pro-
cessing would be included. Â is the coefficient matrix and
could be represented by a tensor products series Â = −σI ⊗
σX + σX ⊗ σZ (σi(i = I, x, y, z) denote the Pauli matrices).
Since the mission to find the minimum of this object function,
tranditionally, a first-order iterative optimization algorithm—
gradient descent is employed iteratively: 1) Calculating the
gradient of the objective function at the current point x; 2)Ob-
taining the new current point x′ by taking steps proportional to
the negative of the gradient at the old current point x. Experi-
mentally, those two steps can be replaced by the quantum ver-
sion shown in Fig.2(b). In each iteration, from the |0〉|0〉2|x〉,
the new current point x′ can be observed at the end of set of
operations and the objective function can be thus optimized
iteratively. As it is shown in Fig.2(b), each iteration for imple-
menting gradient descent can be realized by 3 steps: initially, a
four-qubit quantum register is required to save a random guess
or the current point, x = (x1, x2)T . Three qubits work as an-
cillary system, assisting x to form the wanted superposition
state |ψs〉|x〉(as Eq.8 shows and T1=2, Kp=4). After-that,
a series of control-Ai(i = 1...4) operation follows, as they
came from the decomposition ofD, to implement the gradient
operation over the objective function. It is worth mentioning
that the number of control-Ai only depends on the coefficient
matrix Â . Finally, after the uncompute operation, in the sub-
space of |0〉1|00〉23, the new current point x′ can be obtained.
if the object function of this current point does not hit our pre-
set threshold, this output x′ can be regard as the input x in the
next iteration. Otherwise, the iteration can be terminated and
this x′ is the final result for this object function.
All experiments were carried out on a Bruker DRX
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Figure 2. (a) Molecule structure of 4-qubit sample : Crontonic
acid. (b) Quantum circuit for an iteration to realize gradient descent
algorithm. |x〉 denotes the initial state of work system, and ancillary
system are T1 + 1 qubits in the |0〉|0〉T1 state, whereT1 = 2 here.
The squares represent unitary operations and the circles represent the
state of the controlling qubit.
400MHz spectrometer at room temperature. As it is shown
in Fig.2(a), a 4-qubit system is demanded, represented by
the liquid 13C-labeled Crontonic acid sample dissolved in d-
chloroform [28]. Four carbon-13 nuclei spins(13C) are de-
noted as four quantum bit. Ci(i=1..3) work as the ancillary
system while C4 are considered as the working system. Their
internal Hamiltonian dominates the free evolution of this 4-
qubit system:
Hint =
4∑
j=1
piνjσ
j
z +
4∑
j<k,=1
pi
2
Jjkσ
j
zσ
k
z , (11)
where νj and Jjk are the resonance frequency of the jth
spin and the J-coupling strength between spins j and k,
respectively. Details of all parameterscan be found in
Appendix.B[19]. In order to alter the evolution of the sys-
tem, as the control field, the radio-frequency(r.f) pulses were
introduced:
Hrf =
− 1
2
ω1
4∑
i=1
(cos(ωrf t+ φ)σ
i
x + sin(ωrf t+ φ)σ
i
y)
(12)
Among them, duration, intensity ω1, phase φ and frequency
ωrf are four tunable parameters. By combining internal sys-
tem (Eq.31) and r.f control field (Eq.12), the four-qubit uni-
versal quantum gates are theoretically achievable.
In the experiment, two points XS10 (−0.38, 0.92) and XS20
(0.86, 0.50) are considered as the initial guess of two set of
experiment S1 and S2. Several iterations later, as intended,
they will all converged to a point Xopt(0.50, 0.86). We depict
our experimental realization of Fig.2 as following:
Initialization — At room temperature, the 4-qubit quantum
system is in the thermal equilibrium state. With the spatial av-
erage method[29], we drove this thermal equilibrium system
to a pseudo-pure state(PPS). To measure its fidelity, we did a
tomography and the result is about 99.01%. More information
about how to prepare the PPS can be found in Appendix. B
[19]. Then, |0〉1|00〉23|x〉4 was prepared from this PPS, with
simply a single-qubit rotation on 4th qubit, where x is either
initial guess or new current point of last iteration x′.
Implementing gradient descent — As Eq.7 shows, the gra-
dient descent operation is realized by evolving the system with
4the D operator, where D =
∑4
m=1 cmAm. In our experi-
ment, to guarantee the experimental precision, we skipped the
step to experimentally obtain cm and got them by the theoret-
ical simulation[19]. First three steps of Soul are required to
achieve an iteration of the optimization algorithm. (S) Drive
the system to the specific superposed state ρ1=|ψs〉|x〉〈x|〈ψs|.
As the circuit in Fig.2(b) shows, this was realized by a com-
bination of single-qubit rotation V0 and control-V gate. Gra-
dient ascent pulse engineering (GRAPE) was employed here,
to generated a 20ms optimized pulse with the simulated fi-
delity over 99.9% [30]. (O) A combination of the addition
or subtraction of the unitary operators Ai was implemented.
It is worth mentioning that operator A†0 is demanded for the
sigh of gradient value. In circuit (Fig.2), the process is im-
plemented from ρ1 to ρ2 and is also optimized with a 30ms
GRAPE pulse, with simulated fidelity over 99.9%. (U ) An
uncompute operation was implemented afterwards, which is
just an inverse operation of the first step and also imple-
mented by an 20ms pulses with simulated fidelity of 99.9%.
More information about operation V and W can be found in
Appendix.B[19].
Measuring and labeling — Since only the state in subspace
of |0〉1|00〉23 is necessary for obtaining the new iteration point
x′, a full tomography in such subspace was employed. All
read out pulses are 0.9ms with 99.8% simulated fidelity. For
the sake of experimental errors, mixed states were led in our
results, however, the 2-dimension vector x′ should be a pure
real state. Hence, a purification step was added after this
measurement and it is realized with the method of maximum
likelihood[31]. (L) As the consequence of the output x′, |φS1i 〉
and |φS2i 〉 (i=1...4) were found to be the closest to our experi-
mental density matrices for two different case S1 and S2. Ac-
cording to pre-set threshold, this output x′ can be labeled as
the new current x to run the next iterative cycle or be the fi-
nal result and the iteration terminated. On the other hand, to
check the performance for the circuit, a 4-qubit tomography
was also implemented here and 4-qubit state ρ3 was obtained.
For those 4-qubit states, they have the average of 94% fidelity
and the detailed information are shown in Appendix.B[19].
For both case S1 and S2, convergence appears after 4 time
iterations from the initial point XS10 (−0.38, 0.92) and XS20
(0.86, 0.50). The measured results are shown in Fig.3. |φS1i 〉
and |φS2i 〉(i=1...4), as the outcome of each iteration, are plotted
in the subfigure (a) and (b) respectively. On the other hand,
theoretical simulation are provided as the comparison, whose
inputs were chosen as the measurements of last experimental
iteration. In addition, the analytical analyses can be given,
simply by substituting x1=cos (θ) and x2 = sin(θ), the object
function is represented as
f(x) = −2 sin3 θ cos θ
and reduced into one-dimensional unconstraint optimization
problem, where local minimum lies at θ=0, pi/3. Among
them, θ=0 is unstable point while pi/3 is stable local mini-
mum. To make the results clearly , not only iteration points
but also function value are shown in Fig.3(c). We alternate
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Figure 3. Theoretical simulation and experimental results: (a) and
(b) shows the output x′ in the iteration process using its two vector
elements. ie. |φS1i 〉 and |φS2i 〉(i=1...4). Green triangles are the theoret-
ical simulation results while red squares are experimental measured
outputs. ps. they both begin with a same initial pointX0. In addition,
the moving direction are also labeled by the dashed arrows coloured
green or red. (c) is the 1-d depiction. Beginning with two initial
points, for S1(coloured red) and S2(coloured blue), the iteration out-
puts become lower and lower, until slipping into the neighbour of
local minimum. The dashed arrows shows the moving direction for
each iteration and in the zoom-in figure, it shows they gradually con-
verging to the optimal minimum point were x (or cosθ) = 0.5.
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Figure 4. Overlaps of each iteration: S1 and S2 are represented re-
spectively with triangles coloured with blue dashed line and circles
colored with green solid line. In total, five overlaps are calculated as
the first is the overlaps of initial guess. In subtable, the specific value
of overlaps for each iteration are shown.
it into a 1-d depiction. Beginning with two initial points
cos(θ) = −0.38(S1 and coloured red) and cos(θ) = −0.86
(S2 and coloured blue), respectively, the iteration outputs be-
come lower and lower, until slipping into the neighbour of lo-
cal minimum. To shows this convergence clearly, in Fig.4, re-
lations between iteration times and overlaps were given. The
value of vertical axis was defined as the overlaps between the
optimal state and the output state after each iteration: 〈φo|φji〉
(i=0,1..4. j=S1,S2). As the horizontal axis is the number of
iteration. It shows that the overlaps converges to 1 no mat-
ter the initial point is XS10 or X
S2
0 . The specific value of the
overlaps are shown in its subtable.
5Application— Multidimensional scaling (MDS) is a tech-
nique, providing a visual representation of the pattern of prox-
imities in a dataset. It is a common method of statistical anal-
ysis in sociology, quantitative psychology, marketing and so
on. We apply our method to quantize a algorithm for fitting
the simplest of multidimensional scaling models in majority
applications.
Given a matrix A = δij that is nonnegative symmetric with
zero diagonal. A set of number δij is the data collected in a
classical multidimensional scaling problem and δij is the dis-
similarity between objects i and j. Representing n objects as
n points via ignoring the objects size, the dissimilarity of ob-
jects i and j is approximately equal to the distance between
points i and j . The goal is to find n points in m dimensions,
denoted by x1,x2, ·,xn to form a configuration with coordi-
nates in an n ×m matrix X. When m = 3, it is reduced to a
molecular conformation problem[32], which plays an impor-
tant role in chemical and biological fields. Let dij(X)denotes
the Euclidean distances between the points xi and xj . It fol-
lows that
d2ij(X) = (xi − xj)T (xi − xj) (13)
We minimize the loss function, defined as
f(X) = 1/2
∑
i
∑
j
wij(dij(X)− δij)2 (14)
where W = wij is a symmetric weight matrix can be used to
code various supplementary information. The purpose of this
algorithm is to find the most suitable information visualization
configuration. Now we map it to a quantum version. Firstly,
the loss function is rewritten as[33]
f(X) = 1/2
∑
i
∑
j
wijδ
2
ij − 2g(X) + h2(X) (15)
where
g(X) = 1/2
∑
i
∑
j
wijδijdij(X) (16)
and
h2(X) = 1/2
∑
i
∑
j
wijd
2
ij(X) (17)
Thus, we only need to minimize f ′(X) = −2g(X) + h2(X).
g(X) and h2(X) can be further expressed as a trace of some
matrixes muiltiproduction. We have g(X) = TrXTB(X)X
with B(X) = 1/2
∑
i
∑
j wijAijkij(X), where
kij(X) = 1/dij(X), dij(X) 6= 0 (18)
kij(X) = 0, otherwise. (19)
Similarly, h(X)2 = TrXTC(X)X with C(X) =
1/2
∑
i
∑
j wijAij . Then, we have
f ′(X) = TrXTD(X)X (20)
whereD(X) = C(X)−2B(X). It should be noticed that here
X is a n×mmatrix. In order to representX as quantum states,
we map it to a sum of the m column vectors Xvof X. Now,
we can apply our quantum gradient algorithm to minimize the
objective function
f ′(X) =
∑
m
TrXTvD(X)Xv (21)
In this special case, the function order p = 1 and D(x) is a
symmetric matrix which likely to be decomposed efficiently.
It potentially yields an exponential speed up over the classical
algorithm in multidimensional scaling problems.
Conclusion — In summary, we have come up with an ef-
ficient quantum computational framework to implement the
gradient algorithm using quantum machine. Compare with the
previous protocol, our method reduce the resource consump-
tion: in each iteration, only two copies of a quantum state are
required to produce the next new quantum state. While, in
their work, the protocol consumes multiple copies which is
linearly depending the order of objective function. Besides, in
our method, the complexity of required operations is polylog-
arithmical to the dimension of space. Compared with classical
algorithms, our algorithm achieves an exponential speedup in
high-dimensional cases whose have simple decompositions of
coefficient matrices. Moreover, we experimentally implement
our protocol on an 4-qubit NMR quantum processor. Be-
ginning with either initial point XS10 or X
S2
0 , we optimized
the objective function iteratively, final finding the point in the
vicinity of the local minimum. Each iterative gradient descent
algorithm was implemented with the circuit shown in Fig.2(b).
Our experimental procedure and result, in particular the obser-
vation results of each iteration, demonstrates the practicability
of the protocol to implement the optimization process.
Our method also provides potential applications in quan-
tum controlling technology. For example in Eq.3, setting
p = 1, the objective function reduces to a quadratic optimiza-
tion problem in the form of f(x) = xTAx. If the coefficient
matrix A is restricted to a density matrix, the objective func-
tion represents the overlaps between A and xxT . Thus, we
can product a state x closely enough to a density matrix A by
finding the maximum of f(x). It can be used as a quantum
method to prepare the specific state. In a word, this optimiza-
tion approach could be exceptionally useful in a large system
to achieve classical-unfriendly optimization problem, and is
readily transferrable to other systems such as superconduct-
ing circuits ion trap quantum system, being an subroutine for
future practical large-scale quantum computer.
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A. protocol details
Now, we discuss the details of our method. Carry on the Equation.22, defining the D operator
D =:
∑
α
∑
j
(∏
i 6=j
XTAαi X
)
Aαj (22)
define Z = XXT , bαj = X
TAαjX and Q
α
j = A
α
1ZA
α
2Z · · ·Aαp . Then,
Mα =
∏
i
XTAαi X = X
TQαX
The operator D can be rewritten as
D =
∑
α
∑
j
(∏
i
XTAαi X
) Aαj
XTAαjX
(23)
=
∑
α
∑
j
Mα
Aαj
bαj
(24)
=
Kp∑
m=1
cmAm (25)
where cm =Mα/bαj .
The method to obtain the expected value Mα of Qαj and expected value b
α
j of A
α
j are as follows.
A1 A2 AKp-2 AKp-1
…..
10 Kp-2 Kp-1H0
n
x
readout
Figure 5. Quantum circuit for obtaining the expected value bαj . |x〉 denotes the initial state of work system, and ancillary system consists of
n qubits in the ‖0〉n state, where n = T1. The squares represent unitary operations and the circles represent the state of the controlling qubit.
In Fig.5, the unitary matrix H represents the tenser products of T1 number Hadamard gates. The process can be expressed as:
|0〉T1 |X〉 → H|0〉T1 |X〉
→ 1√
2T1
(|0〉A1|X〉+ |1〉A2|X〉+ · · · ).
=
1√
2T1
(
Kp∑
m=1
|m〉Am|X〉) (26)
When the ancillary system in state |m〉, we measure the work system via |X〉〈X| basis, we can obtain the expected value bαj .
The expected value Mα can be calculated by Mα =
∏
i b
α
j .
8Now, we go to the iteration part. We conbined the minus sign and the operator D, into a unitary operator Am. The iteration
process can be expressed as
|X(t+1)〉 = |X(t)〉 −D|X(t)〉 (27)
= |X(t)〉+
Kp−1∑
m=0
cmAm|X(t)〉.
We can prepare the following initial state firstly
|0〉|0〉T1 |0〉 → (
√
β|0〉|0〉T1 +
Kp−1∑
m=0
cm|1〉|m〉)|X(t)〉. (28)
Then, we perform the first ancillary qubit controlled operation |0〉〈0|⊗A†0 and the second ancillary system controlled operations
|0〉〈0| ⊗A0, |1〉〈1| ⊗A1, . . . , |Kp− 1〉〈Kp− 1| ⊗AKp−1 on the work system |x(t)〉. This step transforms the initial state into
(
√
β|0〉|0〉T1 +
Kp−1∑
m=0
cm|1〉|m〉)|X(t)〉 = 1√
(
∑Kp−1
m=0 cm + 1)
|0〉|0〉T1 |X(t)〉+
√∑Kp−1
m=0 cm√
(
∑Kp−1
m=0 cm + 1)
|1〉|0〉T1 |X(t)〉 (29)
→ 1√
(
∑Kp−1
m=0 cm + 1)
|0〉|0〉T1 |X(t)〉+
√∑Kp−1
m=0 cm√
(
∑Kp
m=0 cm + 1)
|1〉|cm〉Am|X(t)〉
.
Finally, applying the gate sequence of preparing initial state in reverse and measuring the two registers. An output of |0〉|0〉T1
will result in the following state
1√
(
∑Kp−1
m=0 cm + 1)
|0〉|0〉T1 |X(t)〉+
√∑Kp−1
m=0 cm√
(
∑Kp
m=0 cm + 1)
|1〉|cm〉Am|X(t)〉 (30)
→ 1∑Kp
m=1 cm + 1
(
|X(t)〉+
Kp∑
m=1
cmAm|X(t)〉
)
,
which is proportional to X(t+1). When we get the final result, we can multiply
∑Kp
m=1 cm + 1 to obtain |X(t+1)〉.
B. experimental process
1. molecule
The demonstration of the whole algorithm were conducted on a four-qubit nuclear magnetic resonance (NMR) system. The
four-qubit sample is 13C-labeled crotonic acid dissolved in d6-acetone. Fig. 6 shows the structure of this molecule, where C1 to
C4 are denoted as four qubits, representing the ancillary and working system. Throughout the entire experiments, M, H1 and H2
nuclei in the methyl group were decoupled. With the weak coupling assumption, the internal Hamiltonian of this liquid sample
are written as:
H =
4∑
j=1
1
2
ωjσ
j
z +
4∑
j<k
pi
2
Jjkσ
j
zσ
k
z , (31)
where νj is the chemical shift and Jjk is the J-coupling strength. All parameters were obtained on this Bruker DRX 400MHz
spectrometer at room temperature (296.5K).
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C1 1705.5
Crotonic Acid
C2 41.64 14558.0
C3 1.46 69.72 12330.5
C4 7.04 1.18 72.36 16764.0
T2 0.84 0.92 0.66 0.79
C2
C1 C3
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H2
Figure 6. Molecular structure of 13C-labeled crotonic acid. C1 is denoted as the working system while C2, C3 and C4 are denoted as ancillary qubits.
The chemical shifts and J-couplings (in Hz) are listed by the diagonal and off-diagonal elements, respectively. T2 (in Seconds) are also shown at bottom. All
parameters were obtained on this Bruker DRX 400MHz spectrometer at room temperature (296.5K).
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Figure 7. Circuit for creating the 4-quibit pseudo-pure state: via spatial average technique, the entire procedure includes local operations,
five J-coupling evolutions, and four z-gradient pulses which is to destroy the unnecessary coherent terms. The time of each free evolutions is
several ms, determined by 1/2J, i.e. the J-coupling strengths of the relevant spins.
2. Preparation of the pseudo-pure state
In our four-qubit NMR system, the thermal equilibrium state ρeq is,
ρeq =
1− 
16
I+ (γC1σ1z + γC2σ2z + γC3σ3z + γC4σ4z), (32)
where  ≈ 10−5 polarization coefficient, I is a 16 × 16 identity matrix, and γCi(i = 1...4) are the gyromagnetic ratios for each
carbon nuclei, respectively. As the identity part does not influence the unitary operations or measurements in NMR experiments,
the original density matrix ρeq can be replaced by the deviation matrix, i.e,
ρeq = σ
1
z + σ
2
z + σ
3
z + σ
4
z . (33)
Our purpose is to create the pseudo-pure state
ρ0000 =
1− 
16
I+ |0000〉〈0000|, (34)
Spatial average technique[1] was used here, as the pulse sequences are shown in Fig. 7. It includes local rotation and four
z-gradient fields for destroying the unnecessary coherent terms. The entire procedure of the pseudo-pure state creation takes
about 70ms with the simulated fidelity 99.8%. In experiment, the fidelity is around 99.01%.
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Figure 8. Quantum circuit for realising gradient descent algorithm. |X〉 denotes the initial state of work system, and ancillary system
areT1 + 1 qubits in the |0〉|0〉T1 state, whereT1 = log2(Kp). The squares represent unitary operations and the circles represent the state of
the controlling qubit.
3. operators in expeimrnt
We depicts the details of the experimental circuits in this section, which implements one iteration to realize gradient descent
algorithm. During the experiment, the unitary operators were arranged as follows. V 0 is a sigle qubit rotation and W 0 = V 0†
and
V 0 =
 1√(∑Kpm=1 cm+1)
√∑Kp
m=1 cm√
(
∑Kp
m=1 cm+1)√∑Kp
m=1 cm√
(
∑Kp
m=1 cm+1)
− 1√
(
∑Kp
m=1 cm+1)
 . (35)
V is a Kp×Kp unitary matrix, which maps V |0〉T = 1√∑Kp
m=1 cm
(
√
c1|0〉) +√c2|1〉+ ...+√cKp|Kp− 1〉, where T = 2 and
Kp = 4 in our experiment.. Using the Schmidt orthogonalization, we could find a unitary matrix implementing it. Meanwhile,
W = V †. As for the series of Ai, since the decomposition Â = −σI ⊗ σX + σX ⊗ σZ , Ai(i = 1...4) equals to −σI ,σX ,σX
and σZ , respectively.
4. the results of each iteration
Each time we measure the output of the gradient descent implement circuit, the 4-qubit tomography was also employed and
4-qubit state ρ3 was obtained. Theoretical states ρth are listed by Eq.31, where |X(t)〉 is the input state, i.e. the current point.
we calculate the fidelity between the theoretical and experimental results[2]:
F = tr(ρthρexp)/
√
tr(ρ2th) tr(ρ
2
exp). (36)
Here, we write the states in terms of density matrices because the experimentally prepared state is mixed due to the experimental
imperfections. For those 4-qubit states, since the decoherence effect introduced by the long algorithm operation time about 70ms
and the inaccurate pulse from arbitrary wave generator, they have the average of 94% fidelity. Fig.8 has shown this consequence.
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