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1 Introduction aux
Distributions
Lotfi Belkoura1
1LAGIS & INRIA-ALIEN, Université des Sciences et Technologies de Lille,
Bât. P2, 59650 Villeneuve d’Ascq, France. E-mail :
Lotfi.Belkoura@univ-lille1.fr
1.1 Introduction
La théorie des distributions permet, en se plaçant dans un cadre plus large
que celui, classique, des équations différentielles ordinaires, de résoudre de nom-
breuses équations issues de la physique, de la mécanique des fluides ou du traite-
ment du signal. Elle permet ainsi, par exemple, de dériver, même indéfiniment,
en un certain sens, une fonction qui n’est dérivable au sens usuel, et des infor-
mations essentielles tels que les discontinuités des fonctions ne sont pas perdues
par dérivation. Une des idées fondamentales de cette théorie consiste à définir les
distributions au travers de leur action sur un espace de fonctions, dites fonctions
tests.
Ce chapitre limite son ambition à l’acquisition rapide de techniques de cal-
culs puissantes, et les aspects tels que ceux relatifs aux propriétés topologiques
des différents espaces ne sont as abordés. Il ne faut donc pas hésiter à consulter
les ouvrages tels que celui de Laurent Schwartz, auteur de cette théorie, pour
des développements et démonstrations plus complets. Les exemples et énon-
cés sont pour la plus grande partie extraits des ouvrages cités en références
[10, 7, 1, 9, 4, 2, 5, 12, 6, 11, 3, 8]. Bien que restreintes aux situations à une
dimension (de la variable t), les représentations développées dans ce chapitre ad-
mettent généralement une extension naturelle aux dimensions d’ordre supérieur,
permettant d’appréhender les problèmes d’équation aux dérivées partielles.
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1.2 Espaces des fonctions tests-Espaces des
distributions
Une distribution est une forme linéaire continue sur un espace vectoriel de
fonctions, dites fonctions tests. Il existe différents types de distributions cor-
respondant aux différents espaces de fonctions de test. Plus les conditions de
régularité imposées aux fonctions tests sont sévères, plus les fonctionnelles ainsi
définies seront générales. Les distributions, généralisant la notion de mesure,
sont définies à partir de l’espace D(Ω) définit ci-après. Dans tout ce qui suit, les
définitions générales et exemples sont basés sur des fonctions tests notées ϕ(t),
en nous bornant, sauf mention contraire, au cas des fonctions définies sur R ;
Espace vectoriel D(Ω)
Définition 1.2.1. Soit Ω un ouvert de R. On note D(Ω) l’espace des fonctions
indéfiniment dérivables à support compact dans Ω.
Rappelons au passage la définition du support d’une fonction ; soit A l’en-
semble des t tels que ϕ(t) 6= 0. Le support de la fonction ϕ, noté suppϕ est
le sous ensemble fermé A¯. Ainsi par exemple, pour la fonction "porte" χT de
largeur T > 0, définie par :
χT (t) =
{
1 |t| ≤ T2
0 |t| > T2
, nous aurons : suppχT =
[
−T
2
,
T
2
]
. (1.1)
Des exemples de fonctions appartenant à l’espace vectoriel ainsi défini ne vien-
nent pas immédiatement à l’esprit. Un exemple fréquent est fournit par la fonc-
tion suivante
ζ(t) =
{
0 |t| ≥ 1
exp 1
t2−1 |t| < 1
, (1.2)
de support [−1,+1]. Plus généralement, toute fonction ζab(t) définie par
ζab(t) =
{
0 t /∈]a, b[
exp12
[
1
t−b − 1t−a
]
t ∈]a, b[ , (1.3)
est une fonction deD ayant pour support [a, b]. Enfin, le théorème suivant permet
d’en construire bien d’autres :
Théorème 1.2.1. Si ϕ ∈ D et si f est une fonction sommable à support borné,
alors : ψ(t) =
∫
f(θ)ϕ(t− θ)dθ est une fonction de D.
Distributions
Définition 1.2.2. Une distribution sur un ouvert Ω de R est une forme linéaire
continue sur l’espace D(Ω). Les distributions forment un espace vectoriel noté
D′(Ω).
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Fig. 1.1: Tracé de ζ23(t).
Une distribution T est donc un application de D(Ω) dans C faisant corres-
pondre à une fonction test ϕ un nombre complexe noté 〈T (t), ϕ(t)〉, ou plus
simplement 〈T, ϕ〉lorsqu’il n’y a pas ambiguïté sur la variable. C’est la valeur
prise par la distribution sur la fonction ϕ. Les propriétés de linéarité et de conti-
nuité se traduisent respectivement par
∀ϕ1, ϕ2 ∈ D(Ω) : 〈T, ϕ1 + ϕ2〉 = 〈T, ϕ1〉+ 〈T, ϕ2〉 ,
∀ϕ ∈ D(Ω),∀λ ∈ C : 〈T, λϕ〉 = λ 〈T, ϕ〉 ,
(1.4)
et pour la continuité par : Si ϕk converge dans D vers ϕ, la suite 〈T, ϕk〉 converge
au sens usuel vers 〈T, ϕ〉, c’est à dire :
∀ > 0 ∃N(), k ≥ N |〈T, ϕ〉 − 〈T, ϕk〉| ≤ . (1.5)
Les distributions généralisent la notion de mesure définie par une fonctionnelle
linéaire et continue sur l’espace D0 des fonctions continues à support borné.
Distributions régulières
On examine maintenant des distributions particulières, nommées distribu-
tions régulières, définies par une intégrale et qui permettent d’associer de ma-
nière univoque une fonction localement sommable (c’est à dire sommable sur
tout ensemble borné) et la distribution qui lui est associée. Nous utiliserons
pour simplifier la même notation pour désigner une fonction f(t) et la distri-
bution f qu’elle définit, le sens étant précisé par le contexte. Pour une fonction
f(t) localement sommable, on définit la distribution f par
〈f, ϕ〉 =
∫
f(t)ϕ(t)dt ∀ϕ ∈ D, (1.6)
qui a toujours un sens puisque ϕ est à support borné. Notons que dans ce cas
on ne peut attribuer à la distribution f une valeur pour chaque t, même si la
3
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fonction f(t) est une fonction régulière. En effet, deux distributions f et g seront
considérées comme identiques si pour tout ϕ ∈ D,
〈f, ϕ〉 = 〈g, ϕ〉 . (1.7)
Cela n’entraîne l’égalité des fonctions f(t) et g(t) dont elles sont issues que si ces
dernières sont continues. Cependant, lorsque f et g sont des fonctions localement
sommables quelconques, nous avons le théorème suivant ;
Théorème 1.2.2. Deux fonctions localement sommables f et g définissent la
même distribution si, et seulement si, elles sont égales presque partout.
On voit ainsi que les distributions sont une extension non pas des fonctions
localement sommables, mais des classes de fonctions sommables presque partout
égales. Ceci provient du fait l’intégrale de Lebesgue n’est pas modifiée sur une
ensemble de mesure nulle.
Distributions singulières
On appelle distribution singulière toute distribution qui n’est pas régulière.
L’exemple le plus usuel est la distribution de Dirac δ définie en un point a
quelconque par :
〈δa, ϕ〉 = ϕ(a), ∀ϕ ∈ D . (1.8)
Une telle distribution a été introduite initialement par Dirac pour les besoins
de la mécanique quantique. Elle est parfois improprement appelée fonction de
Dirac et manipulée comme une fonction en écrivant
〈δa, ϕ〉 = ϕ(a) =
∫
ϕ(t)δ(t− a)dt, (1.9)
1 =
∫
δ(t− a)dt. (1.10)
Une telle fonction devrait être nulle pour t 6= a et valoir ∞ au point t = a.
D’après la théorie classique des fonctions, son intégrale serait nulle ce qui est en
contradiction avec (1.10). La distribution de Dirac définit également une mesure,
et c’est aussi l’exemple le plus simple de mesure qui ne soit pas une fonction.
Plus généralement, toute combinaison linéaire, finie ou non,
∑
biδai définit une
distribution singulière, mais d’autres distributions singulières, qui ne sont plus
des mesures, peuvent être définis. Ainsi, comme on le verra au paragraphe sur
la dérivation, la dérivée d’un Dirac au point a admettra naturellement pour
définition : 〈
δ′a, ϕ
〉
= −ϕ′(a), ∀ϕ ∈ D . (1.11)
Une distribution peut parfois également être définie à partir d’une fonction qui
n’est pas localement intégrable. Sa valeur sur une fonction ϕ est définie par la
partie finie (notée pf) d’une intégrale divergente, notion introduite par Hada-
mard pour les besoins de la théorie des équations aux dérivées partielles. La
4
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distribution associée est appelée pseudo-fonction, également notée pf et, f étant
la fonction, on écrit :
〈pf f, ϕ〉 = pf
∫ ∞
−∞
f(t)ϕ(t)dt. (1.12)
Il faut dans chaque cas définir les conditions d’existence de la partie finie. Un
exemple classique concernant la fonction log |x| et la pseudo-fonction 1/x est
abordé au paragraphe portant sur la dérivation.
Support d’une distribution
La définition du support d’une distribution T , noté suppT peut être envisagé
au travers de celle de restriction d’une distribution à un ouvert définie ci-dessous :
Restriction d’une distribution à un ouvert Considérons deux ouverts
Ω ⊂ Ω′ de R et soit T ∈ D′(Ω′). Nous pouvons associer à T une distribution TΩ
appelée restriction de T à Ω, définie pour toute ϕ ∈ D(Ω) par :
〈TΩ, ϕ〉 = 〈T, ϕ¯〉 , (1.13)
et dans laquelle ϕ¯ est le prolongement par 0 de ϕ à Ω′. Il faut cependant prendre
garde au fait que, contrairement aux fonctions, deux distributions distinctes sur
Ω′ peuvent avoir la même restriction à Ω. Ainsi par exemple, pour a ∈ Ω′ et
Ω = Ω′−a, la distribution nulle et la mesure de Dirac δ−a ont même restriction.
Cela permet d’introduire la
Définition 1.2.3. Le support de T , noté suppT est le complémentaire dans Ω
du plus grand ouvert ω de Ω tel que la restriction de T à ω soit nulle.
Il y a cohérence entre la notion de support établie du point de vue de la
théorie des fonctions et celle issue de la théorie des distributions. Le support
d’une fonction coïncide avec celui de la distribution qu’elle définit. Pour des
distribution singulières, et à titre d’exemple,
supp δa = {a} . (1.14)
Inversement, un théorème très utile est à notre disposition concernant les dis-
tributions à support ponctuel.
Théorème 1.2.3. Toute distribution de support l’origine admet une décompo-
sition unique comme combinaison linéaire finie de dérivées de la distribution de
Dirac :
T =
∑
p≤m
cp δ
(p), (1.15)
les cp étant des constantes.
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Deux classes de distributions sont appelées à jouer un rôle important en
physique. Les distributions à support borné, et celles à support contenu dans
[0,∞). Toutes deux forment des espaces vectoriels notés respectivement E ′ et
D′+. Les distributions à support borné à gauche sont souvent appelée en physique
distributions causales (la variable étant dans ce cas le temps). Elles représentent
des phénomènes qui ne peuvent avoir lieu avant la cause qui les produit et par
conséquent sont nulles pour t < 0.
Ordre d’une distribution
La notion d’ordre d’une distribution peut s’avérer utile dans certaines ap-
plications. On note DK(Ω) l’ensemble des fonction de D(Ω) ayant leur support
inclut dans K ⊂ Ω.
Définition 1.2.4. On appelle distribution d’ordre fini toute distribution T de
D′(Ω) pour laquelle il existe k ∈ N, tel que pour tout compact K inclus dans Ω,
on ait :
∃CK > 0, ∀ϕ ∈ D
K
(Ω), |〈T, ϕ|〉 ≤ CK sup
|α|≤k
sup
t∈Ω
|Dαϕ(t)|. (1.16)
L’entier k, qui ne dépend pas de K, est appelé ordre de la distribution T .
Ainsi par exemple, la distribution de Dirac au point a est d’ordre 0 car :
∀ϕ ∈ D(Ω), |〈δa, ϕ|〉 = |ϕ(a)| ≤ sup
t∈Ω
|ϕ(t)|. (1.17)
Aussi, on établit que les fonctions localement sommables définissent des distri-
butions d’ordre 0, tandis que les distributions singulières sous forme de somme
finie (
∑r
0 arδ
(r) + fonctions) sont d’ordre r.
Sous espaces de D′(Ω)
Comme mentionné en introduction, si l’on prend des espaces de fonctions
tests moins restreints que D, on obtient des sous espaces de D′. Les espaces
de fonctions tests les plus couramment utilisés sont les espace S et E ci-après,
vérifiant D ⊂ S ⊂ E , et définis par :
– espace S : espace des fonctions indéfiniment dérivables décroissant à l’in-
fini, ainsi que toutes leurs dérivées, plus vite que toute puissance de 1/|x|.
– espace E : espace des fonctions indéfiniment dérivables quelconques.
Ils conduisent aux sous espaces de D′ suivants :
– espace S ′ : espace des distributions tempérées,
– espace E ′ : espace des distributions à support borné.
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avec les inclusions D′ ⊃ S ′ ⊃ E ′. Les distributions tempérées jouent un rôle
particulièrement important en physique, grâce notamment à la transformée de
Fourier. Ainsi, toute distribution tempérée admet une une transformée de Fourier
qui est elle même une distribution tempérée.
1.3 Opérations sur les distributions
Changement d’échelle et translation
Ces opérations peuvent être réalisées en considérant l’image d’une distribu-
tion par un opérateur affine. Soit v un opérateur linéaire continu dans D. On
définit par transposition dans l’espace dual D′ l’opérateur tv qui à T ∈ D′ associe
tv(T ) tel que : 〈
tv(T ), ϕ
〉
= 〈T, v(ϕ)〉 ∀ϕ ∈ D,∀T ∈
′
D . (1.18)
Lorsque v est l’opérateur ϕ(t) v→ ϕ(at + b), et f une fonction localement som-
mable, une application classique du changement de variable dans l’intégrale per-
met d’obtenir :
〈f(t), ϕ(at+ b)〉 = 1|a|
〈
f(
t− b
a
), ϕ(t)
〉
. (1.19)
Par analogie, pour une distribution T quelconque, on définit :
tv(T )(t) =
1
|a|T (
t− b
a
). (1.20)
Cette formule permet par exemple d’écrire, pour un changement d’échelle de
temps, en prenant b = 0 :
δ(
t
a
) = |a|δ(t). (1.21)
De même, la parité d’une distribution peut être définie en prenant a = −1 et
b = 0. Avec le notations Tˇ (t) = T (−t), nous dirons qu’une distribution est paire
(resp. impaire) lorsque Tˇ = T (resp Tˇ = −T ). Enfin, en prenant a = 1, on
obtient l’image d’une distribution par translation d’amplitude b :
〈T (t− b), ϕ(t)〉 = 〈T, ϕ(t+ b)〉 , (1.22)
et une distribution sera dite périodique de période b > 0 lorsque T (t−b) = T (t).
Dérivation
La propriété essentielle des distributions est qu’elles sont indéfiniment déri-
vables. On introduit tout d’abord la dérivée d’une distribution de sorte que sa
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définition coïncide avec avec la définition usuelle pour une fonction localement
sommable f , à dérivée f ′ continue. Par intégration par partie, il vient pour cette
dernière :〈
f ′(t), ϕ(t)
〉
=
∫
f ′(t)ϕ(t)dt = −
∫
f(t)ϕ′(t)dt = − 〈f, ϕ′〉 . (1.23)
Ceci définit bien une distribution régulière puisque ϕ′ ∈ D. On est ainsi conduit
à la définition : 〈
T ′, ϕ
〉
= − 〈T, ϕ′〉 , (1.24)
et plus généralement pour la dérivée d’ordre m :〈
T (m), ϕ
〉
= (−1)(m)
〈
T, ϕ(m)
〉
, (1.25)
Exemples de dérivation
Dérivée de la distribution de Dirac δ. Un premier exemple de dériva-
tion ne conduisant pas à une mesure est donnée par la relation (1.11) donnant
l’expression de la dérivée d’une distribution de Dirac :〈
δ′, ϕ
〉
= − 〈δ, ϕ′〉 = −ϕ′(0). (1.26)
Dérivée de la fonction de Heaviside H(t). La fonction de Heaviside, définie
par :
H(t) =
{
+1 t > 0
0 t < 0
, (1.27)
est une fonction localement sommable qui définit donc une distribution. A noter
qu’en tant que distribution, la valeur de cette fonction en t = 0 n’a pas besoin
d’être précisée. Sa dérivée s’écrit :〈
H ′(t), ϕ(t)
〉
= − 〈H(t), ϕ′(t)〉 = −∫ ∞
0
ϕ′(t)dt
= − [ϕ(t)]∞0 = ϕ(0). (1.28)
On en conclut que :
H ′ = δ. (1.29)
Fonctions régulières par morceaux. L’exemple précédent se généralise ai-
sément aux fonctions f qui possèdent les caractéristiques suivantes : Soit {tν}ν∈Z
un suite de nombres réels dstincts tels que limν→+∞ tν = ∞, et limν→−∞ tν =
−∞. On suppose f indéfiniment dérivable au sens classique dans les intervalles
]tν , tν+1[, et f , ainsi que toute ses dérivées d’ordre p au sens usuel, notées f (p),
ont des discontinuités de première espèce (i.e. les limites à droite et à gauche de
f (p)(tν) existent). On note alors σ
p
ν les sauts de f (p) en tν :
σpν = f
(p)(tν + 0)− f (p)(tν − 0)). (1.30)
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On note enfin par la suite Dpf la dérivée distribution d’ordre p de la fonction
f , et ce afin de la distinguer de la dérivée usuelle f (p). La dérivée distribution
Df de f est définie par :
〈Df,ϕ〉 = − 〈f, ϕ′〉 = −∫ f(t)ϕ′(t)dt = −∑
ν
∫ tν+1
tν
f(t)ϕ′(t)dt, (1.31)
pour toute ϕ ∈ D. Une intégration par parties montre alors que :
〈Df,ϕ〉 = −
∫
f ′(t)ϕ(t)dt+
∑
ν
ϕ(tν)σν , (1.32)
ce qui s’écrit :
〈Df,ϕ〉 = f ′ +
∑
ν
σνδν . (1.33)
Ainsi, les discontinuités de f apparaissent dans la dérivée Df sous forme de
mesures de Dirac. Les informations concernant les discontinuités de la fonction
f ne sont donc pas perdues par la dérivation. Cette formule se généralise de
proche en proche pour les dérivations d’ordre supérieur, faisant apparaître les
dérivées successives de la distribution de Dirac :
〈Dpf, ϕ〉 = f (p) +
∑
ν
σp−1ν δν +
∑
ν
σp−2ν δ
′
ν + · · ·+
∑
ν
σνδ
(p−1)
ν . (1.34)
Dérivation de log |t| et pseudo fonction pf 1/tn. La dérivation de distribu-
tions régulières peut conduire à des distributions singulières. C’est le cas de la
fonction log |t| qui définit une distribution régulière, mais dont la dérivée au sens
des fonction 1/t n’est pas localement sommable. Elle ne peut donc représenter
la distribution dérivée. Cette dernière s’écrit au sens des distributions :
〈D log |t|, ϕ〉 = − 〈log |t|, ϕ′(t)dt〉 = −∫ ∞
−∞
log |t|, ϕ′(t)dt
= lim
→0
−
∫
|t|≥
log |t|, ϕ′(t)dt
= lim
→0
{
log  [ϕ()− ϕ(−)] +
∫ ∞

ϕ(t)− ϕ(−t)
t
dt
}
= lim
→0
∫ ∞

ϕ(t)− ϕ(−t)
t
dt, (1.35)
car log  [ϕ()− ϕ(−)]→ 0 grâce au théorème des accroissements finis. Ce der-
nier terme est noté alors partie finie de l’intégrale divergente
∫∞
−∞
ϕ(t)
t dt et définit
une distribution notée pf 1t . On obtient alors :
D log |t| = pf 1
t
(1.36)
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Notons également que la dérivation de pf 1t conduit à son tour à la formule
générale :
D[pf
1
tn
] = −n pf 1
tn+1
. (1.37)
Autrement dit, la règle de dérivation est celle classique de la théorie des fonctions.
Ces résultats permettent de considérer des distributions basées sur des fraction
rationnelle quelconques. Il suffit de décomposer en élément simples pour faire
apparaître, outre les éléments qui sont indéfiniment dérivables, une somme de
termes de la forme A(t−a)m qui sont des pseudo fonctions translatées de a.
En restreignant le domaine d’étude à t > 0, nous pourrions de manière
analogue introduire la pseudo-fonction pf H(t)t par :〈
pf
H(t)
t
, ϕ
〉
= lim
→0
{∫ ∞

ϕ(t)
t
dt+ ϕ(0) log()
}
, (1.38)
et pour laquelle une intégration par parties permet d’obtenir :〈
pf
H(t)
t
, ϕ
〉
=
∫ ∞
0
ϕ′(t) log t dt =
∫ ∞
−∞
ϕ′(t)H(t) log t dt. (1.39)
La fonction ϕ′ log t est intégrable, ce qui justifie l’existence de la partie finie. En
outre, le dernier terme conduit, par définition de la dérivée d’une distribution,
à :
D[H(t) log t] = pf
H(t)
t
. (1.40)
Dans ce cas, on montre que les dérivations successives conduisent à la formule
suivante faisant intervenir les dérivées de la distribution de Dirac à l’origine :
D[pf
H(t)
tn
] = −n pf H(t)
tn+1
+
(−1)n
n!
δ(n). (1.41)
Multiplication des distributions
Si f et g sont deux fonctions localement sommables, et si Tf et Tg dési-
gnent les distributions correspondantes, nous souhaitons, comme pour le cas des
fonctions, pouvoir écrire :
Tf .Tg = Tfg. (1.42)
Malheureusement, l’existence de Tf et de Tg n’entraîne pas automatiquement
celle de Tfg, car les deux fonctions peuvent être localement sommables sans que
le produit le soit (l’exemple le plus courant étant f(t) = g(t) = 1/
√
t). Il semble
donc ne pas y avoir de définition naturelle pour le produit de deux distributions
quelconques.
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Dans le cas du produit d’une distribution T et d’une fonction α indéfiniment
dérivable, on définit le produit αT par :
〈αT, ϕ〉 = 〈T, αϕ〉 , ∀ϕ ∈ D . (1.43)
La fonction αϕ appartient bien à D car, comme ϕ, elle est à support borné, et in-
définiment dérivable (comme produit de deux fonctions indéfiniment dérivables).
Donc ∀T , le produit αT a un sens. Pour certaines distributions, la définition du
produit reste applicable même si la fonction α n’est pas indéfiniment dérivable.
Il suffit par exemple que α(t) soit continue en 0 pour pouvoir définir αδ :
〈α(t)δ(t), ϕ(t)〉 = 〈δ(t), α(t)ϕ(t)〉 = α(0)ϕ(0)
= 〈α(0)δ(t), ϕ(t)〉 . (1.44)
On obtient donc
α(t)δ(t) = α(0)δ(t). (1.45)
On établit de même, en un point a quelconque où α est continue, α(t)δ(t−a) =
α(a)δ(t− a), et en particulier :
tδ = 0. (1.46)
Parmi les premières propriétés du produit multiplicatif, on note celle relative
aux supports :
suppαT ⊂ suppα ∩ suppT. (1.47)
D’une manière plus générale, nous avons le théorème suivant, aux conditions
assez restrictives :
Théorème 1.3.1. Le produit de plusieurs distributions, lorsque toutes, sauf une
au plus, sont des fonctions indéfiniment dérivables au sens usuel, est associatif
et commutatif.
(α1 + α2)T = α1T + α2T, (1.48)
(α1α2)T = α1(α2T ), (1.49)
α(T1 + T2) = αT1 + αT2 (1.50)
Si les conditions ne sont pas vérifiées, la multiplication n’est plus nécessairement
associative, comme le montre l’exemple suivant avec δ, t, et pf 1t :
(δ t) pf 1t = 0 car δ t = 0,
δ (tpf 1t ) = δ car tpf
1
t = 1.
(1.51)
Dans ce dernier cas en effet, nous avons :〈
t pf
1
t
, ϕ
〉
=
〈
pf
1
t
, tϕ
〉
= pf
∫ ∞
−∞
tϕ
t
dt =
∫ ∞
−∞
ϕ(t)dt. (1.52)
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Toujours dans la mesure ou le le produit αT a un sens, la règle de dérivation
s’obtient par la formule usuelle de Leibniz, avec Ckm =
m!
k!(m−k)! :
Dm(αT ) =
∑
k≤m
Ckm(D
(m−k)α)DkT. (1.53)
La démonstration pour la dérivée d’ordre 1 est simple et permet de revisiter les
définitions précédemment introduites :〈
(αT )′, ϕ
〉
= − 〈αT, ϕ′〉 = − 〈T, αϕ′〉 = − 〈T, (αϕ)′ − α′ϕ〉
= − 〈T, (αϕ)′〉+ 〈T, α′ϕ〉 = 〈T ′, αϕ〉+ 〈α′T, ϕ〉
=
〈
αT ′, ϕ
〉
+
〈
α′T, ϕ
〉
=
〈
αT ′ + α′T, ϕ
〉
. (1.54)
Le théorème ci-dessous peut s’avérer bien utile dans certaines applications :
Théorème 1.3.2. Si T a un support compact K, et est d’ordre (nécessairement
fini) m, αT est nulle toutes les fois que α et ses dérivées d’ordre ≤ m sont nulles
sur K ; si T a un support quelconque et est d’ordre quelconque, fini ou infini,
αT est nulle si α est nulle ainsi que toute ses dérivées sur le support de T .
Compte tenu de ce qui précède, on établit ainsi que :
tl δ(n) =
{
0 l > n,
(−1)l n!(n−l)! δ(n−l) l ≤ n.
(1.55)
et plus généralement :
αδ(n) =
∑
q≤n
(−1)(n−q)Cqnα(n−q)(0)δ(q). (1.56)
Le produit de deux distributions peut également être étendu en faisant appel à
la notion de support singulier :
Définition 1.3.1. Soit T une distribution sur un ouvert Ω de R. Le support
singulier de T est par définition le complémentaire du plus grand ouvert ω de
Ω tel que la restriction de T à D(ω) coïncide avec la distribution associée à une
fonction de classe C∞ sur ω.
Ainsi, par exemple, les distributions pf H(t)tn ou plus simplement la fonction de
Heaviside (en prenant n = 0) ont pour support [0,∞[ et pour support singulier
l’origine. On a alors la
Proposition 1.3.1. Soient T1 et T2 deux distributions de supports singuliers
disjoints. On peut alors donner un sens au produit T1T2 en tant que distribution.
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Le problème de la division
La formule (1.46) (i.e. tδ = 0) montre que le produit de deux distributions
peut être nul sans qu’aucune d’elles le soit. Réciproquement, que peut-on dire
d’une distribution T telle que tT = 0 ? Nous avons la
Proposition 1.3.2. Les solutions de l’équation tT = 0 sont les distributions
T = cδ, où c ∈ C.
Plus généralement, on démontres que si α(t) est une fonction indéfiniment
dérivable, n’admettant que des racines simples ai à l’équation α = 0, alors toutes
les solutions de l’équations αT = 0 sont de la forme :
T =
∑
ciδ(t− ai), (1.57)
où les ci sont des constantes arbitraires. Le problème de la division est assez
délicat dans un cadre plus général, mais on notera que, avec la fonction α pré-
cédente, pour résoudre le problème
αT = S, (1.58)
où S est une distribution donnée, et en supposant connaître une solution T0
particulière, nous avons immédiatement α(T − T0) = 0, et par suite,
T = T0 +
∑
ciδ(t− ai). (1.59)
Lorsque la fonction α admet des racines multiples, l’énoncé précédent n’est plus
valable, mais nous disposons de la
Proposition 1.3.3. Pour toue distribution S, il existe un infinité de distri-
butions T vérifiant tkT = S. Deux d’entres elles quelconques diffèrent d’une
combinaison linéaire de dérivées δ(m), m ≤ k.
Exemples :
1. Soit à résoudre tT = 1, où 1 est la distribution définie par la fonction
constante. En notant que pf 1t constitue une solution particulière (car
tpf 1t = 1), T admet la forme générale T = cδ + pf
1
t .
2. Si maintenant on cherche à résoudre tT = δ, une astuce pour obtenir une
solution particulière consiste à dériver tδ = 0 pour obtenir δ + tδ′ = 0, ce
qui suggère comme solution particulière T0 = −δ′, et par suite la solution
générale T = δ′ + cδ.
1.4 Convolution des distributions
Le produit de convolution est une opération essentielle dans les mathéma-
tiques appliquées. La convolution possède un élément neutre, ce qui va permettre
de résoudre certaines équations de convolution et d’obtenir des solutions élémen-
taires d’opérateurs différentiels.
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Produit tensoriel de deux distributions
La définition du produit de convolution requiert celle de produit tensoriel
(ou produit direct) dont l’existence est fondée sur le théorème suivant.
Théorème 1.4.1. Soient deux distributions U et V sur R et deux fonctions g
et h de D(R)). Il existe une et une seule distribution sur R2, notée U ⊗ V et
telle que :
〈U ⊗ V, g(u)h(v)〉 = 〈U, g(u)〉 〈V, h(v)〉 . (1.60)
C’est le produit tensoriel de U et V . Sa valeur sur une fonction ϕ(u, v) ∈ D(R2)
est :
〈U ⊗ V, ϕ〉 = 〈U(u), 〈V (v), ϕ(u, v)〉〉 = 〈V (v), 〈U(u), ϕ(u, v)〉〉 . (1.61)
Les expressions 〈V (v), ϕ(u, v)〉 et 〈U(u), ϕ(u, v)〉 se calculent en laissant res-
pectivement u et v fixes. Ainsi, si f et g sont deux fonctions localement som-
mables, le produit tensoriel des distributions associées s’écrit :
〈f ⊗ g, ϕ〉 =
∫ ∫
f(u)g(v)ϕ(u, v)du dv), (1.62)
si bien que (f ⊗ g)(u, v) = f(u) g(v). (1.63)
Si maintenant on calcule le produit tensoriel de δ(u) et δ(v), il vient :
〈δ(u)⊗ δ(v), ϕ(u, v)〉 = ϕ(0, 0) (1.64)
si bien que δ(u)⊗ δ(v) = δ(u, v). (1.65)
Définition et conditions d’existence
On commence par rappeler le produit de convolution de deux fonctions f et
g, pour chercher ensuite à l’étendre au produit de convolution de distributions.
Lorsqu’il existe le produit de convolution de f et g est la fonction h définie par :
h(t) =
∫
f(t− θ)g(θ)dθ, (1.66)
et on note h = f ∗ g ce produit. Lorsque f et g sont intégrable, h existe et est
intégrable. Calculons alors la distribution associée à h, en définissant pour toute
ϕ ∈ D :
〈f ∗ g, ϕ〉 = 〈h, ϕ〉 =
∫
h(t)ϕ(t)dt
=
∫ ∫
f(t− θ)g(θ)ϕ(t)dθ dt
=
∫ ∫
f(u)g(v)ϕ(u+ v)du dv, (1.67)
dans lequel nous avons posé le changement de variable v = θ et u = t− θ. Ceci
suggère de définir le produit de convolutions S et T par :
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Définition 1.4.1. On appelle produit de convolution de deux distributions S
et T , la distribution S ∗ T , quand elle existe, telle que pour toute ϕ ∈ D :
〈S ∗ T, ϕ〉 = 〈S(u)⊗ T (v), ϕ(u+ v)〉 , (1.68)
et dans lequel S(u)⊗ T (v) est le produit direct de S et T .
Le produit de convolution de deux distributions quelconques n’est pas tou-
jours défini car, si la fonction t 7→ ϕ(t) est à support borné dans R, il n’en est
pas de même de la fonction (u, v) 7→ ϕ(u + v). En effet, si (a, b) est le support
de ϕ, le support de (u, v) 7→ ϕ(u + v) est la bande a ≤ u + v ≤ b, et par suite
ϕ(u + v) n’est pas un élément de D. Néanmoins, on montre que le produit de
convolution existe dans un des cas de figures suivant, que l’on rencontre très
largement dans la pratique :
• l’une au moins des deux distributions est à support compact,
• les deux distributions sont à support limité à gauche (resp. à droite).
Il est clair que le produit de convolution est commutatif, S ∗ T = T ∗ S. L’ex-
tension au produit de plusieurs distributions (dans cet exemple 3) se généralise
en :
〈R ∗ S ∗ T, ϕ〉 = 〈R(u)⊗ S(v)⊗ T (w), ϕ(u+ v + w)〉 , (1.69)
et l’existence est assurée dans l’un ou l’autre des trois cas suivants :
• toutes sauf une au plus sont à support compact,
• toutes ont leur support limité à gauche (resp. à droite),
• les produit deux à deux sont bien définis.
De plus, lorsqu’il existe, ce produit est associatif. Il faut garder en mémoire qu’il
s’agit ici de conditions suffisantes, le produit de convolution pouvant exister
dans d’autres situations. Néanmoins, ne pas en tenir compte peut conduire à des
conclusions erronées telles celle considérant sans précaution le produit 1 ∗ δ′ ∗H
pour aboutir aux deux différents résultats :
1 ∗ (δ′ ∗H) = 1 ∗ δ = 1 (1.70)
(1 ∗ δ′) ∗H = 0 ∗H = 0. (1.71)
Propriétés
Support du produit de convolution : Nous disposons de l’inclusion sui-
vante :
suppS ∗ T ⊂ suppS + suppT, (1.72)
et dans laquelle le membre de droite se lit (somme de Minkowski) :
{x+ y; x ∈ suppS, y ∈ suppT} . (1.73)
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Ainsi, par exemple, si le support de S est inclut dans (a,∞) et celui de T dans
(b,∞), celui de S ∗ T sera inclut dans (a+ b,∞). A noter également un résultat
plus précis, connu sous le nom de Théorème des supports, et qui s’énonce,
conv(suppS ∗ T ) = conv(suppS) + conv(suppT ), (1.74)
et dans laquelle conv(suppX) désigne l’enveloppe convexe du support de X.
Convolution par δ : δ étant à support compact, δ ∗ T existe pour toute
distribution T , et, par définition :
〈δ ∗ T, ϕ〉 = 〈δ(u)T (v), ϕ(u+ v)〉 = 〈T (v), 〈δ(u), ϕ(u+ v)〉〉
= 〈T (v), ϕ(v + 0)〉 = 〈T, ϕ〉 (1.75)
Ce qui montre que
δ ∗ T = T, (1.76)
c’est à dire que la distribution de Dirac joue le rôle de l’unité pour le produit de
convolution.
Convolution par δ(m) : on considère tout d’abord le cas m = 1 qui conduit
par définition à :〈
δ′ ∗ T, ϕ〉 = 〈δ′(u)T (v), ϕ(u+ v)〉 = 〈T (v), 〈δ′(u), ϕ(u+ v)〉〉
= − 〈T (v), ϕ′(v)〉 = 〈T ′, ϕ〉 , (1.77)
ce qui montre que la dérivation équivaut à un convolution avec δ′. On établirait
de même que :
δ(m) ∗ T = T (m). (1.78)
Plus généralement encore, si T = R∗S, le produit de convolution étant associatif,
on obtiendrait :
(R ∗ S)(m) = R ∗ S(m) = R(m) ∗ S, (1.79)
que l’on retient en disant que pour dériver un produit de convolution, il suffit
de dériver l’un quelconque de ses termes.
Convolution par δ(t − a) : Ici encore, l’application de la définition conduit
à :
〈δ(t− a) ∗ T (t), ϕ(t)〉 = 〈δ(u− a)T (v), ϕ(u+ v)〉
= 〈T (v), 〈δ(u− a), ϕ(u+ v)〉〉
= 〈T (v), ϕ(v + a)〉 = 〈T (t− a), ϕ(t)〉 , (1.80)
ce qui permet de conclure que pour translater une distribution de a, il suffit de
la convoluer avec la translatée δ(t− a) de la distribution de Dirac δ.
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Primitives d’ordre n dans D′+ : Si f est une fonction de D′+, c’est à dire
dont le support est contenu dans (0,∞), nous pouvons écrire :∫ t
0
f(θ) dθ =
∫ ∞
0
H(t− θ)f(θ) dθ = (H ∗ f)(t), (1.81)
de sorte qu’intégrer f de 0 à t revient à convoluer f avec la fonction de Heaviside.
Nous avons, en d’autres termes, obtenu une primitive de la fonction f . Plus
généralement, la primitive d’ordre n s’écrit :∫ t
0
∫ θn−1
0
· · ·
∫ θ1
0
f(θ) dθ1 · · · dθn−1dθ = 1(n− 1)!
∫ t
0
f(θ)(t− θ)n−1 dθ. (1.82)
Si on note Hn la fonction t 7→ H(t)t
n−1
Γ(n) , la primitive d’ordre n de f s’écrit Hn ∗f .
Ces considérations se généralisent également à l’obtention de la dérivée et la
primitive d’ordre α avec α complexe.
Convolution de polynômes-exponentiels : Toujours dans le cas de fonc-
tions sommables f1 et f2, le produit de convolution de deux distributions s’iden-
tifie au produit usuel de deux fonctions. En particulier, si elles appartiennent à
D′+, nous aurons :
h(t) = (f1 ∗ f2)(t) = H(t)
∫ t
0
f1(θ)f2(t− θ)dθ. (1.83)
A titre d’exemple, par application directe de cette relation, on obtient facile-
ment :
H(t)eλ1t ∗H(t)eλ2t = H(t)e
λ1t − eλ2t
λ1 − λ2 . (1.84)
Un autre exemple qui sera utile par la suite est celui où fn(t) =
H(t)tn−1
Γ(n) e
λt, et
pour lequel on obtient que :
H(t)tn−1
Γ(n)
eλt ∗ H(t)t
m−1
Γ(m)
eλt =
H(t)tn+m−1
Γ(n+m)
eλt (1.85)
Il s’agit ici d’une application directe de (1.83), suivie du changement de variable
θ = tω, et utilisant la propriété :∫ 1
0
(1− ω)(n−1)ω(m−1)dω = Γ(n)Γ(m)
Γ(n+m)
. (1.86)
Multiplication par tn, eat, et convolution : La multiplication par un po-
lynôme ou une exponentielle, combinée avec la convolution peut avoir des pro-
priétés intéressantes dans certaines applications. On établit ainsi que si l’une des
distibution S ou T est à support compact, alors :
tn(S ∗ T ) =
n∑
0
Ckn(t
kS) ∗ (tn−kT ) (1.87)
eat(S ∗ T ) = (eatS) ∗ (eatT ) (1.88)
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Régularisation et continuité de la convolution : La convolution par une
fonction a un effet régularisant (lissant), ce qui se traduit notamment par :
Théorème 1.4.2. Lorsqu’il existe, le produit de convolution d’un distribution
T et d’une fonction ψ indéfiniment dérivable est une fonction h donnée par
h(t) = 〈T (u), ψ(t− u)〉 . (1.89)
Cette fonction est elle même indéfiniment dérivable lorsque ψ est à support
borné, et de dérivée :
h(m)(t) =
〈
T (u), ψ(m)(t− u)
〉
. (1.90)
On établit de même que la convolution est une opération continue dans D′ dans
le sens où :
Théorème 1.4.3. S étant une distribution fixée, Tα → T entraîne Tα ∗ S →
T ∗S dans chacune des circonstances suivantes : (a) les distributions Tα ont leur
support contenu dans un ensemble compact fixe, indépendant de α, (b) S est à
support compact, (c) Tα et S sont des éléments de D′+.
On en déduit la propriété dite de densité de D dans D′, à savoir que toute
distribution est limite dans D′ d’une suite de fonctions appartenant à D.
Algèbres de convolution
On appelle algèbre sur le corps des nombres réels ou complexes, un ensemble
A muni des trois opérations : somme, produit par un scalaire, et produit, ayant
les propriétés :
• A muni de la somme et du produit par un scalaire est un espace vectoriel,
• le produit est une application bilinéaire de A×A dans A,
• le produit est associatif.
On s’intéresse ici aux algèbres pour les opérations : somme de deux distributions,
produit d’une distribution par un scalaire, et convolution de deux distributions.
On doit donc vérifier que le produit de convolution de deux distributions de A
est encore un élément de A, et que la convolution est associative lorsqu’on la
restreint aux éléments de A. L’intérêt de ces algèbres réside dans le fait que
si δ ∈ A (A possède donc un élément unité), et si une distribution T admet
une inverse (notée par la suite T ∗−1 ou T−1 lorsqu’il n’y a pas de risque de
confusion), c’est à dire vérifie
T ∗ T ∗−1 = δ, (1.91)
cette inverse est unique, et on saura résoudre toute les équations de convolutions
(en X)
T ∗X = W, (1.92)
18
1.4. Convolution des distributions
où W ∈ A. On notera cependant que l’inverse de convolution n’existe pas tou-
jours. C’est par exemple la cas où T ∈ D car dans ce cas nous avons vu que,
quel que soit X, T ∗X est une fonction indéfiniment dérivable qui ne saurait être
égale à δ. L’associativité du produit de convolution permet aussi de montrer que
si T1, · · · , Tm admettent pour inverses T−11 , · · · , T−1m , il vient :
(T1 ∗ · · · ∗ Tm)−1 = T−11 ∗ · · · ∗ T−1m . (1.93)
On distingue essentiellement deux algèbres que sont les :
• algèbre E ′ des distributions à support compact,
• algèbre D′+ des distributions à support contenu dans [0,∞).
Lorsqu’on s’intéresse particulièrement aux équations différentielles (ou aux dé-
rivées partielles) à coefficients constants, l’algèbre E ′ présente un intérêt limité.
On montre en effet que si T ∈ E ′ n’est pas de la forme cδ, l’équation en X,
T ∗ X = δ n’admet aucune solution à support compact. On concentrera donc
notre étude à l’algèbre D′+.
Exemples simples d’application :
• SoitW ∈ D′+ et soit à résoudre dans D′+ l’équationX ′ = W . Cette relation
s’écrit encore :
X ′ = δ′ ∗X = W. (1.94)
Sachant par ailleurs que δ′ ∗H = δ, la fonction de Heaviside H est donc
bien l’inverse de convolution de δ′, si bien la solution unique X est donnée
par X = H ∗W . En d’autres termes, la seule primitive de W est H ∗W .
• Il est aisé de vérifier que dans D′+, l’inverse de δ′−λδ, λ ∈ C, est donnée par
H(t)eλt. Il est en effet simple de montrer que (H(t)eλt)′ = δ + λH(t)eλt,
pour obtenir :
(δ′ − λδ) ∗H(t)eλt = δ. (1.95)
Equations différentielles Toute équation différentielle à coefficients cons-
tants admet la représentation équivalente :
y(n) + an−1y(n−1) + · · ·+ a0y = f, (1.96)
P (δ) ∗ y = f, (1.97)
où P (δ) est le polynôme symbolique en δ :
P (δ) = δ(n) + an−1δ(n−1) + · · ·+ a0δ,
= (δ(1) − λ0δ) ∗ · · · ∗ (δ(1) − λnδ), (1.98)
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et où λ0, · · · , λn sont les racines, distinctes ou non, du polynôme zn+an−1zn−1+
· · ·+ a0. La résolution de l’équation différentielle se ramène donc à la recherche
de l’inverse de convolution de P (δ), soit en utilisant (1.93), à la recherche de des
inverses de (δ(1) − λiδ). Cette inverse a déjà été établit en (1.95), si bien que :
(P (δ))∗−1 = H(t)eλ0t ∗ · · · ∗H(t)eλnt. (1.99)
On notera également que la présence de racines multiples λ0 = · · · = λm = λ
conduit, en accord avec la relation (1.85), à :
((δ(1) − λδ)m)−1 = H(t)t
m−1
(m− 1)! e
λt (1.100)
Exemple : filtre RC passe-bas. En supposant la capacité initialement non
chargée, le courant i(t) du circuit est lié à la force électromotrice de charge e(t)
par la relation :
Fig. 1.2: Circuit RC.
R i(t) +
1
C
∫ t
0
i(θ)dθ = e(t), t ≥ 0. (1.101)
Au sens des distributions dans D′+, cela se traduit par :
(Rδ +
1
C
H) ∗ i = e. (1.102)
Si la mesure consiste en la tension v(t) = 1C
∫ t
0 i(θ)dθ aux bornes de la capacité,
cela s’écrit v = 1CH ∗ i, soit i = Cδ′ ∗ v et par suite :
(RCδ′ + δ) ∗ v = T ∗ v = e. (1.103)
Il suffit donc de savoir inverser la distribution T = (RCδ′ + δ) pour retrouver
l’expression de v(t) pour toute entrée e(t). Il vient :
T−1 =
1
RC
He−
t
RC . (1.104)
La distribution ainsi obtenue porte le nom de réponse impulsionelle du système,
dans le sens ou elle correspond à la solution de (1.103) lorsque l’entrée e est
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une distribution (impulsion) de Dirac. A titre d’exemple, si e(t) consiste en la
fonction de Heaviside, e = H, il vient immédiatement, compte tenu de (1.84)
avec (λ1, λ2) = (0,− 1RC ) :
v = T−1 ∗H = 1
RC
He−
t
RC ∗H = H(t)
[
1− e− tRC
]
. (1.105)
Prise en compte des conditions initiales Il arrive fréquemment que l’on
cherche à résoudre, au sens des fonctions, une équation différentielle en y, d’ordre
n, connaissant les conditions initiales y(0), y(1)(0), · · · , y(n−1)(0), notées par la
suite y0, y10, · · · , yn−10 . Il suffit pour cela multiplier l’équation par H(t), de poser
z(t) = H(t)y(t), et de former l’équation différentielle vérifiée par z, en tenant
compte de la formule des sauts présentée au paragraphe 1.3, ou plus directement
par dérivation. Illustrons cette approche sur une équation différentielle du second
ordre :
y(2) + a1y(1) + a0y = f. (1.106)
Compte tenu que z(1) = Hy(1) + y0δ, z(2) = Hy(2) + y0δ(1) + y10δ, la substitution
dans la relation précédente (multipliée par H) conduit à :
z(2) + a1z(1) + a0z = Hf + y0δ(1) + y10δ + a1y0δ. (1.107)
Il suffit alors d’inverser l’opérateur P (δ) = δ(2) + a1δ(1) + a0δ pour obtenir :
z = (P (δ))−1 ∗
[
Hf + y0δ(1) + y10δ + a1y0δ
]
. (1.108)
Equations intégrales Dans certaines équations intégrales, nous pouvons être
amené à inverser dans D′+ des éléments de le forme δ+K où K est une fonction
de D′+. L’existence ainsi qu’une formulation de cette inverse sont données par
la :
Proposition 1.4.1. Si K ∈ D′+ est une fonction localement sommable et loca-
lement bornée, alors δ +K est inversible dans D′+ et (δ +K)∗−1 = δ + S, où S
est la somme de la série de terme général (−1)nK∗n.
Ainsi les équations de Volterra de la forme, pour t ≥ 0 :
y(t) +
∫ t
0
K(t− θ)y(θ)dθ = g(t), (1.109)
où K et g sont localement sommables, s’écrivent en terme de distributions :
(δ +K) ∗ y = g, (1.110)
et la solution recherchée admet la forme y = g + S ∗ g, soit, lorsque S est une
fonction :
y(t) = g(t) +
∫ t
0
S(t− θ) g(θ)(dθ. (1.111)
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Ce résultat peut également être appliqué aux équations différentielles avec re-
tards, comme le montre l’exemple simple suivant :
y(1)(t) + y(t− τ) = g(t). (1.112)
En faisant abstraction des conditions initiales, et en notant Hτ = H(t − τ) et
δτ = δ(t− τ), cette équation se réecrit :
(δ(1) − δτ ) ∗ y = δ(1) ∗ (δ −Hτ ) ∗ y = g, (1.113)
et l’application de la proposition précédente conduit à la solution :
y = (δ −Hτ )∗−1 ∗H ∗ g
= (δ −Hτ +H∗2τ + · · ·+ (−1)nH∗nτ + · · · ) ∗H ∗ g. (1.114)
A noter que chaque terme de la série admet le formulation explicite ci-dessous
de support (nτ,∞) :
H∗nτ = [(δτ ∗H) · · · ∗ (δτ ∗H)]︸ ︷︷ ︸
n fois
= δnτ ∗H∗n
= H(t− nτ)(t− nτ)
n−1
(n− 1)! . (1.115)
Equations matricielles La manipulation de systèmes d’équations de convo-
lution se plie aux mêmes règles que celles du produit matriciel ordinaire, dans
lequel la multiplication est remplacée par le produit de convolution. Dans ce
cadre nous aurons la
Proposition 1.4.2. Une matrice A (n × n) de convolution est inversible si et
seulement si son déterminant ∆ est inversible au sens de la convolution dans
D′+. Son inverse s’obtient en convolant ∆∗−1 par la matrices des cofacteurs.
A titre d’exemple, reprenons l’exemple du second ordre décrit en (1.106),
avec f = b u, b constant et u fonction de D′+ désignant la commande appliquée
au système. Cette équation admet la représentation dite d’état, qui au sens des
fonction s’écrit :
x(1) =
(
0 1
−a0 −a1
)
x+
(
0
b
)
u, avec x =
(
y
y(1)
)
. (1.116)
Notant comme précédemment le vecteur z = Hx, il vient z(1) = Hx(1) +x0 avec
x0 = (y(0), y(1)(0))t, et la substitution dans la représentation d’état se lit :
z(1) =
(
0 δ
−a0δ −a1δ
)
∗ z +
(
0
bδ
)
∗ u+ x0δ (1.117)
soit
(
δ(1) −δ
a0δ δ
(1) + a1δ
)
︸ ︷︷ ︸
A
∗z =
(
0
bδ
)
∗ u+ x0δ︸ ︷︷ ︸
B
(1.118)
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Il suffit donc de savoir inverser la matrice A au sens de la convolution. Son
déterminant est le polynôme de dérivation ∆ = δ(2) +a1δ(1) +a0δ, déjà rencontré
au paragraphe précédent. Il est toujours inversible et la solution z s’exprime par :
z = ∆∗−1 ∗
(
δ(1) + a1δ δ
−a0δ δ(1)
)
∗
[(
0
bδ
)
∗ u+ x0δ
]
. (1.119)
Cette démarche ne se limite pas aux équations différentielles et peut s’étendre
aux équations différentielles intégrales, faisant intervenir des termes de retard,
ponctuels ou distribués. Considérons par exemple le système ci-dessous, pour
lequel nous ferons abstraction des conditions initiales, un peu plus délicates
dans le cadre général :
y˙1(t) = y1(t) +
∫ 0
−1 y2(t+ θ)dθ
y˙2(t) = y1(t− 1) + y2(t) +
∫ 0
−1 u(t+ θ)dθ
(1.120)
En notant pi(t) = H(t) − H(t − 1), il est aisé de constater que les termes fai-
sant intervenir les intégrales se traduisent également sous forme de produit de
convolution. On obtient alors la description matricielle :(
δ′ − δ −pi
−δ1 δ′ − δ
)
∗
(
y1
y2
)
=
(
0
−pi
)
∗ u (1.121)
1.5 Transformées de Fourier et de Laplace
Transformée de Fourier
Rappelons tout d’abord la définition de la transformée de Fourier de fonc-
tions. Si f est une fonction Lebesgue intégrable sur R, on définit sa transformée
de Fourier, notée indifféremment F [f ](ν) ou fˆ(ν), par
F [f ](ν) = fˆ(ν) =
∫
f(t) e−2ipiνtdt. (1.122)
Au vu de cette définition, nous sommes tentés de définir, pour toute ϕ ∈ D, la
transformée d’une distribution T par :
〈F [T ], ϕ〉 = 〈T,F [ϕ]〉 , ∀ϕ ∈ D . (1.123)
Cette définition ne peut pas être retenue car le membre de droite ne définit pas
un distribution. Plus précisément, ϕ étant à support borné, on montre que F [ϕ]
n’est jamais à support borné. Aussi sommes amené à considérer une classe plus
restreinte de distributions (espace S ′ ⊂ D′), et, par conséquent, une classe plus
large pour les fonctions tests ϕ (espace S ⊃ D). De tels espaces ont déjà été
évoqués plus haut, rappelés plus précisément ici :
23
1. Introduction aux Distributions
Définition 1.5.1 (Espaces S). On appelle S l’espace des fonctions indéfiniment
dérivables, décroissant ainsi que toute leurs dérivées, quand t → ∞, plus vite
que toute puissance de 1t .
Les fonctions S ⊂ D ne sont donc pas nécessairement à support compact,
comme celle de D. Leur décroissance à l’infini se traduit par, ∀m, p entiers non
négatifs,
sup
t
|tmϕ(p)(t)| <∞. (1.124)
Définition 1.5.2 (Espaces S ′). On appelle distribution tempérée toute forme
linéaire continue sur S.
Les distributions tempérées forment un espace vectoriel S ′ qui est un sous
espace de D′. La plupart des fonctions que l’on rencontre en physique sont
des distributions tempérées. Il en est de même des distributions de Dirac et
ses dérivées qui sont à support compact. Notons aussi que la dérivée d’une
distribution tempérée, ainsi que la multiplication d’une distribution tempérée
par un polynôme, forment des distributions tempérées. Des contre exemples
sont donnés par des fonctions telles que et, et2 , qui elles n’appartiennent pas à
S ′.
Définition 1.5.3. Si T ∈ S ′, on définit sa transformée de Fourier par :
〈F [T ], ϕ〉 = 〈T,F [ϕ]〉 , ∀ϕ ∈ S . (1.125)
On montre alors que F [T ] est toujours une distribution tempérée si T l’est,
et cette définition coïncide avec celle obtenue en (1.122) pour des distributions
fonctions. Plus encore, dans le cas particulier où T est un distribution à support
compact, on montre que sa transformée est la fonction indéfiniment dérivable :
Tˆ (ν) =
〈
T (t), e−2ipiνt
〉
, (1.126)
prolongeable, pour les valeurs complexes de ν en une une fonction holomorphe
dans tout le plan complexe. Plus généralement, on notera la tendance selon
laquelle plus la fonction T (t) décroît à l’infini, et plus Tˆ (ν) sera dérivable. Les
tableaux ci-dessous fournissent quelques propriétés et exemples de transformées
de Fourier de distributions singulières et régulières. Les propriétés relatives à la
multiplication et au produit de convolution sont à considérer avec les réserves
d’existence précédemment énoncés.
Dérivation F [T ′(t)] = 2ipiνTˆ (ν)
Translation F [T (t− a)] = e−2ipiν aTˆ (ν)
Changement d’échelle F [T (at)] = 1|a| Tˆ (νa )
Convolution F [S ∗ T ] = F [S].F [T ]
Produit F [S.T ] = F [S] ∗ F [T ]
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Quelques propriétés de la transformée de Fourier
F [1] = δ
F [e−2ipi ν0 t] = δ(ν − ν0)
F [sgn(t)] = −pf ipiν
F [δ] = 1
F [δ(n)] = (2ipiν)n
F [δ(t− a)] = e−2ipiν a
Exemples de transformées de Fourier
Transformée de Laplace
On procède ici aussi par analogie avec les transformées de Laplace des fonc-
tions, et on se limite aux situations les plus fréquentes pour lesquelles la fonction
f(t) étudiée est nulle pour t < 0, donc appartient à D′+. On appelle transformée
de Laplace de f la fonction s 7→ L(s, f), notée aussi fˆ(s) lorsqu’il n’y a pas de
confusion possible avec la transformé de Fourier, définie dans C par :
L(s, f) =
∫ ∞
0
f(t) e−stdt. (1.127)
Cette définition n’a pas toujours un sens. On appelle abscisse de sommabilité
de f(t) le réel a, borne inférieure de l’ensemble α = Re(s) telle que |f(t)e−αt|
soit sommable. Dans ces conditions, L(s, f) est définie pour Re(s) > a. On note
plus précisément les cas de figures suivants :
• Si f est à support compact, a = −∞,
• Si f est à décroissance rapide,−∞ ≤ a < 0,
• Si f est tempérée, a = 0,
• Si f est à croissance rapide , 0 < a ≤ ∞.
Ce dernier cas montre que la transformée de Laplace de f peut exister tandis
que sa transformée de Fourier n’est pas définie. Si a est fini, s 7→ L(s, f) est une
fonction holomorphe dans le demi plan Re(s) > a. Cette définition est étendue
aux distributions comme suit :
Définition 1.5.4. Soit T une distribution de D′+. On définit sa transformée de
Laplace par la fonction s 7→ L(s, T ) définie dans C par :
L(s, T ) =
〈
T (t), e−s t
〉
. (1.128)
Cette définition n’a de sens que si T vérifie également certaines conditions,
en général satisfaites dans la majeure partie des applications. Plus précisément,
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on montre que s’il existe un réel ζ tel la distribution e−ζtT soit tempérée, alors
L(s, T ) existe et définie une fonction analytique dans le demi plan Re(s) > ζ. On
trouve dans certains ouvrages une autre définition de la transformée de Laplace
d’une distribution T :
Définition 1.5.5. Soit T une distribution de D′+ qui est une dérivée nième
au sens des distributions d’une fonction continue f ∈ D′+, avec abscisse de
sommabilité a. On définit sa transformée de Laplace par la fonction L(s, T )
définie, pour Re(s) > a, par :
L(s, T ) = sn L(s, f). (1.129)
Les tableaux ci-dessous fournissent quelques propriétés et exemples de trans-
formées de Laplace de distributions singulières et régulières. Comme pour la
transformée de Fourier, Les propriétés relatives à la multiplication et au produit
de convolution sont à considérer avec les réserves d’existence précédemment
énoncés, de même que les abscisses de sommabilité doivent être précisées.
Dérivation L(s, T ′) = s L(s, T )
Translation L(s, T (t− a)) = e−a s L(s, T )
Changement d’échelle L(s, T (at)) = 1|a| L( sa , T )
Convolution L(s, S ∗ T ) = L(s, S).L(s, T )
Produit L(s, e−atT ) = L(s+ a, T )
Quelques propriétés de la transformée de Laplace
L(s, δ) = 1
L(s, δ(n)) = sn
L(s, δ(t− a)) = e−a s
L(s,H(t)) = 1
s
L(s,H(t)ea t t
n−1
(n− 1)!) =
1
(s− a)n
Exemples de transformées de Laplace
On notera également ce cas particulier intéressant d’une multiplication d’une
fonction f indéfiniment dérivable par un peigne de Dirac, conduisant à une série
entière en la variable z = e−s :
f(t)×∑∞n=0 δ(t− n) = ∑∞n=0 f(n)δ(t− n)
↓ L∑∞
n=0 f(n)e
−ns =
∑∞
n=0 f(n)z
n. (1.130)
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Cette série est appelée transformée en z de f et intervient fréquemment lorsqu’un
signal est sujet à un échantillonnage .
Calcul symbolique Une application particulièrement pratique de la trans-
formée de Laplace réside dans la résolution d’équations de convolutions qui se
ramène au calcul d’inverse de transformées de Laplace. Sous réserve d’existence,
cela se traduit par :
a ∗ y = b ⇒ yˆ(s) = bˆ(s)
aˆ(s)
. (1.131)
En particulier, pour les équations différentielles à coefficients constants, a =
P (δ) =
∑
aiδ
(i) est un polynôme de dérivation dont l’inverse de convolution
admet pour transformée une fraction rationnelle pouvant être décomposée en
élément simples :
L(s, a∗−1) = 1
P (s)
=
∑
k
βk
(s− λk)αk . (1.132)
Les inverses de chaque élément étant connus (cf. Exemples), il vient :
a∗−1 = H(t)
∑
k
βke
−λkt t
αk−1
(αk − 1)! . (1.133)
On obtient ainsi l’expression de la solution élémentaire de l’équation, c’est à
dire celle de a ∗ y = δ. Cette décomposition en éléments simples peut égale-
ment s’appliquer à la fraction bˆ(s)/aˆ(s) lorsque le second membre b admet une
transformée de Laplace analytique, conduisant ainsi directement à l’expression
de la solution y. Ainsi, l’exemple traité en (1.119) avec u = H et les valeurs
numériques a1 = 2, a0 = 1, x0 = 0, b = 1, se traduit par :
zˆ(s) =

1
s(s+ 1)2
1
(s+ 1)2
 ⇒ z = H(t)
 1− e−t − te−t
te−t
 . (1.134)
Cette démarche peut aussi s’appliquer à certaines équation intégrales qui se tra-
duisent sous forme d’équation de convolution, comme par exemple la recherche
d’une solution y à support positif et vérifiant, pour t ≥ 0 :∫ t
0
y(θ) sin(t− θ)dθ = t2 ⇒ (H(t) sin t) ∗ y = H(t)t2 (1.135)
et qui fournissent par transformée de Laplace et inversion
1
s2 + 1
yˆ(s) =
2
s3
, yˆ(s) =
2
s
+
2
s3
, y(t) = H(t)(2 + t2). (1.136)
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1.6 Travaux Dirigés
Note : cette section a été rédigée par Kaouther Ibn Taarit et Lotfi Belkoura
Objectifs
Mettre en évidence les propriétés issues de la combinaison de la multiplication
et du produit de convolution. Ces propriétés fournissent un cadre plus général
aux approches du type intégration par parties et conduisent à des techniques
simple d’estimation de paramètres.
Exercice 1 En s’inspirant de la preuve établie en annexe pour la multiplication
d’un produit de convolution de deux distributions S et T par des fonctions
exponentielles, établir la relation (1.137) et la généraliser à (1.138) :
t(S ∗ T ) = (tS) ∗ (T ) + (S) ∗ (tT ) (1.137)
tn(S ∗ T ) =
n∑
0
Ckn(t
kS) ∗ (tn−kT ), (1.138)
où Ckn désigne les coefficients du développement binomial. En déduire la relation :
t y(1) = −z0 + z(1)1 , avec zi = ti y,
et donner l’expression correspondante au produit t2 y(2). En supposant y ∈ D′+ et
en notant H l’échelon de Heaviside, à quelles simples manipulations se résument
alors H ∗ (t y(1)) et H ∗H ∗ (t2 y(2)).
Exercice 2 On considère un système linéaire du premier ordre d’entrée u(t),
de sortie y(t), d’état initial y(0) et de fonction de transfert F (s) = 1s+a . Pour
une entrée en échelon retardé u(t) = H(t − τ), et en considérant y dans D′+,
donner l’équation différentielle décrivant ce processus au sens des distributions.
En déduire que la réponse de ce système vérifie la relation :
t(t− τ) [y(2) + a y(1)] = 0.
En supposant a connu, discuter de la possibilité d’obtenir une estimation du re-
tard τ ne nécessitant pas la connaissance des dérivées de y. (On pourra s’inspirer
des résultats de l’exercice précédent, et on examinera avec soin les supports des
quantités formulées).
1.7 Travaux Pratiques
L’objectif de ces manipulation consiste à illustrer numériquement quelques
propriétés fondamentales sur les distributions. Par la suite, le produit de convo-
lution a ∗ b pourra être approché par la fonction conv(a, b).te de Matlab, te
désignant le pas d’échantillonnage choisi.
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Objectif 1
Pour un produit de convolution de deux distributions, nous disposons de
l’inclusion suivante dans laquelle le membre de droite (somme de Minkowsky)
se lit :
suppS ∗ T ⊂ suppS + suppT = {x+ y; x ∈ suppS, y ∈ suppT} . (1.139)
Cette inclusion est en général au sens strict. Un résultat plus précis existe (Théo-
rème des supports), dans lequel conv(suppX) désigne l’enveloppe convexe du
support de X.
conv(suppS ∗ T ) = conv(suppS) + conv(suppT ).
Manipulation On note χ[a,b] la fonction caractéristique de l’intervalle [a, b].
Effectuer le produit de convolution χ[2,3] ∗ χ[4,5]. Représenter sur un même gra-
phique les trois courbes et vérifier (graphiquement) la propriété sur les supports.
Reprendre cette manipulation avec le produit de convolution (χ[0,0.5] + χ[2,3]) ∗
χ[4,5].
Objectif 2
Une suite de distribution Tn converge dans D′ vers T lorsque la suite de
nombres complexes 〈Tn, ϕ〉 converge dans C vers 〈T, ϕ〉 pour toute ϕ ∈ D. En
particulier, la distribution δ peut être aussi vue comme limite (dans D′) de
fonctions sommables. Ainsi, une suite de fk ≥ 0 localement sommables telles
que
∫
fk(x)dx = 1 et vérifiant fk(x) → 0 uniformément dans tout ensemble
0 < a < |x| < 1/a, tend vers δ.
Manipulation Pour différentes valeurs de k entier, représenter graphiquement
les fonctions γk et ζk ci-dessous :
Π(t) =
 0 |t| ≥ 121 |t| < 12 γk(t) = kΠ(kt) ζk(t) = ke
1
k2t2−1 (1.140)
Réaliser ensuite les produits de convolutions γk ∗ y et ζk ∗ y pour une fonction
continue arbitraire et comparer les courbes obtenues avec la fonction y. Conclure.
Objectif 3
On établit que si une suite de distribution Tn converge dans D′ vers T , alors
les dérivées T (m)n converge dans D′ vers T (m). La dérivation est une opération
linéaire et continue dans D′ et on peut toujours permuter les signe de dérivation
et de limite (propriété plus simple que pour les fonctions).
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Manipulation Calculer au sens des distributions les dérivées γ˙k et ζ˙k des
fonctions γk et ζk précédentes. Réaliser les produits de convolutions γ˙k ∗ y et
ζ˙k ∗y et comparer les courbes obtenues avec la fonction y˙ (calculée ou approchée
par les fonctions diff ou gradient de Matlab). Conclure.
Annexe
Rappel de formules sur la multiplication et la dérivation :
tl δ(n) = 0 pour l > n, et tl δ(n) = (−1)l n!
(n− l)! δ
(n−l) pour l ≤ n.
〈
eat(S ∗ T )t, ϕ(t)
〉
=
〈
(S ∗ T )t, eatϕ(t)
〉
=
〈
Sζ ,
〈
Tη, e
aζ+aηϕ(ζ + η)
〉〉
=〈
Sζ ,
〈
eaζ+aηTη, ϕ(ζ + η)
〉〉
=
〈
eaζSζ , 〈eaηTη, ϕ(ζ + η)〉
〉
=
〈
eatS ∗ eatT, ϕ〉 .
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2.1 Généralités
Notions de base et notations
Minimiser les coûts, maximiser le rendement, trouver le meilleur modèle
possible, ... toutes ces expressions montrent à quel point l’optimisation a une
place fondamentale dans les sciences de l’ingénieur.
Les données d’un problème d’optimisation de dimension finie sont les sui-
vantes :
– un vecteur x composé des variables de décision x1, . . . , xn ;
– un ensemble K représentant l’ensemble des vecteurs x correspondant à
des valeurs réalistes des variables de décision. Il peut être décrit par un
ensemble d’égalités ou d’inégalités devant être vérifié par la solution. K
sera appelé dans la suite ensemble des contraintes ou ensemble admissible ;
– enfin, une fonction J définie au moins sur K et à valeurs réelles représen-
tant la quantité que l’on cherche à optimiser. La fonction J est appelée le
critère, le coût ou la fonction-objectif
Le problème d’optimisation (formulé ici sous forme d’un problème de mi-
nimisation1) consiste à trouver — s’il en existe un — un élément xmin de K
minimisant la fonction J sur K, c’est-à-dire, tel que
J(xmin) ≤ J(x) ∀x ∈ K, (2.1)
ou de manière équivalente
xmin ∈ K et J(xmin) = inf
x∈K
J(x).
1pour la recherche d’un maximum, il suffit de remplacer J par son opposé −J
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Un tel élément est appelé minimum global du critère J sur K.
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Fig. 2.1: une partie du graphe de ( 10.04+x + 0.5x
2) ∗ (2 + sin(20x))
La caractérisation d’un tel élément pouvant être délicate (cf. figure 2.1), on
se contente souvent en pratique de la recherche d’un minimum local, c’est-à-dire,
un élément xmin pour lequel l’inégalité (2.1) n’est vraie que pour des éléments
x ∈ K pris dans un voisinage V de xmin :
J(xmin) ≤ J(x) ∀x ∈ V ∩K, (2.2)
Un minimum global ou local sera dit strict si l’inégalité large (2.1) ou (2.2) peut
être remplacée par une inégalité stricte lorsque x 6= xmin :
J(xmin) < J(x) ∀x ∈ V ∩K,x 6= xmin. (2.3)
Le sous-ensemble K représente l’ensemble des contraintes du problème (ou
ensemble admissible). Lorsque K = Rn, on parle de problème sans contraintes,
sinon de problème avec contraintes. Couramment, les contraintes sont définies
par un système d’équations non linéaires
gi(x) = 0 ∀i ∈ {1, . . . ,m},
(contraintes de type égalité) ou un système d’inégalités
fj(x) ≤ 0 ∀j ∈ {1, . . . , p},
(contraintes de type inégalité) voire une combinaison de ces deux types.
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Classification des problèmes d’optimisation
Suivant le type des variables de décision, la nature du critère J et de l’en-
semble des contraintes K, on distingue différentes sortes de problèmes d’optimi-
sation. Dans le cadre de ce cours, on supposera que les composantes de x sont
réelles : on parle alors d’optimisation continue. Mais, on peut aussi considérer
des problèmes pour lesquelles les variables sont entières, voire booléennes (0 ou
1) (optimisation combinatoire ou discrète) et d’autres où les variables sont des
fonctions (optimisation en dimension infinie).
Dans le cadre même de l’optimisation continue, on catalogue les problèmes
suivant les propriétés (linéarité, convexité, différentiabilité, ...) des fonctions J ,
gi et fi. On distingue ainsi
– les problèmes linéaires pour lesquels les fonctions J , gi et fj sont des
fonctions affines de x ;
– les problèmes non linéaires (lorsqu’ils ne sont pas linéaires) ;
– les problèmes quadratiques lorsque J est une fonction quadratique, les fonc-
tions gi et fj étant affines ;
– les problèmes convexes quand les fonction J et fj sont convexes, les fonc-
tions gi étant affines ;
– les problèmes différentiables ou non différentiables suivant que les fonctions
J , gi et fj sont différentiables (en un certain sens) ou non.
Existence d’un minimum
La première question que l’on peut se poser avant de rechercher la ou les so-
lutions optimales d’un problème est de déterminer si le problème admet bien une
solution optimale. Cette étape peut se révéler ardue même pour des problèmes
catalogués comme simples tels les problèmes d’optimisation linéaire.
Le point de départ des critères d’existence d’un optimum repose sur un
résultat classique d’Analyse : le théorème de Weierstrass.
Théorème 2.1.1 (Weierstrass). Toute fonction continue sur un compact non
vide y admet un minimum.
Rappelons qu’en dimension finie, les ensembles compacts sont les ensembles
fermés et bornés. Il est possible de généraliser ce théorème au cas d’un sous-
ensemble fermé F ⊂ Rn mais non nécessairement borné lorsque le critère à
optimiser J est coercif : pour toute suite (xk)k≥0 d’éléments de F, on a
lim
k→∞
‖xk‖ = +∞⇒ lim
k→∞
J(xk) = +∞. (2.4)
On convient ici que cette condition est systématiquement remplie lorsque l’en-
semble F est borné. En effet, soit (xk) une suite minimisante de J sur F , c’est-
à-dire, une suite telle que J(xk) converge vers infx∈F J(x). La suite J(xk) étant
majorée, la condition (2.4) (dite de coercivité) implique alors que (xk) est une
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suite bornée. D’après le théorème de Bolzano-Weierstrass, il est possible d’ex-
traire de (xk) une sous-suite (xnk) convergente vers un point xmin de Rn. L’en-
semble F étant fermé, xmin appartient à F. Si J est continue, alors on a :
J(xmin) = lim J(xnk) = inf
x∈F
J(x).
Théorème 2.1.2. Soit F un ensemble fermé non vide de Rn, et J : F → R
une fonction continue sur F et vérifiant la propriété de coercivité (2.4). Alors,
la fonction J possède un minimum sur F .
2.2 Minimisation sans contraintes
On suppose ici que K = Rn tout entier ou un ouvert O de Rn.
On s’attaque dans cette partie au problème plus pratique de la caractérisa-
tion des points de minimum, c’est-à-dire établir des conditions qui sont auto-
matiquement remplies dès lors qu’un point correspond à un minimum local de
la fonction à minimiser. C’est à l’aide de ces conditions nécessaires que seront
établis les algorithmes d’optimisation.
Notions préliminaires
Éléments de calcul différentiel
Soit J : Rn → Rm, on dit que J est différentiable en x s’il existe une appli-
cation linéaire L de Rn dans Rm telle que
J(x+ h) = J(x) + L(h) + ‖h‖ ε(h), lim
h→0
ε(h) = 0
L’application L est l’application dérivée de J en x et est notée J ′(x).
Lorsque m = 1 (c-à-d, J à valeurs réelles), L est une forme linéaire (une
application linéaire à valeurs réelles), il existe alors un vecteur noté ∇J(x) ∈ Rn
— le vecteur gradient de J en x — tel que
L(h) = J ′(x)(h) = ∇J(x)Th, ∀h ∈ Rn
(produit scalaire de ∇J(x) et de h) et on a
∇J(x) =

∂J
∂x1
(x)
...
∂J
∂xn
(x)
 .
La dérivée de J dans la direction h est alors donnée par
lim
θ→0,θ∈R
J(x+ θh)− J(x)
θ
= ∇J(x)Th. (2.5)
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Dans le cas général, la matrice associée à L (dans les bases canoniques de Rn
et Rm) est la Jacobienne de J en x que l’on notera encore J ′(x). Si
J(x) =

J1(x)
J2(x)
...
Jm(x)
 ,
alors
J ′(x) =

∂J1
∂x1
(x) . . . ∂J1∂xn (x)
...
...
∂Jm
∂x1
(x) . . . ∂Jm∂xn (x)
 =

∇J1(x)T
...
∇Jm(x)T

Pour une application J : Rn → R deux fois dérivable en un point x, on
définit la matrice Hessienne ∇2J(x) ∈ Rn×n par :
∇2J(x) =

∂2J
∂x1
2 (x) . . . ∂
2J
∂x1∂xn
(x)
...
...
∂2J
∂xn∂x1
(x) . . . ∂
2J
∂xn
2 (x)
 .
C’est une matrice symétrique : ∂2J(x)/∂xi∂xj = ∂2J(x)/∂xj∂xi.
Le théorème suivant donne le développement limité à l’ordre 2 de J .
Théorème 2.2.1 (Formule de Taylor-Young). Si J : Rn → R est différentiable
dans Rn et deux fois différentiable en x, alors
J(x+ h) = J(x) +∇J(x)Th+ 1
2
hT∇2J(x)h+ ‖h‖2 ε(h), lim
h→0
ε(h) = 0.
Notion d’analyse convexe
Une partie C de Rn est dite convexe si tout segment d’extrémités prises dans
C est inclus dans C, c’est-à-dire :
λx+ (1− λ)y ∈ C ∀x, y ∈ C,∀λ ∈ [0, 1],.
Un point x est une combinaison convexe des points x1, . . . , xk s’il existe des
nombres réels λ1, . . . , λk tels que λ1, . . . , λk ≥ 0, λ1 + · · · + λk = 1 et x =
λ1x1+· · ·+λkxk. Par extension du résultat précédent, toute combinaison convexe
d’éléments appartenant à un ensemble convexe C est également dans C.
Définition 2.2.1 (convexité, convexité stricte). Une fonction J : C → R, où C
est un ensemble convexe non vide de Rn, est dite convexe si
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J(λx+ (1− λ)y) ≤ λJ(x) + (1− λ)J(y) ∀x, y ∈ C,∀λ ∈ [0, 1].
J est dite strictement convexe si l’inégalité précédente est stricte lorsque
x 6= y et λ ∈]0, 1[.
Citons ici quelques propriétés des fonctions convexes :
Proposition 2.2.1.
– L’ensemble des fonctions convexes sur Rn est un cône convexe : si J1 et
J2 sont convexes alors la fonction λ1J1 +λ2J2 est également convexe quels
que soient λ1, λ2 ≥ 0.
– L’enveloppe supérieure f(x) = supi∈I fi(x) d’une famille (fi)i∈I de fonc-
tions convexes est convexe.
– Si J est une fonction convexe sur un ensemble convexe C, tout point de
minimum local de J sur C est un minimum global et l’ensemble des points
de minimum est un ensemble convexe (éventuellement vide). Si de plus
J est strictement convexe, alors il ne peut exister qu’au plus un point de
minimum.
Si la fonction J est différentiable, il est alors possible de caractériser les
différentes notions de convexité à l’aide des propriétés suivantes :
1. J est convexe sur C si et seulement si
J(x′) ≥ J(x) + 〈∇J(x), x′ − x〉 , ∀x, x′ ∈ C. (2.6)
2. J est strictement convexe sur C si et seulement si
J(x′) > J(x) +
〈∇J(x), x′ − x〉 , ∀x, x′ ∈ C, x′ 6= x.
Notons que la première propriété admet une interprétation géométrique simple :
une fonction est convexe si et seulement si le plan tangent en chaque point est
situé en dessous du graphe de la fonction.
Enfin, si la fonction J est deux fois différentiable, alors
3. J est convexe sur C si et seulement si ∇2J(x) est une matrice semi-définie
positive, ∀x ∈ C.
4. J est strictement convexe sur C si et seulement si ∇2J(x) est une matrice
définie positive, ∀x ∈ C.
Caractérisation d’un point de minimum
Conditions de minimalité du premier ordre
Soit O un ouvert de Rn et xmin ∈ O un minimum local de la fonction J sur
O, la fonction J étant supposée différentiable au point xmin. Le point xmin étant
à l’intérieur de O, pour tout vecteur d ∈ Rn, on peut alors trouver un θmax tel
que
xmin + θd ∈ O et J(xmin + θd)− J(xmin) ≤ 0 ∀θ ∈]− θmax, θmax[,
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On a alors
lim
θ→0
J(xmin + θd)− J(xmin)
θ
≤ 0,∀d ∈ Rn,
c’est-à-dire, ∇J(xmin)Td ≤ 0 pour tout vecteur d ∈ Rn. On a donc
∇J(xmin) = 0.
Théorème 2.2.2 (Condition nécessaire du premier ordre). Soit J : O → R
une fonction différentiable au point xmin ∈ O. Si J admet un minimum local en
xmin, alors le gradient de J au point xmin est nul :
∇J(xmin) = 0 (équation d’Euler).
Cette condition n’est bien sûr pas suffisante : le même raisonnement réalisé
pour un maximum conduirait au même résultat. De plus, on sait que la dérivée
de J(x) = x3 (pour x réel) s’annule en x = 0 sans que ce point ne soit un
minimum ou un maximum. Les points pour lesquels le gradient d’une fonction
est nul sont appelés points stationnaires ou points critiques de cette fonction.
Comment détecter si un point stationnaire est bel et bien un minimum? Il
faut pour cela une étude plus poussée du comportement du critère J au voisinage
de ce point. Ainsi, si J est convexe alors la CN de minimalité du premier ordre
devient suffisante :
Théorème 2.2.3. Soit J : O → R une fonction convexe différentiable sur
l’ouvert convexe O. Alors, J admet au point xmin ∈ O un minimum local si et
seulement si
∇J(xmin) = 0.
En effet, puisque J est convexe, on a
J(x) ≥ J(xmin) +∇J(xmin)T (x− xmin), ∀x, xmin ∈ O,
et donc, si xmin est un point stationnaire de J , on a
J(x) ≥ J(xmin) ∀x ∈ O.
Notons qu’alors, du fait de la convexité de J , xmin est un minimum global de J .
Si la fonction n’est pas convexe, on peut essayer le résultat suivant :
Théorème 2.2.4. Si J est continue en xmin sur O et qu’il existe un voisinage
V de ce point tel que :
– la fonction J est différentiable sur V \ {xmin},
– l’inégalité ∇J(x)T (x− xmin) ≥ 0 (resp. > 0) est vérifiée pour tout x dans
V \ {xmin},
alors J admet an point xmin ∈ O un minimum local (resp. minimum local strict).
La démonstration de ce théorème repose sur l’utilisation du théorème des
accroissements finis.
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Conditions de minimalité du second ordre
On suppose, cette fois, la fonction J : O → R deux fois différentiable au
point xmin ∈ O.
Si J admet en xmin un minimum local, alors on a ∇J(xmin) = 0 et la formule
de Taylor-Young à l’ordre 2 s’écrit
0 ≤ J(xmin + θd)− J(xmin) = θ
2
2
dT∇2J(xmin)d+ θ2ε(θ),
avec limθ→0 ε(θ) = 0.
On a donc nécessairement
d>∇2J(xmin)d ≥ 0, ∀d ∈ Rn.
Théorème 2.2.5 (CN de minimalité du second ordre). Soit J : O → R une
fonction deux fois différentiable au point xmin ∈ O. Si J admet un minimum
local en xmin, alors
∇J(xmin) = 0 et ∇2J(xmin) est semi-définie positive.
Il est possible d’obtenir une condition suffisante de minimalité sous des hy-
pothèses plus restrictives :
Théorème 2.2.6 (CS de minimalité du second ordre). Soient J : O → R et un
point xmin ∈ O où J est deux fois différentiable. Si
∇J(xmin) = 0 et ∇2J(xmin) est définie positive,
alors J admet un minimum local strict au point xmin.
En effet, soit λmin > 0 la plus petite valeur propre de ∇2J(xmin), alors, pour
tout d ∈ Rn, on a
dT∇2J(xmin)d ≥ λmin‖d‖2,
il suffit alors d’appliquer la formule de Taylor-Young à l’ordre 2 pour démontrer
le résultat.
Algorithmes
Le but ici n’est pas de présenter un catalogue complet d’algorithmes mais
quelques méthodes de base ainsi que leur principe-clé.
La plupart des algorithmes de résolution numérique des problèmes d’optimi-
sation sont des procédés itératifs : on construit une suite (xk) par une récurrence
du type
xk+1 = xk + αkhk. (2.7)
La direction hk est choisie telle que
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∇J(xk)Thk < 0
(on dit alors que hk est une direction de descente). Le coefficient αk est pris tel
que
J(xk + αkhk) < J(xk),
la suite (J(xk)) est décroissante, on parle d’algorithmes de descente.
Méthodes du gradient
On suppose ici la fonction J au moins une fois continûment différentiable sur
Rn. Dans le cas sans contraintes, un minimum ne peut être atteint qu’en un point
stationnaire du critère J , c’est-à-dire en un point xmin tel que ∇J(xmin) = 0.
Les techniques itératives de recherche des zéros d’une fonction peuvent donc être
appliquées à la recherche d’un optimum : si la suite (xk) vérifiant la récurrence
xk+1 = xk − αk∇J(xk), avec αk 6= 0 (2.8)
converge vers une limite xmin, alors, par continuité de ∇J , on a nécessairement
∇J(xmin) = 0.
Les méthodes du gradient reposent toutes sur le choix de l’opposé du gradient
comme direction de descente : à chaque étape, on a
hk = −∇J(xk).
Suivant le choix du paramètre αk, on distingue différentes méthodes :
– Méthode du gradient à pas fixe (αk prend la même valeur à toutes les
étapes).
– Méthode du gradient à pas optimal : à chaque étape, αk est la solution du
problème d’optimisation unidimensionnel
inf
α∈R
fk(α), (2.9)
où fk(α) = J(xk + αhk).
Remarquons que, de la condition d’optimalité f ′k(αk) = 0, l’on déduit la
relation
∇J(xk+1)>∇J(xk) = 0,
exprimant que deux directions de descente consécutives sont toujours or-
thogonales. La convergence de cet algorithme peut donc se révéler assez
lente lorsque les valeurs propres de la matrice hessienne de J au point
optimal ne sont pas du même ordre de grandeur (cf. Fig. 2.2),
– Méthodes du gradient à pas variable : en pratique, la résolution complète,
à chaque étape, du problème (2.9) est trop coûteuse en temps de calcul.
Pour éviter cela, la valeur du pas est choisie en considérant les éléments
une suite géométrique de raison strictement inférieure à 1. La valeur du
pas retenue étant la première à satisfaire certaines conditions (pour plus
de détail, se référer à [8])
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Fig. 2.2: Meth. du gradient à pas optimal
Méthode de Newton
Recherche des zéros d’une fonction : méthode de Newton-Raphson
Un algorithme couramment utilisé pour la recherche des zéros d’une fonction
F : Rn → R est la méthode de Newton-Raphson. Le principe est le suivant :
soit xk un point donné de Rn constituant une estimation d’un zéro de F , on
approche au voisinage de ce point, la fonction F par son développement limité
au premier ordre :
F˜ (x) = F (xk) + F ′(xk)(x− xk)
Le point suivant xk+1 est alors pris comme le zéro de F˜ (obtenu en résolvant le
système d’équations linéaires F ′(xk)(dk) = −F (xk), avec xk+1 = xk + dk) (la
figure 2.3 illustre le cas d’une fonction F à une seule variable réelle x).
On peut montrer que si F est continûment différentiable au voisinage d’un
de ces zéros x∗ tel que det(F ′(x∗)) 6= 0, alors pour un point initial x0 choisi
suffisamment proche de x∗, la suite (xk) converge vers x∗.
Application à l’optimisation : méthode de Newton
On suppose que la fonction J est deux fois continûment dérivable et que l’on
peut calculer de manière relativement aisée la matrice Hessienne en tout point.
Alors, la méthode de Newton-Raphson appliquée à la recherche d’un zéro de ∇J
conduit à un algorithme itératif de la forme (2.7) où la direction de descente est
hk = −(∇2J(xk))−1∇J(xk). (2.10)
Le paramètre αk peut être pris égal à 1 (méthode de Newton pure) ou dé-
terminé en résolvant le problème d’optimisation à une seule variable réelle (2.9).
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Fig. 2.3: Recherche d’un zéro de la fonction F (x) = (1− x)(x− 2)(x− 3)
Méthodes de quasi-Newton
La convergence de la méthode de Newton est rapide, mais la détermination
de la matrice Hessienne de J et la résolution, à chaque étape, du système linéaire
∇2J(xk)hk = −∇J(xk)
nécessitent un nombre important de calculs, ce qui rend cette technique inap-
plicable pour des problèmes de grande dimension. Un remède consiste alors à
généraliser la formule (2.10) en choisissant pour direction de descente un vecteur
de la forme
hk = −Hk∇J(xk),
où Hk est une matrice symétrique, définie positive. Les critères de sélection pour
Hk sont :
1. Être calculable facilement et rapidement. On peut, pour cela, déterminer
les matrices Hk à l’aide d’une récurrence de la forme
Hk+1 = Hk + ∆k,
la matrice ∆k pouvant être une fonction de Hk, xk+1, xk, ...
2. Converger vers l’inverse de la matrice Hessienne de J au point de minimum
(au moins pour toute fonction J quadratique et elliptique) ou être telle que
la direction de descente hk converge vers la direction (2.10). Pour cela, il
suffit que Hk vérifie l’égalité
Hk (∇J(xk)−∇J(xk−1)) = xk − xk−1.
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Parmi les méthodes de quasi-Newton, l’algorithme BFGS ( Broyden, Fletcher,
Goldfarb et Shanno) est considéré comme le plus efficace. La mise à jour des
matrices Hk se fait alors à l’aide de la relation de récurrence
Hk+1 = Hk + (1 +
gTkHkgk
δTk gk
)
δkδ
T
k
δTk gk
− δkg
T
kHk +Hkgkδ
T
k
δTk gk
,
où δk = xk+1 − xk et gk = ∇J(xk+1)−∇J(xk).
2.3 Minimisation avec contraintes
Caractérisation du minimum
On considère ici le problème de la recherche du minimum d’une fonction
J : Rn → R sur K, un sous-ensemble fermé de Rn représentant les contraintes.
Le raisonnement que l’on a effectué pour obtenir la condition nécessaire
de minimalité dans le cas sans contraintes n’est plus valide ici : du fait des
contraintes, le point de minimum peut être sur la frontière de K et seules les
suites de la forme xmin + θkd restant dans K pour θk suffisamment petit sont à
considérer. On introduit alors la notion de direction admissible.
Définition 2.3.1. h ∈ Rn est une direction admissible de K au point x ∈ K s’il
existe une suite (xk) d’éléments de K et une suite de réels strictement positifs
(εk) telles que limxk = x, lim εk = 0 et lim(xk − x)/εk = h.
L’ensemble des directions admissibles au point x ∈ K constitue un cône
fermé de Rn noté K(x).
Une autre façon d’interpréter le fait que d est une direction admissible de
K en xmin est de dire qu’il existe une suite de vecteurs (dk) convergeant vers d
et une suite de réels positifs (θk) convergeant vers 0 telles que xmin + θkdk ∈ K
pour tout K. Si xmin est un minimum local de J sur K, on a alors
J(xmin + θkdk)− J(xmin)
θk
≥ 0
Si J est différentiable en xmin, il suffit alors de passer à la limite lorsque k →∞
pour montrer le résultat suivant :
Théorème 2.3.1 (inéquation d’Euler). Soit K un sous-ensemble fermé de Rn
et J : Rn → R une fonction différentiable au point xmin ∈ K. Si J admet sur K
un minimum local en xmin, alors
∇J(xmin)>d ≥ 0 ∀d ∈ K(xmin). (2.11)
La difficulté dans l’application de ce théorème est de caractériser l’ensemble
(ou un sous-ensemble) des directions admissibles. Avant de le faire pour des
contraintes de type égalité et/ou inégalité, considérons deux cas particuliers
simples à traiter.
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– Si x est un point intérieur de K, alors K(x) = Rn et on retrouve la
même condition nécessaire d’optimalité que dans le cas sans contrainte :
∇J(xmin) = 0.
– Si K est convexe, alors, étant donnés deux points x et y de K, le point
x+ ε(y−x) est aussi dans K pour tout ε ∈ [0, 1], autrement dit, y−x est
une direction admissible au point x. On a donc K \ {x} ⊂ K(x). Il vient
alors le corollaire suivant :
Corollaire 2.3.1. Soit K un sous-ensemble convexe et fermé de Rn et J : Rn →
R une fonction différentiable au point xmin ∈ K. Si J admet sur K un minimum
local en xmin, alors
∇J(xmin)>(x− xmin) ≥ 0 ∀x ∈ K.
Si de plus J est convexe, alors la réciproque est vraie. En effet, on a
J(x) ≥ J(xmin) +∇J(xmin)>(x− xmin) ∀x ∈ K,
d’où
J(x) ≥ J(xmin).
La fonction J admet donc un minimum global en xmin.
Cas des contraintes de type égalité
On suppose ici que l’ensemble des contraintes est de la forme suivante :
K = {x ∈ Rn : gi(x) = 0 ∀i ∈ {1, . . . ,m}} (2.12)
où g1, . . . , gm sont des fonctions définies sur Rn et à valeurs dans R.
Recherche des directions admissibles
Soit x un point de K — c-à-d. tel que gi(x) = 0 ∀i ∈ {1, . . . ,m}— et
recherchons les directions admissibles à K en x.
Soit d une direction admissible à K en x, alors il existe (dk)→ d et (θk)→ 0
telles que x+ θkdk ∈ K, ∀k, c’est-à-dire :
gi(x+ θkdk) = 0 ∀i ∈ {1, . . . ,m}
Si les fonctions gi sont continûment différentiables en x, alors en développant au
premier ordre et en prenant la limite lorsque (dk)→ d, on montre que :
∇gi(x)>d = 0 ∀i ∈ {1, . . . ,m} (2.13)
D’où
K(x) ⊂ TK(x) ,
{
d ∈ Rn : ∇gi(x)>d = 0, ∀i ∈ {1, . . . ,m}
}
(2.14)
Par extension, si les vecteurs (g′i(x))1≤i≤m sont linéairement indépendants
— cas dit régulier — alors, à l’aide du théorème des fonctions implicites, il est
possible de montrer que les deux ensembles K(x) et TK(x) sont confondus :
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K(x) =
{
d ∈ Rn : ∇gi(x)>d = 0, ∀i ∈ {1, . . . ,m}
}
Dans ce contexte, K(x) est le sous-espace tangent à K en x et représente l’or-
thogonal du sous-espace vectoriel engendré par les ∇gi(x).
Condition au premier ordre : règle de Lagrange
On se place dans le cas régulier. Si d est une direction admissible, alors −d
l’est aussi. La condition de minimalité (2.11) s’écrit alors
∇J(xmin)>d = 0, ∀d ∈ K(x) =
{
h ∈ Rn : ∇gi(x)>h = 0, ∀i ∈ {1, . . . ,m}
}
On a donc ∇J(xmin) ∈ K(x)⊥, puisque les vecteurs (g′i(x)) pour 1 ≤ i ≤ m sont
supposés linéairement indépendants, nécessairement ∇J(xmin) est un élément
du sous-espace vectoriel engendré par les ∇gi(x).
Théorème 2.3.2 (Règle de Lagrange). Soient J , g1, . . ., gm des fonctions défi-
nies sur Rn et à valeurs dans R et K le sous-ensemble de Rn défini par (2.12).
On suppose que les fonctions J et gi (pour i = 1, . . . ,m) sont différentiables
en un point xmin ∈ K et que les vecteurs (∇gi(xmin))1≤i≤m sont linéairement
indépendants. Si J admet sur K un minimum local en xmin, alors il existe
λ1, . . . , λm ∈ R tels que
∇J(xmin) +
m∑
i=1
λi∇gi(xmin) = 0. (2.15)
Les coefficients λi sont appelés les multiplicateurs de Lagrange associés au
point de minimum xmin.
Définissons la fonction L : Rn × Rm → R par
L(x, λ) = J(x) +
m∑
i=1
λigi(x),
où λ = [λ1, . . . , λm]>. Cette fonction est appelée fonction de Lagrange ou La-
grangien du problème de la minimisation de J sur K.
La règle de Lagrange dit alors que si xmin minimise J sur K, alors il existe
un vecteur λ ∈ Rm tel que le vecteur (xmin, λ) soit un point stationnaire de L.
Pour trouver la solution d’un problème d’optimisation avec des contraintes
égalités, il suffit de résoudre le système à n+m équations et n+m inconnues
∇xL(x, λ) = 0 et ∇λL(x, λ) = 0
La règle de Lagrange ne donne qu’une condition nécessaire de minimalité
(on obtiendrait de toute façon la même condition pour un maximum). Pour
obtenir des conditions suffisantes, il faut rajouter des hypothèses, par exemple
la convexité :
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Théorème 2.3.3. Soit J une fonction convexe différentiable sur Rn. Et soientm
fonctions gi (pour i = 1, . . . ,m) supposées affines (de la forme gi(x) = a>i x+bi).
Alors, un élément xmin ∈ K = {x ∈ Rn : gi(x) = 0, ∀i ∈ {1, . . . ,m}} pour lequel
il existe un vecteur λ ∈ Rm vérifiant (2.15) est un minimum (global) de J sur
K.
Conditions du second ordre
On suppose cette fois les fonctions J et gi deux fois différentiables. On ad-
mettra les deux résultats suivants.
Théorème 2.3.4 (CN au 2nd ordre).
Soient J , g1, . . ., gm des fonctions définies sur Rn et à valeurs dans R et K
le sous-ensemble de Rn défini par (2.12). On suppose que J et les fonctions gi
sont deux fois différentiables en un point xmin ∈ K et que les différents vec-
teurs (∇gi(xmin))1≤i≤m sont linéairement indépendants. Si J admet sur K un
minimum local en xmin, alors il existe λ = [λ1, . . . , λm] ∈ Rm tels que
∇xL(xmin, λ) = 0. (2.16)
d>∇2xL(xmin, λ)d ≥ 0, (2.17)
pour tout d ∈ {h ∈ Rn : ∇gi(x)>h = 0, ∀i ∈ {1, . . . ,m}}
Théorème 2.3.5 (CS au 2nd ordre).
Sous les mêmes hypothèses qu’au théorème précédent, s’il existe λ ∈ Rm tel que
pour xmin ∈ K
∇xL(xmin, λ) = 0. (2.18)
d>∇2xL(xmin, λ)d > 0, (2.19)
pour tout d 6= 0 dans {h ∈ Rn : ∇gi(x)>h = 0, ∀i ∈ {1, . . . ,m}} , alors, xmin
est un minimum local strict de J sur K.
Cas des contraintes de type inégalité
On suppose maintenant que l’ensemble des contraintes est de la forme sui-
vante :
K = {x ∈ Rn : fj(x) ≤ 0 ∀j ∈ {1, . . . , p}} (2.20)
où f1, . . . , fp sont des fonctions définies sur Rn et à valeurs dans R.
Une contrainte fj(x) ≤ 0 sera dite active ou saturée au point x si fj(x) = 0.
Seules ces contraintes ont un rôle dans le problème d’optimisation. En effet,
si, à l’optimum, on a fj(xmin) < 0, ∀j ∈ {1, . . . , p}, alors le point xmin est à
l’intérieur de K et alors K(x) = Rn.
Pour un point x ∈ K, on notera I(x) l’ensemble des indices des contraintes
actives défini par
I(x) = {j ∈ {1, . . . , p} : fj(x) = 0}.
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Recherche des directions admissibles
Soit d ∈ Rn une direction admissible à K en x, alors il existe deux suites
(dk)→ d et (θk)→ 0 telles que x+ θkdk ∈ K, ∀k, c’est-à-dire :
fj(x+ θkdk) ≤ 0 ∀j ∈ I(x)
Si les fonctions fj sont continûment différentiables en x, alors en développant
au premier ordre et en prenant la limite lorsque (dk)→ d, on montre que :
∇fj(x)>d ≤ 0 ∀j ∈ I(x) (2.21)
En fait, on vient de montrer que
K(x) ⊂ K∗(x) = {d ∈ Rn : ∇fj(x)>d ≤ 0, ∀j ∈ I(x)}
L’égalité n’est vraie que sous certaines hypothèses dites de qualification des con-
traintes. Il existe différentes conditions de qualification des contraintes, une des
plus simples est la suivante :
Théorème 2.3.6. Supposons les fonctions fj différentiables, alors les contrain-
tes sont qualifiées au point x ∈ K s’il existe h ∈ Rn tel
∇fj(x)>h < 0 ∀j ∈ I(x). (2.22)
Lorsque fj est une fonction affine, on peut remplacer l’inégalité stricte (2.22)
par l’inégalité ∇fj(x)>h ≤ 0.
Remarquons alors que si toutes les contraintes fj sont affines, alors les
contraintes sont systématiquement qualifiées : il suffit de choisir h = 0.
Géométriquement, l’ensemble K∗(x) est un cône (cf. illustration dans le plan
figure 2.4).
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Fig. 2.4: cône des dir. admissibles
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Condition au premier ordre
En supposant les contraintes qualifiées, la condition de minimalité (2.11)
s’écrit ici :
∇J(xmin)>d ≥ 0,
pour tout d dans {h ∈ Rn : ∇fj(x)>h ≤ 0, ∀j ∈ I(xmin)}.
On peut alors montrer que cela est équivalent à l’existence d’un vecteur
µ ∈ Rp à composante µj ≥ 0 tel que
∇J(xmin) +
∑
j∈I(xmin)
µj∇fj(xmin) = 0
(cf. interprétation géométrique sur la figure 2.5)
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Fig. 2.5: CN de minimalité : ∇J(xmin) doit être dans le cône convexe engendré
par les −∇fj(xmin) pour j ∈ I(xmin)
En résumé :
Théorème 2.3.7. Soient J, f1, . . . , fp des fonctions définies sur Rn et à valeurs
dans R et K le sous-ensemble de X défini par (2.20). On suppose que J et
les fonctions fj sont différentiables en un point xmin ∈ K et qu’en ce point
l’hypothèse de qualification des contraintes est remplie. Si J admet sur K un
minimum local en xmin, alors il existe des réels µ1, . . . , µp ≥ 0 tels que
∇J(xmin) +
p∑
j=1
µj∇fj(xmin) = 0, (2.23)
µjfj(xmin) = 0, ∀j ∈ {1, . . . , p}. (2.24)
Les coefficients µi jouent le même rôle que les multiplicateurs de Lagrange
pour les problèmes avec contraintes égalités : on les appelle parfois “multipli-
cateurs de Lagrange généralisés”. Attention, toutefois au signe positif imposé
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dans le cadre de contraintes inégalités. La condition (2.24) est appelée condition
de complémentarité, elle précise que si une contrainte est inactive au point de
minimum, alors nécessairement le multiplicateur associé est nul.
Cas des contraintes de type mixte
CN de minimalité du premier ordre : conditions de KKT
Il est possible d’étendre sans difficulté majeure les résultats précédents de
façon à prendre en compte des contraintes se présentant sous les deux formes
égalités et inégalités :
K = {x ∈ Rn : fj(x) ≤ 0 ∀j ∈ {1, . . . , p} et gi(x) = 0 ∀i ∈ {1, . . . ,m}} .
(2.25)
Les fonctions fj et gi sont supposées différentiables sur Rn.
Pour ce problème, les principales conditions de qualification des contraintes
en un point x sont les suivantes :
QC1 les fonctions fj (pour j ∈ I(x)) et gi (pour i = 1, . . . ,m) sont affines.
QC2 les gradients ∇fj(x), ∇gi(x) (pour j ∈ I(x) et i = 1, . . . ,m) sont linéai-
rement indépendants.
QC3 si
m∑
i=1
λi∇gi(x)+
∑
j∈I(x)
µj∇fj(x) = 0 et µj ≥ 0, j ∈ I(x)⇒ λi = 0, µj = 0
On a alors le résultat :
Théorème 2.3.8 (Karush-Kuhn-Tucker). Soient J, f1, . . . , fp, g1, . . . , gm des
fonctions définies sur Rn et à valeurs dans R et K le sous-ensemble de Rn défini
par (2.25). On suppose que J et les fonctions fj, gi sont différentiables en un
point xmin ∈ K et qu’en ce point les contraintes sont qualifiées.
Si J admet sur K un minimum local en xmin, alors il existe des réels µ1,. . . ,
µp ≥ 0 et λ1,. . . , λm tels que
∇J(xmin) +
m∑
i=1
λi∇gi(xmin) +
p∑
j=1
µj∇fj(xmin) = 0,
µjfj(xmin) = 0, ∀i ∈ {1, . . . , p}.
Les coefficients λi, µj sont appelés coefficients de Lagrange (généralisés) ou
de Karush-Kuhn-Tucker.
On peut reformuler les conditions de KKT en introduisant le Lagrangien du
problème :
L : Rn × Rm × Rp+
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L(x, λ, µ) = J(x) +
∑
1≤i≤m
λigi(x) +
∑
1≤j≤p
µifj(x)
Conditions de KKT :
∇xL(xmin, λ, µ) = 0, (i) ;
gi(xmin) = 0 (1 ≤ i ≤ m), (ii) ;
fj(xmin) ≤ 0 (1 ≤ j ≤ p), (iii) ;
µj ≥ 0 (1 ≤ j ≤ p), (iv) ;
µjfj(xmin) = 0 (1 ≤ j ≤ p), (v).
2.4 Optimisation convexe
Optimisation convexe
La notion de convexité possède un rôle privilégié en théorie de l’optimisa-
tion car elle permet d’obtenir des conditions globales d’existence, mais aussi par
l’existence de conditions nécessaires et suffisantes d’optimalité et cela même dans
le cas non différentiable. Elle est également d’une grande importance pratique
puisqu’il existe des algorithmes de résolution numérique très efficaces et, consé-
quence logique, de plus en plus de problèmes concrets sont traités au moyen de
l’optimisation convexe.
Le problème
(P ) min
x∈K
J(x),
est un problème convexe si la fonction objectif J et l’ensemble des contraintes K
sont convexes. Lorsque l’ensemble K est défini par des égalités et des inégalités :
K = {x ∈ Rn : gi(x) = 0, i ∈ {1, . . . ,m} et fj(x) ≤ 0, j ∈ {1, . . . , p}} , (2.26)
alors il suffit que les fonctions gi (pour i = 1, . . . ,m) soient affines et les fonctions
fj (pour j = 1, . . . , p) convexes pour queK soit lui-même convexe. On supposera
que c’est toujours le cas dans la suite.
Une propriété importante en optimisation convexe est la suivante
Théorème 2.4.1. Si J est une fonction convexe sur un ensemble convexe C,
tout point de minimum local de J sur C est un minimum global et l’ensemble
des points de minimum est un ensemble convexe (éventuellement vide). Si de
plus J est strictement convexe, alors il ne peut exister au plus qu’un point de
minimum.
Conditions d’optimalité
La plupart des conditions nécessaires d’optimalité données dans les sections
précédentes sont également suffisantes dans le cas convexe. Il en est de même
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pour les conditions d’optimalité de Karush, Kuhn et Tucker. Un autre avantage
non négligeable obtenu à l’aide de la propriété de convexité est la possibilité
d’utiliser une condition de qualification des contraintes (dite de Slater), plus
simple d’emploi car valable non plus localement mais globalement :
QC4 Si, en écrivant les contraintes égalités sous la forme matricielle Ax = b,
les m lignes de A sont linéairement indépendantes et s’il existe un point
x ∈ Rn tel que Ax = b et
fj(x) < 0, ∀j ∈ {1, . . . , p}, (2.27)
alors les contraintes sont qualifiées en tout x de K.
Pour toutes les fonctions fj affines, l’inégalité stricte (2.27) peut être remplacée
par l’inégalité large (fj(x) ≤ 0).
Théorème 2.4.2 (Conditions de Karush, Kuhn et Tucker). Soient J , f1, . . .,
fp, g1,. . . , gm des fonctions définies sur Rn et à valeurs dans R et K l’ensemble
défini par (2.26). On suppose que les fonctions J et fj (1 ≤ j ≤ p) sont convexes
et différentiables en un point xmin ∈ K et que les fonctions gi sont toutes affines.
1. Si J admet sur K un minimum en xmin et si les contraintes sont qualifiées,
alors il existe des réels λ1,. . . ,λm (de signe quelconque) et µ1,. . . , µp ≥ 0,
tels que
∇J(xmin) +
p∑
j=1
µj∇fj(xmin) +
m∑
i=1
µj∇gi(xmin) = 0, (2.28a)
µjfj(xmin) = 0 ∀j ∈ {1, . . . , p}.
(2.28b)
2. Réciproquement, s’il existe des réels λ1,. . . ,λm et µ1, . . . , µp ≥ 0, vérifiant
les relations (2.28), alors J admet sur K un minimum en xmin.
Exemples de problèmes convexes
Il existe des familles de problèmes convexes ayant une portée très importante
en pratique :
– Les problèmes d’optimisation linéaires pour laquelle la fonction objectif est
linéaire par rapport aux variables de décision xi, et les fonctions contraintes
(égalités et inégalités) sont des fonctions affines des xi :
(PL)

minimiser J(x) = c>x,
s.l.c. x ∈ Rn : a>i x = bi, i = 1, . . . ,m
d>j x ≤ ej , j = 1, . . . , p
Ces problèmes seront étudiés au chapitre suivant.
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– Les problèmes quadratiques où la fonction objectif est quadratique (con-
vexe) et les contraintes affines :
(PQ)

minimiser J(x) = 1/2x>Qx+ c>x+ c0,
s.l.c. x ∈ Rn : a>i x = bi, i = 1, . . . ,m
d>j x ≤ ej , j = 1, . . . , p
– Les problèmes d’optimisation quadratique avec contraintes quadratiques
où la fonction objectif ainsi que les contraintes inégalités sont quadratiques
(convexes) et les contraintes égalités affines :
(PQCQ)

minimiser J(x) = 1/2x>Q0x+ p>0 x+ r0,
s.l.c. x ∈ Rn : 1/2x>Qjx+ p>j x+ rj ≤ 0, j = 1, . . . , p
a>i x = bi, i = 1, . . . ,m
– Les problèmes d’optimisation semi-définie pouvant être mis sous la forme :
(SDP )
 minimiser J(x) = c>xs.l.c. x ∈ Rn : F0 + x1F1 + · · ·+ xnFn  0
où les Fi, pour i = 0, 1, . . . , n, sont des matrices à coefficients réels, symé-
triques et de même dimension et l’inégalité A  0 signifie que la matrice
symétrique A est semi-définie positive. Ces problèmes seront traités au
chapitre 2.6.
2.5 Programmation linéaire
Définitions - formes inégalité et standard
On appelle programme linéaire un problème d’optimisation où le critère J et
toutes les fonctions fi, gj intervenant dans les contraintes sont affines en x. Ce
sont donc des problèmes pouvant s’écrire sous la forme
(P )

minimiser J(x) = c>x,
s.l.c. x ∈ Rn : a>i x = bi, i = 1, . . . ,m
d>j x ≤ ej , j = 1, . . . , p
(s.l.c. = sous les contraintes). Remarquons qu’il n’existe pas une façon unique
d’écrire un programme linéaire :
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– une contrainte égalité peut être transformée en deux contraintes inégalités :
a>i x = bi ⇐⇒
 a>i x ≤ bi−a>i x ≤ −bi
– une contrainte inégalité peut être transformée en une contrainte de type
égalité et une condition de signe sur une variable en introduisant une
variable dite d’écart
d>j x ≤ ej ⇐⇒ ∃zj ∈ R :
 d>j x+ zj = ejzj ≥ 0
– une variable xi de signe quelconque peut être remplacée par la différence
de 2 nouvelles variables positives :
xi = x+i − x−i , x+i ≥ 0, x−i ≥ 0.
On peut ainsi écrire tout programme linéaire de manière équivalente sous :
– une forme inégalité :
minimiser J(x) = c>x
s.l.c. x ∈ Rn : a>i x ≤ bi, i = 1, . . . ,m
où toutes les contraintes sont de type inégalité (on réécrira ces inégalités de
manière plus condensée sous l’écriture matricielle Ax ≤ b, où A ∈ Rm×m
est la matrice de ie ligne a>i , et b = [b1 . . . bm] ∈ Rm) ;
– une forme inégalité à variables positives :
minimiser J(x) = c>x,
s.l.c. x ∈ Rn : a>i x ≤ bi, i = 1, . . . ,m
xj ≥ 0, j = 1, . . . , n
– une forme standard :
minimiser J(x) = c>x,
s.l.c. x ∈ Rn : a>i x = bi, i = 1, . . . ,m
xj ≥ 0, j = 1, . . . , n
où toutes les contraintes sont de type égalité, les variables d’optimisation
xi étant toutes de signe positif. On réécrira les contraintes sous l’écriture
matricielle Ax = b, x ≥ 0.
Remarque : dans ces trois formulations, le vecteur x, le nombre de variables n
et le nombre de contraintes m ne sont pas nécessairement conservés.
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Un exemple simple
Un laminoir peut produire deux types de bobines d’épaisseurs différentes,
nommées B1 et B2. La première — plus épaisse — est produite à 200 tonnes par
heure et est vendue avec un bénéfice de 25 euros/tonne, la seconde est produite
à 140 tonnes/heure avec un bénéfice de 30 euros/tonne. Pour des raisons de sa-
turation du marché, on ne veut pas produire cette semaine plus de 6000 tonnes
de bobines B1 et de 4000 tonnes de B2. Il n’y a que 40 heures de production dis-
ponibles cette semaine, quelle quantité de chacune des bobines doit-on produire
pour maximiser le profit ?
Si on note x1 et x2 les quantités de bobines B1 et B2 produites, alors il s’agit
de résoudre le problème d’optimisation suivant :
maximiser 25x1 + 30x2
s.l.c. x1 ≤ 6000
x2 ≤ 4000
x1/200 + x2/140 ≤ 40
x1, x2 ≥ 0
Il est facile de résoudre graphiquement cet exemple :
x16000
4000
x2
∇J
Fig. 2.6: Résolution graphique de l’exemple
On peut tirer de cet exemple simpliste quelques conclusions générales :
— le domaine des contraintes est un polyèdre convexe (ici un pentagone),
— la solution optimale est située sur un sommet de ce polyèdre.
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Polyèdres convexes
Définition
Considérons un problème d’optimisation linéaire mis sous forme inégalité
minimiser J(x) = c>x
s.l.c. x ∈ Rn Ax ≤ b
où A ∈ Rm×n et b ∈ Rm.
L’ensemble des contraintes (appelé aussi ensemble admissible)
K = {x ∈ Rn | Ax ≤ b}
définit ce que l’on appelle un polyèdre (convexe). Il correspond à l’intersection
des m demi-espaces
{x ∈ Rn | a>i x ≤ bi}
où les a>i correspondent aux lignes de la matrice A.
C’est un ensemble éventuellement vide, borné ou non et convexe : on peut
facilement vérifier que
x, y ∈ K ⇒ ∀θ ∈ [0, 1], θx+ (1− θ)y ∈ K.
Sommets d’un polyèdre
Définition 2.5.1 (sommet). Un sommet d’un polyèdre convexe K ⊂ Rn est
un point x0 de K pour lequel il existe un vecteur c ∈ Rn tel que
c>x0 < c>x, ∀x ∈ K, x 6= x0
c
c x = c x
T
T
0
x0
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On peut reformuler cette définition en disant qu’un point x0 est un sommet du
polyèdre convexe K ⊂ Rn s’il existe un vecteur c ∈ Rn tel que x0 soit l’unique
point de K minimisant la fonction x 7→ c>x sur K.
Caractérisation géométrique
Un sommet x0 est également caractérisé géométriquement par le fait qu’il ne
peut être situé strictement à l’intérieur d’un segment contenu dans K :
x0 = θy + (1− θ)z, θ ∈ [0, 1], y, z ∈ K ⇒ x0 = y ou x0 = z
(on parle de point extrémal du convexe K).
Caractérisation algébrique
Intuitivement, on conçoit bien qu’un sommet est défini comme étant l’inter-
section de n hyperplans indépendants constituant la frontière du polyèdre. Pour
formaliser cela, définissons pour un point x de K :
– I(x) l’ensemble des contraintes actives (ou saturées) en x défini par
I(x) = {i ∈ {1, . . . ,m} | a>i x = bi}.
(I(x) est un ensemble d’indices dont on notera k le cardinal et i1, . . . , ik
les éléments.)
– A¯(x) la sous-matrice de A obtenue en ne prenant que les lignes correspon-
dant à des contraintes actives en x :
A¯(x) =

a>i1
...
a>ik
 , avec I(x) = {i1, . . . , ik}.
Alors, x0 est un sommet de K si x0 ∈ K et vérifie rang(A¯(x0)) = n (dans
la littérature, un tel point est appelé une solution basique admissible).
Théorème 2.5.1. Les 3 caractérisations d’un sommet sont équivalentes.
Démonstration :
– Si x0 est un sommet de K, c’est aussi un point extrémal de K.
En effet, soient y, z ∈ K, y 6= x0, z 6= x0. x0 est un sommet de K : il existe
donc c ∈ Rn tel que :
c>x0 < c>y, c>x0 < c>z.
Pour θ ∈ [0, 1], on a alors
c>x0 < c>(θy + (1− θ)z)
d’où x0 6= θy + (1− θ)z
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– Si x0 est un point extrémal de K, alors c’est aussi une solution basique
admissible.
En effet, supposons qu’il existe un vecteur d 6= 0 tel que A¯(x0)d = 0,
c’est-à-dire
a>i d = 0, i ∈ I(x0).
Pour ε > 0 suffisamment petit, on a
y = x+0 εd ∈ K, z = x0 − d ∈ K,
car
– pour i ∈ I(x0) : a>i y = a>i z = a>i x0 = bi,
– pour i /∈ I(x0) : a>i x0 − bi < 0, prenons ε <
∣∣∣∣a>j x0−bjdj
∣∣∣∣ pour tous les
j ∈ {1, . . . ,m} \ I(x0) tels que dj 6= 0, alors a>i y < bi et a>i z < bi.
On a alors x0 = (y + z)/2 : ce qui contredit le fait que x0 est un point
extrémal de K.
Conclusion : Ker(A¯(x0)) = {0} ⇒ rang(A¯(x0)) = n : x0 est une solution
basique admissible de K.
– Si x0 est une solution basique admissible deK, alors c’est aussi un sommet.
Posons c = −∑i∈I(x0) ai. Alors, pour tout y ∈ K :
c>x0 − c>y =
∑
i∈I(x0)
(a>i y − bi) ≤ 0,
avec c>y = c>x0 si et seulement si a>i y = bi pour tout i ∈ I(x0). Or
rang(A¯(x0)) = n : il ne peut y avoir au plus qu’une seule solution à ce
système d’équations, donc y = x0.
Conclusion : c>x0 < c>y pour tout y ∈ K, y 6= x0.
Propriétés des polyèdres sous forme standard
Soit K un polyèdre représenté sous forme standard :
K = {x ∈ Rn : Ax = b, x ≥ 0}.
Si 0 ∈ K, alors c’est un sommet de K.
Un point x de K , x 6= 0, est un sommet si et seulement si les colonnes de A
correspondant au composantes non nulles de x sont linéairement indépendantes,
c-à-d.
rang {aj1 , aj2 , . . . , ajN } = N,
où
{j1, j2, . . . , jN} = I+(x) = {j ∈ {1, 2, . . . , n} : xj > 0}
et aj représente la jie`me colonne de A.
Le sommet x de K est dit dégénéré s’il a plus que n −m composantes nulles
(ou encore l’entier N est strictement inférieur à m).
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Remarque : on peut déduire de ce résultat qu’un polyèdre n’admet qu’un nombre
fini de sommets.
Théorème 2.5.2. Tout polyèdre non vide représenté sous forme standard
K = {x ∈ Rn : Ax = b, x ≥ 0}
possède au moins un sommet.
Théorème fondamental de la programmation linéaire
On considère le problème d’optimisation linéaire mis sous forme standard
(Ps) :
 minimiser c>xs.l.c. x ∈ K = {x ∈ Rn : Ax = b, x ≥ 0} .
Notons
p∗ = inf
x∈K
(c>x)
la valeur (optimale) du problème.
On conviendra que
– p∗ = +∞ si K est vide et
– p∗ = −∞ si l’ensemble {c>x : x ∈ K} est non minoré
On appellera ensemble des solutions optimales l’ensemble des x ∈ K tels que
c>x = p∗.
Théorème 2.5.3. Si p∗ est fini, alors l’ensemble des solutions optimales contient
au moins un sommet de K.
Méthode du simplexe
La méthode du simplexe est due à George Dantzig (1947). Son principe
consiste à construire une suite de sommets {xk} telle que, à chaque étape, on ait
J(xk+1) ≤ J(xk). Le nombre de sommets d’un polyèdre étant fini, l’algorithme
doit normalement converger en un nombre fini d’étapes.
Avant de formaliser l’algorithme du simplexe, on va voir sa mise en œuvre sur
un exemple simple.
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Exemple
On reprend l’exemple précédent (mis sous forme minimisation) :
minimiser J(x1, x2) = −25x1 − 30x2
s.l.c. x1 ≤ 6000
x2 ≤ 4000
x1/200 + x2/140 ≤ 40
x1, x2 ≥ 0
Reformulons ce problème sous forme standard en introduisant trois variables
d’écart x3, x4, x5 :
minimiser J(x1, x2, x3, x4, x5) = −25x1 − 30x2
s.l.c. x1 + x3 = 6000
x2 + x4 = 4000
x1/200 + x2/140 + x5 = 40
x1, x2, x3, x4, x5 ≥ 0
— Phase I du simplexe : détermination d’un sommet initial
Pour x1 = x2 = 0, on obtient x3 = 6000, x4 = 4000, x5 = 40. On obtient ainsi
une solution admissible puisque x1, x2, x3, x4, x5 ≥ 0. Le point obtenu constitue
en fait un sommet de l’ensemble des contraintes2. Ce premier sommet a été
obtenu ici relativement facilement, il n’en est pas toujours de même. On verra
cependant au paragraphe 2.5 comment un premier sommet peut être obtenu
systématiquement. Remarquons que pour ce premier sommet, la fonction J a
pour valeur 0.
— Première étape
Test de l’optimalité du sommet courant L’ensemble des contraintes est
donné par un ensemble de 3 contraintes égalités liant les 5 variables x1,. . . , x5 :
on a donc 2 degrés de liberté. En choisissant d’exprimer la fonction coût ainsi que
les variables x3, x4 et x5 en fonction des variables x1 et x2 (qui lorsqu’elles sont
nulles nous redonne le sommet courant), on obtient une formulation équivalente
2vérifier que les conditions données au paragraphe 2.5 sont remplies
58
2.5. Programmation linéaire
du problème de départ
minimiser J(x1, x2, x3, x4, x5) = −25x1 − 30x2
s.l.c. x3 = 6000− x1
x4 = 4000− x2
x5 = 40− x1/200− x2/140
x1, x2, x3, x4, x5 ≥ 0
L’expression ci-dessus de la fonction J montre qu’il suffit d’augmenter x1 ou x2
pour faire décroître le coût : le sommet courant (correspondant à x1 = x2 = 0)
n’est pas une solution optimale !
Passage à un nouveau sommet Pour faire décroître J , il suffit, par exemple,
d’augmenter x1 en laissant x2 à zéro. La variable x1 ne peut cependant pas
augmenter indéfiniment : la première contrainte nous limite à une valeur de
6 000, tandis que la troisième, moins sévère, nous autorise une valeur maximale
de 8 000. Pour la plus petite de ces deux valeurs, c-à-d. x1 = 6000 (en laissant
pour l’instant x2 à 0), on obtient x3 = 0 (normal !), x4 = 4000, x5 = 10 . Ce
point est un autre sommet de l’ensemble des contraintes. La valeur de la fonction
coût J est passée de 0 à −150 000.
— Deuxième étape
Test de l’optimalité Ce deuxième sommet est-il optimal ? Pour le voir, choi-
sissons cette fois de tout exprimer en fonction des variables x3, x2. Les contraintes
égalités s’écrivent alors :
x1 = 6000− x3
x4 = 4000− x2
x5 = 10 + 1200x3 − 1140x2
et la fonction coût a pour expression
J(x1, x2, x3, x4, x5) = −150 000 + 25x3 − 30x2
On voit donc que la solution n’est pas optimale puisque l’on peut faire encore
diminuer J en augmentant x2.
Recherche d’un nouveau sommet On augmente x2 en laissant cette fois
x3 à zéro. La valeur maximale de x2, égale à 1400, est maintenant fixée par la
troisième inégalité. On obtient alors le nouveau sommet x1 = 6000, x2 = 1400,
x4 = 2600, x3 = x5 = 0. En ce sommet, J vaut −192 000.
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— Dernière étape
Cette solution est optimale. En effet, si l’on formule de nouveau le problème
en choisissant comme variables indépendantes x3 et x5, on obtient le problème
minimiser J(x1, x2, x3, x4, x5) = −192 000 + 4x3 + 4200x5
s.l.c. x1 = 6000− x3
x4 = 2600− 710x3 + 140x5
x2 = 1400 + 710x3 − 140x5
x1, x2, x3, x4, x5 ≥ 0
.
Puisque J(x1, x2, x3, x4, x5) = −192 000+4x3 +4200x5 et x3, x5 sont positifs, on
a bien
J(x1, x2, x3, x4, x5) ≥ −192 000 et cette valeur est atteinte pour x3 = x5 = 0 :
c’est donc bien la valeur la plus faible possible. La solution optimale est donc
obtenue en produisant 6000 bobines B1 et 1400 bobines B2.
Formalisation de l’algorithme
Hypothèses : On considère un problème linéairemis sous forme standard :
(Ps) :

minimiser c>x
s.l.c. x ∈ Rn Ax = b,
x ≥ 0,
où A ∈ Rm×n.
On suppose dans cette section que A est de rang m (sinon, soit le système
d’équations Ax = b est incompatible, l’ensemble des contraintes est alors vide,
soit il y a des équations redondantes que l’on peut supprimer).
Terminologie :
– Une base B est un ensemble de m indices pris dans {1, 2, . . . , n} — notée
ci-dessous {j1, j2, . . . , jm} — telles que les colonnes correspondantes de A
(c’est-à-dire, aj1 , aj2 , . . . , ajm) soient linéairement indépendantes.
On notera N l’ensemble des autres indices (indices non basiques).
– Selon le choix de cette base, après permutation des composantes, on par-
titionnera un vecteur x de Rn sous la forme
x→
 xB
xN
 ,
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où xB = [xj1 . . . xjm ] regroupe les composantes basiques (xj pour j ∈
B) et
xN les composantes non basiques (les autres composantes).
On utilisera la même partition pour le vecteur c et la matrice A :
c→
 cB
cN
 , A→ [ AB AN ]
On a alors
c>x = c>BxB + c
>
NxN
et, la matrice AB étant inversible
Ax = b⇔ ABxB +ANxN = b⇔ xB = A−1B b−A−1B ANxN .
– On appelle point basique une solution de l’équation Ax = b ayant toute
ses composantes non basiques nulles : on a alors
xB = A−1B b, xN = 0.
– Si un point basique a toutes ses composantes basiques xB positives, alors
c’est un sommet (on rencontre également l’expression “point ou solution
basique admissible”)
xB = A−1B b ≥ 0, xN = 0
Si xB > 0, on dira que x est un sommet non dégénéré : il ne peut
correspondre qu’une seule base à un tel sommet. Inversement, si au moins
une des composantes de xB est nulle, on parle alors de sommet dégénéré
(qui peut alors être associé à des bases différentes).
– Deux sommets x et x˜ sont dits adjacents si leurs bases ne diffèrent que
d’un seul élément. Géométriquement, le segment [x, x˜] est une arête du
polyèdre K.
Une itération courante de la méthode du simplexe
On suppose que l’itération précédente nous a fourni un sommet xˆ de K =
{x ∈ Rn : Ax = b et x ≥ 0} et sa base B associée.
Le but de cette itération est de tester si xˆ est une solution optimale du
problème, ou alors, trouver un nouveau sommet xˆ+ adjacent à xˆ de coût inférieur
(J(xˆ+) ≤ J(xˆ)).
* Reconnaître l’optimalité
Soit xˆ un sommet de base B et x un point quelconque de K
c>x = c>BxB + c
>
NxN
= c>BA
−1
B b+
[
c>N − c>BA−1B AN
]
xN
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Si le vecteur c>N − c>BA−1B AN a toutes ses composantes ≥ 0. Alors, étant donné
que x ∈ K, on a xN ≥ 0 et donc c>x ≥ c>BA−1B b = c>xˆ
* Passage d’un sommet à un sommet adjacent
Si le vecteur c>N − c>BA−1B AN admet au moins une composante j∗ < 0, alors
en faisant augmenter xj∗ la fonction objectif diminue (il ne faut pas toutefois
sortir de l’ensemble des contraintes).
Soit j∗ ∈ N (un indice n’appartenant pas à B). On va rechercher un sommet
xˆ+ adjacent à xˆ sous la forme
xˆ+ = xˆ+ td,
où t ∈ R+ et d est un vecteur tel que dj∗ = 1 et dj = 0 pour j ∈ N \ {j∗} (on
ne veut modifier qu’une seule composante non basique de xˆ : la j∗ − ie`me).
Choisissons le vecteur d tel que Ad = 0, car si xˆ+ et xˆ sont dans K, on a
0 = b− b = Axˆ+ −Axˆ = tAd.
On a donc ∑
j∈B
ajdj + aj∗ = 0⇔ dB = −A−1B aj∗ .
Si xˆ est un sommet non dégénéré, alors pour t > 0 suffisamment petit, le point
xˆ+ td appartient aussi à K :
A(xˆ+ td) = b,
(xˆ+ td)j > 0, pour j ∈ B et t > 0 suffisamment petit,
(xˆ+ td)j∗ = t, pour tout t
(xˆ+ td)j = 0, pour j ∈ N \ {j∗} et tout t.
On recherche alors la plus grande valeur de t pour laquelle (xˆ + td) reste dans
K :
tmax =
 +∞ si dB ≥ 0min{− xˆjdj : j ∈ B, dj < 0} sinon
Remarque : si x est dégénéré, on peut avoir tmax = 0, sinon on a toujours
tmax > 0.
Si tmax est infini, alors K contient la demi-droite {xˆ+ tmaxd, t ≥ 0}.
Si tmax est fini et non nul, alors le point xˆ+ = xˆ + tmaxd est un nouveau
sommet de K adjacent à xˆ de base B+ = {j∗} ∪B \ {k}3, où k ∈ B est tel que
− xˆkdk = tmax (on dit alors qu’on a fait rentrer j∗ dans la base et sortir k de la
base).
Si tmax est nul, alors on reste sur le même sommet xˆ+ = xˆ, mais avec la
nouvelle base B+ = {j∗} ∪B \ {k}.
* Variation de la fonction coût
3C’est bien une base, car sinon aj∗ serait une combinaison linéaire des aj , j ∈ J \ {k},
c-à-d il existerait un vecteur u tel que aj∗ = Bu avec uk = 0, donc on aurait u = −dJ ce qui
contredit le fait que dk < 0.
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On a
J(x+ tmaxd) = c>(x+ tmaxd)
= c>x+ tmax(cj∗ + c>BdB)
= J(x) + tmax(cj∗ − c>BA−1B aj∗).
On appelle c¯j = cj − c>BA−1B aj le coût réduit associé à l’indice non basique j.
Si c¯j < 0, alors le coût diminue si l’on fait entrer j dans la base. Si de plus
dB ≥ 0 (c’est-à-dire tmax = +∞), alors le problème est non borné inférieurement.
Si c¯j ≥ 0 pour tous les indices j non basiques (j ∈ {1, . . . , n} \ B), alors le
point xˆ est une solution optimale du problème.
Algorithme du simplexe
On suppose que l’on dispose d’un sommet xˆ ∈ Rn de base B.
1. On calcule les coûts réduits c¯j = cj − c>BA−1B aj associés aux indices non
basiques.
Si c¯j ≥ 0 pour tous les j /∈ B, alors xˆ est une solution du programme (fin).
Sinon, on choisit un indice j∗ tel que c¯j∗ < 0.
2. On calcule la direction d :
dB = −A−1B aj∗ , dj∗ = 1 et dj = 0 pour les autres indices.
Si d ≥ 0, alors le problème est non borné (fin), sinon on calcule
tmax = min{− xˆj
dj
: j ∈ B, dj < 0}
On choisit l’indice k sortant de la base parmi ceux qui vérifient tmax =
−xˆj/dj .
3. On remet à jour xˆ :
xˆ := xˆ+ tmaxd,
ainsi que la base B : B = (B ∪ {j∗}) \ {k}
Remarques :
– A la fin de la première étape, le choix de l’indice j∗ peut se faire selon
plusieurs critères :
– minimiser c¯j
– minimiser tmaxc¯j
– plus petit indice tel que c¯j < 0.
Pour une meilleure efficacité, ce sont les deux premières règles qui sont
utilisées dans les algorithmes disponibles dans les bibliothèques spécia-
lisées (netlib, ...)
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– Si le point xˆ est non dégénéré, alors soit il est optimal, soit le nouveau
sommet obtenu à un coût strictement inférieur à J(xˆ). Si tous les sommets
successifs sont non dégénérés, on est sûr que l’algorithme converge en un
nombre fini d’étapes (il n’y a qu’un nombre fini de sommets). Si le sommet
xˆ est dégénéré, il se peut que tmax = 0 : le point suivant est encore xˆ mais
avec une autre base. Il y a alors risque de cyclage : l’algorithme reste
collé au même sommet en reproduisant périodiquement les mêmes bases.
Ce phénomène est très rarement rencontré en pratique et les algorithmes
disponibles ne prennent pas en compte ce phénomène, mais il existe des
remèdes à ce phénomène de cyclage, comme par exemple en choisissant
comme indices entrant et sortant de la base les plus petits indices parmi
ceux possibles (règle de Bland).
– Lorsque tmax = 0, il y a deux situations possibles : soit il existe des valeurs
de j permettant de faire progresser normalement l’algorithme (règle anti-
cyclage), soit toutes les valeurs de j tel que c¯j < 0 conduisent au même
cas (tmax = 0) et la solution x est en fait optimale.
Initialisation de la méthode du simplexe (phase I)
Il reste à obtenir un premier sommet (et sa base associée) pour démarrer
l’algorithme ou montrer qu’il n’en existe pas (K peut être vide).
Pour cela, on va en fait appliquer l’algorithme précédent au problème
(Ps) :

minimiser
m∑
i=1
zi
s.l.c. x ∈ Rn, z ∈ Rm Ax+Dz = b,
x ≥ 0, z ≥ 0
où D est une matrice diagonale avec Dii = 1 si bi ≥ 0 et Dii = −1 si bi < 0. Pour
ce problème, on dispose d’un sommet évident : x = 0, z = Db de composantes
zi = |bi| ≥ 0.
Remarquons que le problème (Ps) a une valeur finie comprise entre 0 (car
z ≥ 0) et
m∑
i=1
|bi|.
L’ensemble des contraintes du problème de départ (P) est non vide si et
seulement si le problème (Ps) admet 0 comme valeur optimale. En effet, si l’en-
semble des contraintes de (P) est non vide, il existe x ≥ 0 tel que Ax = b. Il
suffit de prendre pour z le vecteur nul : toute les contraintes de (Ps) sont véri-
fiées et
m∑
i=1
zi = 0, ce qui est le minimum pour une somme de nombres positifs.
Réciproquement, si (Ps) a 0 comme valeur optimale pour la solution optimale
(xˆ, zˆ) alors
m∑
i=1
zˆi = 0, zˆi ≥ 0⇒ zˆi = 0, i = 1, . . . ,m
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et donc, xˆ est un point vérifiant les contraintes du problème (P).
En résolvant le problème (Ps) avec la méthode précédente et en prenant
comme premier sommet x = 0, zi = |bi|, on obtient alors deux cas possibles :
– la valeur optimale est strictement positive : il n’ y a pas de point vérifiant
les contraintes du problème (P) (fin de l’algorithme) ;
– la valeur optimale est obtenue en un sommet (0,xˆ). On peut alors vérifier
que xˆ est un sommet particulier de (P) : on peut alors démarrer la phase
II.
Dualité
Motivation
Reprenons l’exemple introductif
minimiser J(x1, x2) = −25x1 − 30x2
s.l.c. x1 ≤ 6000
x2 ≤ 4000
x1/200 + x2/140 ≤ 40
x1, x2 ≥ 0
Il est facile d’obtenir un majorant de la valeur p∗ du problème si l’on connaît
un point (x1, x2) vérifiant les contraintes, par exemple pour x1 = 2000, x2 =
1400, on obtient :
p∗ ≤ −25× 2000− 30× 1400 = −92 000.
Comment peut-on obtenir un minorant de p∗ ?
Soient z1, z2 et z3 des nombres positifs. Multiplions la première inégalité par
−z1, la seconde par −z2 et la troisième par −z3 et additionnons les inégalités
obtenues, on obtient alors
−z1 x1 − z2 x2 − z3 (x1/200 + x2/140) ≥ −(6000z1 + 4000z2 + 40z3)
Si −z1 − z3 /200 ≤ −25 et −z2− z3/140 ≤ −30, alors, x1, x2 étant positifs, on a
J(x1, x2) = −25x1 − 30x2 ≥ (−z1 − z3 /200)x1 + (−z2 − z3/140)x2
(−z1 − z3 /200)x1 − (z2 + z3/140)x2 ≥ −(6000z1 + 4000z2 + 40z3)
On a ainsi obtenu un minorant de p∗ :
p∗ ≥ −(6000z1 + 4000z2 + 40z3)
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La recherche du plus grand de ces minorants conduit alors au nouveau pro-
blème
maximiser −(6000z1 + 4000z2 + 40z3)
s.l.c. −z1 − z3 /200 ≤ −25
−z2 − z3/140 ≤ −30
z1, z2, z3 ≥ 0
Si on choisit z1 = 4, z2 = 0 et z3 = 4200, on obtient p∗ ≥ −192000 (et c’est le
plus grand minorant possible puisque p∗ = −192000).
Problème dual
Considérons le problème d’optimisation linéaire, appelé dans ce contexte le
primal, admettant x∗ comme solution optimale
(P )

minimiser J(x) = c>x,
s.l.c. x ∈ Rn : Ax = b, b ∈ Rm
x ≥ 0,
Considérons la fonction
g(p) = min
x≥0
[
c>x+ p>(b−Ax)
]
.
On a alors
g(p) ≤ c>x∗ + p>(b−Ax∗) = c>x∗.
g(p) est donc un minorant de la valeur de (P). Cherchons le plus grand de
ces minorants, c’est-à-dire : max g(p).
Avec quelques manipulations :
g(p) = min
x≥0
[
c>x+ p>(b−Ax)
]
= p>b+ min
x≥0
(c> − p>A)x.
et en remarquant que
min
x≥0
(c> − p>A)x =
 0 si c> − p>A ≥ 0−∞ sinon
on voit que maximiser g(p) revient à résoudre le nouveau problème d’optimisa-
tion
(D)
 maximiser bT ps.l.c. p ∈ Rm : AT p ≤ c
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C’est le problème dual de (P).
De manière générale, on passe du primal au dual en utilisant les transforma-
tions suivantes
min. c>x → max. b>p
s.l.c. a>i x ≥ bi i ∈M1 s.l.c. pi ≥ 0 i ∈M1
a>i x ≤ bi i ∈M2 pi ≤ 0 i ∈M2
a>i x = bi i ∈M3 pi libre i ∈M3
xj ≥ 0 j ∈ N1 p>Aj ≤ cj j ∈ N1
xj ≤ 0 j ∈ N2 p>Aj ≥ cj j ∈ N2
xj libre j ∈ N3 p>Aj = cj j ∈ N3
où les Aj représente la j-ième colonne de la matrice A de i-ième ligne a>i .
Remarque : le dual du dual est le primal.
Dualité faible
On considère de nouveau les problèmes (P) et (D) précédents :
(P )

minimiser c>x,
s.l.c. x ∈ Rn : Ax = b, b ∈ Rm
x ≥ 0,
(D)
 maximiser b>ps.l.c. p ∈ Rm : A>p ≤ c
On notera :
– K = {x ∈ Rn : Ax = b, x ≥ 0} l’ensemble des solutions primales admis-
sibles ;
– p∗ la valeur du problème (P), c’est-à-dire p∗ = inf(c>x : x ∈ K) ;
– K∗ =
{
p ∈ Rm : A>p ≤ c} l’ensemble des solutions duales admissibles ;
– d∗ la valeur du problème (D), c’est-à-dire d∗ = sup(b>p : p ∈ K∗).
On convient toujours que p∗ = −∞ si K est vide, p∗ = +∞ si l’ensemble{
c>x : x ∈ K} est non minoré (problème non borné). De même, d∗ = −∞ si K∗
est vide, d∗ = +∞ si l’ensemble {b>p : p ∈ K∗} est non majoré.
Si x est une solution primale admissible (x ∈ K) et z une solution duale
admissible (p ∈ K∗), alors
b>p ≤ c>x.
En effet,
b>p = (Ax)>p = x>A>p ≤ c>x
Moralité : en minimisant par rapport à x, on voit que b>p constitue un minorant
de la valeur du problème primal :
p∗ ≥ b>p.
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Dans cet esprit, le problème dual consiste à rechercher le plus grand de ces
minorants, on a alors (en maximisant par rapport à p)
p∗ ≥ d∗.
et pour toute paire (x, p) ∈ K ×K∗, on a :
c>x ≥ p∗ ≥ d∗ ≥ b>p.
On en déduit que si l’on trouve une paire (x, p) telle que x est solution
primale admissible, p une solution duale admissible et c>x = b>p, alors x est
une solution (primale) optimale (et p une solution duale optimale).
Dualité forte
En utilisant les propriétés des ensembles convexes, on peut montrer le lemme
suivant
Lemme 2.5.1 (Farkas). Soit A ∈ Rm×n et b ∈ Rm, alors une et une seule des
propositions suivantes est vraie :
i) il existe un x ∈ Rn, x ≥ 0 tel que Ax = b,
ii) il existe un y ∈ Rm tel que A>y ≥ 0 et b>y < 0.
A l’aide de ce résultat, on peut montrer qu’en fait les problèmes primal et
dual ont la même valeur :
p∗ = d∗
sauf si le problème primal est irréalisable ( c’est-à-dire K est vide et donc p∗ =
+∞), on peut alors avoir :
– d∗ = +∞ (problème dual non borné) ou
– d∗ = −∞ (problème dual irréalisable : K∗ = ∅).
Démonstration :
i) On va d’abord démontrer le résultat, pour un problème mis sous forme
inégalité
(Pi) :
 minimiser c>x,s.l.c. x ∈ Rn : Fx ≤ g,
Le dual associé est
(Di) :
 maximiser −g>z,s.l.c. F>z = −c, z ≥ 0
La propriété de dualité faible est toujours valable : ∀x ∈ Rn : Fx ≤ g,
∀z ≥ 0 : F>z = −c,
−g>z ≤ d∗i ≤ p∗i ≤ c>x.
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Supposons p∗i fini et soit xˆ une solution optimale de (Pi).
On note I(xˆ) l’ensemble des contraintes actives (ou saturées) en xˆ défini par
I(xˆ) = {i ∈ {1, . . . ,m} | f>i xˆ = gi},
où les f>i représentent les lignes de F
Puisque xˆ est une solution optimale, il n’existe pas de vecteur d tel que
f>i d ≤ 0, ∀i ∈ I(xˆ) et c>d < 0
sinon, pour t > 0 suffisamment petit, on aurait f>i (xˆ+ td) ≤ gi pour i =
1, . . . ,m et c> (xˆ+ td) < c>xˆ.
D’après le lemme de Farkas, il existe donc des réels λi, i ∈ I(xˆ) tels que
λi ≥ 0 et
∑
i∈I(xˆ)
λiai = −c
Définissons le vecteur z par zi = λi, i ∈ I(xˆ) et zi = 0 sinon. Alors z est une
solution duale admissible (z ≥ 0, A>z + c = 0) et
−g>z = −
∑
i∈I(xˆ)
gizi = −
∑
i∈I(xˆ)
(f>i xˆ)zi = −z>Fxˆ = c>xˆ.
d’où z est une solution duale optimale et p∗ = d∗.
ii) Le problème (P) peut être mis sous la forme (Pi) en posant
F =

A
−A
−I
 , g =

b
−b
0
 .
D’après le résultat précédent, il existe z ≥ 0 tel que F>z+c = 0 et −g>z = c>xˆ.
Considérons la partition suivante du vecteur z :
z =

z1
z2
z3
 , avec z1, z2, z3 ∈ Rm et ≥ 0,
et posons p = z2 − z1. Alors,
A>z + c = 0⇔ −A>p− z3 + c = 0⇒ AT p ≤ c,
et
−g>z = c>x∗ ⇔ b>p = c>xˆ.
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Lien entre la méthode du simplexe et la dualité
On suppose que le problème (P) admet une solution optimale et que l’algo-
rithme du simplexe s’est terminé en donnant une base pour laquelle les coûts
réduits c¯j = cj − c>BA−1B aj associés aux indices non basiques sont tous positifs.
Le vecteur des coûts réduits c¯N = cN−A>NA−TB cB n’a donc que des composantes
positives ou nulles (M−T représente la transposée de l’inverse deM qui est aussi
l’inverse de la transposée de M).
Posons p = A−TB cB.
On a, d’une part,
A>p =
 A>B
A>N
(A−1B )> cB =
 cB
A>N
(
A−1B
)>
cB

Puisque les coûts réduits associés aux composantes non basiques sont positives
ou nulles, on a A>p ≤ c : p est un vecteur admissible pour le dual.
D’autre part,
p>b = c>BA
−1
B b,
c’est-à-dire la valeur optimale du problème primal. Par dualité forte, le vecteur
p = A−TB cB est donc une solution optimale du problème dual.
Applications de la dualité
– Conditions d’optimalité : Une solution primale admissible x est opti-
male si, et seulement si, il existe un vecteur p ∈ Rm tel que A>p ≤ c tel
que
xj(cj − p>Aj) = 0, j = 1, . . . , n (conditions de complémentarité)
On peut reformuler ce résultat en disant qu’un point x ∈ Rn est une solution
de (P) si et seulement si il existe p ∈ Rm et s ∈ Rn tels que
A>p+ s = c, s ≥ 0
Ax = b, x ≥ 0
x>s = 0
Remarque : on retrouve les conditions d’optimalité de Karush, Kahn et Tucker
données en 2.3, page 48.
– Analyse de la sensibilité : Que devient la valeur optimale d’un problème
lorsqu’on modifie ses données (par exemple, les contraintes) ? Considérons
le problème perturbé suivant :
(Pε) :
 minimiser c>xs.l.c. x ∈ Rn Ax = b+ εd, x ≥ 0
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où le vecteur d ∈ Rm est donné.
– Analyse globale. Si pˆ est la solution optimale du problème dual de (P),
alors c’est aussi une solution duale admissible pour le problème dual de
(Pε). Par dualité faible, la valeur optimale p∗(ε) du problème perturbé
vérifie donc :
p∗(ε) ≥ (b+ εd)>pˆ = p∗ + εd>pˆ.
– Analyse locale. On suppose que l’ensemble des solutions optimales de
(P) contient un sommet non dégénéré xˆ, soit B la base associée. On a
alors
xˆB = A−1B b > 0, xˆN = 0.
La condition d’optimalité s’exprime alors sous la forme
c>N − c>BA−1B AN ≥ 0.
Notons que cette condition est indépendante du vecteur b.
Considérons alors la solution du problème perturbé (Pε) en conservant
la base B : définissons la solution xˆ(ε) par ses composantes basiques et
non basiques :
xˆB(ε) = A−1B (b+ εd), xˆN (ε) = 0.
La condition d’optimalité étant remplie, il suffit de s’assurer que xˆ(ε)
est admissible (c-à-d xˆB(ε) ≥ 0), ce qui est vrai si ε est suffisamment
petit. La valeur du problème perturbé vaut alors
p∗(ε) = c>BA
−1
B (b+ εd) = p
∗ + εc>BA
−1
B d
= p∗ + εpˆ>d
Le nombre pˆi est donc la sensibilité du coût par rapport au membre
de droite de la ie`me contrainte, on rencontre aussi l’expression de “coût
marginal” associé à la ie`me contrainte.
2.6 Programmation semi-définie - LMI
Inégalités matricielles linéaires (LMI)
Un programme semi-défini est un problème d’optimisation pouvant être mis
sous la forme :
(SDP )
 minimiser c>xs.l.c. x ∈ Rn : F0 + x1F1 + · · ·+ xnFn  0
où les Fi, pour i = 0, 1, . . . , n, sont des matrices à coefficients réels, symétriques
et de même dimension et où l’inégalité A  0 signifie que la matrice symétrique
A est semi-définie positive.
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L’ensemble des contraintes de ce problème est définie par une LMI, c’est-à-
dire une inégalité linéaire matricielle :
F0 + x1F1 + · · ·+ xnFn  0 (2.29)
Dans la suite, on notera x = [x1, . . . , xn]T et F (x) = F0 +x1F1 + · · ·+xnFn.
La LMI (2.29) s’écrit alors de manière plus compacte sous la forme F (x)  0.
Remarquons qu’un système de LMI (F1(x) ≺ 0, . . . , FN (x) ≺ 0 peut se
récrire sous la forme d’une seule LMI
diag (F1(x), . . . , FN (x))  0
Dans la plupart des applications, on utilisera plutôt des variables matricielles.
Par exemple, en théorie de la stabilité des systèmes linéaires, l’existence d’une
matrice P symétrique et définie positive vérifiant l’inégalité
ATP + PA ≺ 0 (2.30)
est une condition nécessaire et suffisante pour assurer la convergence vers 0 de
toutes les solutions du système d’équations différentielles ordinaires
x˙(t) = Ax(t) (2.31)
où x(t) ∈ Rn et A ∈ Rn×n. L’inégalité 2.30 sera dite une LMI en la variable P .
Pour obtenir une forme obéissant stricto sensu à la définition donnée précédem-
ment, il suffit de décomposer la matrice P dans une base de l’espace vectoriel
composé des matrices symétriques de dimension n. Par exemple, pour n = 2, on
aura la décomposition
P =
x1 x2
x2 x3
 = x1
1 0
0 0
+ x2
0 1
1 0
+ x3
0 0
0 1

Deux types de question peuvent être envisagé concernant le problème (SDP) :
– Réalisabilité : Déterminer si l’ensemble des x vérifiant la LMI (2.29) est
vide ou non (et s’il est non vide, donner un de ses éléments)
– Optimisation : résoudre le problème (SDP).
Remarque : on peut montrer facilement (en raisonnant sur la forme quadra-
tique associée) que c’est bien un problème d’optimisation convexe, c’est-à-dire,
l’ensemble des x tels que F (x)  0 est un sous-ensemble convexe de Rn.
Quelques outils pour LMI
Transformation de congruence - Formule du complément de Schur
Deux matrices M,N sont dites congruentes s’il existe une matrice inversible
T telle que N = T>NT . On alors la proposition suivante
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Proposition 2.6.1. Soit M et N deux matrices symétriques congruentes alors
M  0 si et seulement si N  0.
La démonstration est laissée à titre d’exercice au lecteur.
Soit M une matrice symétrique admettant la partition
M =
M11 M12
M21 M22

où M11 est une matrice carrée alors, en effectuant une transformation de con-
gruence avec la matrice partitionnée
T =
I −M−111 M12
0 I

on établit la proposition suivante
Proposition 2.6.2 (Complément de Schur). Sous les hypothèses précédentes,
on a M  0 si et seulement si{
M11  0
M22 −M21M−111 M12  0
En effectuant cette fois une transformation de congruence avec la matrice
T ′ =
 I 0
−M−122 M21 I

on obtient
Proposition 2.6.3 (Complément de Schur). Sous les hypothèses précédentes,
on a M  0 si et seulement si{
M22  0
M11 −M12M−122 M21  0
Lemme d’élimination
Lemme 2.6.1 (Lemme d’élimination). Pour des matrices réelles W = W T , M ,
N de taille appropriée, les quatre propriétés suivantes sont équivalentes :
1. Il existe une matrice réelle K telle que :
W +MKNT +NKTMT < 0.
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2. Il existe deux matrices U , V telles que :
W +MU + UTMT < 0 et W +NV + V TNT < 0.
3. Il existe un scalaire σ tel que
W < σMMT et W < σNNT ,
4. Les compléments orthogonaux M⊥ et N⊥ de M et N , respectivement, vé-
rifient
MT⊥WM⊥ < 0 et N
T
⊥WN⊥ < 0.
Rappelons que le complément orthogonal d’une matrice M est une matrice
M⊥ de rang maximal telle que MT⊥M = 0.
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3.1 Introduction aux probabilités
Si on jette un dé, le résultat de l’épreuve est un élément de l’ensemble
Ω = {1, 2, 3, 4, 5, 6}
L’espace Ω est appelé univers des possibles, ses sous-ensembles sont appelés
événements et les événements qui ne contiennent qu’un seul élément sont appelés
événements élémentaires.
On dit que l’événement A (A est donc une partie de Ω) est réalisé si le
résultat du jet du dé appartient à A.
Le but du calcul des probabilités est d’associer à chaque événement un
nombre qui mesure en quelque sorte la chance qu’a cet événement de se réa-
liser. Intuitivement, lorsqu’on dit que la probabilité de l’événement A vaut a ,
cela implique que si l’on répète l’expérience (si on jette le dé) un grand nombre
n de fois, l’événement A va se réaliser, à peu-près, n × a fois. Cela justifie la
définition suivante :
Une probabilité est une application P : P(Ω)→ [0, 1] vérifiant les propriétés
suivantes :
P (φ) = 0 , P (Ω) = 1 et P (A ∪B) = P (A) + P (B)− P (A ∩B)
La probabilité la plus classique est celle qu’on appelle probabilité uniforme : elle
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est définie par :
P (A) =
nombre d’éléments deA
nombre d’éléments deΩ
Les événements élémentaires ont alors tous la même probabilité de se réaliser et
on dit qu’ils sont équiprobables.En l’absence d’indications contraires, c’est cette
probabilité que l’on utilisera.
Exemple
On jette deux dés et on marque un point si le résultat total est supérieur
ou égal à 10. On recommence 600 fois la même opération. Combien de points
pensez-vous ainsi approximativement marquer ?
Le tableau ci-contre donne les différents totaux que A B C D E F
l’on peut obtenir ainsi que la manière de les obtenir. A 2 3 4 5 6 7
Le total 4 s’obtient de 3 façons : B 3 4 5 6 7 8
4 = 3 + 1 = 2 + 2 = 1 + 3 C 4 5 6 7 8 9
et la probabilité d’avoir un total égal à 4 est donc D 5 6 7 8 9 10
P (4) = 3/36 = 1/12. E 6 7 8 9 10 11
F 7 8 9 10 11 12
Notons T la somme des points obtenus, c’est une variable aléatoire dont la
loi de probabilité est donnée par le tableau ci-dessous.
T B C D E F G H I Š ‹ Œ
PT
1
36
2
36
3
36
4
36
5
36
6
36
5
36
4
36
3
36
2
36
1
36
Ce tableau permet de calculer la probabilité pour que la somme des points soit
supérieure ou égale à 10 :
P (T ≥ 10) = P (T = 10) + P (T = 11) + P (T = 12) = 3 + 2 + 1
36
=
1
6
Pour 600 jets des 2 dés, on peut espérer marquer 600× 16 = 100 points.
Le jeu de pile ou face
On dispose d’une pièce équilibrée dont les faces sont marquées 1 et 0. On
la lance huit fois de suite et on marque chaque fois le chiffre obtenu. On peut
obtenir par exemple le résultat 11010100. Il y a 28 = 256 issues possibles qui
sont toutes équiprobables puisqu’on a supposé que la pièce était équilibrée.
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IQuelle est la probabilité d’obtenir exactement trois fois le nombre 1 ?
Déterminons le nombre de cas favorables : Pour avoir exactement trois fois le
nombre 1, il nous faut choisir trois places parmi huit pour mettre les 1 et remplir
ensuite le reste par des 0. Cela se fait de
(
8
3
)
= 8!3!5! = 56 façons différentes et la
probabilité demandée vaut :
p =
(
8
3
)
2−8 = 0. 21875
IQuelle est la probabilité d’obtenir exactement quatre séries ?
Rappelons d’abord ce qu’est une série dans un jeu de pile ou face. Le résultat
précédent 11010100 se compose de six séries :
11y0y1y0y1y00
On a utilisé 5 séparateurs y , l’autre résultat correspondant à la même répartition
des séparateurs est
00y1y0y1y0y11.
Pour compter les résultats comportant 4 séries, on compte le nombre de
façons de mettre 3 séparateurs dans les 7 places séparant les huit chiffres et on
multiplie ensuite par 2. Il y a donc 2× (73) = 70 résultats comportant 4 séries et
la probabilité demandée vaut
p = 70× 2−8 = 0.27344
IQuelle est la probabilité d’obtenir au moins une série de deux 1 ?
Nous allons calculer cette probabilité lorsqu’on lance n fois la pièce (la ques-
tion initiale pour 8 lancers étant difficile, on préfère étudier le cas général pour
pouvoir examiner d’abord les cas où n est petit).
Notons An l’ensemble de cas défavorables et an le nombre d’éléments de
An.Pour n = 1, 2, 3 et 4 , on a le tableau ci-dessous :
n An an
1 0,1 2
2 00,10,01 3
3 000,100,010,001,101 5
4 0000,1000,0100,0010,0001,1010,1001,0101 8
Cela suggère que les an vérifient la relation an+2 = an+1 + an et que An+2
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s’obtient donc à partir de An+1 et An. Le même tableau montre que l’on obtient
les éléments de A3 en faisant suivre les éléments de A2 de 0 et les éléments
de A1 de 01. Il est maintenant facile de se convaincre que An+2 est la réunion
disjointe de l’ensemble An+10 (dont les éléments s’obtiennent en faisant suivre
ceux de An+1 par 0) et de l’ensemble An01 (dont les éléments s’obtiennent en
faisant suivre ceux de An de 01). Les probabilités cherchées sont donc données
par :
a1 = 2, a2 = 3, an+2 = an+1 + an et pn = 1− an2−n = 2−n(2n − an)
On a donc pour les premières valeurs de n :
n 1 2 3 4 5 6 7 8 9 10
an 2 3 5 8 13 21 34 55 89 144
2n 2 4 8 16 32 64 128 256 512 1024
pn 0 0.25 0.375 0.5 0.594 0.672 0.734 0.785 0.826 0.859
Probabilité conditionnelle
La probabilité d’un événement (la chance qu’a cet événement de se réaliser)
change lorsque nos informations concernant l’expérience augmentent. Ainsi la
probabilité d’obtenir un 6 en lançant un dé vaut à priori 16 ,mais elle devient
égale à 13 si on nous dit que le nombre obtenu est pair et 0 si on nous dit qu’il
est impair. Lorsque A et B sont deux événements quelconques, la probabilité
que A se réalise sachant que B est réalisé est définie par
P (A | B) = P (A ∩B)
P (B)
Cela implique P (A∩B) = P (B)×P (A | B) et c’est ce qu’on appelle le principe
des probabilités composées.
Noter que l’application qui à A associe P (A | B) est aussi une probabilité
sur Ω.
Formule de Bayes
La formule de Bayes, quoique triviale, est d’un intérêt considérable puis-
qu’elle permet de modifier notre estimation des probabilités en fonction des
informations nouvelles. Soit E1, E2, · · ·, En un système complet d’événements
(Cela veut dire qu’ils sont deux à deux disjoints et que leur réunion est égale à
Ω tout entier.). Pour tout autre événement A , on peut écrire :
P (A ∩ Ek) = P (A)P (Ek | A) ; P (A) =
n∑
i=1
P (A ∩ Ei) =
n∑
i=1
P (Ei)P (A | Ei)
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On en tire la formule de Bayes :
P (Ek | A) = P (A ∩ Ek)
P (A)
=
P (Ek)P (A | Ek)
P (E1)P (A | E1) + · · ·+ P (En)P (A | En)
Exemple
On mène l’enquête sur les causes d’une catastrophe aérienne. On peut émettre
trois hypothèses H1, H2 et H3 dont les probabilités à priori (avant le début de
l’enquête) sont P (H1) = 0, 7 , P (H2) = 0, 2 et P (H3) = 0, 1. L’enquête a révélé
que le combustible a brûlé (notons A cet événement). Des données statistiques
nous permettent d’écrire
P (A | H1) = 0, 1 , P (A | H2) = 0, 3 et P (A | H3) = 1.
Déterminer l’hypothèse la plus probable de l’accident.
Les probabilités P (Hi | A) s’obtiennent grâce à la formule de Bayes :
i 1 2 3
P (Hi | A) 0, 304 0, 261 0, 435
et l’hypothèse la plus probable de l’accident est donc l’hypothèse H3.
Exemple
Deux urnes d’apparence identique contiennent l’une 300 boules blanches et
700 boules noires et l’autre 700 boules blanches et 300 boules noires.
I Je choisis une des deux urnes, êtes-vous prêt à parier 10 millimes contre
10 millimes que l’urne choisie est celle qui contient 300 boules blanches ?
I Je choisis une des deux urnes, je tire, avec remise, 12 boules de cette urne
et j’obtiens 4 boules blanches et 8 noires. Etes-vous prêt à parier 10 millimes
contre 10 que l’urne choisie contient 700 boules blanches ? Sinon, acceptez-vous
de parier 5 millimes contre 10 ?
Pour la première question, vous pouvez accepter le jeu puisque vous gagnerez
10 millimes avec une probabilité égale à 0,5 et perdrez 10 millimes avec la même
probabilité et le jeu est donc équitable.
Pour la deuxième question, on est en droit de penser que l’urne choisie
contient plus de boules noires que de boules blanches et qu’il devient imprudent
de parier à 10 contre 10.Voyons vos chances de gagner si vous pariez à 5 contre
10. Notons U1 l’urne qui contient 300 boules blanches, U2 l’autre urne,B l’événe-
ment ‹‹tirer une boule blanche›› et N l’événement ‹‹tirer une boule noire››. Par
hypothèse, on a :
P (U1) = 0, 5 P (B | U1) = 0, 3 P (N | U1) = 0, 7
P (U2) = 0, 5 P (B | U2) = 0, 7 P (N | U2) = 0, 3
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Notons A l’événement ‹‹tirer 4 boules blanches et 8 boules noires››, on a :
P (A | U1) =
(
12
4
)
× 0, 34 × 0, 78 ; P (A | U2) =
(
12
4
)
× 0, 38 × 0, 74
La formule de Bayes permet maintenant de calculer P (U1 | A) et P (U2 | A) :
P (U1 | A) = P (U1)× P (A | U1)
P (U1)× P (A | U1) + P (U2)× P (A | U2)
On trouve P (U1 | A) = 0, 96737 et donc P (U2 | A) = 1 − 0, 96737 =
0, 03263.Cela implique, par exemple, que si vous jouez 100000 parties, vous
allez, approximativement, perdre 5× 100000× 0, 96737 millimes et gagner 10×
100000 × 0, 03263, soit en tout perdre 451045millimes et vous ferez mieux de
refuser de jouer.
Espérance et Ecart Type
Dans l’exemple précédent, on a vu qu’en acceptant de jouer 100000 parties
à 5 contre 10, le gain probable était :
100000× (10× 0.03263− 5× 0.96737) = − 451045
Le gain moyen par partie est de 10 × 0.03263 − 5 × 0.96737 = − 4, 51045 et on
dit que l’espérance de gain est de − 4, 51045.
Plus généralement, l’espérance d’une variable aléatoire X : Ω → R est le
nombre E(X)défini par :
E(X) =
∑
ω∈Ω
X(ω)× P (ω)
On définit aussi la variance V (X) et l’écart type σ(X) de X par :
V (X) = E( [X − E(X)]2 ) , σ(X) =
√
V (X)
Noter que l’espérance de X représente le nombre moyen que prend la fonction X
et que la variance de X n’est nulle que si X ne varie pas (X est donc constante
sauf peut être sur un ensemble de probabilité nulle).
Exemple : La loi binomiale.
Si X prend les valeurs k = 0, 1, ..., n avec les probabilités respectives
pk = P (X = k) =
(
n
k
)
pk(1− p)n−k
où p est compris entre 0 et 1 et si g est la fonction définie par
g(x) =
n∑
k=0
pkx
k = (px+ 1− p)n
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alors on peut calculer E(X) et V (X) de la manière suivante :
FE(X) =
∑n
k=0 kpk = g
′(1) = np.
FE(X(X − 1) ) = ∑nk=0 k(k − 1)pk = g′′(1) = n(n− 1)p2.
FE(X2) = E(X(X − 1) ) + E(X) = n(n− 1)p2 + np.
FV (X) = E(X2)− E(X)2 = n(n− 1)p2 + np− n2p2 = np(1− p)
La loi des trois sigma
Dans la pratique, on adopte cette loi qui dit qu’il est fort improbable que la
variable aléatoire X s’écarte de plus de 3σ(X) de sa valeur moyenne E(X).
Exemple
On a demandé à un élève de lancer 50 fois un jeton équilibré dont les faces
sont marquées 0 et 1 et de noter ce qu’il obtient. Il déclare avoir obtenu :
10101101001010100101100101011000101010011001010100
Qu’en pensez-vous ?
Notons X la variable aléatoire qui compte le nombre de 1 obtenus quand on
lance 50 fois le jeton. X prend les valeurs k = 0, 1, ..., 50 avec les probabilités
pk =
(
50
k
)
2−50. On a donc E(X) = 50×2−1 = 25 et V (X) = 50×2−1×2−1 = 12, 5
si bien que σ(X) =
√
12.5 = 3, 5355.
L’élève, a obtenu 23 fois le nombre 1. On a donc X(ω) = 23 et comme
| X(ω) − E(X) |= 2 < 3 × σ(X) ,on peut considérer que la suite obtenue par
l’élève est plausible si on se contente de ce test.
Notons maintenant Y la variable aléatoire qui compte le nombre de se´ries
obtenues quand on lance 50 fois le jeton. Y prend les valeurs k + 1, où k =
0, 1, ..., 49, avec les probabilités qk =
(
49
k
)
2−49. On a donc
E(Y ) = 49 × 2−1 + 1 = 25, 5 et V (Y ) = 49 × 2−2 = 12, 25 si bien que
σ(Y ) = 3. 5
Cette fois, on a Y (ω) = 38 et | Y (ω)− E(Y ) |= 12, 5 ≥ 3× σ(Y ) = 11, 5 et
on est en droit de penser que la liste donnée par l’élève est fictive et n’a pas été
obtenue en lançant 50 fois le jeton.
Bibliographie
Pour s’initier aux probabilités, on conseille les livres :
B Les probabilités.Par Albert Jacquard, Que sais-je ? n◦1571
B L’enseignement des probabilités et de la statistique Vol 1, Arthur Engel.
Collection : Cedic.
B Statistique et Probabilités pour aujourd’hui, Irving Adler. Edition O.C.D.L.,
Paris.
Chacun de ces trois livres constitue une très bonne introduction aux proba-
bilités et donnera, sans aucun doute, satisfaction aux enseignants qui doivent
initier les élèves au calcul des probabilités qui est devenu un des outils mathé-
matiques les plus utilisés.
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Et pour finir, on vous propose ce jeu “probabiliste” qu’on peut trouver dans
le livre d’Engel :
Les faces des quatre dés, A, B, C, D sont marquées comme l’indique la figure
ci-dessus :
0 3 2 5
4 0 4 3 3 3 2 2 2 1 1 1
4 3 6 5
4 3 6 5
A B C D
Il y a deux joueurs, l’un des deux choisit un dé, puis l’autre choisit un des trois
dé restants. Chacun jette son dé. Celui qui obtient le nombre le plus grand
est déclaré vainqueur. Ce qui étonne dans ce jeu, c’est que celui qui choisit le
premier est désavantagé. Montrer qu’en choisissant judicieusement, le second
joueur gagne avec une probabilité égale à 23 .
3.2 Probabilités
Tribus et probabilités
Soit Ω un ensemble non vide. Une tribu de Ω est un ensemble T de parties
de Ω vérifiant les trois propriétés suivantes
• L’ensemble vide ∅ et l’ensemble Ω lui-même sont dans T .
• Si A est dans T , il en est de même de son complémentaire Ac = Ω \A.
• Si les ensembles An (n ≥ 0) sont dans T , leur réunion ∪∞n=0An est dans T .
Une probabilité sur une tribu T est une application P : T −→ [0, 1] véri-
fiant
• P (∅) = 0 et P (Ω) = 1.
• Si les An sont dans T et s’ils sont deux à deux disjoints, alors
P (
⋃∞
n=0An) =
∑∞
n=0P (An)
Exemple. Masse de Dirac.
L’ensemble P(Ω) de toutes les parties de Ω et une tribu et si a est un élément
quelconque de Ω, l’application δa : P(Ω) −→ [0, 1] définie par
δa(A) = 1 si a ∈ A et δa(A) = 0 sinon
est une probabilité (appelée masse de Dirac au point a) sur P(Ω).
De la même manière si an est une suite d’éléments dans Ω et si les réels
positifs αn sont de somme égale à 1, l’application∑∞
n=0αnδan : P(Ω) −→ [0, 1] , (
∑∞
n=0αnδan) (A) =
∑∞
n=0αn.δan(A)
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est une probabilité sur P(Ω).
Exemple. La tribu des boréliens.
- La tribu des boréliens de R, notée B(R), est la plus petite tribu de R
contenant tous les intervalles de R. Si la fonction f : R −→ [0,∞[ vérifie∫
R
f(x)dx =
∫ ∞
−∞
f(x)dx = 1
alors l’application
P : B(R) −→ [0, 1] , P (A) =
∫
A
f(x)dx
est une probabilité sur B(R) et on dit qu’elle est de densité f par rapport à la
mesure de Lebesgue.
- De la même manière, la tribu des boréliens de Rn, notée B(Rn), est la plus
petite tribu de Rn contenant tous les ensembles R de la forme
R = I1 × · · · × In , Ij est un intervalle de R
Si f : Rn −→ [0,∞[ vérifie ∫Rn f(x)dx = 1, alors l’application
P : B(Rn) −→ [0, 1] , P (A) =
∫
A
f(x)dx
est une probabilité sur B(Rn) et on dit qu’elle est de densité f par rapport à la
mesure de Lebesgue.
Exemple. Tribu produit.
- Soit (Ω1, T1) et (Ω2, T2) deux ensembles probabilisables (i.e. Ωi est un en-
semble et Ti est une tribu de Ωi). Un rectangle de l’ensemble produit Ω1 × Ω2
est un ensemble de la forme
A1 ×A2 , A1 ∈ T1 et A2 ∈ T2
On notera T1⊗T2 (lire T1 tensoriel T2) la plus petite tribu de Ω1×Ω2 contenant
tous les rectangles de Ω1 × Ω2.
Si P1 : T1 −→ [0, 1] et P2 : T2 −→ [0, 1] sont deux probabilités, on notera
P1 ⊗ P2 : T1 ⊗ T2 −→ [0, 1]
l’unique probabilité sur la tribu T1 ⊗ T2 qui vérifie
P1 ⊗ P2(A1 ×A2) = P1(A1).P2(A2)
- De la même manière, si (Ωi, Ti) (1 ≤ i ≤ n) sont des espaces probabilisables, on
notera ⊗ni=1Ti = T1⊗ · · · ⊗ Tn la plus petite tribu de l’espace produit
∏n
i=1Ωi =
Ω1 × · · · × Ωn contenant tous les rectangles∏n
i=1Ai = A1 × · · · ×An , Ai ∈ Ti
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Si Pi : Ti −→ [0, 1] sont des probabilités, on notera ⊗ni=1Pi = P1 ⊗ · · · ⊗ Pn
l’unique probabilité sur T1 ⊗ · · · ⊗ Tn qui vérifie
P1 ⊗ · · · ⊗ Pn(A1 × · · · ×An) = P1(A1) · · ·Pn(An)
- Soit (Ωn, Tn) une suite infinie d’espaces probabilisables et Ω =
∏∞
n=1Ωn le
produit des ensembles Ωn.
Un élément ω de Ω =
∏∞
n=1Ωn s’écrit donc
ω = (ω(1), ω(2), . . . , ω(n), . . .) , ω(n) ∈ Ωn
On appelle cylindre de Ω =
∏∞
n=1Ωn, tout ensemble de la forme
C = A1 × · · · ×Am × Ωm+1 × Ωm+2 × · · · , m ≥ 1 et Ai ∈ Ti
La plus petite tribu contenant ces cylindres est notée ⊗∞i=1Ti et l’unique proba-
bilité P vérifiant
P (A1 × · · · ×Am × Ωm+1 × Ωm+2 × · · · ) = P1(A1). . . . .Pm(Am)
pour tout cylindre est notée ⊗∞i=1Pi.
Exemple. Image directe.
Soit (Ω, T , P ) un espace probabilisé (i.e. T est une tribu de Ω et P est une
probabilité sur T ).
Soit X : Ω −→ Z une application quelconque de Ω dans un ensemble quel-
conque Z.
- L’ensemble
X∗T = {B ⊂ Z ; X−1(B) ∈ T }
est une tribu de Z appelée image directe de la tribu T par l’application X.
- L’application X∗P : X∗T −→ [0, 1] définie par
X∗P (B) = P ( X−1(B) )
est une probabilité sur X∗T appelée image directe de la probabilité P par X.
Variables aléatoires
Soit (Ω, T , P ) un espace probabilisé.
Une variable aléatoire est une application X : Ω −→ [−∞,+∞] vérifiant
{X < a} = {ω ∈ Ω ; X(ω) < a} ∈ T
pour tout a ∈ R.
Exemple. Fonctions étagées.
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Si A ∈ T , sa fonction caractéristique 1A qui est définie par
1A(ω) = 1 si ω ∈ A et 1A(ω) = 0 sinon
est une variable aléatoire et on pose∫
Ω
1A(ω)dP (ω) =
∫
A
dP = P (A)
Une fonction étagée est une application g : Ω −→]−∞,+∞] de la forme
g =
∑n
i=1αi1Ai , Ai ∈ T et −∞ < αi ≤ +∞
C’est une variable aléatoire et on pose, pour une telle fonction,∫
Ω
g(ω)dP (ω) =
∫
Ω
∑n
i=1αi1Ai(ω)dP (ω) =
∑n
i=1αi
∫
Ω
1Ai(ω)dP (ω) =
∑n
i=1αiP (Ai)
où l’on convient que ∞ × P (Ai) = ∞ si P (Ai) > 0 et ∞ × P (Ai) = 0 si
P (Ai) = 0.
Intégrale d’une variable aléatoire positive.
Si X : Ω −→ [0,+∞] est une variable aléatoire positive, son intégrale est par
définition l’élément de [0,∞] défini par∫
Ω
X(ω)dP (ω) = sup
{∫
Ω
g(ω)dP (ω) ; g étagée et 0 ≤ g ≤ X
}
Cette définition implique aussitôt ces deux importants résultats :
Théorème de convergence monotone.
Si Xn : Ω −→ [0,+∞] est une suite croissante de variables aléatoires posi-
tives, alors
lim
n→∞
∫
Ω
Xn(ω)dP (ω) =
∫
Ω
lim
n→∞Xn(ω)dP (ω)
Théorème de Beppo-Levy.
Si Xn : Ω −→ [0,+∞] est une suite de variables aléatoires positives, alors∫
Ω
∑∞
n=1Xn(ω)dP (ω) =
∑∞
n=1
∫
Ω
Xn(ω)dP (ω)
Une conséquence directe du théorème de convergence monotone est le lemme de
Fatou qui est d’un usage fréquent
Lemme de Fatou.
Si Xn : Ω −→ [0,+∞] est une suite de variables aléatoires positives, alors
lim inf
∫
Ω
Xn(ω)dP (ω) ≤
∫
Ω
lim infXn(ω)dP (ω)
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Variables aléatoires intégrables.
Une variable aléatoire X : Ω −→ [−∞,+∞] est dite intégrable si elle vérifie∫
Ω
|X(ω)| dP (ω) <∞
et dans ce cas son intégrale est définie par∫
Ω
X(ω)dP (ω) =
∫
Ω
X(ω)1{X ≥ 0}(ω)dP (ω)−
∫
Ω
−X(ω)1{X < 0}(ω)dP (ω)
On montre, grâce au lemme de Fatou, cet important résultat
Théorème de convergence dominée.
Soit Xn : Ω −→ [−∞,+∞] une suite de variables aléatoires qui converge
presque sûrement vers une variable aléatoire X∞ : Ω −→ [−∞,+∞].
S’il existe une variable aléatoire positive g : Ω −→ [0,+∞] vérifiant
|Xn(ω)| ≤ g(ω) ,
∫
Ω
g(ω)dP (ω) <∞
alors la limite X∞ est intégrable et on a
lim
n→∞
∫
Ω
Xn(ω)dP (ω) =
∫
Ω
lim
n→∞Xn(ω)dP (ω) =
∫
Ω
X∞(ω)dP (ω)
Corollaire.
Soit Xn : Ω −→ [−∞,+∞] une suite de variables aléatoires telle que
∑∞
n=1
∫
Ω
|Xn(ω)| dP (ω) <∞
alors la série
∑∞
n=1Xn(ω) converge presque sûrement vers une variable aléatoire
intégrable et on a∫
Ω
∑∞
n=1Xn(ω).dP (ω) =
∑∞
n=1
∫
Ω
Xn(ω).dP (ω)
Notation.
Etant donné une variable aléatoire X positive ou intégrable et un élément A
de la tribu T , on pose∫
A
X(ω)dP (ω) =
∫
Ω
X(ω)1A(ω)dP (ω)
Théorème. Inégalité de Chebyshev.
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Si X : Ω −→ [0,+∞] est une variable aléatoire positive et si a ∈ [0,∞], alors
a× P (X ≥ a) ≤
∫
Ω
XdP
Preuve. Cela résulte de∫
Ω
XdP =
∫
{X ≥ a}
XdP +
∫
{X < a}
XdP ≥
∫
{X ≥ a}
XdP ≥ a× P (X ≥ a)
Exemple d’application.
Soit An une suite d’éléments de T , on appelle limite supérieure de ces An,
et on note lim supAn, l’ensemble de ω dans Ω qui appartiennet à une infinité de
An.
Considérons la variable aléatoire X définie par
X =
∑∞
n=11An
Elle est positive et vérifie lim supAn = {X = +∞} ; l’inégalité de Chebyshev
implique
∞×P (lim supAn) ≤
∫
Ω
XdP =
∫
Ω
∑∞
n=11AndP =
∑∞
n=1
∫
Ω
1AndP =
∑∞
n=1P (An)
(justifier chaque égalité). Il en résulte cette implication∑∞
n=1P (An) <∞ =⇒ P (lim supAn) = 0
Remarques.
- Etant donné une variable aléatoire X positive ou intégrable, son intégrale∫
ΩXdP est aussi appelée espérance de X ou valeur moyenne de X et elle se
note E(X). On a donc
E(X) =
∫
Ω
XdP =
∫
Ω
X(ω)dP (ω)
- Une application X : Ω −→ C est dite une variable aléatoire si les deux appli-
cations
ReX : Ω −→ R , ImX : Ω −→ R
sont des variables aléatoires. De plus, on pose
E(X) =
∫
Ω
XdP =
∫
Ω
ReXdP + i
∫
Ω
ImXdP = E(ReX) + iE(ImX)
lorsque les deux variables aléatoires ReX et ImX sont intégrables.
- La variance de la variable aléatoire X est l’élément de [0,+∞] défini par
V(X) = E
(
|X − E(X)|2
)
= E(X2)− E2(X)
Noter alors que V(X) = 0 si et seulement si X(ω) = E(X) presque sûrement.
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Loi de probabilité d’une variable aléatoire
Soit (Ω, T , P ) un espace probabilisé et X : Ω −→ [−∞,∞] une variable
aléatoire.
On rappelle que l’image directe, par X, de la tribu T est la tribu X∗T de
[−∞,∞] définie par
X∗T = {A ⊂ [−∞,∞] ; X−1(A) ∈ T }
Comme X est une variable aléatoire, l’image réciproque par X de tout inter-
valle de R est un élément de X∗T et par conséquent X∗T contient la tribu des
boréliens B(R) de R.
On a aussi défini l’image directe, par X, de la probabilité P comme étant la
probabilité X∗P sur X∗T vérifiant
X∗P (A) = P ( X−1(A) ) = P (X ∈ A) , A ∈ X∗T
Cette probabilité se note aussi PX et elle est appelée loi de probabilité de X.
Le théorème suivant est une conséquence directe de la définition d’une inté-
grale.
Théorème de transfert.
Si f : [−∞,+∞] −→ C, alors∫
Ω
f( X(ω) )dP (ω) =
∫
[−∞,+∞]
f(x)dPX(x)
chaque fois que le second membre a un sens.
Preuve. C’est vrai lorsque f = 1A (avec A ∈ X∗T ) par définition de PX et
c’est vrai dans tous les cas par définition de l’intégrale.
Exemple. Loi géométrique.
Considérons l’ensemble {0, 1} que l’on munit de la probabilité P1 définie par
P1({1}) = 1 , P1({0}) = 1− p , 0 < p < 1
Considérons maintenant l’ensemble Ω = {0, 1}N∗ dont les éléments ω s’écrivent
ω = (ω(1), ω(2), . . . , ω(n), . . .) , ω(i) ∈ {0, 1}
et chaque ω ∈ Ω est donc une suite (ω(n))n≥1 de 0 et 1.
On munit l’ensemble produit Ω de la probabilité P produit (tensoriel) des
(Pn)n≥1 où chaque Pn vaut P1. Cela veut dire que si
C = A1 × · · · ×Am × {0, 1} × {0, 1} × · · · , Ai ⊂ {0, 1}
est un cylindre de Ω, alors
P (C) = P1(A1)× · · · × Pm(Am) = P1(A1)× · · · × P1(Am)
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Soit X : Ω −→ {1, 2, . . . , n, . . .} ∪ {+∞} la variable aléatoire définie par
X(ω) =
 +∞ si il n’existe aucun n tel que ω(n) = 1inf{n ; ω(n) = 1} si il existe des n tels que ω(n) = 1
L’événement {X = 3} est le cylindre
{X = 3} = {0} × {0} × {1} × {0, 1} × {0, 1} × · · ·
et sa probabilité est donnée par
P (X = 3) = (1− p)× (1− p)× p = (1− p)2 × p
De la même manière, on a
P (X = n) = (1− p)n−1 × p , n ≥ 1
Il en résulte que
P (X < +∞) = ∑1≤n<∞(1− p)n−1 × p = p1− (1− p) = 1
si bien que P (X = +∞) = 1− P (X < +∞) = 1− 1 = 0.
- L’espérance de X est par définition
E(X) =
∫
Ω
XdP =
∑∞
n=1
∫
{X=n}
XdP +∞× P (X = +∞)
=
∑∞
n=1nP (X = n) +∞× 0 =
∑∞
n=1nP (X = n)
=
∑∞
n=1n(1− p)np = p−1
On dit qu’une variable aléatoire suit une loi de probabilité géométrique de
paramètre p si elle vérifie
P (X = n) = (1− p)n−1 × p , n ≥ 1
L’espérance d’une telle variable vaut donc p−1.
Interprétation.
On suppose que l’on dispose d’un jeton dont les faces sont marquées 0 et
1. On suppose aussi, qu’en le lançant, il retombe et la face marquée 1 apparaît
avec la probabilité p et que l’autre face apparaît donc avec la probabilité 1− p.
On lance plusieurs fois ce jeton et on désigne par X la variable aléatoire qui
compte le nombre de lancers nécessaires pour obtenir la face 1. Si par exemple
le lanceur ω obtient la suite (0, 0, 1, 0, 1, . . .) alors X(ω) = 3.
Si les lancers sont "indépendants" (c’est ce qu’on a supposé plus haut en
introduisant la probabilité P produit tensoriel), alors X suit une loi géométrique
de paramètre p et c’est pour cette raison qu’une loi géométrique s’appelle aussi
loi du premier succés.
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Fonction génératrice
Lorsqu’une variable aléatoireX prend ses valeurs dans N = {0, 1, . . . , n, . . .},
on introduit la fonction génératrice
g(z) = gX(z) =
∑∞
n=0P (X = n)z
n
C’est une série entière qui vérifie g(1) =
∑∞
n=0P (X = n) = 1 et dont la rayon
de convergence est donc au moins égal à 1.
Elle permet de calculer l’espérance de X par dérivation, et on a
E(X) =
∑∞
n=0nP (X = n) = g
′
X(1) ∈ [0,+∞]
et elle permet aussi de calculer la variance de X parce que
g′′X(1) =
∑∞
n=0n(n− 1)P (X = n) = E(X(X − 1)) = E(X2)− E(X)
d’où l’on tire E(X2) = g′′X(1) + g
′
X(1) et ensuite
V(X) = E(X2)− E2(X) = g′′X(1) + g′X(1)−
(
g′X(1)
)2
Exemple. On dit qu’une variable aléatoire X suit la loi de Poisson de para-
mètre a > 0 si elle vérifie
P (X = n) =
an
n!
exp(−a) , n ≥ 0
Comme on a ∑∞
n=0P (X = n) =
∑∞
n=0
an
n!
exp(−a) = 1
il en résulte que X prend (preque sûrement) ses valeurs dans N. La fonction
génératrice d’une telle variable est donnée par
gX(z) = exp(−a)exp(az)
et il en résulte que son espérance et sa variance son données par
E(X) = a , V(X) = a
Fonction caractéristique
Soit X : Ω −→ R une variable aléatoire, sa fonction caractéristique est
l’application
ϕX : R −→ C , ϕX(t) = E(exp(itX)) =
∫
Ω
exp(itX(ω))dP (ω) =
∫
R
eitxdPX(x)
Lorsque la variable aléatoire X est intégrable, on a
ϕ′X(t) =
∫
R
ixeitxdPX(x)
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si bien que l’on a cette formule qui permet de calculer l’espérance de X
ϕ′X(0) =
∫
R
ixdPX(x) = i
∫
R
xdPX(x) = iE(X)
Lorsque la variable aléatoire est de carré intégrable, on a
ϕ′′X(t) =
∫
R
−x2eitxdPX(x) , E(X2) = −ϕ′′X(0)
et il en résulte que
V(X) = E(X2)− E2(X) = (ϕ′X(0))2 − ϕ′′X(0)
Exemple. On dit qu’une variable X aléatoire suit la loi normale réduite si sa
loi de probabilité PX admet pour densité, par rapport à la mesure de Lebesgue,
la fonction
G(x) =
1√
2pi
exp
(
−x
2
2
)
Rappelons que cela veut dire que
dPX(x) = G(x)dx =
1√
2pi
exp
(
−x
2
2
)
dx
La fonction caractéristique d’une telle variable aléatoire est donnée par
ϕX(t) = exp
(
− t
2
2
)
et il s’ensuit que
E(X) = 0 , V(X) = 1
Remarque.
- On dit d’une variable aléatoire qu’elle est réduite lorsque son espérance
est nul et sa variance vaut 1.
- Lorsqu’une variable aléatoire est de carré intégrable et qu’elle n’est pas
presque sûrement contante, sa réduite est la variable aléatoire X∗ définie par
X∗ =
X −m
σ
où on a posé m = E(X) et σ =
√
V(X). Le réel m est donc la moyenne de X
et le réel σ > 0 est l’écart-type de X.
Remarque.
La fonction caractéristique ϕX caractérise parfaitement la loi de probabilité
PX dans ce sens que
ϕX = ϕY =⇒ PX = PY
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Fonction de répartition
Etant donné une variable aléatoire X : Ω −→ R, sa fonction de répartition
est l’application
F = FX : R −→ [0, 1] , FX(x) = P (X < x)
C’est une fonction croissante vérifiant
FX(−∞) = 0 , FX(+∞) = 1
Elle et continue à gauche (limx→a− FX(x) = F (a) pour tout a) et elle est dis-
continue aux points a vérifiant
P (X = a) = FX(a+)− FX(a) > 0
Exercice corrigé.
Soit X une variable aléatoire qui suit la loi normale réduite, m un réel quel-
conque et σ un nombre strictement positif.
1) Déterminer la loi de la variable aléatoire Y = σX +m.
2) Déterminer la loi de la variable aléatoire Z = |X|.
Solution.
On peut procéder de la manière suivante
P (Y < x) = P (σX +m < x)
= P (X < σ−1(x−m)) = 1√
2pi
∫ σ−1(x−m)
−∞
exp
(
− t
2
2
)
dt
et alors la densité dPY (x) de la loi de probabilité PY de Y est donnée par
dPY (x) =
d
dx
P (Y < x) =
1
σ
√
2pi
exp
(
−(x−m)
2
2σ2
)
De la même manière, on obtient
dPZ(x) =
d
dx
P (Z < x) =
d
dx
P (−x < X < x) = d
dx
1√
2pi
∫ x
−x
exp
(
− t
2
2
)
dt
=
√
2
pi
exp
(
−x
2
2
)
Théorèmes de Fubini-Tonelli et de Fubini
Soit (Ω1, T1, P1) et (Ω2, , T2, P2) deux espaces probabilisés et considérons l’es-
pace probabilisé produit
(Ω1 × Ω2, T1 ⊗ T1, P1 ⊗ P2)
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Les deux théorèmes suivants vont permettre d’intégrer les fonctions f : Ω1 ×
Ω2 −→ C et ils disent que
Théorème de Fubini-Tonelli.
Si la fonction mesurable f : Ω1 × Ω2 −→ [0,∞] est positive alors∫
Ω1×Ω2
f(ω1, ω2)dP1 ⊗ P2(ω1, ω2) =
∫
Ω1
(∫
Ω2
f(ω1, ω2)dP2(ω2)
)
dP1(ω1)
Théorème de Fubini.
Si la fonction mesurable f : Ω1 × Ω2 −→ C est intégrable alors∫
Ω1×Ω2
f(ω1, ω2)dP1 ⊗ P2(ω1, ω2) =
∫
Ω1
(∫
Ω2
f(ω1, ω2)dP2(ω2)
)
dP1(ω1)
Variables aléatoires indépendantes
Soit (Ω, T , P ) un espace probabilisé et X : Ω −→ Rn une application.
- On dit que c’est une variable aléatoire si l’image directe X∗T , par X, de la
tribu T est incluse dans la tribu B(Rn) des boréliens de Rn.
- L’image directeX∗P , parX, de la probabilité P est une probabilité surX∗T
et donc sur B(Rn) lorsque X est une variable aléatoire. On notera dorénavant
PX cette probabilité.
Etant donné deux variables aléatoires X : Ω −→ Rn et Y : Ω −→ Rm, on a
de façon naturelle une variable aléatoire
(X,Y ) : Ω −→ Rn ×Rm , ω −→ (X,Y )(ω) = (X(ω), Y (ω))
et on dit que ces deux variables sont indépendantes si
P(X,Y ) = PX ⊗ PY
Cela équivaut à dire que si A ∈ B(Rn) et B ∈ B(Rm) alors
P (X ∈ A, Y ∈ B) = P (X ∈ A)P (Y ∈ B)
Preuve. Cela résulte immédiatement des définitions puisque
P (X ∈ A, Y ∈ B) = P ((X,Y ) ∈ A×B) = P(X,Y )(A×B) = PX ⊗ PY (A×B)
= PX(A)PY (B) = P (X ∈ A)P (Y ∈ B)
De la même manière, on dit que des variables aléatoires X1, . . . , Xm sont indé-
pendantes si
P(X1,...,Xm) = PX1 ⊗ · · · ⊗ PXm
et cela équivaut à dire que si A1, . . . , Am ∈ B(Rni), alors
P (X1 ∈ A1, . . . , Xm ∈ Am) = P (X1 ∈ A1)× · · · × P (Xm ∈ Am)
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On dit que la suite de variables aléatoires (Xn)n est indépendante si les v.a
X1, . . . , Xm sont indépendantes pour tout m.
Les deux propositions suivantes sont d’un usage fréquent.
Proposition.
Si les variables aléatoires X : Ω −→ Rn et Y : Ω −→ Rm sont indépendantes
et si les fonctions h : Rn −→ Rn′ et k : Rm −→ Rm′ sont boréliennes (i.e.
l’image réciproque, par h et k,d’un borélien est un borélien), alors les variables
aléatoires h ◦X : Ω −→ Rn′ et k ◦ Y : Ω −→ Rm′ sont aussi indépendantes.
Preuve. Si A ∈ B(Rn′) et B ∈ B(Rm′), alors
P (h ◦X ∈ A, k ◦ Y ∈ B) = P (X ∈ h−1(A), Y ∈ k−1(B))
= P (X ∈ h−1(A))P (Y ∈ k−1(B)) = P (h ◦X ∈ A)P (k ◦ Y ∈ B)
Proposition.
Si les variables aléatoires X1, . . . , Xn+m : Ω −→ R sont indépendantes et si
h : Rn −→ R et k : Rm −→ R sont boréliennes, alors
1) Les variables aléatoires (X1, . . . , Xn) : Ω −→ Rn et (Xn+1, . . . , Xm) :
Ω −→ Rm sont indépendantes.
2) Les variables aléatoires h(X1, . . . , Xn) : Ω −→ R et k(Xn+1, . . . , Xm) :
Ω −→ R sont indépendantes.
Les variables aléatoires simplifient énormément les calculs, comme on va le
voir dans les théorèmes suivants.
Théorème.
1) Si les v.a. X1, . . . , Xn sont indépendantes et intégrables, il en est de même
de leur produit et
E (
∏n
i=1Xi) =
∏n
i=1E(Xi)
2) Si les v.a. X1, . . . , Xn sont indépendantes et de carré intégrables, alors
V (
∑n
i=1Xi) =
∑n
i=1V (Xi)
Preuve. On se contentera du cas de seulement deux variables aléatoires indé-
pendantes X et Y . Considérons la fonction m : R × R −→ R définie par
m(x, y) = xy de sorte que
XY = m ◦ (X,Y )
Etudions d’abord le cas où les v.a. sont positives. La formule du transfert im-
plique
E(XY ) =
∫
Ω
X(ω)Y (ω)dP (ω) =
∫
R×R
m(x, y)dP(X,Y )(x, y)
=
∫
R×R
xydPX(x)dPY (y)
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et le théorème de Fubini-Tonelli implique
E(XY ) =
∫
R
xdPX(x)
∫
R
ydPY (y) = E(X)E(Y )
Le cas général s’obtient ainsi : Les v.a. |X| et |Y | sont positives et indépendantes
et donc
E(|XY |) = E(|X|)E(|Y |) <∞
Cela prouve que la v.a. XY est intégrable et il suffit de reprendre la démons-
tration ci-dessus en invoquant cette fois le théorème de Fubini à la place du
théorème de Fubini-Tonelli.
La deuxième assertion du théorème résulte essentiellement du fait que
E([X − E(X)][Y − E(Y )]) = E(X − E(X))E(Y − E(Y )) = 0× 0 = 0
Théorème. Si les v.a. X1, . . . , Xn : Ω −→ R sont indépendantes, alors la fonction
caractéristique de leur somme est le produit de leurs fonctions caractéristiques
ϕX1+···+Xn =
∏n
i=1ϕXi
Preuve. Faisons la démonstration pour n = 2. Si X et Y sont indépendantes,
alors il en est de même des v.a. exp(itX) et exp(itY ) si bien que
ϕX+Y (t) =
∫
Ω
exp(it(X(ω) + Y (ω))dP (ω) =
∫
Ω
exp(it(X(ω))exp(itY (ω))dP (ω)
=
∫
Ω
exp(it(X(ω))dP (ω)
∫
Ω
exp(it((ω))dP (ω) = ϕX(t)ϕY (t)
Produit de convolution de mesures finies
Notons σ : Rn ×Rn −→ Rn l’application "l’addition" définie par σ(x, y) =
x+ y.
Si maintenant µ et ν sont deux mesures finies sur les boréliens de Rn, alors
µ⊗ ν est une mesure sur les boréliens de Rn ×Rn et on pose
µ ∗ ν = σ∗(µ⊗ ν)
Le produit de convolution de µ et ν est donc l’image directe de µ⊗ ν par σ.
Exemples.
- Pour les masses de Dirac, la règle de calcul est
δa ∗ δb = δa+b
- Pour les mesures à densité, on a : Si dµ(x) = f(x)dx et dν(x) = g(x)dx, alors
dµ ∗ ν(x) = h(x)dx , h(x) =
∫
Rn
f(y)g(x− y)dy := f ∗ g(x)
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Proposition. Si X,Y : Ω −→ R sont deux v.a. indépendantes alors la loi de
probabilité de leur somme est égale au produit de convolution de leurs lois de
probabilités :
PX+Y = PX ∗ PY
Preuve. Cela résulte des égalités
PX+Y = σ∗P(X,Y ) = σ∗PX ⊗ PY = PX ∗ PY
Le lemme de Borel-Cantelli
Soit ( Ω , T , P ) est un espace probabilisé.
- Deux événements A et B (i.e. deux éléments de T ) sont indépendants si
P (A ∩B) = P (A)P (B)
Cela équivaut à dire que les v. a. 1A et 1B sont indépendantes.
- Par récurrence sur n, on dit que les événements A1, A2, . . . , An sont indé-
pendants si
a) n− 1 quelconques de ces événements sont indépendants.
b) P (A1 ∩A2 ∩ · · · ∩An) = P (A1)P (A2) · · ·P (An).
Cela équivaut à dire que les v. a. 1A1 , . . . , 1An sont indépendantes.
Exemple.
Une urne contient quatre boules, trois de ces boules portent respectivement
les numéros 1, 2, 3, et la quatrième porte ces trois numéros à la fois.
On tire une boule et on désigne par Ai l’événement “ la boule tirée porte le
numéro i ”. On a
P (A1) = P (A2) = P (A3) = 12
P (A1 ∩A2) = P (A2 ∩A3) = P (A3 ∩A1) = 14
P (A1 ∩A2 ∩A3) = 14
et ces trois événements sont donc deux à deux indépendants sans être indépen-
dants.
- On dit qu’une suite An d’événements est une suite d’événements indépen-
dants si, pour tout n, les événements A1, A2, . . . , An sont indépendants.
Cela équivaut à dire que la suite des v. a. 1An est une suite de v.a. indépen-
dantes.
Soit An une suite d’événements, l’événement “une infinité d’événements Ak
a lieu” s’appelle limite supérieure des An et s’écrit
lim supAn =
∞⋂
n=1
∞⋃
k=n
Ak
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Lemme de Borel-Cantelli
1) Si une suite d’événements An est telle que
∑
P (An) <∞, alors
P (lim supAn) = 0.
2) Si une suite d’événements indépendants An est telle que
∑
P (An) = ∞,
alors P (lim supAn) = 1.
Preuve :
1) Soit X : Ω → [0,∞] une variable aléatoire (i.e. une fonction mesu-
rable). Pour tout α ∈ [0,∞], on a∫
Ω
XdP =
∫
{X<α}
XdP +
∫
{X ≥α}
XdP ≥ αP (X ≥ α)
En appliquant cette inégalité de Chebyshev à la v. a. X =
∑
n≥ 1 1An et
α =∞, on obtient
∞∑
n=1
P (An) =
∫
Ω
XdP ≥ ∞P (X ≥ ∞) =∞P (lim supAn)
et cela démontre la première assertion.
2) On a
P (lim supAn) = lim
n→∞P (
∞⋃
k=n
Ak) = lim
n→∞
(
1− P (
∞⋂
k=n
Ack)
)
et comme les événements An sont indépendants, on a on*et l’assertion 2 en
résulte.
3.3 Le théorème central de la limite et les lois fortes
des grands nombres
Le théorème central de la limite
Si µ est une mesure finie sur (Rn,B(Rn)), sa transformée de Fourier µˆ :
Rn → C est définie par
µˆ(y) =
∫
Rn
exp(i < x | y > dµ(x)
La transformation de Fourier vérifie les deux propriétés suivantes :
B Elle est injective : µˆ = νˆ ⇒ µ = ν.
B Elle transforme le produit de convolution en produit ordinaire : µ̂ ∗ ν =
µˆ.νˆ.
Soit (Ω, T , P ) un espace probabilisé et X une variable aléatoire sur Ω, sa
fonction caractéristique ϕX : R→ C est définie par
ϕX(x) =
∫
Ω
exp(ixX(ω))dP (ω) =
∫
R
exp(ixy)dPX(y)
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La fonction caractéristique de X est donc la transformée de Fourier de sa loi de
probabilité PX .
Convergence de mesures.
Notons Cc(R) l’espace des fonctions continues sur R qui sont à support
compact et Cb(R) celui des fonctions continues et bornées sur R.
Soit µn , µ des mesures bornées sur (R,B(R)). On dit que la suite :
B µn converge vaguement vers µ si µn(f) tend vers µ(f) pour tout f ∈
Cc(R),
B µn converge étroitement vers µ si µn(f) tend vers µ(f) pour tout f ∈
Cb(R).
Lemme. Si les mesures µn converge vaguement vers µ et si µn(R) tend vers
µ(R) alors les mesures µn converge étroitement vers µ.
Lemme. Les assertions suivantes sont équivalentes :
a) µn converge étroitement vers µ.
b) µ̂n converge simplement vers µˆ.
Preuve de b ⇒ a. On aura besoin de l’espace de Schwartz S(R) qui est
l’ensembles des fonctions f : R −→ C indéfiniment dérivables et dont toutes
les dérivées décroissent rapidement (i.e. limx→±∞ xmf (n)(x) = 0 pour tous les
entiers naturels m et n). Cet espace est dense, pour la norme uniforme, dans
Cc(R) et il est invariant par la transformation de Fourier.
La suite µn(R) = µ̂n(0) tend vers µˆ(0) = µ(R), elle est donc bornée.
Soit g ∈ S(R), il résulte du théorème de convergence dominée que :∫
ĝ(t)dµn(t) =
∫
g(x)µ̂n(x)dx −→
∫
g(x)µ̂(x)dx =
∫
ĝ(t)dµ(t)
Soit h ∈ Cc(R) et ε > 0, il existe g ∈ S(R) telle que ‖ h − g ‖∞≤ ε et cela
donne pour n assez grand :
| ∫ hdµn − ∫ hdµ | ≤ | ∫ (h− g)dµn | + | ∫ (h− g)dµ | + | ∫ gdµn − ∫ gdµ |
≤ ε. supµn(R) + εµ(R) + ε
Lemme
Si µn converge vaguement vers µ et si µ({a}) = 0 alors limµn({a}) = 0.
Si µn converge étroitement vers µ et si µ({a}) = 0 alors
limµn(]−∞, a]) = µ(]−∞, a])
Le Théorème central de la limite.
Soit G la mesure (dite loi normale ou loi de Gauss) sur (R,B(R)) définie par
dG(t) =
1√
2pi
exp(−1
2
t2)
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C’est une probabilité vérifiant Ĝ(x) = exp(−12x2).
Théorème central de la limite.
Soit λ une probabilité sur (R,B(R)) et posons pour tout A ∈ B(R)
µn(A) = λ∗n(
√
nA) = λ ∗ · · · ∗ λ(√nA) , (n fois)
Si
∫
R tdλ(t) = 0 et
∫
R t
2dλ(t) = 1 alors µn converge étroitement vers G.
Preuve : Posons h(x) = λˆ(x) si bien que
h(x) = 1− 1
2
x2 + o(x2) , µ̂n(x) = hn(x/
√
n) = [1− x2/n+ o(n−3/2)]n
On en déduit que limn→∞ µ̂n(x) = exp(−12 x2) = Ĝ(x).
Conséquence : Théorème central de la limite.
Soit Xn une suite de v.a. indépendantes, de même loi, d’espérance m et
d’écart-type σ. Si Sn = X1 + · · ·Xn, alors sa réduite
S∗n =
Sn − n.m√
n.σ
converge en loi vers la loi normale (i.e. les lois de probabilité de S∗n convergent
étroitement vers la loi normale de Gauss G).
Les lois fortes des grands nombres
On va énoncer les deux lois fortes de Kolmogorov qui vont résulter essen-
tiellement d’une inégalité due à Kolmogorov laquelle généralise l’inégalité de
Chebyshev.
Inégalité de Chebyshev.
Soit (X, T , µ) en espace mesuré et f : X → [0,∞] une fonction mesurable.
Pour tout a ∈ [0,∞], on a∫
X
fdµ =
∫
{f ≥ a}
fdµ+
∫
{f < a}
fdµ ≥ a.µ({f ≥ a})
Soit (Ω, T , P ) un espace probabilisé et X : Ω→ R une variable aléatoire de carré
intégrable. Si a > 0, l’inégalité ci-dessus implique cette inégalité de Chebyshev
P (| X − E(X) | ≥ a) = P (| X − E(X) |2 ≥ a2) ≤ a−2V (X)
Inégalité de Kolmogorov.
Soit S une v.a. de carré intégrable, l’inégalité de Chebyshev dit que :
P (| S − E(S) | ≥ ε) ≤ ε−2V (S)
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et l’inégalité de Kolmogorov améliore l’inégalité de Chebyshev lorsque S est une
somme de v.a. indépendantes.
Inégalité de Kolmogorov.
Soit X1, . . . , Xn des v. a. indépendantes de carré intégrables et posons Sm =
X1 + · · ·Xm. On a
P ( { max
1≤ j≤n
| Sj − E(Sj) | ≥ ε } ) ≤ ε−2V (Sn)
Preuve
En remplaçant Xi par Xi − E(Xi), on se ramène aux cas où E(Xi) = 0.
Posons
A = { max
1≤ j≤n
| Sj | ≥ ε } etAk = { max
1≤ j≤ k−1
| Sj | < ε , | Sk | ≥ ε}
L’ensemble A est la réunion disjointe des Ak et alors
V (Sn) = E(S2n) ≥ E(1A.S2n) =
n∑
k=1
E(1Ak .S
2
n)
Posons Yk = Xk+1 + · · ·Xn si bien que Sn = Sk + Yk et donc
1Ak .S
2
n = 1Ak .S
2
k + 2.1Ak .Sk.Yk + 1Ak .Y
2
k
Comme les v.a. Yk et 1Ak .Sk sont indépendantes et que E(Yk) = 0, on a aussi
E(1Ak .Sk.Yk) = 0 et alors
E(1Ak .S
2
n) = E(1Ak .S
2
k) + E(1Ak .Y
2
k ) ≥ E(1Ak .S2k) ≥ ε2P (Ak)
On en déduit V (Sn) ≥
∑n
k=1E(1Ak .S
2
n) ≥
∑n
k=1 ε
2P (Ak) = ε2P (A).
Lois des grands nombres.
Soit Xn une suite de v.a. indépendantes et intégrables.On dit que
B la suite Xn obéit à la loi forte des grands nombres si, presque sûrement,
on a
lim
n→∞
1
n
n∑
k=1
[Xk − E(Xk)] = 0.
B la suite Xn obéit à la loi faible des grands nombres si, pour tout ε > 0,
lim
n→∞P ( |
1
n
n∑
k=1
[Xk − E(Xk)] | ≥ ε ) = 0
Théorème de Markov
Si une suite de v.a. Xn vérifie limn→∞ n−2V (
∑n
k=1Xn) = 0 alors elle obéit
à la loi faible des grands nombres.
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Preuve :
C’est une conséquence directe de l’inégalité de Chebyshev.
Le lemme suivant sera utile pour la démonstration des deux lois fortes de
Kolmogorov.
Lemme.
Soit Xn une suite de v.a. indépendantes. Si la série
∑
V (Xn) des variances
des Xn converge alors la série
∑
[Xn − E(Xn)] converge presque sûrement.
Preuve. On se ramène au cas où E(Xn) = 0. Posons Sm = X1 + · · · + Xm,
il suffit de montrer que pour tout ε > 0
lim
m→∞P (
⋃∞
p=1{ | Sm+p − Sm | ≥ ε} ) = 0
Cela résulte de l’inégalité de Kolmogorov
P (
⋃∞
p=1{ | Sm+p − Sm | ≥ ε} ) = limn P (
⋃n
p=1{ | Sm+p − Sm | ≥ ε} )
≤ ε−2V (Sm+n − Sm) ≤ ε−2
∑∞
p=m+1 V (Xp)→m 0
Premier théorème de Kolmogorov.
Soit Xn une suite de v.a. indépendantes. Si la série
∑
n−2V (Xn) converge
alors Xn obéit à la loi forte des grands nombres.
Preuve : Posons Yn = [Xn−E(Xn)]/n. La série
∑
V (Yn) converge et il résulte
du lemme précédent que
∑
Yn converge presque sûrement et cela implique que
Xn obéit à la loi forte des grands nombres.
(Le dernier passage utilise le lemme de Kronecker qui dit que si la série
∑
zn
converge alors la suite 1n
∑n
k=1 kzk tend vers zéro : cela s’obtient en utilisant le
procédé de sommation d’Abel.)
Deuxième théorème de Kolmogorov.
Soit Xn une suite de v.a. indépendantes ayant la même loi de probabilité. Si
X1 est intégrable alors Xn obéit à la loi forte des grands nombres.
Preuve : Posons Yn = Xn.1{ | Xn | < n } , on a
∞∑
n=1
n−2V (Yn) ≤
∞∑
n=1
n−2E(Y 2n ) ≤
pi2
6
E(| X1 |)
Il résulte du premier théorème de Kolmogorov que Yn obéit à la loi forte des
grands nombres et puisque limE(Yn) = E(X1) on a
1
n
n∑
k=1
Yk → E(X1)
On a maintenant
∞∑
k=1
P (Xk 6= Yk) =
∞∑
k=1
P (| Xk | ≥ k) =
∞∑
k=1
P (| X1 | ≥ k) ≤ E(| X1 |) <∞
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et il résulte du lemme de Borel-Cantelli que P (lim sup{Xk 6= Yk}) = 0. Cela
implique que les deux suites 1n
∑n
k=1Xk et
1
n
∑n
k=1 Yk sont presque sûrement
de même nature.
Théorème de Glivenko-Cantelli.
Pour cet important théorème, on a besoin du lemme suivant qui généralise
un lemme classique dû à Dini.
Lemme : Soit Fn, F des fonctions croissantes, bornées et continues à droite
et soit S une partie dense dans R contenant tous les points de discontinuité de
la fonction F . Si
limFn(x) = F (x) et limFn(x−) = F (x−) pour tout x ∈ S ∪ {±∞}
alors Fn converge uniformément vers F sur R.
Théorème de Glivenko-Cantelli.
Si Xn est une suite de v.a. indépendantes et de même loi de probabilité et si
F (x) = P (X1 ≤ x) et Fn(x, ω) = 1
n
n∑
k=1
1{Xk ≤x }(ω)
alors, presque sûrement, Fn( , ω) converge uniformément vers F :
P ( {ω ; sup
−∞<x<∞
| Fn(x, ω)− F (x) |→ 0 } ) = 1
Preuve. Posons, pour x ∈ R,
Yk(x, ω) = 1{Xk ≤x }(ω) et Zk(x, ω) = 1{Xk <x }(ω)
On a E(Yk(x, .)) = F (x) et E(Zk(x, .)) = F (x−) et il résulte du deuxième
théorème de Kolmogorov, que les v.a. Yk(x, .) et Zk(x, .) obéissent à la loi forte
des grands nombres et il existe alors un ensemble Ax de probabilité nulle tel que
ω /∈ Ax ⇒ limFn(x, ω) = F (x) et limFn(x−, ω) = F (x−)
Soit S une partie dénombrable, dense dans R et contenant tous les points de
discontinuité de F et posons A = ∪x∈SAx. Il résulte du lemme précédent que si
ω /∈ A alors Fn( , ω) converge uniformément vers F sur R.
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3.4 Espérances conditionnelles
Soit (Ω, Σ, P ) un espace probabilisé et Y : Ω → R une variable aléatoire
intégrable.
Soit A une sous-tribu de Σ, l’application γ : A → R définie par
γ(A) =
∫
A
Y (ω) dP (ω)
est une mesure (non nécessairement positive) qui est absolument continue par
rapport à la probabilité P (restreinte à A) :
P (A) = 0⇒ γ(A) = 0
Il résulte alors d’un théorème dit de Radon-Nikodym qu’il existe une fonction
Z : Ω→ R vérifiant
a) Z est A-mesurable.
b) Pour tout A ∈ A , on a∫
A
Y (ω) dP (ω) = γ(A) =
∫
A
Z(ω) dP (ω)
La v. a. Z est appelée espérance conditionnelle de Y sachant A et est notée
E(Y | A ) ou EA(Y ).
Remarques.
1) L’espérance conditionnelle E(Y | A ) est une variable aléatoire contrai-
rement à l’espérance mathématique ordinaire E(Y ) qui est une constante (c’est
donc aussi une fonction constante sur Ω).
2) Il résulte de la définition même de E(Y | A ) que l’on a :
E (E(Y | A)) = E(Y )
Remarque.
Si la variable aléatoire Y : Ω → R est de carré intégrable, on sait que la
fonction h : R → R définie par
h(a) = E
(
|Y − a|2
)
atteint son minimum pour a = E(X).
Une propriété analogue a ction orthogonale de Y sur L2(Ω, A, P ) :
a ∈ L2(Ω, A, P )⇒ E (a× (Y − E(Y | A))) = 0
Cela provient de l’identité aE(Y | A) = E( aY | A) qui implique
E (a× (Y − E(Y | A))) = E(aY )−E( aE(Y | A) ) = E(aY )−E(E( aY | A) ) = 0
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On vient de montrer que l’opérateur EA , quand on le restreint à L2(Ω, Σ, P )
, représente la projection orthogonale sur le sous-espace fermé L2(Ω, A, P ).
Exemples.
1) Si A = {∅ , Ω} alors toute fonction A-mesurable est constante et
E(Y | A) = E(Y )
Cela montre que la notion d’espérance conditionnelle généralise la notion d’es-
pérance ordinaire.
En général, l’espérance conditionnelle E(Y | A) est un meilleur “résumé”,
pour ceux qui s’intéressent aux éléments de A , que l’espérance ordinaire E(Y ).
2) Si A = {∅, A, Ac, Ω} et si P (A) et P (Ac) sont non nuls, l’espérance
conditionnelle E(Y | A) est de la forme
E(Y | A) = α1A + β1Ac , α, β ∈ R
et les constantes α et β, qui s’obtiennent en intégrant sur A et Ac, sont données
par
α =
1
P (A)
∫
A
Y (ω)dP (ω) , β =
1
P (Ac)
∫
Ac
Y (ω)dP (ω)
Elles représentent donc les moyennes de la v. a. Y sur les éléments “non divisibles”
A et Ac de A .
3) Si la tribu A est engendrée par la partition An et si les P (An) sont non
nuls, on posera
E(Y | An) = 1
P (An)
∫
An
Y (ω)dP (ω)
de sorte que E(Y | An) représente la valeur moyenne de Y sur An et alors
E(Y | A) =
∑
n
E(Y | An)× 1An
et l’identité E (E(Y | A)) = E(Y ) donne
E(Y ) =
∑
n
E(Y | An)× P (An)
Cela veut dire, tout simplement, que la moyenne E(Y ) est égale à la moyenne
des moyennes E(Y | An).
Exemple et notation.
Soit X : Ω→ R une variable aléatoire et σ(X) la tribu engendrée par X :
σ(X) = { σ−1(B) , B est un borélien de R }
La tribu σ(X) est une sous-tribu de Σ et c’est la plus petite tribu qui rend X
mesurable.
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Pour simplifier l’écriture, on écrira E(Y | X ) au lieu de E(Y | σ(X) ).
Comme E(Y | X ) est une fonction σ(X)-mesurable, il existe une fonction
ϕ : R → R borélienne telle que
E(Y | X ) = ϕ ◦X
Par analogie au cas où la tribu A est engendrée par une partition dénombrable,
nous poserons
E(Y | X = x ) = ϕ(x) , x ∈ R
et nous dirons que c’est la moyenne de Y sur l’ensemble (X = x). Noter que
cela permet de donner un sens à cette phrase qui ne veut rien dire lorsque
P (X = x) = 0.
Exemple. On munit l’intervalle [−1, 1] de la probabilité uniforme et on
considère la v. a. X définie par
X(x) = x2
Il est facile de vérifier que la tribu σ(X) est formée des boréliens de [−1, 1] qui
sont symétriques par rapport à l’origine :
σ(X) = { B ∈ B([−1, 1]) ; B = −B }
et que si Y : [−1, 1]→ R est une v. a., alors son espérance conditionnelle sachant
X est égale à la partie paire de Y :
E(Y | X)(x) = Y (x) + Y (−x)
2
, x ∈ [−1, 1]
et on déduit que
E(Y | X = x) = Y (
√
x) + Y (−√x)
2
, x ∈ [0, 1]
Remarques et définitions.
1) Il résulte de la définition de l’espérance conditionnelle que l’on a
E(Y ) = E(E(Y | X )) =
∫
R
ϕ(x)dPX(x) =
∫
R
E(Y | X = x )dPX(x)
et cela exprime encore une fois que la moyenne de Y est la moyenne des moyennes
E(Y | X = x ).
2) Lorsque Y est la fonction caractéristique d’un ensemble C ∈ Σ, on posera
P (C | X) = E(1C | X)
et on dira que P (C | X) est la probabilité conditionnelle de C sachant X.
La formule ci-dessus devient dans ce cas
P (C | X) =
∫
R
P (C | X = x)dPX(x)
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et cela généralise cette formule très utile :
P (C) =
∑
n
P (C | An)P (An)
qui est valable chaque fois que les An forment une partition de Ω en événements
de probabilités non nulles.
3) Soit h : R → R une fonction borélienne telle que la v. a. h ◦ Y soit
intégrable, on sait qu’il existe une fonction borélienne ϕ : R→ R telle que
E(h ◦ Y | X ) = ϕ ◦X
et que si A est σ(X)-mesurable
E(1A × ϕ ◦X) = E(1A × E(h ◦ Y | X )) = E(1A × h ◦ Y )
L’ensemble A est de la forme X−1(B) où B est un borélien de R si bien que
1A = 1B ◦ X, et on montre facilement que si k : R → R est une fonction
borélienne et positive, alors
E(k ◦X × ϕ ◦X) = E(k ◦X × h ◦ Y )
Cela donne cette formule∫
R
k(x)ϕ(x)dPX(x) =
∫
R×R
k(x)h(y)dP(X,Y )(x, y)
qui permet souvent de déterminer l’application ϕ et donc l’espérance condition-
nelle E(h ◦ Y | X ).
Exemple.
Soit X,Y : Ω→ R deux v. a. indépendantes de même loi de probabilité
dPX(x) = dPY (x) = exp(−x)1[0,∞[(x)dx
Déterminer l’espérance conditionnelle E(X | max{X,Y } ).
Solution. Posons Z = max{X,Y }. On sait que, si h : R→ R est borélienne
et si la v. a. h ◦X est intégrable, il existe une fonction borélienne ϕ : R → R
telle que E(h◦X | Z ) = ϕ◦Z et que, pour toute fonction k : R→ R borélienne
positive, on a
E(k ◦ Z × ϕ ◦ Z) = E(k ◦ Z × h ◦X)
Déterminons la loi de probabilité de Z : On a
P (Z < z) = P (max{X,Y } < z) = P (X < z, Y < z) = (1− e− z)2
si bien que la loi de probabilité de Z est donnée par
dPZ(z) =
d
dz
P (Z < a)dz = 2(1− e− z)e−zdz
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Il en résulte que l’on a∫ ∞
0
k(z)ϕ(z)2(1− e− z)e−zdz =
∫ ∞
0
∫ ∞
0
k(max{x, y})h(x)e−xe− ydxdy
Le second membre (notons-le S) vaut
S =
∫ ∞
0
k(x)h(x)
(∫ x
0
e− ydy
)
e−xdx+
∫ ∞
0
k(y)
(∫ y
0
h(x)e−xdx
)
e− ydy
=
∫ ∞
0
k(x)
(
h(x)(1− e−x) +
∫ x
0
h(t)e− tdt
)
e−xdx
Il en résulte que l’on a
ϕ(x)2(1− e−x) = h(x)(1− e−x) +
∫ x
0
h(t)e− tdt
de sorte que
ϕ(x) =
h(x)
2
+
∫ x
0 h(t)e
− tdt
2(1− e−x)
Cette relation permet d’écrire, en faisant h(x) = x,
E(X | max{X,Y } = x) = x
2
+
1
2
− x
2(exp(x)− 1)
et de dire que la loi conditionnelle de X sachant que max{X,Y } = x est
égale à
1
2
δx +
1
2(1− e−x)1[0,x](t)e
− tdt
Exercice.
1) Soit X la v. a. qui vaut 1 si le premier essai donne un succès et qui vaut
0 sinon.
1a) Calculer E(Y1 | X = 1) et montrer que E(Y1 | X = 0) = 1 + E(Y1).
1b) Calculer E(Y1).
2) Montrer que E(Ym+1 | Ym) = Ym + 1 + (1− p)E(Ym+1).
3) En déduire que
E(Ym) =
m∑
n=1
p−n
Exercice.
Soit Xn une suite de v. a. indépendantes, équidistribuées, de moyenne m et
N une v. a. entière et indépendante des Xn. On pose
Sn(ω) =
n∑
i=1
Xi(ω) , SN (ω) =
N(ω)∑
i=1
Xi(ω)
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1) Montrer que E(SN | N = n) = E(Sn).
2) Montrer que
E(SN ) = E(N)E(X1)
3) On suppose que X1 et N sont de carré intégrables, prouver que
V (SN ) = E(N)V (X1) + V (N)E2(X1)
Exercice.
Déterminer l’espérance conditionnelle E(X | X + Y ).
Solution : Posons T = X+Y, la fonction E(X | X+Y ) est de la forme ϕ◦T
où ϕ : R→ R est borélienne et vérifie
si A est σ(T )-mesurable alors E(1A . ϕ ◦ T ) = E(1A . X)
et donc
si g est borélienne positive alors E(g ◦ T . ϕ ◦ T ) = E(g ◦ T .X)
On sait que T est une v. a. de densité texp(−t)1[0,∞[(t) si bien que
E(g ◦ T . ϕ ◦ T ) =
∫ ∞
0
g(t)ϕ(t)texp(−t)dt
Par ailleurs, on a
E(g ◦ T .X) =
∫ ∞
0
∫ ∞
0
g(x+ y)xexp(−x)exp(−y)dxdy
Le changement de variables (x, y)→ (t = x+ y, s = x) donne
E(g ◦ T .X) =
∫ ∞
0
(
g(t)exp(−t)
∫ t
0
sds)
)
dt
Il s’ensuit que ϕ(t)t =
∫ t
0 sds et ϕ(t) = t/2. On a donc obtenu
E(X | X + Y ) = X + Y
2
On montre de la même manière que si h est positive
E(h ◦X | X + Y ) = 1
X + Y
∫ X+Y
0
h(s)ds
et cela permet d’écrire
E(h ◦X | X + Y = t) = 1
t
∫ t
0
h(s)ds =
∫ t
0
h(s) . t−1ds
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et on dira que la loi de X sachant X + Y = t est la loi uniforme t−1ds sur [0, t].
Remarque.
Lorsque la loi du couple (X,Y ) est donnée par
dP(X,Y )(x, y) = f(x, y)dµ(x)dγ(y)
où µ et γ sont deux mesures σ-finies, on posera
f2(x) = fy(x) =
∫
R
f(x, y)dγ(y)
de sorte que fy(x)dµ(x) est exactement la loi de X.
Noter qu’il résulte du théorème de Fubini que l’on a le droit de dire
f est nulle sur l’ensemble {x ; fy(x) = 0} ×R
On posera ensuite
f(y | x) =
 f(x, y)/fy(x) si fy(x) 6= 00 si fy(x) = 0
de sorte que l’on a f(x, y) = f(y | x)fy(x).
Soit h une fonction borélienne positive, l’espérance conditionnelle E(h ◦ Y |
X) est de la forme ϕ ◦X où ϕ est une fonction borélienne vérifiant
si g est borélienne positive alors E(g ◦X .ϕ ◦X) = E(g ◦X .h ◦ Y )
On va montrer que
ϕ(x) =
∫
R
h(y)f(y | x)dγ(y)
et on dira que f(y | x)dγ(y) est la loi conditionnelle de Y sachant que X = x.
Cela résulte des égalités
E(g ◦X .h ◦ Y ) =
∫
R
∫
R
g(x)h(y)f(x, y)dµ(x)dγ(y)
=
∫
R
∫
R
g(x)h(y)f(y | x)fy(x)dµ(x)dγ(y)
=
∫
R
g(x)
[∫
R
h(y)f(y | x)dγ(y)
]
fy(x)dµ(x)
et de l’identité
E(g ◦X .ϕ ◦X) =
∫
R
g(x)ϕ(x)fy(x)dµ(x)
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3.5 Loi de Poisson et loi exponentielle
Introduction.
On observe, à partir de l’instant t = 0, un flux (une succession) d’événements
et on désigne par Nt le nombre d’événements aperçus dans l’intervalle de temps
[0, t[. C’est une variable aléatoire et on fait les hypothèses suivantes :
1) Le flux est stationnaire : La loi de la v. a. Na+t − Na , qui compte le
nombre d’événements qui se réalisent dans l’intervalle de temps [a, a + t[, ne
dépend que de t (et non de a). Cela permet de poser
pn(t) = P (Nt = n) = P (Na+t −Na = n)
2) Le flux est sans postaction : Pour toute suite strictement croissante tn,
les v. a. Ntn+1 −Ntn sont indépendantes.
3) Il existe une constante λ telle que
p1(t) = λt+ o(t) ,
∞∑
n=2
pn(t) = o(t)
Il en résulte que
p0(t) = 1− λt+ o(t)
Calcul de pn(a) , loi de probabilité de Na
Pour t = 0 : Il résulte des hypothèses que p0(0) = 1 et donc pn(0) = 0 pour
tout n ≥ 1.
• On a
p0(a+ t) = P (Na+t = 0) = P (Na = 0 , Na+t −Na = 0)
= P (Na = 0)P (Na+t −Na = 0)
= p0(a)p0(t) = p0(a)(1− λt+ o(t))
Cela implique p′0(a) = −λp0(a) et comme p0(0) = 1, on en déduit que
p0(a) = exp(−λa)
• On a
pn(a+ t) =
n∑
i=0
P (Na = n− i)P (Na+t −Na = i)
= pn(a)(1− λt+ o(t)) + pn−1(a)(λt+ o(t)) + o(t)
= (1− λt)pn(a) + λtpn−1(a) + o(t)
Cela donne p′n(a) = −λpn(a) + λpn−1(a) et, par récurrence sur n ≥ 1,
pn(a) =
(λa)n
n!
exp(−λa) , n ≥ 0
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Il en résulte que Na suit une loi de Poisson de paramètre λa.
La fonction génératrice de la v. a. Na est
ga(z) =
∞∑
n=0
P (Na = n) zn =
∞∑
n=0
pn(a) zn = exp(−λa+ λaz)
et en particulier
E(Na) = λa , V (Na) = λa
Il en résulte que la constante λ représente le nombre moyen d’événements aperçus
par unité de temps.
La variable aléatoire T = T 1 = T1.
Soit T = T 1 = T1 la v. a. qui mesure le temps d’attente du premier
événement.
Nous allons déterminer la densité de sa loi de probabilité : On a
P (T > t) = P (Nt = 0) = p0(t) = exp(−λt)
et il en résulte que la densité de T est donnée par
− d
dt
P (T > t) = λexp(−λt) , t > 0
La v. a. T suit donc la loi exponentielle de paramètre λ et en particulier
E(T ) =
1
λ
= σ(T )
Cela donne cette autre interprétation de λ : 1λ représente le temps moyen d’at-
tente du premier événement.
Les variables aléatoires Tn , n ≥ 2.
Soit Tn la v. a. qui mesure le temps d’attente du n-ième événement. On a
P (Tn > t) = P (Nt ≤ n− 1) =
n−1∑
k= 0
(λt)k
k!
exp(−λt)
et on en déduit que la densité de Tn est donnée par
− d
dt
P (Tn > t) = λ
(λt)n−1
(n− 1)!exp(−λt)
La v. a. Tn suit donc la loi gamma de paramètres (n, λ).
Rappelons que sa fonction caractéristique est donnée par∫
Ω
exp(ixTn(ω)) dP (ω) =
(
1− ix
λ
)−n
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si bien que son espérance et sa variance sont données par
E(Tn) =
n
λ
, V (Tn) =
n
λ2
Les variables aléatoires Tn = Tn − Tn−1 , n ≥ 2.
Notons Tn la v. a. qui mesure le temps qui sépare le n-ième événement du
précédent.
Pour déterminer sa loi de probabilité, nous allons commencer par donner
celle du couple (Tn−1, Tn). On a
P (Tn−1 < a , Tn > b) = P (Na = n− 1 , Nb −Na = 0)
=
(λa)n−1
(n− 1)!exp(−λa)× exp(−λ(b− a)) =
(λa)n−1
(n− 1)!exp(−λb)
On en déduit que
P (Tn−1 < a , Tn < b) = P (Tn−1 < a)− P (Tn−1 < a , Tn > b)
si bien que la densité du couple (Tn−1, Tn) est donnée par
∂2
∂a∂b
P (Tn−1 < a , Tn < b) = λ2
(λa)n−2
(n− 2)!exp(−λb) , 0 < a < b
On en déduit que
P (Tn < b) = P (Tn − Tn−1 < b) =
∫
{y−x< b}
λ2
(λx)n−2
(n− 2)! exp(−λy)dxdy
=
∫ ∞
0
λ2
(λx)n−2
(n− 2)!
∫ x+b
x
exp(−λy)dy dx
et la loi de Tn est donc donnée par
d
db
P (Tn < b) =
∫ ∞
0
λ2
(λx)n−2
(n− 2)! exp(−λ(x+ b))dx = λexp(−λb)
En particulier les v. a. Tn , n ≥ 1 suivent toutes la loi exponentielle de paramètre
λ.
Indépendance des Tn , n ≥ 1.
Commençons par montrer que T1 et T2 sont indépendantes.
On a {T1 < x , T2 < y} = {T 1 < x , T 2 − T 1 < y} si bien que
P (T1 < x , T2 < y) =
∫ x
0
(∫ a+y
a
λ2exp(−λb)db
)
da
et il en résulte que
∂2
∂x∂y
P (T1 < x , T2 < y) =
∂
∂x
λ2
∫ x
0
exp(−λ(a+ y))da
= λexp(−λx)× λexp(−λy)
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et cette expression de la densité du couple (T1, T2) prouve que ces deux v. a. T1
et T1 sont indépendantes.
Montrons par exemple que T1, T2, T3 et T4 sont indépendantes.
Si a < b < c < d, alors l’événement
A = {T 1 < a, T 2 > b, T 3 < c, T 4 > d}
coïncide avec l’événement
{Na = 1, Nb −Na = 0, Nc −Nb = 2, Nd −Nc = 0}
si bien que
P (A) = λae−λa × e−λ(b−a) × λ
2(c− b)2
2
e−λ(c−b) × e−λ(d−c)
=
1
2
λ3a(c− b)2e−λd
La densité de la loi de (T1, T2, T3, T4) est donc donnée par(
∂
∂a
)(−∂
∂b
)(
∂
∂c
)(−∂
∂d
)
P (A) = λ4e−λd1{a< b< c<d}
On peut donc calculer la probabilité de l’événement
B = {T1 < x, T2 < y, T3 < z, T4 < t}
= {T 1 < x, T 2 − T 1 < y, T 3 − T 2 < z, T 4 − T 3 < t}
qui vaut
α =
∫ x
0
(
∫ y+t1
t1
(
∫ z+t2
t2
(
∫ t+t3
t3
λ4e−λt4dt4)dt3)dt2)dt1
Cela permet de déterminer la densité de (T 1, T 2, T 3, T 4) ; elle vaut
∂4α
∂xyzt
=
∂3
∂yzt
∫ y+x
x
(
∫ z+t2
t2
(
∫ t+t3
t3
λ4e−λt4dt4)dt3)dt2
=
∂2
∂zt
∫ z+y+x
y+x
(
∫ t+t3
t3
λ4e−λt4dt4)dt3
=
d
dt
∫ t+z+y+x
z+y+x
λ4e−λt4dt4
= λ4exp(−λ(t+ z + y + x))
et cette expression de la densité prouve que les v. a. T1, T2, T3 et T4 sont indé-
pendantes.
Il devient clair maintenant que Tn (n ≥ 1) est une suite de v. a. indépen-
dantes.
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3.6 La loi du Chi deux
La loi gamma.
Une variable aléatoire X suit une loi gamma de paramètres (α, λ) (α >
0, λ > 0) si sa densité f est donnée par
f(x) =
λα
Γ(α)
xα−1e−λx1[ 0,∞ [(x)
La fonction caractéristique d’une telle v. a. est donnée par
ϕX(t) =
∫ ∞
−∞
eitxf(x)dx =
(
1− it
λ
)−α
et il en résulte que son espérance et sa variance sont donnés par
E(X) =
α
λ
, V (X) =
α
λ2
Pour α = 1, la loi gamma se réduit à la loi exponentielle.
Pour α = n/2 et λ = 1/2, la loi gamma est la loi du χ2 à n degrés de liberté.
Exemples.
- Si la v. a. X suit une loi normale réduite, alors la v. a. Y = X2 suit une
loi gamma de paramètre (1/2, 1/2).
Preuve.
d
da
P (Y < a) =
d
da
(
2√
2pi
∫ √a
0
exp(−x2/2)dx
)
=
1√
2pi
a−1/2e−a/2
- Si les v. a. Xi sont indépendantes est suivent la loi normale réduite, la v. a.
V = X21 + · · ·+X2n
suit la loi du χ2 à n degrés de liberté.
Preuve. La fonction caractéristique de V est en effet donnée par
ϕ(t) =
[
(1− 2it)−1/2
]n
Théorème.
Soit X1, . . . , Xn des variables aléatoires indépendantes qui suivent la loi
normale de paramètres (m, σ2) et posons
X =
1
n
∑n
i=1Xi , Y =
1
σ2
∑n
i=1(Xi −X)2 , Z =
√
n
X −m
σ
Les v. a. Y et Z sont indépendantes et Y suit la loi du χ2 à n − 1 degrés de
liberté.
116
3.6. La loi du Chi deux
Preuve.
On se ramène au cas où m = 0 et σ = 1. Posons
Yi =
1√
i.(i+ 1)
(X1 + · · ·+Xi − iXi+1) et Yn = 1√
n
(X1 + · · ·+Xn)
C’est une transformation “orthogonale” si bien que
X21 + · · ·+X2n = Y 21 + · · ·+ Y 2n
et comme Y 2n = nX
2, il en résulte que
Y =
∑n
i=1Y
2
i − Y 2n =
∑n−1
i=1 Y
2
i
et cela implique que Y suit la loi du χ2 à n− 1 degrés de liberté.
Comme la transformation ci-dessus est orthogonale et que la loi de (X1, . . . ,
Xn) est invariante par ces transformations, on en déduit que les v. a. Y1, . . . , Yn
sont indépendantes et il en résulte que Y et Z sont indépendantes.
Convergence de la loi multinomiale.
Soit p1, . . . , pk des réels tels que
0 < pi < 1 et p1 + · · ·+ pk = 1
Soit Z = (Z1, . . . , Zk) une variable aléatoire à valeurs dans Nk. On dit que Z
suit une loi multinomiale de paramètres (p1, . . . , pk ; n) si
P (Z1 = n1, . . . , Zk = nk) =
n!
n1!× · · · × nk! p
n1
1 × · · · × pnkk
pour n1 + · · ·+ nk = n.
Interprétation.
Si les événements E1, . . . , Ek se produisent respectivement avec les probabi-
lités p1, . . . , pk, alors la probabilité pour que l’événement se produise n1 fois, . . . ,
Ek se produise nk fois est donnée par
n!
n1!× · · · × nk! p
n1
1 × · · · × pnkk
Cette loi est une généralisation de la loi binomiale et s’appelle loi multinomiale
parce que les probabilités ci dessus sont les termes du développement de (p1 +
· · ·+ pk)n.
Noter que chacune des v. a. Zi sui une loi binomiale de paramètre (n, pi)
Considérons maintenant la variable aléatoires
χ2 =
∑k
i=1
(Zi − npi)2
npi
Comme E(Zi − npi)2 = V (Zi) = npi(1− pi), il en résulte que
E(χ2) = k − 1 = f
117
3. Systèmes stochastiques
La variance de χ2 est plus difficile à calculer et vaut
V (χ2) = 2f +
1
n
(
1
p1
+ · · ·+ 1
pk
− k2 − 2k + 2
)
et il suffit de retenir que pour n assez grand, cette variance est voisine de 2f.
Théorème.
Lorsque n tend vers l’infini, la variable aléatoire χ2 tend en loi vers une loi
de χ2 à k − 1 degrés de liberté.
Application.
On désire vérifier la régularité d’un dé, c’est-à-dire examiner si toutes ses
faces sont équiprobables :
p1 = p2 = p3 = p4 = p5 = p6 =
1
6
On a lancé ce dé 120 fois et on a obtenu
issue i 1 2 3 4 5 6
fréquence observée Xi 15 21 25 19 14 26
fréquence espérée npi 20 20 20 20 20 20
Pour mesurer les écarts entre les Xi et les npi, on calcule
χ2 =
∑6
i=1
(Xi − npi)2
npi
= 6, 2
La valeur observée de χ2 est 6, 2 ; elle est inférieure f +
√
2f ' 8, 16 et on n’a
pas de raison de douter du dé.
En règle générale, on adopte ces deux principes :
1) Lorsque la valeur observée est supérieure à f + 2
√
2f , on doit rejeter
l’hypothèse.
2) Lorsque la valeur observée est trop petite, on est en droit de soupçonner
quelqu’un d’avoir trafiqué les données pour démontrer quelque chose.
3.7 Exercices
Exercice. Variable de Bernoulli.
Soit A ∈ T un événement et X = 1A. Cette v.a. ne prend que les valeurs 0
et 1 et sa loi de probabilité est donc portée par l’ensemble {0, 1} ; elle est donnée
par
PX = P (X = 1)δ1 + P (X = 0)δ0
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On dit qu’une v.a. X est de Bernoulli de paramètre p , 0 < p < 1 si sa loi de
probabilité est égale à
PX = pδ1 + (1− p)δ0
Montrer que E(X) = p et V (X) = p(1− p).
Exercice. Fonction de répartition.
Soit (Ω , T , P ) un espace probabilisé et X : Ω→ R une variable aléatoire.
La fonction de répartition de X est la fonction F : R→ R définie par
F (x) = P (X < x )
1) Montrer que F est une application croissante, continue à gauche et que
F (−∞) = 0 , F (+∞) = 1
2) Déterminer F lorsque la loi de probabilité de X est donnée par
a) PX = 0.2δ0 + 0.8δ2 b) dPX(x) = e−x1[0,∞[(x)dx
3) Montrer que P (X = a) = F (a+)− F (a).
4) Montrer que si F est de classe C1 sur un intervalle ]a, b[, alors
P (X ∈ A ) =
∫
A
F ′(x)dx
pour tout borélien A inclus dans ]a, b[.
5) Montrer que si F est continue sur tout R et dérivable sauf en un nombre
fini de points, alors
P (x < x) = F (x) =
∫ x
−∞
F ′(t)dt , x ∈ R
Cela montre que la loi de X est une mesure à densité par rapport à la mesure
de Lebesgue :
dPX(x) = f(x)dx , f(x) =
d
dx
P ( X < x )
6) Déterminer la loi de probabilité d’une v. a. X dont la fonction de répar-
tition F vérifie
F (x) =

0 si x ≤ 0
x/3 si x ≤ 1
1/2 si 1 < x ≤ 6
(x− 6)2/16 + 3/4 si 6 < x ≤ 8
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Exercice. Soit X une variable aléatoire dont la loi est donnée par
dPX(x) = e−x1[0,∞[(x)dx
1) Déterminer les fonctions de répartitions puis les lois de probabilité des va-
riables aléatoires
a) Y = 2X + 6 b) Z = |X| c) T = lnX
2) Déterminer les espérances des v. a. X , Y , Z et T.
Exercice. Soit X et Y deux v. a. indépendantes et de même loi donnée
dPX(t) = dPY (t) = t−21[1,∞[(t)dt
1) Calculer les probabilités P (X ≤ −1) , P (2 < X ≤ 3) et P (2 < X <
3 , 4 < Y ≤ 6).
2) Déterminer les lois de probabilité des v. a. X2 et lnX.
3) Calculer les probabilités P (XY ≤ 2), P (Y/X < 1/2) et P (Y/X ≤ 2).
4) En déduire que les v. a. U = XY et V = Y/X ne sont pas indépendantes
5) Déterminer les lois de probabilité des v. a. U = XY et V = Y/X.
Exercice. Soit X, Y deux variables aléatoires indépendantes et normales de
paramètres (1, 0) :
dPX(t) = dPY (t) =
1√
2pi
exp(−t2/2)dt
1) Déterminer la loi de X2.
2) Déterminer la loi de X2 + Y 2.
3) Déterminer la loi de
√
X2 + Y 2.
4) Déterminer la loi de Y/X.
Exercice. Soit X, Y deux variables aléatoires indépendantes et normales de
paramètres (m,σ2) :
dPX(t) = dPY (t) =
1√
2piσ
exp
(
−(t−m)
2
2σ2
)
dt
1) Déterminer la fonction caractéristique de la v. a. X.
2) Déterminer l’espérance et la variance de X.
2) Que peut-on dire de la v.a. (X −m)/σ ?
3) Que peut-on dire de la v. a. X + Y ?
Remarque. La v.a. X prend avec une probabilité élevée des valeurs proches
de son espérance :
k 0, 6745 1 1, 645 1, 96 2 2, 58 3
P (|X −m| ≤ kσ) 0, 5 0, 6827 0, 9 0, 95 0, 9545 0, 99 0, 9973
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Deux de ces probabilités méritent d’être retenus
P (|X −m| > 1, 96σ) = 0, 05 , P (|X −m| > 2, 58σ) = 0, 01
Exercice.
1) Soit X : Ω→ N une v. a. entière, prouver que
E(X) =
∞∑
n= 0
P (X > n)
2) Soit X : Ω→ [0,∞[ une variable aléatoire, prouver que
E(X) =
∫ ∞
0
P (X > x)dx
et montrer que si X est intégrable alors limx→∞ xP (X > x) = 0.
Exercice. Loi géométrique.
On dit qu’une v. a. X à valeurs dans N∗ suit une loi géométrique de para-
mètre p , 0 < p < 1, si sa loi est donnée par
P (X = n) = p(1− p)n−1 , n ∈ N∗
1) Déterminer la fonction génératrice de X :
g(z) = E(zX) =
∞∑
n=1
P (X = n)zn
2) Calculer E(X) , E(X(X − 1)) et en déduire V (X).
3) Montrer que cette v. a. vérifie
P (X > m+ n | X > n) = P (X > m)
Application. On effectue des essais indépendants de probabilité de succès
constante et égale à p , 0 < p < 1, et on note X la v. a. qui compte le nombre
de coups nécessaires pour obtenir le premier succès.
1) Calculer P (X = 1), P (X = 2), P (X = 3) et P (X = n).
2) Que dire de X et que vaut son espérance ?
Exercice. Loi binomiale négative.
On dit qu’une v. a. X suit une loi binomiale négative de paramètres m et
p, m ∈ N∗ et 0 < p < 1, si sa loi est donnée par
P (X = n) =
(
n− 1
m− 1
)
pm(1− p)n−m , n ≥ m
1) Que peut-on dire de X lorsque m = 1 ?
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2) Déterminer la fonction génératrice de X :
g(z) = E(zX) =
∞∑
n=1
P (X = n)zn
3) Calculer E(X) , E(X(X − 1)) et en déduire V (X).
Application. On effectue des essais indépendants de probabilité de succès
constante et égale à p , 0 < p < 1, et on note Xm la v. a. qui compte le nombre
de coups nécessaires pour obtenir le m-ième succès.
1) Montrer que si n ≥ m ≥ 1 alors
P (Xm = n) =
(
m− 1
n− 1
)
pm(1− p)n−m
2) Que dire de Xm et que vaut son espérance.
Exercice. Soit X1, . . . , Xm des v. a. indépendantes suivant la loi géométrique
de paramètre p et posons
S = X1 + · · ·+Xm
1) Déterminer la fonction génératrice de S et en déduire que S suit la loi bino-
miale négative de paramètres m et p.
2) Que peut-on dire de la loi de la somme de deux v. a. indépendantes suivant
des lois binomiales négatives de paramètres (m, p) et (n, p) ?
Exercice. On suppose que la v. a. X suit une loi binomiale négative de pa-
ramètre (m, p).
1) Déterminer le maximum de p→ P (X = n) en fonction de n et m.
2) Montrer que si m ≥ 2
E
(
m− 1
X − 1
)
= p
3) Montrer que si m ≥ 2
E
(m
X
)
> p
Exercice. Loi de Poisson.
On dit qu’une v. a. X suit une loi de Poisson de paramètre a si sa loi est
donnée par
P (X = n) = e− a
an
n!
, n ∈ N
1) Déterminer la fonction génératrice de X
g(z) = E( zX ) =
∞∑
n=0
P (X = n) zn
2) En déduire que
E(X) = V (X) = a
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3) Que peut-on dire de la somme de deux v. a. indépendantes suivant des loi de
Poisson ?
Soit pn une suite d’éléments de ]0, 1[ tels que la limite
a = lim
n→∞npn
existe. Montrer que, pour tout k ∈ N, on a
lim
n→∞
(
n
k
)
pkn(1− pn)n−k = e− a
ak
k!
Pour n = 50 et p = 0.04, on a np = 2
k Binomiale Poisson
0 0.1299 0.1385
1 0.2706 0.2707
2 0.2762 0.2767
3 0.1842 0.1804
4 0.0902 0.0902
k Binomiale Poisson
5 0.0346 0.0361
6 0.0108 0.0120
7 0.0028 0.0034
8 0.0006 0.0009
9 0.0001 0.0002
Exercice. Soit X1, X2 : Ω −→ R deux variables aléatoires indépendantes et
posons
X(1) = min(X1, X2) , X2 = max(X1, X2)
1) Déterminer les fonctions de répartition de X(1) et X(2) en fonction de
celles de X1 et X2.
2) On suppose que X1, X2 suivent des lois exponentielles de paramètres a
et b
dPX1(x) = ae
−ax1[0,∞[(x)dx , dPX2(x) = be
−bx1[0,∞[(x)dx
Déterminer les densités de X(1) et X(2).
3.8 Processus stochastiques
Introduction
Les processus stochastiques décrivent l’évolution d’une grandeur aléatoire en
fonction du temps ou bien de l’espace. Il existe de nombreuses applications des
processus aléatoires notamment en physique statistique (par exemple le ferro-
magnétisme, les transitions de Phases), en biologie (l’évolution, la génétique et
la génétique des populations), en médecine (croissance de tumeurs, épidémie),
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et bien entendu les sciences de l’ingénieur. Dans ce dernier domaine, les ap-
plications principales sont pour l’administration des réseaux, de l’Internet, des
télécommunications ainsi que dans le domaine de l’économie et des finances. Un
processus stochastique tend à représenter l’évolution d’un système en fonction
du temps. Il met en oeuvre des modèles probabilistes spécifiques dans le but
de gérer l’incertitude et la manque d’information. Un processus stochastique
(aléatoire) représente une évolution généralement dans le temps, d’une variable
aléatoire.
Notations
Dans la suite, on adoptera les notations suivantes :
– [Ω, F, IP ] un espace de probabilité
– (A, A) un espace mesurable
– E l’espace où X(t) prend ses valeurs : l’espace d’état du processus sto-
chastique X
– T l’espace du temps
Définition
– Processus stochastique : Un processus stochastique (ou processus aléa-
toire) représente une évolution, génèralement dans le temps, d’une variable
aléatoire.
On appelle processus aléatoire à valeurs dans (A,A), un élément
((Xt(ω))t≥0,ω∈Ω), où pour tout t ∈ T , Xt est une variable aléatoire à va-
leurs dans (A,A). Si (Ft)t est une filtration, on appelle processus aléatoire
adapté, à valeurs dans (A,A), un élément X tel que Xt soit une variable
aléatoire|–mesurable à valeurs dans (A,A). Pour ω ∈ Ω fixé, la fonction
de <+ dans A qui à t associe Xt(ω) est appelée la trajectoire associée à
la réalisation ω. Un processus stochastique peut aussi être vu comme une
fonction aléatoire : à chaque ω dans Ω, on associe la fonction de T dans
E :t 7→ Xt(ω) , appelée la trajectoire associée à la réalisation ω.
– Si T est dénombrable alors X est appelé un processus stochastique en
temps discret.
– Si T est non dénombrable alors X est appelé un processus stochastique
en temps continu.
– Si E est dénombrable alors X est appelé un processus stochastique à
espace discret.
– Si E est non dénombrable alors X est appelé un processus stochastique
à espace continu.
Exemple
Soit le processus stochastique somme St = S0 +
t∑
i=1
Xi
Avec X1, X2... une suite des variables aléatoires indépendantes, prenant
chacune la valeur 1 avec probabilité p et la valeur -1 avec probabilité 1-p.
La suite est une marche aléatoire partant de S0 . St représente la fortune
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d’un joueur ayant joué t parties, recevant 1 dinars s’il gagne payant 1
dinars s’il perd et ayant une richesse initiale de francs S0 dinars.
– Martingale
Définition : On se donne un espace de probabilité [Ω, F, IP ] muni d’une
filtration (Ft)t. (Ft)t est donc une famille croissante de sous-tribus de F.
Une famille de variable aléatoires (Xt)t≥0 est une martingale par rapport
à la filtration Ft si :
– Xt est Ft-mesurable et intégrable pour tout t
– E[Xt/Fs] = Xs, ∀s ≤ t
Exemples des processus stochastiques
– Processus stochastique en temps discret et à espace discret
Xn=nombre de programmes exécutés durant la n-ième heure de la journée.
E=Xn,n=1,2,...,24 est un processus stochastique en temps discret et à
espace discret.
Avec : T=1,2,...,24 et E=N
– Processus stochastique en temps discret et à espace continu
Xn=temps mis par un serveur Web pour traiter la n-ième requête de la
journée.
E=Xn,n=1,2,... est un processus stochastique en temps discret et à espace
continu.
Avec : T=N et E=[0,∞[
– Processus stochastique en temps continu et à espace discret
X(t) = nombre de bits qui traversent un routeur Internet donné dans [0,t].
Alors,{X(t), t ≥ 0} est un processus stochastique en temps continu et à
espace discret avec E=N,T= [0,t].
– Processus stochastique en temps continu et à espace continu
X(t) = temps d’attente d’une requête (par exemple à un serveur Web)
reçue à l’instant t.
3.9 Processus de Markov
Introduction
La notion d’une chaîne de Markov a été conçue, au début du vingtième siècle,
par le Russe mathématicien A.A. Markov qui a étudié l’alternance des voyelles et
des consonnes en poésie .Onegin de Pushkin. Markov a développé un modèle de
probabilité dans lequel les résultats des épreuves successives dépendent les uns
des autres et chaque épreuve dépend seulement de son prédécesseur immédiat.
Ce modèle, étant la généralisation la plus simple de la probabilité des épreuves
indépendantes et semble donner une excellente description de l’alternance des
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voyelles et des consonnes. Markov a ainsi pu calculer avec une manière précise la
fréquence à laquelle les consonnes se produisent en poésie de Pushkin. La théorie
des processus de Markov apparaît dans de nombreuses applications telles que
la biologie,l’informatique, la technologie et la recherche opérationnelle. Un pro-
cessus de Markov permet de modéliser l’incertitude affectant plusieurs systèmes
réels dont la dynamique varie au cours du temps. Les concepts de base d’un pro-
cessus de Markov sont ceux d’un état et d’une transition d’état. La modélisation
de certaines applications, consiste à trouver une description d’état tel que le pro-
cessus stochastique associé vérifie la propriété markovienne c’est-à-dire que la
connaissance de l’état actuel est suffisante pour prévoir le comportement futur
stochastique. Un processus de Markov est une séquence aléatoire dont le com-
portement futur probabiliste du processus dépend seulement de l’état actuel du
processus et non plus de son passé. On parle alors de la propriété Markovienne.
Les processus de Markov constituent l’exemple le plus simple des processus sto-
chastiques, lorsque dans l’étude d’une suite de variables aléatoires, on abandonne
l’hypothèse d’indépendance On distingue deux types de processus de Markov :
– Les processus de Markov à temps discret appelés aussi chaîne de Markov
à temps discret dans lesquels les transitions d’état se produisent dans des
instants de temps fixes.
– Les processus de Markov à temps continu appelés aussi chaîne de Markov
à temps continu ou encore processus Markoviens de sauts dans lesquels
l’état peut changer en tout point de temps.
Processus de Markov à temps discret
Un processus de Markov à temps discret est un processus stochastique à
temps discret représentant une séquence des variables aléatoires indépendantes.
Définitions
Soit E un espace dénombrable, c’est-à-dire soit fini, soit en bijection avec N .
– Noyau :
on appelle noyau (ou matrice de probabilité) de transition sur E une famille
P (i, j), i, j ∈E de réels telle que :
(i) P(i,j) ≥ 0, pour tout i,j ∈ E
(ii) Pour tout i ∈ E, ∑
j∈E
P (i, j) = 1
Formulation mathématique
– Processus de Markov : Soit Xn(n ≥ 0) une suite des variables aléatoires
à valeurs dans l’ensemble E (E=N). On dit que cette suite est un processus
de Markov à temps discret, si :
Pour tout n ≥ 1 et pour toute suite (i0, ..., in) ) d’élèments de E, telle
que la probabilité P (X0 = i0, ..., Xn−1 = in−1, Xn = in) est strictement
positive : On a la relation suivante entre les probabilités conditionnelles :
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P {Xn+1 = j\X0 = i0, ..., Xn−1 = in−1, Xn = in} = P {Xn+1 = j\Xn = in}
Autrement dit, dans l’évolution au cours du temps, l’état du processus à
l’instant (n+1) ne dépend que de celui à l’instant n précèdent, mais non
de ses états antérieurs. On dit que le processus est sans mémoire ou non
héréditaire.
Remarque : Le processus de Markov à temps discret est dit homogène (dans
le temps), si la probabilité précédente ne dépend pas de n.
– Matrice de passage (ou de transition) :la matrice P définie par :
P =

p0,0 p0,1 p0,2 ...
p0,0 p0,0 p0,0 ...
...
...
...
...
...
...
...
...

pi,j = P {Xn+1 = j\Xn = i} (n ≥ 0)
Cette probabilité est appellé la probabilité de passage de l’état i à l’état j, en
une étape, ou une opération, ou encore, en une transition.
Processus de Markov à temps continu (Processus Markoviens à
sauts)
Un processus de Markov à temps continu est un processus aléatoire (Xt)t≥0
dont l’évolution future est indépendante du passé sachant l’état présent.Dans ce
qui suit , on considère que le processus (Xt)t≥0 prend ses valeurs dans un espace
d’état E qui est dénombrable, typiquement E fini ou E=N.
Définitions
– Processus de Markov à temps continu :
Le processus stochastique (Xt)t≥0 est une chaîne de Markov à temps
continu si
∀0 ≤ t0 < t1 < ... < tn < t P (Xt = x\Xt0 = x0, ..., Xtn = xn) = P (Xt =
x\Xtn = xn)
La loi de la variable aléatoire (Xt)t≥0 est donnée par le vecteur ligne de
probabilité suivant :
p(t) = [p0(t), p1(t), ...] = [P (Xt = 0), P (Xt = 1), ...]
Les probabilités de transition p(t, t′) sont les matrices (éventuellement de
taille infinie)
pi,j(t, t
′
) = P (Xt = j\Xt = i)
Dans de nombreux modèles, les transitions entre deux instants t et t′ ne dé-
pendent pas des dates t et t′ , mais plutôt de la durée entre ces deux dates,
c’est-à-dire de (t′ − t). C’est ce qu’on appelle l’homogénéité du processus.
– Processus de Markov homogène :
le processus de Markov (Xt)t≥0 est homogène si les probabilités de transi-
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tion p(t, t′) ne dépendent que de (t− t′). On note alors :
pij(t) = pij(0, t) = P (Xt = j\X0 = i)
– Equations de Chapman-Kolmogorov :
Les transitions de probabilités satisfont les équations suivantes, dites de
Chapman-Kolmogorov :
Pour tous entiers i et j, pour tous réels positifs t et t′ , on a :
pij(t+ t
′
) =
+∞∑
k=0
pik(t)pkj(t
′
)
Preuve :
Ω =
+∞∐
k=0
{Xt = k} qui est une partition de l’éspace d’états.
pij(t+ t
′
) = P (Xt+t′ = j\X0 = i)=
P(X
t+t
′=j,X0=i)
P (X0=i)
=
+∞∑
k=0
P(X
t+t
′=j,Xt=k,X0=i)
P (X0=i)
Et en reconditionnant :
pij(t+ t
′
) =
+∞∑
k=0
P (Xt+t′ = j\Xt = k,X0 = i)P (Xt = k\X0 = i)
Or la propriété de Markov assure que :
P (Xt+t′ = j\Xt = k,X0 = i) = P (Xt+t′ = j\Xt = k) = pij(t
′
)
La dernière égalité venant de l’homogénéité de la chaîne.
D’où finalement :
pij(t+ t
′
) =
+∞∑
k=0
pkj(t
′
)pik(t)
Notation
Il est alors naturel d’introduire les matrices (infinies) de transition :
(P (t))t≥0 pour tout t ≥ 0 par :
P (t) = [pij(t)](i,j)∈IN2
Les équations de Chapman-Kolmogorov se résument alors comme suit :
pour tous réels positifs t et t′
P (t+ t
′
) = P (t)P (t
′
)
A tout instant t, la somme de chaque ligne de P (t) vaut 1 (c’est la somme
d’une série). On peut donc voir une chaîne de Markov en temps continu comme
une famille de matrice (P (t))t≥0 satisfaisant l’équation ci-dessous. Néanmoins,
il convient d’ajouter une hypothèse de régularité, à savoir :
∀(i, j) ∈ IN2, pij(t)→ δij
t→ 0
c’est-à-dire : lim
t→0
P (t) = I
I est la matrice identité. On parle alors de processus de Markov standard.
– Générateur infinitésimal :
La matrice A définie par :
A = P
′
(0) = lim P (t)−It
t→0+
est appelée générateur infinitésimal du processus de Markov à temps con-
tinu.
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On a donc :
aij = lim
t→0+
pij(t)
t si i 6= j
aii = lim
t→0+
pii(t)−1
t sinon
Et on peut écrire les développements limités à l’ordre 1 :
pij(t) = aijt+ o(t)
Si le processus est dans l’état i initialement, la probabilité qu’elle l’ait
quitté à l’instant t est environ aiit. Le coefficient positif -aii le taux ins-
tantané de départ de l’état i.
En reprenant les équations précédentes, on montre par ailleurs que :
∀i ∈ IN−aii =
∑
j 6=i
aij
En d’autres termes, la somme de chaque ligne de A est nulle.
– Processus de Poisson :
une chaîne de Markov en temps continu est complètement définie à partir
de son générateur infinitésimal A et de la distribution initiale p(0). Un
processus de Poisson est une chaîne de Markov en temps continu (N(t))t≥0
à valeurs dans N de générateur A tel que :
aii = −λ
ai,i+1 = λ
aij = 0 sinon
On dit alors que le processus est de densité ou de taux λ .
– Remarques :
– Concernant la condition initiale, on supposera généralement que N0 =
0, i.e p(0) =δ0
– On note ce processus (N(t))t≥0 plutôt que (X(t))t≥0 , car Nt corres-
pond souvent au nombre d’évènements qui sont survenus entre l’instant
0 et l’instant t, par exemple le nombre de voitures arrivant à un péage,
les appels à un central téléphonique, les émissions de particules radio-
actives. C’est pourquoi on l’appelle aussi processus de comptage.
– Loi du nombre de points d’un processus de Poisson dans un in-
tervalle donné :
Soit Pn(t) la probabilité que exactement n événements arrivent dans un
intervalle de longueur t,c’est-à-dire, Pn(t) = P (N(t) = n) .
On a, pour tout
n ∈ 0, 1, 2, ... ≥ 0
Pn(t) =
(λt)n
n! e
−λt
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– Nombre moyen de points d’un processus de Poisson dans un in-
tervalle de longueur t :
Pour tout t ≥ 0 E [N(t)] = λt
Ainsi, le nombre moyen d’événements par unité de temps est donné par λ.
Il y a en fait un lien très fort entre un processus de Poisson et la loi expo-
nentielle.
Pour cela, on considère le temps τ qui sépare l’occurrence de deux événe-
ments consécutifs d’un processus de Poisson.
– Loi des interarrivées d’un processus de Poisson :
Pour chaque x ≥ 0, P (τ ≤ x) = 1− e−λx
Ainsi, le temps qui sépare l’occurrence de deux points consécutifs d’un
processus de Poisson d’intensité λ est distribué selon une loi exponentielle
de paramètre λ.
– Propriété sans mémoire de la loi exponentielle :
P (X > x+ y\X > x) = P (X > y)
– Exemples de Processus Markoviens de sauts
– Une machine est soit en bon état de fonctionnement, état 1, ou bien en
panne, état 0. Lorsqu’elle est en panne, on appelle un réparateur, qui
met un temps aléatoire à la réparer. Dans ce cas E= 0,1 est un espace
d’états finis.
– On observe les arrivées à un péage d’autoroutes à partir d’un instant
initial t = 0. Dans ce cas l’espace d.états est E =N et chaque trajectoire
est croissante.
– On étudie l’évolution d’une population au cours du temps : celle-ci peut
augmenter (naissance) ou diminuer (mort). Ici encore l’espace d’états
est E
Dans ces situations, on s’intéresse surtout à la convergence en loi de pro-
cessus (X(t))t≥0 , c’est-à-dire qu’on veut savoir s’il existe une loi de pro-
babilité pi = [pi0, pi1, ...] sur E telle que :
∀i ∈ E; P(Xt = i) → pii
t→+∞
Dans la figure 1, on observe quelques exemples de trajectoires de processus
aléatoires.
File d’attente
Introduction
Une file d’attente est constituée de clients qui arrivent de l’extérieur pour
rejoindre cette file, de guichets où les clients vont se faire servir par des serveurs.
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Fig. 3.1: Exemples des trajectoires de processus aléatoires
Dans certains cas les clients attendent dans une salle d’attente de capacité li-
mitée. Un client servi disparaît. Les instants d’arrivée des clients et les temps
de service sont aléatoires. On suppose que le premier arrivé est le premier servi
(discipline FIFO : First In First Out).La théorie de ces files s’est développée
pour la modélisation des centraux téléphoniques : un central recueille tous les
appels d’une zone géographique donnée et les met en relation avec les correspon-
dants. Les caisses d’un hypermarché donnent un exemple déjà assez compliqué
de file d’attente. Un autre exemple important est donné par la file à l’entrée
d’un élément d’un système informatique (Unité centrale CPU, imprimante, ...)
lorsque les travaux qui arrivent se mettent en attente avant d’être traités par
cet élément. Une file d’attente est décrite par la loi d’interarrivées des clients,
la loi des temps de service, le nombre de serveurs, la taille maximale. La taille
du système à un instant donné est le nombre de clients en train d’être servis et
d’attendre. Nous supposerons toujours que les interarrivées sont des variables
aléatoires indépendantes et de même loi, indépendantes des temps de service,
eux mêmes indépendants et de même loi.
Pour les files simples, on utilise les notations de Kendall :
Loi d’interarrivée / Loi de service / Nombre de serveurs / Taille max.
Les lois sont notées symboliquement : M lorsqu’elles sont exponentielles (M pour
Markov), G (G pour Général) sinon.
La file M/M/1
On considère une file M/M/1, donc d’après la notation de Kendall donnée en
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haut, il s’agit d’une file à un serveur. Les clients arrivent à des instants successifs
selon un processus de Poisson de paramètre λ . Ils se mettent en file d’attente
et sont servis selon leur ordre d’arrivée. Le temps de service pour chaque client
est une variable aléatoire de loi exponentielle de paramètre µ. Toutes les va-
riables aléatoires qui interviennent sont indépendantes. On considère le proces-
sus (X(t))t≥0 qui représente le nombre de clients en attente (y compris le client
en train d’être servi) au temps t . C’est un processus de sauts à valeurs dans N.
Quand un client arrive, le processus saute de +1 et quand un client s’en va à la
fin de son service, le processus saute de -1. Si à un certain instant le processus
saute et prend la valeur i (i > 0), il va rester en i un temps aléatoire qui vaut
inf (U1, U2) où U1 est le temps nécessaire pour l’arrivée du prochain client et
U2 est le temps nécessaire pour la fin du service en cours. Or ces variables aléa-
toires sont indépendantes de lois exponentielles de paramètre λ et µ : Le temps
de séjour dans l’état i sera donc une variable aléatoire de loi exponentielle de
paramètre λ + µ. La probabilité que le saut suivant soit de +1 est la probabilité
que U1 soit plus petite que U2, c’est-à-dire, λλ+µ , tandis que la probabilité pour
que le saut soit de -1 vaut de la même manière µλ+µ . Si à un certain instant le
processus saute et prend la valeur 0, il va rester en 0 un temps aléatoire qui vaut
U1 où U1 est le temps nécessaire pour l’arrivée du prochain client, c’est-à-dire
un temps aléatoire de loi exponentielle de paramètre λ. Le saut à l’issue de ce
temps est nécessairement de +1.
On a bien la description d’un processus markovien de sauts.
Soit ρ = λµ l’intensité de trafic.
Ce rapport définit le taux d’utilisation ou d’occupation d’un serveur.
La distribution stationnaire du nombre de clients dans la file M/M/1 est donc
géométrique.
La probabilité stationnaire d’avoir n clients dans le système (file d’attente +
service) est donnée par l’expression suivante :
Pn = (1− ρ)ρn,∀t
Soit L la moyenne de la distribution géométrique.
L représente ainsi le nombre moyen de clients dans le système.
L = E(n) =
+∞∑
n=0
nPn =
+∞∑
n=0
n(1− ρ)ρn = ρ1−ρ = λµ−λ
La file M/M/1 est décrite par un processus Markovien de saut.
Soit Xt le nombre total de clients dans le système à l’instant t, c’est-à-dire le
nombre de clients dans la file plus le nombre de clients en train d’être servis.
Le processus Xt,t ∈ IR+ à valeurs dans N est un processus de Markov de gé-
nérateur :
A(n, n+ 1) = λ,A(n, n− 1) = µ si n > 0
et A(n,m) = 0si |n−m| ≥ 2
132
3.10. Processus de Wiener (ou mouvement brownien)
Analyse du comportement de la file M/M/1
On se propose d’utiliser une fonction qui permet de simuler un système avec
file d’attente M/M/1. L’arrivée du système est déterminée par un processus de
poisson d’intensité µ . Le temps de service poisson est d’intensité λ .
– Les entrées du système sont : n (nombre de sauts), λ (intensité d’arrivée)
et µ (intensité de temps de service),
– Les sorties du système sont : le temps de saut cumulative ainsi que la
longueur de système.
Pour étudier l’évolution du système, on définit Zn la chaîne de matrice P
associée au processus de saut Xt (nombre aléatoire de clients dans le système),
et soient Ui des variables indépendantes équidistribuées à valeurs -1,1 telles que :
P {Ui = 1} = λλ+µ et P {Ui = −1} = µλ+µ
La forme récurrente : Zn+1 = |Zn + Un+1| définit une chaîne de Markov de
matrice de transition P.
Trois cas peuvent se présenter.
– 1er cas :λ < µ
Dans la figure 2, le débit moyen d’arrivée est strictement inférieur au
débit maximum de service. Le nombre aléatoire Xt de personnes dans le
système est un processus récurrent positif : il prend en presque sûr (p.s) une
infinité de fois toute valeur arbitrairement grande et une infinité de fois la
valeur zéro. Un régime stationnaire s’établit. Ainsi, en régime stationnaire,
la probabilité de trouver n clients dans le serveur est Pn. L’expression
régime stationnaire signifie qu’on a attendu assez longtemps pour oublier
la situation initiale (file vide par exemple). On a donc convergence en loi
(X(t))t≥0 de vers une variable aléatoire X.
– 2me cas :λ > µ
Dans la figure 3, la file sature. Le nombre de clients dans la file tend
presque sûrement vers l’infini. C’est le cas transitoire.
– 3mecas :λ = µ
Dans la figure 4, le nombre aléatoire Xt de personnes dans le système est
un processus récurrent nul. La file se vide régulièrement mais le temps
moyen entre deux retours à zéro est infini et il n’y a pas de convergence
en loi du nombre de clients dans la file. Aucun régime stationnaire ne
s’établit.
3.10 Processus de Wiener (ou mouvement brownien)
Introduction
Le mouvement brownien est le plus célèbre et le plus important des processus
stochastiques et ceci pour plusieurs raisons. Historiquement, la découverte du
processus qui s’est faite durant la période 1900–1930 et à laquelle sont attachés
les noms de Bachelier, Einstein, Wiener et Kolmogorov, fut le premier cas où
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Fig. 3.2: Simulation pour λ=0.8 et µ=1
Fig. 3.3: Simulation pour λ=0.9 et µ=0.6
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Fig. 3.4: Simulation pour λ=0.9 et µ=0.9
le calcul des probabilités s’appliquait à la description d’un phénomène physique
indépendamment de tout jeu de hasard, à savoir la description du mouvement
d’une petite particule dans un liquide ou gaz soumise à des chocs moléculaires
dus à l’agitation thermique. Le champ d’application du mouvement brownien est
beaucoup plus vaste que l’étude des particules microscopiques en suspension et
inclut la modélisation du prix des actions boursières, du bruit thermique dans les
circuits électroniques, du comportement limite des problèmes de files d’attente
et des perturbations aléatoires dans un grand nombre de systèmes physiques,
biologiques ou économiques.
Propriétés du Processus de Wiener
Soit le processus de Wiener normalisé W(t), défini sur (Ω, A, P ), indexé sur
R+ à valeurs dans Rd. W(t) est un processus gaussien, du second ordre, centré,
à trajectoires continus p.s. De plus, il vérifie les propriétés suivantes :
– Les processus (W1, ...,Wd) sont indépendants dans leur ensemble
– W(0)=0 p.s
– Pour tout 0 ≤ t ≤ t′ , l’accroissement ∆Wt,t′ = Wt′ −Wt est une variable
aléatoire gaussienne,centrée, de covariance R∆W
t,t
′ = E(∆Wt,t′∆W
T
t,t′ )
– Ses accroissements ∆Wt,t′ sont indépendants et stationnaires Par ailleurs,
la dérivée au sens des processus généralisé du processus de Wiener norma-
lisé est le bruit blanc gaussien normalisé W˙ = N∞
En conclusion, ce processus est un objet mathématique remarquable sur
lequel s’accumulent un nombre considérable de propriétés :
– C’est le seul processus (à un changement de repère près) à accroissement
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indépendants stationnaires à trajectoires continues,
– Il est relié à la fois à la théorie des processus stationnaires, au bruit blanc et
à la théorie des fonctions harmoniques appelées aussi théorie du potentiel
(fonctions réelles sur Rd telle que ∆f = 0),
– Tous les processus de Markov à trajectoires continues peuvent se repré-
senter à partir du mouvement brownien, c’est la théorie des équations
différentielles stochastiques.
La figure 5 décrit l’évolution de la trajectoire du mouvement brownien.
Fig. 3.5: Trajectoire d’un mouvement brownien
3.11 Problèmes et exercices pour l’Ingénieur
Espérance mathématique, variance
Exercice 3.11.1. On effectue la mesure d’une grandeur x à l’aide de deux
capteurs différents. Soient z1et z2 les mesures obtenues. On admet qu’elles sont
respectivement polluées par des bruits additifs v1et v2 supposés indépendants
de moyennes nulles et de variances respectives σ21 et σ22. Faire la synthèse d’un
estimateur optimal de la grandeur x.
Solution :
On écrit :
z1 = x+ v1
et
z2 = x+ v2.
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Si x̂ est la valeur estimée de x, on pose
x̂ = az1 + bz2.
a) On exprime que l’estimateur est sans biais soit :
E[x̂] = x,
d’où :
E[az1 + bz2] = aE[z1] + bE[z2] = ax+ bx = (a+ b)x ≡ x.
Soit :
a+ b = 1 =⇒ a = 1− b .
et
x̂ = (1− b)z1 + bz2.
a) On minimise e la variance de l’erreur d’estimation.
Soit e l’erreur d’estimation, on a
e = x− x̂,
d’où la variance de e :
J = E[e2] =⇒ J = E[(x− x̂)2]
Calculons l’erreur d’estimation :
e = x− x̂ = x− (1− b)z1 − bz2 = x− (1− b) (x+ v1)− b (x+ v2) ,
d’où :
e = bv2 − (1− b) v1.
Il vient :
J = E
[
(bv2 − (1− b)v1)2
]
=⇒ J = (1− b)2σ21 + b2σ22.
min
b
J ⇐⇒dJdb= 0
d’où :
b = σ
2
1
σ21+σ
2
2
;
on en déduit :
a = σ
2
2
σ21+σ
2
2
;
et enfin :
x̂ = σ
2
2
σ21+σ
2
2
z1 +
σ21
σ21+σ
2
2
z2
On peut calculer σ2e la variance de l’erreur d’estimation :
σ2e = Jmin =
σ21σ
2
2
σ21+σ
2
2
.
On voit que σe est inférieur à σ1 et à σ2.
Remarque :
Ce résultat peut aussi être obtenu en utilisant la méthode des moindres carrés
moyennant une normalisation des variances σ21 et σ22.
On obtient :
1
σ1
z1 = 1σ1x+ e1
1
σ2
z2 = 1σ2x+ e2
avec :
e1 = v1σ1
et
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e2 = v2σ2 ;
d’où
σe1 = σe2 = 1.
On pose
Y =
 z1σ1
z2
σ2
 , H =
 1σ1
1
σ2
 , e =
 e1
e2
 et θ = x.
d’où le modèle :
Y = Hθ + e.
et la solution :
θ̂ = (HTH)−1HTY = σ
2
2
σ21+σ
2
2
z1 +
σ21
σ21+σ
2
2
z2.
Probabilité conditionnelle, maximum de vraisemblance,
espérance mathématique conditionnelle
Exercice 3.11.2. Soit le modèle linéaire Y = Hθ + e, θ avec vecteur de pa-
ramètres à estimer, Y vecteur des observations, H une matrice déterministe
connue et e vecteur de bruit supposé gaussien de moyenne nulle et de matrice
de covariance E
[
eeT
]
= σ2I, I étant la matrice unité. On considère la variable
aléatoire Y/θ et la probalité conditionnelle p(Y/θ). Calculer la valeur de θ qui
rend cette probabilté maximale. Etudier la statistique de cet estimateur.
Réponse
Le vecteur e étant gaussien, il s’en suit que Y/θ est aussi gaussien. Calculons
sa moyenne et sa matrise de covariance P .
E [Y/θ] = E [(Hθ + e) /θ] = Hθ + E [e/θ] = Hθ.
P = E
[
(Y −Hθ) (Y −Hθ)T /θ
]
= E
[
eeT
]
= σ2I.
Y/θ étant gaussien sa densité de probabilité est donnée par :
p(Y/θ) = Ke(−
1
2 ((Y−Hθ)TP−1(Y−Hθ))) = Ke
(
− 1
2σ2
((Y−Hθ)T (Y−Hθ))
)
.
Max
θ
p (Y/θ) ⇐⇒ ∂p(Y/θ)∂θ = 0 ⇐⇒ ∂∂θ (ln (p (Y/θ))) = 0
d′ou` :
∂
∂θ
(
(Y −Hθ)T (Y −Hθ)
)
= 0
On obtient :
θ̂ = (HTH)−1HTY.
L’erreur d’estimation est donnée par :
e˜ = θ − θ̂.
Soit :
e˜=θ− (HTH)−1HTY = θ− (HTH)−1HT (Hθ + e) = (HTH)−1HT e.
On calcule la moyenne de l’erreur d’estimation :
E [e˜] = (HTH)−1HTE [e] = 0.
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Puis sa variance :
E
[
e˜ e˜T
]
= E
[(
(HTH)−1HT e
) (
(HTH)−1HT e
)T ]
= (HTH)−1HTE
[
eeT
]
H(HTH)−1,
D’où :
E
[
e˜ e˜T
]
= σ2(HTH)−1.
Estimation d’un paramètre
Exercice 3.11.3. On procède à la mesure de la concentration z en sel d’un lac
durant l’été (en absence de pluie). Une mesure est effectuée tous les jours à midi.
Les mesures sont entachées de bruit v supposé gaussien ayant ses composantes
indépendantes entre elles, une moyenne nulle et une variance σ2. On donne la
relation z = z0eαt + v où t est le temps de mesure exprimé en jours et α une
constante positive assez faible.
Journe´e 6 7 8 9 10
z(g/l) 5.0457 5.0543 5.0629 5.0716 5.0802
1. On suppose α connu égal à 0.001 et on demande :
1. 1. Estimer la valeur de la concentration initiale z0.
1. 2. Donner une estimation de σ2.
1. 3. Calculer la variance de l’erreur d’estimation.
2. En fait α est inconnu, proposer un estimateur de z0 et de α.
Estimation de la variance de bruit
Exercice 3.11.4. On admet les hypothèses de l’exercice 2 et on demande de
proposer un estimateur de la variance de bruit puis de calculer dans ces condi-
tions la variance de l’erreur d’estimation.
Solution
Rappelons que dans l’exercice 2, nous avons établi l’expression de la variance
de e˜ (erreur d’estimation) :
E
[
e˜ e˜T
]
= σ2(HTH)−1.
Cette expression s’exprime en fonction de σ2, variance du bruit, souvent
inconnue. Dans cet excercice il est proposé d’estimer cette variance.
Pour cela, considérons le terme
M = Y −Hθ̂
appelé terme résiduel :
M = Y −Hθ̂ = (Hθ + e)−H
((
HTH
)−1
HTY
)
d’où
M = Hθ + e−H (HTH)−1HT (Hθ + e) = e−H (HTH)−1HT e,
soit :
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M =
(
I −H (HTH)−1HT) e = Fe.
Calculons :
E
[(
Y −Hθ̂
)T (
Y −Hθ̂
)]
= E
[
(Fe)T (Fe)
]
= E
[
eTF TFe
]
.
Remarquons au passage que la matrice F est symétrique et idempotente,
d’où :
E
[(
Y −Hθ̂
)T (
Y −Hθ̂
)]
= E
[
eTFe
]
= E
[
eT
(
I −H (HTH)−1HT) e] ;
Soit :
E
[(
Y −Hθ̂
)T (
Y −Hθ̂
)]
= E
[
eT e
]−E [eTH (HTH)−1HT e] .
Soit N la dimension du vecteur e, il vient :
E
[(
Y −Hθ̂
)T (
Y −Hθ̂
)]
= Nσ2 − E
[
eTH
(
HTH
)−1
HT e
]
.
Le calcul du deuxième terme de l’expression précédente peut se faire en
remarquant que l’expression G = eTH
(
HTH
)−1
HT e
est un scalaire et par suite :
E [G] = E
[
eTH
(
HTH
)−1
HT e
]
= E
[
trace
(
eTH
(
HTH
)−1
HT e
)]
.
Or, on sait que si les produits AB et BA existent :
trace(AB) = trace(BA)
il vient :
trace
(
eTH
(
HTH
)−1
HT e
)
= trace
((
HTH
)−1
HT eeTH
)
.
D’où :
E [G] = E
[
trace
((
HTH
)−1
HT eeTH
)]
= trace
(
E
[(
HTH
)−1
HT eeTH
])
Soit :
E [G] = trace
((
HTH
)−1
HTE
[
eeT
]
H
)
= trace
((
HTH
)−1
HTσ2INH
)
= nσ2.
n étant le nombre de colonne de H, c’est à dire le nombre de paramètres à
estimer.
Il vient :
E
[(
Y −Hθ̂
)T (
Y −Hθ̂
)]
= (N − n)σ2.
En définitive, nous pouvons choisir l’expression suivante comme estimateur de
la variance du bruit :
σ̂2 = (
Y−Hθ̂)T (Y−Hθ̂)
N−n .
Processus gaussien markovien, expérience mathématique,
Matrice de covariance
Exercice 3.11.5. Soit l’équation d’état Xk+1 = Ak Xk + Γkvk et la condition
initiale X(0) = X0.Avec Xk l’état, u(k) la commande supposée déterministe, vk
un bruit blanc gaussien défini par E[vk] = 0 et E[vivj ] = Qδij . X0 l’état initial
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est une variable aléatoire gaussienne donnée par E[X0] = m0 et cov(X0) = P0.
On suppose que E[X0vTk ] = 0 ∀k.
Q1 : Montrer que Xk est un processus gaussien markovien.
Q2 : Calculer l’éspérance mathmatique de Xk+1.
Q3 : Montrer que la matrice de covariance de Xk+1 donnée par
Pk+1 = AkPkATk + ΓkQΓ
T
k .
Q4 : Calculer C(k+ n, k) la matrice de covariance entre deux instants tk et
tk+n.
Réponse :
Q1
On a :
Xk = Ak−1 Xk−1 + Γk−1vk−1,
soit en remplaçant Xk par son expression en fonction de Xk−1 :
Xk = Ak−1(Ak−2 Xk−2 + Γk−2vk−2) + Γk−1vk−1
= Ak−1Ak−2 Xk−2+ Ak−1Γk−2vk−2 + Γk−1vk−1,
et en poursuivant le même processus :
Xk = X0 +Ak−1....A1Γ0v0 +Ak−1....A2Γ1v1 + .....Γk−1vk−1.
Si on pose :
A(k, i) = Ak−1Ak−2...Ak−i
avec A(k, k) = I, il vient :
Xk = A(k, 0)X0 +A(k, 1)Γ0v0 +A(k, 2)Γ1v1 + .....Γk−1vk−1.
D’où :
Xk = A(k, 0)X0 +
k−1∑
i=0
A(k, i+ 1)Γivi.
On en déduit que Xk est indépendant de vk il en est de même pour Xk−1,
Xk−2, . . .
Dans ce cas, on peut écrire
P (Xk+1, Xk, Xk−1, ..., X0) = P (Xk+1/Xk).
Xk est donc markovien car la connaissance de Xk−1 suffit pour calculer Xk,
tout le passé est résumé dans l’état précédent.
Xk est aussi gaussien car il est ob tenu par une transformation linéaire de
vecteurs aléatoires gaussiens.
Q2
On écrit :
E[Xk+1] = E[AkXk + Γkvk] = AkE[Xk] + ΓkE[vk] = Akmk ;
On en déduit :
mk+1 = Akmk,
d’où :
mk = Ak−1mk−1 = Ak−1 (Ak−2mk−2) = Ak−1 (Ak−2 (Ak−3 ((...)))) =
A(k, 0)m0.
Q3
Cov(Xk+1) = Pk+1 = E[(Xk+1 −mk+1)(Xk+1 −mk+1)T ];
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Or :
Xk+1 −mk+1 = Ak (Xk −mk) + Γkvk ⇒
Pk+1 = E[(Ak(Xm −mk) + Γkvk)((Xk −mk)TATk + ΓTk vTk ];
d’où :
Pk+1 = AkPkATk + ΓkQΓ
T
k
Q4
C(k + n, k) = E[(Xk+n −mk+n)(Xk −mk)T ]
soit :
C(k + n, k) = E
[(
A(k + n, k)(Xk −mk)+
k+n−1∑
i=k
A(k + n, i+ 1)Γivi
)
(Xk −mk)T
]
D’où :
C(k + n, k) = A(k + n, k)Pk.
Un calcul analogue conduirait à :
C(k + n, k) = PkAT (k + n, k).
Espérance mathématique, Processus scalaire, Matrice de
covariance, Processus stationnaire, Processus gaussien
Exercice 3.11.6. On considére le processus scalaire suivant xk+1 = a xk + vk
avec vk bruit blanc gaussien tel que E[vk] = 0, E[vivj ] = qδij l’état initial x0 est
une variable aléatoire gaussienne tel que E[x0] = 0;E[x20] = P0 et E[x0vk] = 0∀k.
Q1 : Calculer la variance Pk+1 de xk+1en fonction de P0, a et q.
Q2 : En déduire la limite quand k tend vers l’infini de Pk+1, on suppose que
|a| < 1
Q3 : Montrer alors que le processus xk+1 est stationnaire.
Q4 : Comment choisir E[x20] pour que le processus devient stationnaire à
l’instant initial.
Réponse : Q1
Calculons d’abord l’espérence mathématique de xk+1 :
E[xk+1] = E[a xk+vk] = aE[xk]+0 = aE[a xk−1+vk−1] = a2E[xk−1] =
..... = ak+1E[x0] = 0.
D’où :
Pk+1 = E[(xk+1 − E [xk+1])2] = E[x2k+1]
soit :
Pk+1 = E[(a xk + vk)2] = a2E[x2k] + E[v
2
k] = a
2 Pk + q.
On en déduit ( par exemple en utilisant la transformée en z) :
Pk+1 = a2(k+1)P0 +
q
1−a2 (1− a2(k+1))
Q2
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Si k −→∞ et |a| < 1, ilvient :
Pk+1 −→ P∞ = q1−a2 .
Q3
On vérifie
E[xk+1] = 0;
et
lim
k−→∞
E[x2k+1] = P∞ = cst ,
lLe Processus est donc Stationnaire.
Q4 :
Il suffit de prendre
P0 = q1−a2 .
En effet, dans ce cas,
E[x21] = E[(a x0 + v0)
2] = E
[
a2x0 + 2ax0v0 + v20 = a
2p0 + q
]
;
d’où :
E[x21] =
q
1−a2 =⇒ E[x2i ] = q1−a2∀i.
Espérence mathématique, matrice de covariance, processus
stationnaire
Exercice 3.11.7. On donne l’équation d’état Xk+1 = Ak Xk + Γvk, même
hypothèses que l’exercice 8 avec Ak = A = cste et Γk = cste
Q1 : Calculer mk = E[xk] ainsi que la matrice de covariance Pk de Xk en
fonction de m0 et P0
Q2 : Quelles conditions doit-on imposer pour que le processus soit station-
naire
Réponse : Q1 :
mk = E[xk] = E[A Xk−1 + Γvk−1] = Amk−1
mk = Amk−1 = A2mk−1 = .... = Akm0
Pk = E[(xk −mk)(xk −mk)T ]
= E[(A(xk−1 −mk−1) + Γvk)(A(xk−1 −mk−1) + Γvk)T ]
Pk = APk−1AT + ΓQΓT
Pk = AkP0(AT )k +
k−1∑
i=0
AiΓQΓT (AT )i
Q2 :
Processus stationnaire impose mk et Pk indépendants de m0 et P0 quand k
tend vers l’infini.
Il vient alors :
1. lim
k−→∞
Ak finie,⇒ A est stable (valeurs propres à l’intérieur du cercle unité).
2. lim
k−→∞
Pk finie, ⇒ P∞ solution de P∞ = AP∞AT + ΓQΓT
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Variable aléatoire conditionnelle
Exercice 3.11.8. Soit le processus gaussien markovien : Xk+1 = Ak Xk +
Γkvk.On admet les hypothéses de l’exercice 8.
Q1 : Calculer la moyenne de la variable aléatoire conditionnelle Xk+1/Xk.
Q2 : Calculer la matrice de covariance de cette variable conditionnelle.
Q3 : En déduire sa densité de probabilité p (Xk+1/Xk) .
Réponse : Q1 :
E [Xk+1/Xk] = Ak Xk + ΓkE[vk] = Ak Xk.
Q2 :
E
[
(Xk+1 −AkXk) (Xk+1 −AkXk)T /Xk
]
= E[ΓkvkvTk Γ
T
k /Xk] = ΓkQΓ
T
k .
Q3 :
Xk+1/Xk étant gaussien, on peut écrire :
p (Xk+1/Xk) =
1
(2pi)
n
2
√∣∣det(ΓkQΓTk )∣∣ exp(
−1
2
(Xk+1 −AkXk)T
(
ΓkQΓTk
)−1
(Xk+1 −AkXk)).
Vecteur aléatoire gaussien, transformation linéaire de v.a.g.
Exercice 3.11.9. Soit X une variable aléatoire gaussienne , et Z obtenue par la
transformation linéaire Z=AX+b, avec A et b déterministe. Montrer que Z est
une variable aléatoire gaussienne.
Réponse : On écrit la fonction caractéristique de Z :
ϕZ (ν) = E
[
ejv
TZ
]
= E
[
ejv
T (AX+b)
]
= ejv
T bE
[
ejv
TAX
]
.
or X est une variable aléatoire gaussienne, sa fonction caractéristique s’écrit :
ϕX(u) = E
[
eju
TX
]
= e(ju
TE[X]− 1
2
uTPu),
avec P est la matrice de covariance de X.
On en déduit :
ϕZ(v) = ejv
T bϕX(AT v) = ejv
T be(jv
TAE[X]− 1
2
vTAPAT v);
soit :
ϕZ(v) = e(jv
T (AE[X]+b)− 1
2
vT (APAT )v).
On en déduit que Z est une variable aléatoire gaussienne de moyenne
E[Z] = AE[X] + b
et de matrice de covariance
PZZ = APAT .
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Partition d’une v.a.g
Exercice 3.11.10. Soit J une variable aléatoire gaussienne etX,Y une partition
sur J : J =
 X
Y
 montrer que X etY sont gaussiens.
Réponse : On peut écrire X = (I : 0)J = AJ et Y = (I : 0)J = BJ .
X et Y s’écrivent comme combinaison linéaire de J, qui est une variable
aléatoire gaussienne, X etY sont gaussiens.
Espérance mathématique conditionnelle, variable aléatoire
gaussienne, matrice de covariance
Exercice 3.11.11. Soient X et Y deux vecteurs aléatoires gaussiens, on pose
W1 = X + MY et W2 = Y avec M = −PXY P−1Y Y où PXY et PY Y sont res-
pectivement les matrices de covariances de X,Y et de Y . On forme le vecteur
W =
 W1
W2
 .
Q1 : Montrer que W1 et W2 sont indépendants.
Q2 : Calculer la matrice de covariance de W .
Q3 : Exprimer X en fonction de W1 et Y et en déduire la moyenne ainsi que
la variance de la variable conditionnelle X/Y.
Q4 : Déduire que E[X/Y ] est une variable aléatoire gaussienne, fonction
linéaire de Y et que E[X/Y ] est indépendante de Y .
Réponse : Q1 :
PW1W2 = E
[
(W1 − E[W1]) (W2 − E[W2])T
]
Soit :
PW1W2 = E
[
(X +MY − E [X +MY ]) (Y − E[Y ])T
]
= E
[
(X − E [X] +M(Y − E[Y ])) (Y − E[Y ])T
]
.
D’où :
PW1W2 = PXY +MPY Y = PXY − PXY P−1Y Y PY Y = 0.
Q2 :
La matrice de covariance de W =
 W1
W2
 est donnée par :
PWW =
 PW1W1 PW1W2
PW2W1 PW2W2
 .
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Or
PW1W1 = E
[
(W1 − E[W1]) (W1 − E[W1])T
]
= PXX + PXYMT +MPY X +MPY YMT ;
soit
PW1W1 = PXX − PXY P−1Y Y PY X .
Puis :
PW1W2 = 0;PW2W1 = 0;
et
PW2W2 = PY Y
D’où
PWW =
 PXX − PXY P−1Y Y PY X 0
0 PY Y
 .
Q3 :
On a
W1 = X +MY ;
d’où :
X = W1 −MY.
On en déduit :
E[X/Y ] = E[W1]−MY = E[W1] + PXY P−1Y Y Y.
Or :
E[W1] = E[X + MY ] = E[X] + ME[Y ] = E[X] −
PXY P
−1
Y YE [Y ] ;
d’où :
E[X/Y ] = E[X] + PXY P−1Y Y (Y − E [Y ]).
La variance de X/Y est donnée par :
PX/Y = E
[
(X − E[X/Y ]) (X − E[X/Y ])T /Y
]
.
Or :
X− E[X/Y ] = X − E[X] − PXY P−1Y Y (Y − E [Y ]) = W1 −
E[W1];
d’où
PX/Y = PW1W1 = PXY − PXY P−1Y Y PY X .
Q4 :
L’expression établie précédemment de E[X/Y ] montre cette dernière est ob-
tenue par transformation linéaire de la variable aléatoire gaussienne Y .
Il s’en suit que X/Y est aussi une variable aléatoire gaussienne.
L’expression X− E[X/Y ] = W1 − E[W1] et l’indépendance entre W1 et Y
prouvent que X − E[X] est indépendant de Y .
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variable aléatoire conditionnelle, Estimation des paramétres
dans un modéle statique, Variables gaussiennes, Probabilité
conditionnelle, moyenne, matrice de covariance
Exercice 3.11.12. On considére le modéle linéaire Y = Hθ + e, avec Y un
vecteur des observations, θ le vecteur des paramètres à estimer, e une variable
aléatoire gaussienne caractérisée par E [e] = 0, E
[
eeT
]
= σ2I et H une matrice
de transformation connue. On suppose que H est déterministe.
Q1 : Montrer que la variable Y/ θ est gaussienne. Calculer sa moyenne et sa
matrice de covariance.
Q2 : En déduire l’expression de la densité de probabilité conditionnelle
p (Y/θ) .
Q3 : Montrer que p (Y/θ) est maximale pour
∧
θ = (HTH)−1HTY.
Q4 : Montrer que cet estimateur n’est pas biaisé si H et e sont indépendants
et E[e]=0.
Réponse : Q1 :
Y/ θ est une transformation linéaire de la variable aléatoire gaussienne e.
Elle est aussi gaussienne.
E [Y/θ] = E [Hθ/θ] + E[e/θ] = Hθ + E[e] = Hθ.
E
[
(Y −Hθ)(Y −Hθ)T /θ] = E [eeT ] = σ2I.
Q2 :
Y/ θ est une variable aléatoire gaussienne, on en déduit :
p (Y/θ) = K exp(−12 (Y −Hθ)T
(
σ2I
)−1 (Y −Hθ)).
Q3 :
p (Y/θ) est maximale si :
∂p(Y/θ)
∂θ = 0⇐⇒ ∂∂θ (Log (p (Y/θ))) = 0
d’où :
θ̂ = (HTH)−1HTY.
Q4 :
E[θ̂] = E[(HTH)−1HTY ] = E[(HTH)−1HT (Hθ + e)]
d’où :
E[θ̂] = E[θ + (HTH)−1HT e] = E[θ] + (HTH)−1HTE [e]
D’où
E[
∧
θ] = θ ;
l’estimateur est donc sans biais.
Puissance spectrale, Extration de signal
Exercice 3.11.13. Un signal inconnu f(t) est corrompu par un bruit additif
v(t). On mesure x(t) et on a la relation x(t) = f(t) +v(t). On admet que f(t) et
v(t) sont stationnaires non corrélés et de puissance spectrale connue. On cherche
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à réaliser un filtre linéaire dont la sortie f̂(t) est une estimée de f(t) au sens du
critère J = E
[(
f(t)− f̂(t)
)2]
.
Solution :
Soit h(t) la réponse impulsionnelle du filtre linéaire on a :
f̂(t) =
∫ +∞
−∞ x(t− α)h(α)dα.
Le critère s’écrit alors sous la forme :
J = E
[(
f(t)− ∫ +∞−∞ x(t− α)h(α)dα)2] .
Il est minimal si :
∂J
∂h = 0
d’où :
E
[(
f(t)− ∫ +∞−∞ x(t− α)h(α)dα)x(t− τ)] = 0.
On notera Rfx la fonction d’intercorrélation de f(t) et x(t) :
Rfx (τ) = E [f(t)x(t− τ)] ,
et Rxx la fonction d’autocorrélation de x(t) :
Rxx (τ) = E [x(t)x(t− τ)] .
Il s’en suit :
J = Rfx(τ)−
∫ +∞
−∞ Rxx(τ − α)h(α)dα = 0.
Soit en passant à la transformée de Fourier :
Sfx(ω)− Sxx(ω)H(ω) = 0.
D’où :
H(ω) = Sfx(ω)Sxx(ω) .
Or f(t) et v(t) sont orthogonaux :
Sxx(ω) = Sff (ω) + Svv(ω);
d’où :
H(ω) = Sfx(ω)Sff (ω)+Svv(ω) .
Intégrale stochastique, processus de Wiener
Exercice 3.11.14. On donne le processus de Wiener défini par l’équation sto-
chastique dx = A(t)xdt + G(t)dv(t), on demande de calculer la moyenne et
la matrice de covariance de x(t). dv(t) est un accroissement infinitésimal du
mouvement brownien, ou processus de Wiener. Envisager le cas stationnaire.
Réponse :
On doit rappeler les propriétés de l’intégrale stochastique
∫
f(t)dv(t).
Si
∫
E
[
|f(t, ω)|2
]
<∞ et E [dv] = 0 et E
[
(dv)2
]
= σ2dt alors :
1. E
[∫ b
a f (t, ω) dv(t)
]
= 0.
2. E
[(∫ b
a f1 (t, ω) dv(t)
)(∫ b
a f2 (t, ω) dv(t)
)T]
= σ2
∫ b
a E [f1 (t, ω) f2 (t, ω) dt] .
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L’ intégration l’équation stochastique conduit à l’expression suivante qui
contient une intégrale stochastique :
x(t) = Φ(t, t0)x(t0) +
∫ t
t0
Φ(t, µ)G(µ)dv(µ).
Φ(t, t0) est la matrice de transition solution de l’équation différentielle ma-
tricielle :
dΦ(t, t0)
dt
= A(t)Φ(t, t0).
Revenons à l’exercice et calculons l’expérence mathématique de x(t).
m(t) = E [x(t)] = E
[
Φ(t, t0)x(t0) +
∫ t
t0
Φ(t, µ)G(µ)dv(µ)
]
Soit :
m(t) = Φ(t, t0)E [x(t0)] + E
[∫ t
t0
Φ(t, µ)G(µ)dv(µ)
]
.
Il vient alors :
m(t) = Φ(t, t0)m0.
La matrice de covariance P (t) est définie par :
P (t) = E
[
(x(t)−m(t)) (x(t)−m(t))T
]
.
Le centrage de la variable aléatoire x(t) donne :
x(t)−m(t) = Φ(t, t0) (x(t0)−m0) +
∫ t
t0
Φ(t, µ)G(µ)dv(µ);
d’où :
P (t) = E
[(
Φ(t, t0) (x(t0)−m0) +
∫ t
t0
Φ(t, µ)G(µ)dv(µ)
)
(
Φ(t, t0) (x(t0)−m0) +
∫ t
t0
Φ(t, µ)G(µ)dv(µ)
)T ]
.
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Soit :
P (t) = Φ(t, t0)P (t0) ΦT (t, t0)+
E
(∫ t
t0
Φ(t, µ)G(µ)dv(µ)
)(∫ t
t0
Φ(t, µ)G(µ)dv(µ)
)T .
Le deuxième terme se développe comme le montre la deuxième propiété de
l’intégrale stochastique généralisée au cas vectoriel :
E
(∫ t
t0
Φ(t, µ)G(µ)dv(µ)
)(∫ t
t0
Φ(t, µ)G(µ)dv(µ)
)T =
∫ t
t0
Φ(t, µ)G(µ)QGT (µ)ΦT (t, µ)dµ.
On obtient finalement :
P (t) = Φ(t, t0)P (t0) ΦT (t, t0) +
∫ t
t0
Φ(t, µ)G(µ)QGT (µ)ΦT (t, µ)dµ.
Si on dérive l’expression précédente, on obtient :
dP (t)
dt
= A(t)Φ(t, t0)P (t0) ΦT (t, t0)+
Φ(t, t0)P (t0) ΦT (t, t0)AT (t) +G(t)QGT (t)+
A(t)
(∫ t
t0
Φ(t, µ)G(µ)QGT (µ)ΦT (t, µ)dµ
)
+(∫ t
t0
Φ(t, µ)G(µ)QGT (µ)ΦT (t, µ)dµ
)
AT (t).
Il vient :
dP (t)
dt = A(t)P (t) + P (t)A
T (t) +G(t)QGT (t).
Dans le cas stationnaire :
A(t) = A
et
G(t) = G.
Il est facile détablir :
Φ(t, t0) = eA(t−t0).
E [x(t)] = eA(t−t0)E [x (t0)] .
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P (t) = eA(t−t0)P (t0) eA
T (t−t0) +
∫ t
t0
eA(t−µ)GQGT eAT (t−µ)dµ.
dP (t)
dt = AP (t) + P (t)A
T +GQGT .
Remarque :
Si A est stable (valeurs propres à parties réelles négatives),alors :
♦la moyenne m(t) tend vers zéro si t −→∞
♦et la matrice de covariance P (t) converge vers une valeur constante
P∞ solution de l’équation :
AP∞ + P∞AT +GQGT = 0.
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4.1 Introduction
Le calcul infinitésimal (différentiel) a tout naturellement conduit les scienti-
fiques à énoncer certaines lois de la physique en termes de relations entre, d’une
part, des variables dépendantes d’une autre variable indépendante (en général
le temps) et, d’autre part, leurs dérivées : il s’agit là d’équations différen-
tielles ordinaires (en abrégé, EDO). L’un des précurseurs dans ce domaine
fut Isaac Newton (1642-1727) qui, dans son mémoire de 1687 intitulé Philo-
sophiae naturalis principiae mathematica (les lois mathématiques de la
physique) écrit : ‹‹ Data aequatione quotcunque fluentes quantitae involvente
fluxiones invenire et vice versa ›› (en langage moderne, il parle d’équations dif-
férentielles). Dès lors, de nombreux modèles de la physique ont étés énoncés par
l’intermédiaire d’EDO (dont, au XVIIe siècle, les équations d’Euler-Lagrange
pour les sytèmes mécaniques).
Nous donnons ci-dessous une liste non exhaustive de modèles par des EDO
tirés de divers domaines des sciences pour l’ingénieur.
Biologie
Une boîte de Petri contient des bactéries qui se développent sur un substrat
nutritif. En notant x le nombre de bactéries, un modèle simplifié, dit modèle
logistique, est donné par :
dx
dt
= ax(xmax − x), (4.1)
où a est une constante strictement positive et xmax est le nombre maximal de
bactéries pouvant survivre dans la boîte de dimension donnée. En effet, lorsqu’il
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y a peu de bactéries : x˙ ∼ ax (croissance exponentielle) et, lorsque x est proche
de xmax, la croissance est fortement ralentie puisque x˙ ∼ 0. Une autre exemple
célèbre, le modèle proie-prédateur de Volterra-Lotka, sera évoqué à l’exercice
4.6.12.
Chimie
Les différents bilans (de matière, thermodynamique) peuvent, sous leur forme
simplifiée, s’exprimer par des EDO. On considère par exemple une cuve alimen-
tée en produits chimiques A et B de concentrations respectives cA et cB par
l’intermédiaire de deux pompes de débits volumiques respectifs u1 et u2. Dans
cette cuve, un mélangeur homogénéise les deux produits, qui réagissent selon la
réaction :
nAA+ nBB
k1

k2
nCC,
où nA, nB et nC sont les coefficients stochiométriques de chacun des composants.
Le mélange est sous-tiré par un orifice de section s à la base de cette cuve
de section S = 1 m2. Le bilan de matière conduit, en utilisant la relation de
Bernouilli, à :
S
dh
dt
= u1 + u2 −
√
2sgh,
où h est la hauteur du mélange dans la cuve et g, l’accélération de la pesanteur
(9.81 ms−2). Les lois de la cinétique donnent la relation (sous l’hypothèse d’une
cinétique de second ordre) :
vcin = −k1cAcB + k2c2C .
Ainsi, les conservations de chacun des composants donnent :
d(hcA)
dt
= u1cA0 −
√
2sghcA − nAvcinh,
d(hcB)
dt
= u2cB0 −
√
2sghcB − nBvcinh,
d(hcC)
dt
= −
√
2sghcC + nCvcinh,
avec cA0 = cA (entrant) et cB0 = cB (entrant). En notant x = (h, hcA, hcB, hcC)T le
vecteur d’état, on obtient le modèle :
x˙1 = u1 + u2 −
√
2sg
√
x1,
x˙2 = u1cA0 −
√
2sg
x1
x2 − nA (−k1x2x3+k2x
2
4)
x1
,
x˙3 = u2cB0 −
√
2sg
x1
x3 − nB (−k1x2x3+k2x
2
4)
x1
,
x˙4 = −
√
2sg
x1
x4 + nC
(−k1x2x3+k2x24)
x1
.
(4.2)
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Electricité
On considère un système électrique constitué d’une résistance R, d’une in-
ductance L et d’une capacité C montées en triangle. On note respectivement
iX et vX le courant et la tension dans la branche comportant l’élément X. On
suppose que les éléments L et C sont parfaitement linéaires et que l’élément
résistif R obéit à la loi d’Ohm généralisée (vR = f(iR)). Les lois de Kirchoff
permettent d’obtenir :  L
diL
dt = vL = vC − f(iL),
C dvCdt = iC = −iL.
(4.3)
Si dans cette EDO, dite équation de Liénard, on considère le cas particulier
où f(x) = (x3 − 2µx), on abouti à l’équation de Van der Pol .
Electronique
Le montage ‹‹ PI ›› (proportionnel-plus-intégral ) suivant :
Fig. 4.1: Montage PI avec amplificateurs opérationnels.
a pour modèle, sous des hypothèses simplificatrices de linéarité :
Ti
dus
dt
= k(ue + Ti
due
dt
),
Ti =
R4R3R1C
R5R2
, k =
R6
R4R1C
.
Electrotechnique
Pour un moteur pas-à-pas ayant au rotor n dents de polarité Nord et autant
de polarité Sud, les différents bilans électromagnétiques (dans le repère dq dit
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de Park) donnent :
Ld
did
dt
= vd −Rid + nLqωiq,
Lq
diq
dt
= vq −Riq − nLdωid − nmirω,
Cem = n(Ld − Lq)idiq + nmiriq +Kd sin(nθ),
où m et ir sont l’inductance et le courant fictif du rotor, générant le flux
(constant) mir dû à l’aimantation permanente ; id, iq, vd, vq sont les courants
et tensions du stator [9]. Le bilan mécanique s’écrit :
dθ
dt
= ω,
J
dω
dt
= Cem − Ccharge.
Mécanique
Si un système mécanique est constitué de n éléments reliés entre eux par des
liaisons parfaites (sans frottement), on aura la position du système qui dépen-
dra de n paramètres indépendants (coordonnées généralisées notées q1, . . . , qn).
Pour écrire les équations d’Euler-Lagrange, il faut déterminer le lagrangien
(différence entre l’énergie cinétique et l’énergie potentielle) :
L = Ec − Ep, (4.4)
le travail élémentaire de chaque force interne et externe Di, ainsi que le travail
des forces de frottement :
−∂D
∂q˙i
dqi,
donnant lieu à l’énergie dissipée D. On obtient alors le système d’équations
d’Euler-Lagrange :
d
dt
(
∂L
∂q˙i
)− ∂L
∂qi
+
∂D
∂q˙i
= Di. (4.5)
Notons que l’énergie cinétique Ec = 12 q˙TM(q)q˙, où M(q) est une matrice
n×n symétrique définie positive, dépend des qi et de leurs dérivées q˙i, alors que
l’energie potentielle Ep ne dépend que des qi. Pour un pendule pesant d’angle θ
avec la verticale, on a L = 12ml2θ˙2−mgl(1−cos(θ)). Si on néglige les frottements,
ceci conduit à :
θ¨ = −g
l
sin(θ). (4.6)
Si de plus on tient compte d’un frottement sec, on peut voir apparaître une
discontinuité sur θ¨ (qui peut ne pas être définie à vitesse nulle). Aussi, pour ce
type de modèle, on est amené à préciser la notion de solution et à donner des
conditions suffisantes d’existence et/ou d’unicité de solution : ceci sera l’objet de
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la section 4.3, qui développera plus particulièrement les EDO du premier ordre.
Les EDO sous forme implicite seront abordées à la section 4.2. Au delà des
conditions d’existence, il est important pour l’automaticien de pouvoir caracté-
riser les comportements asymptotiques de ces solutions et de disposer d’outils
d’analyse permettant de les localiser et de caractériser l’évolution temporelle
des solutions vers ces ensembles. Enfin, de nombreux systèmes physiques font
intervenir, dans la description de leurs dynamiques au moyen des EDO, des pa-
ramètres dont les variations peuvent conduire à des modifications qualitatives
des solutions (bifurcations et, parfois, ‹‹ catastrophes ››).
4.2 Equations différentielles ordinaires sous forme
implicite
Définitions
Une EDO sous forme implicite est une relation :
F
(
t, y,
dy
dt
, . . . ,
dky
dtk
)
= 0, y ∈ Rm, (4.7)
où la fonction F est définie sur un ouvert de R × Rm(k+1) à valeur dans Rm.
L’ordre de l’EDO est l’entier k correspondant à la dérivée d’ordre le plus élevé
apparaissant dans (4.7). Notons que (4.1), (4.2) et (4.6) sont des EDO d’ordres
respectifs 1, 1 et 2. Le théorème de la fonction implicite garantit que ce
système (4.7) de m équations peut se mettre (localement) sous forme explicite
:
dky
dtk
= G
(
t, y,
dy
dt
, . . . ,
dk−1y
dtk−1
)
, (4.8)
à condition que :
det (JF ) 6= 0,
où JF est la matrice jacobienne de F c’est-à-dire la matrice constituée des élé-
ments aij = ∂Fi
∂
(
dkxj
dtk
) , (i, j) ∈ {1, . . . ,m}2.
En particulier, soit F est une fonction de classe C1 par rapport à chacune
de ses variables, telle que F (t, x, z) = 0 admette p racines en la variable z. Si
det( ∂F∂z
∣∣
(t0,x0)
) 6= 0, alors il existera p solutions locales dites régulières, solutions
de F (t, x, x˙) = 0, x(t0) = x0. Par contre si det( ∂F∂z
∣∣
(t0,x0)
) = 0, alors on ne
peut rien affirmer sans faire une étude approfondie et toute solution sera dite
singulière. Par exemple y : t 7→ t2/4, est une solution singulière de l’équation
y˙2−ty˙+y = 0 au voisinage de (y, .y) = (0, 0). Par ailleurs, y : t 7→ sin(arcsinh(t))
est une solution régulière de (1 + t2)y˙2 + (−1 + y2) = 0 au voisinage de (0, 0).
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Quelques équations particulières
Equations de Lagrange et de Clairaut
Une EDO de la forme :
x+ tf
(
dx
dt
)
+ g
(
dx
dt
)
= 0, (4.9)
est dite de Lagrange. Lorsque f = Id, elle sera dite de Clairaut. De façon
à résoudre ce type d’équations, on cherche une représentation paramétrée des
solutions : pour cela, on pose dxdt = m et x = x(m), t = t(m), ce qui ramène la
résolution de (4.9) à celle de :
(m+ f(m))
dt
dm
+ f ′(m)t = −g′(m),
qui est linéaire du premier ordre en t.
Exemple 4.2.1. La résolution de l’équation x+ 2tx˙+ x˙3 = 0 se ramène à celle
de 3m dtdm+2t = −3m2, qui a pour solution t (m) = 18
−3( 3√m)8+8C1
( 3√m)2
. Les solutions
paramétrées de la première équation sont donc :
x(m) = −1
4
m3 − 2 3√mC1, t (m) = 18
−3 ( 3√m)8 + 8C1
( 3
√
m)2
.
Equation de Bernouilli
Une EDO de la forme :
dx
dt
+ f(t)x+ g(t)xr = 0, (4.10)
est dite de Bernouilli. Les cas r = 0 ou r = 1 sont triviaux. Dans le cas général,
on utilise le changement de variable y = x1−r, conduisant à la résolution de
l’EDO :
1
1− r
dy
dt
+ f(t)y + g(t) = 0,
qui est linéaire du premier ordre en y.
Exemple 4.2.2. La résolution de l’équation dxdt + sin(t)x + sin(t)x
4 = 0, en
posant y = x−3, se ramène à celle de −13 dydt + sin(t)y + sin(t) = 0, qui admet
pour solution y (t) =
(−e3 cos t + C1) e−3 cos t.
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Equation de Riccati
Certaines équations ne sont pas intégrables (c’est-à-dire que l’on ne peut
exprimer les solutions de façon explicite avec des fonctions de l’analyse). Par
exemple l’équation de Riccati :
dx
dt
+ f(t)x+ g(t)x2 + h(t) = 0,
n’est pas intégrable si f, g, h (fonctions continues) ne satisfont pas certaines
relations particulières.
4.3 Equations différentielles du premier ordre
Notons que, lorsque la variable y de l’équation implicite (4.7) appartient à
un ensemble plus général qu’un produit cartésien d’ouvert de R, alors en posant
x =
(
y, dydt , . . . ,
dk−1y
dtk−1
)T
, l’équation explicite (4.8) peut se mettre sous la forme :
dx
dt
= f(t, x), t ∈ I, x ∈ X . (4.11)
Dans cette équation : t ∈ I ⊂ R représente la variable temporelle, X est
l’espace d’état1. En pratique, l’espace d’état peut être borné : il reflète les
caractéristiques physiques du système (bornitude des performances). De façon
générale, l’espace d’état est une variété différentiable . Lorsque le vecteur x s’ex-
prime à l’aide d’une variable et de ses dérivées successives, X est aussi appelé
espace de phase. Cependant, certains auteurs ([1] p. 11) emploient indifférem-
ment les deux dénominations. Le vecteur x ∈ X correspondant est le vecteur
d’état de (4.11) (ou de phase par abus de langage). En pratique, il est construit
à partir des variables dont l’évolution régit celle du processus physique. x(t) est
l’état instantané à l’instant t. f : I×X → TX (espace tangent), (t, x) 7→ f(t, x),
représente le champ de vecteurs. Afin de simplifier la suite de l’exposé, on se
placera dans le cas où I × X est un ouvert de Rn+1 et TX est Rn.
Notion de solution
Lorsqu’on parle de solution, il faut préciser le problème associé : ici, pour les
EDO, il existe le problème aux conditions limites ou frontières2 et le problème
1vocabulaire de l’automatique.
2énoncé similaire au problème de Cauchy, mais pour lequel la condition initiale est rempla-
cée par la donnée de n valeurs φσ(i)(ti) aux instants ti donnés, i ∈ N = {1, . . . , n}, σ : N→ N.
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aux conditions initiales (dit de Cauchy , en abrégé PC) :
(PC) :

‹‹ existe-t-il une fonction :
φ : I ⊂ R→ X ⊂ Rn,
t 7→ φ(t),
satisfaisant à (4.11) et à la condition initiale suivante : φ(t0) = x0? ››
On cherche une fonction du temps φ : t 7→ φ(t), qui soit suffisamment régu-
lière et dont la dérivée soit égale à presque tout instant3 à la valeur du champ à
cet instant et en ce point x = φ(t). Si f(u, φ(u)) est mesurable4 , alors on peut
exprimer φ(t) sous la forme :
φ(t) = φ(t0) +
∫ t
t0
f(v, φ(v))dv, (4.12)
l’intégration étant prise au sens de Lebesgue [27] et ce, même si t 7→ f(t, .) n’est
pas continue en t (cas intéressant en automatique, car pour x˙ = g(t, x, u) un
retour u = u(t) discontinu peut être envisagé). Ainsi, on cherchera des fonctions
au moins absolument continues5 par rapport au temps.
Solutions, portrait de phase
Définition 4.3.1. On appelle solution de (4.11) passant par x0 à t0, toute
fonction φ absolument continue définie sur un intervalle non vide I(t0, x0) ⊂
I ⊂ R contenant t0 :
φ : I(t0, x0) ⊂ I ⊂ R→ X ⊂ Rn,
t 7→ φ(t; t0, x0),
notée plus simplement φ(t), satisfaisant (4.12) pour tout t ∈ I(t0, x0) (ou, de
façon équivalente : φ˙ = f(t, φ(t)) presque partout sur I(t0, x0)) et telle que
φ(t0) = x0.
Exemple 4.3.1. En séparant ses variables, l’équation du modèle logistique (4.1)
devient :
dx
ax(xmax − x) = dt,
3c’est-à-dire pour tous les temps t ∈ T \ M, M étant un ensemble de mesure nulle, avec
la notation ensembliste T \ M = {x ∈ T : x /∈M}.
4cette condition est vérifiée si, pour x fixé, t 7→ f(t, x) est mesurable et pour t fixé,
x 7→ f(t, x) est continue [27].
5φ : [α, β] 7→ Rn est absolument continue si ∀ε > 0, ∃δ(ε) > 0 :
∀ {]αi, βi[}i∈{1..n} , ]αi, βi[⊂ [α, β],
∑n
i=1(βi − αi) ≤ δ(ε) ⇒
∑n
i=1 ‖φ(βi)− φ(αi)‖ ≤ ε. φ est
absolument continue si et seulement si il existe une fonction (Lebesgue intégrable) qui soit
presque partout égale à la dérivée de φ.
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qui permet de construire la solution au PC (4.1), x(0) = x0 :
φ : R→ R,
t 7→ φ(t; 0, x0) = x0xmax
x0 + e−axmaxt(xmax − x0) . (4.13)
Définition 4.3.2. La solution de (4.11) peut être représentée dans deux es-
paces :
– soit dans l’espace d’état étendu I ×X ou espace du mouvement, dans
ce cas, on parle de mouvement ou de trajectoire ,
– soit dans l’espace d’état X , dans ce cas, on parle d’orbite.
On appelle portrait de phase l’ensemble de toutes les orbites munies de
leurs sens de parcours temporel.
Bien souvent, par commodité on ne représente que les ensembles de points
d’accumulation vers lesquels les orbites convergent pour des temps très grands
(positifs ou négatifs). Par exemple, pour le système :
dx
dt
=
 1− x21 − x22 −1
1 1− x21 − x22
x, t ∈ R, x ∈ R2, (4.14)
les éléments importants du portrait de phase sont l’origine et le cercle unité C1 :
si la condition initiale est différente de l’origine, les orbites convergent vers C1 ;
sinon, l’état reste figé à l’origine.
x
1
x
2
Fig. 4.2: Cercle unité : simulation de (4.14).
Existence
Le problème de Cauchy (PC) n’a pas forcément de solution et, parfois, peut
en avoir plusieurs. En effet, le système :
dx
dt
= |x| 12 , x ∈ R, (4.15)
x(0) = 0,
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admet une infinité de solutions définies par :
ε ∈ R+, φε : R→ R,
t 7→ φε(t) =

0 si t0 − ε ≤ t ≤ t0 + ε,
(t−t0−ε)2
4 si t0 + ε ≤ t,
− (t−t0+ε)24 si t ≤ t0 − ε.
(4.16)
Fig. 4.3: Infinité de solutions au PC (4.15).
Ainsi, il se pose le problème de donner des conditions assurant l’existence
d’une ou de plusieurs solutions au problème de Cauchy.
Selon la régularité de la fonction f on distingue les cinq cas A, B, C, D, E
qui suivent.
Cas A) Si la fonction f est continue en x et éventuellement disconti-
nue en t (mais mesurable), alors il y a existence de solutions absolument
continues.
Théorème 4.3.1 (de Carathéodory, 1918). [11] Supposons que :
A1) f soit définie pour presque tout t sur un tonneau :
T = {(t, x) ∈ I × X : |t− t0| ≤ a, ‖x− x0‖ ≤ b} , (4.17)
A2) f soit mesurable en t pour tout x fixé, continue en x pour t fixé et telle
que, sur T , on ait ‖f(t, x)‖ ≤ m(t), où m est une fonction positive Lebesgue-
intégrable sur |t− t0| ≤ a. Alors, il existe au moins une solution (absolument
continue) au problème de Cauchy définie sur au moins un intervalle [t0−α, t0 +
α], α ≤ a.
On peut même montrer l’existence de deux solutions, l’une dite supérieure
et l’autre, inférieure, telles que tout autre solution soit comprise entre ces deux
solutions [23] [11].
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Cas B) Si la fonction f est continue en (t, x), alors il y a existence de
solutions de classe C1.
Théorème 4.3.2 (de Peano, v.1886). [8] Supposons que :
B1) f soit définie pour tout t sur un tonneau T défini par (4.17),
B2) f soit continue sur T défini par (4.17). Alors il existe au moins une
solution au problème de Cauchy de classe C1 définie sur au moins un intervalle
[t0 − α, t0 + α], α = min(a, bmaxT ‖f(t,x)‖).
t
tonneau T
x
0
+ b
x
0
 b
x
0
t
0
+ a
t
0
+
max
T
f(t,x)
‖ ‖
b
Fig. 4.4: Approximation d’Euler.
La preuve est basée sur les approximations d’Euler. Ce sont les lignes
polygonales (voir la figure 4.4) définies par :
φ0 = x0,
φn(t) = φn(ti−1) + f(ti−1, φn(ti−1))(t− ti−1), ti−1 < t ≤ ti,
ti = t0 + inα, i = {0, . . . , n},
dont on montre qu’elles constituent une famille équicontinue de fonctions défi-
nies sur [t0 − α, t0 + α], convergente, dont on peut extraire une sous-suite φ′n
uniformément convergente vers une fonction continue φ (lemme d’Ascoli-Arzela
[27]) qui vérifie :
φ(t) = lim
n→+∞φ
′
n(t) = x0 +
∫ t
t0
lim
n→+∞ f(v, φ
′
n(v))dv
+ lim
n→+∞
∫ t
t0
dφ′n
dt
(v)− f(v, φ′n(v))dv.
φ est donc solution de (4.12) puisque limn→+∞
dφ′n
dt (v)− f(v, φ′n(v)) = 0.
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Prolongement de solution, unicité, solution globale
Evidement, pour l’exemple (4.15), il y a existence de solution (f : x 7→√|x|
est continue) mais pas unicité. Pour garantir l’unicité, il faut donc que la fonction
f soit ‹‹ plus que continue ›› : par exemple il suffit qu’elle soit localement
lipschitzienne en la seconde variable x, comme suit.
Définition 4.3.3. f est dite localement lipschitzienne sur X si :
∀x0 ∈ X , ∃δ > 0 et k(t) intégrable :
∀(x, y) ∈ Bδ(x0)⇒ ‖f(t, x)− f(t, y)‖ ≤ k(t) ‖x− y‖ .
f est dite globalement lipschitzienne sur X si :
∃k(t) intégrable : ∀(x, y) ∈ X 2,
‖f(t, x)− f(t, y)‖ ≤ k(t) ‖x− y‖ .
Ces propriétés sont dites uniformes si k ne dépend pas de t.
Proposition 4.3.1. Toute fonction C1(I × X ) dont la norme de la jacobienne
est bornée par une fonction intégrable, est localement lipschitzienne. De plus, si
X est compact (fermé, borné), elle est globalement lipschitzienne.
Sous l’hypothèse f localement lipschitzienne en x, il se peut qu’une solution
φ définie sur I1 puisse être prolongée sur un intervalle I2 ⊃ I1, définissant ainsi
une fonction φ˜ définie sur I2 ⊃ I1 et telle que φ˜ | I1 = φ. Aussi, afin de ne
pas alourdir les notations, I(t0, x0) =]α(t0, x0), ω(t0, x0)[ désignera par la suite
le plus grand intervalle sur lequel on peut définir une solution passant à t0 par
x0 et qui ne puisse être prolongée : la solution sera dite maximale .
Cas C) Si la fonction f est localement lipschitzienne en x et éventuel-
lement discontinue en t (mais mesurable), alors il y a existence et unicité
de solution (maximale) absolument continue.
Théorème 4.3.3. Si dans le théorème 4.3.1, l’hypothèse de continuité dans
A2) est remplacée par ‹‹ f localement lipschitzienne sur ‖x− x0‖ ≤ b ››, alors
il existe une unique solution (absolument continue) au problème de Cauchy
définie sur
I(t0, x0) ⊃ {t ∈ I : |t− t0| ≤ α} .
De même, si f est continue en (t, x) et localement lipschitzienne en x, alors il
existe une unique solution au problème de Cauchy de classe C1.
Les preuves de ces résultats sont basées sur les approximations de Picard-
Lindelöf : 
φ0 = x0,
φn+1(t) = x0 +
∫ t
t0
f(v, φn(v))dv,
t ∈ [t0 − α, t0 + α], α = min(a, bmaxT ‖f(t,x)‖),
164
4.3. Equations différentielles du premier ordre
dont on montre qu’elles convergent uniformément vers une solution. L’unicité
de la solution se démontre ensuite par contradiction.
Cas D) Si la fonction f est bornée en norme par une fonction affine,
c’est-à-dire que ∀(t, x) ∈ (I × X ) : ‖f(t, x)‖ ≤ c1 ‖x‖ + c2 (éventuellement
presque partout), alors en utilisant le lemme de Gronwall [27], on peut conclure
que toute solution au PC est définie sur I.
Cas E) Si le système possède une propriété de ‹‹ dissipativité ›› et si
f est localement lipschitzienne, alors le PC admet une solution maximale
unique définie pour tout t ≥ t0 (I = R,X = Rn).
La propriété de dissipativité peut être exprimée sous la forme : ‹‹ il existe
α ≥ 0, β ≥ 0, v ∈ Rn tels que pour tout t ∈ R et tout x ∈ Rn : < x−v, f(t, x) >≤
α − β ‖x‖2 ›› ou bien, à l’aide de fonctions de Liapounov6, sous la forme ‹‹ il
existe V et W : Rn 7→ R+ continues, définie positives sur un compact A (c’est-
à-dire : V (x) = 0 ⇔ x ∈ A), telles que pour tout t ∈ R et tout x ∈ Rn\A7 :
< ∂V∂x , f(t, x) >≤ −W (x). ››
Dépendance des conditions initiales
Théorème 4.3.4. Sous les hypothèses du théorème 4.3.3, la solution au pro-
blème de Cauchy t 7→ φ(t; t0, x0) définie sur I(t0, x0) est continue par rapport à
chacun de ses arguments.
En particulier, si t est suffisamment proche de t0, alors φ(t; t0, x0) est proche
de x0. Cette proximité peut être étudiée pour des instants très grands : c’est la
question de la stabilité (voir paragraphe 4.5).
Classification
Définition 4.3.4. L’équation (4.11) est dite autonome si la variable temporelle
n’apparaît pas explicitement dans l’EDO :
dx
dt
= g(x), t ∈ I, x ∈ X .
Dans le cas contraire, elle est dite non autonome.
Si on connaît les solutions d’une EDO autonome passant à un instant t donné
par un point x donné, alors on obtient toutes les solutions passant par ce même
6Alexander Mikhaïlovich Liapounov, mathématicien et physicien russe. Après des études
à l’Université de Saint-Pétersbourg (où il est élève de P.L. Tchebychev), il est assistant puis
professeur à l’Université de Kharkov. En 1902, il est nommé professeur à l’Université de Saint-
Pétersbourg.
7La notation A\B correspond à la différence ensembliste de A et B : A\B = {x ∈ A : x /∈
B}.
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point à d’autres instants par simple translation temporelle des premières. Donc,
une EDO autonome ne peut servir qu’à modéliser des phénomènes physiques
indépendants du temps initial (chute d’un corps, etc.). Notons au passage que
la longueur de I(t0, x0) ne dépend pas de l’instant initial.
Définition 4.3.5. On dit qu’un champ de vecteurs non linéaire non autonome
f(t, x) est T−périodique s’il existe un réel T > 0 tel que pour tout t et pour
tout x : f(t+ T, x) = f(t, x).
Dans ce cas, si on connaît les solutions pour un intervalle de longueur T , on
aura toutes les autres par translation temporelle.
Cas linéaire autonome
Lorsque (4.11) est de la forme :
dx
dt
= Ax+ b,
on dit qu’il s’agit d’une EDO linéaire autonome. Il existe alors une solution
unique au PC (puisque Ax+ b est globalement uniformément lipschitzienne) de
la forme :
x(t) = eA(t−t0)x0 + eAt
(∫ t
t0
e−Avdv
)
b,
ou encore x(t) =
∑r
i=1 e
λitpi(t) + c, avec λi les valeurs propres de A et pi(t)
des vecteurs de polynômes de degrés plus petits que l’ordre de multiplicité de la
valeur propre correspondante λi.
Ce type de modèle caractérise des phénomènes pour lesquels :
1. l’instant initial n’a pas d’influence sur l’évolution temporelle du vecteur
état (EDO autonome) ;
2. si b = 0 (respectivement, b 6= 0), alors une combinaison linéaire (respec-
tivement, convexe) d’évolutions est encore une évolution possible : ceci
traduit la linéarité du système.
Pour de tels systèmes, on peut noter que, au bout d’un temps infini, les
différentes variables définissant le vecteur x :
1. soit convergent vers un vecteur (le vecteur x évoluant vers un vecteur fixe
dit ‹‹ point d’équilibre ››),
2. soit divergent (la norme de x devient infiniment grande),
3. soit ont un comportement oscillatoire : lorsqu’on observe leurs évolutions
les unes en fonction des autres, elles évoluent sur une courbe fermée (comme
le cercle) : c’est ce qu’on appelle un cycle fermé (exemples : cycle écono-
mique, population cyclique, masse attachée à un ressort, etc.).
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Enfin, si A et b dépendent du temps, le système est dit linéaire non auto-
nome (ou non stationnaire) : en plus des comportements précités on retrouve
la dépendance des solutions à l’instant initial . Notons que lorsque A(t) est une
fonction T−périodique continue sur R, on peut étudier formellement les solutions
grace à la théorie de Floquet [17] : il existe alors une transformation bijective
P (t) T−périodique et continue, z(t) = P (t)x(t), telle que z˙ = Mz+c(t), avecM
une matrice constante vérifiant M = P˙ (t) + P (t)A(t)P (t)−1 et c(t) = P (t)b(t).
Cas non linéaire autonome
Lorsque (4.11) est de la forme :
dx
dt
= g(x), (4.18)
on dit qu’il s’agit d’une EDO non linéaire autonome. On ne peut lui donner
de solution explicite, sauf dans des cas très particuliers. Outre les comportements
précités dans le cas linéaire autonome, on peut mentionner :
1. Cycles limites : il s’agit de courbes fermées de X vers ou à partir des-
quelles les trajectoires du système se dirigent.
2. Phénomène de chaos : ces comportements, régis par des EDO (dé-
terministes), sont en apparence aléatoires. Une des caractéristiques est la
sensibilité aux conditions initiales : deux conditions initiales très proches
donneront naissance à deux évolutions complètement différentes.
3. Attracteur étrange : il s’agit en général d’un ensemble de dimension non
entière, ce qui traduit une certaine ‹‹ rugosité ›› de l’objet. Par exemple,
une surface est de dimension 2, un volume est de dimension 3, alors qu’un
flocon de neige ayant une infinité de ramifications est de dimension non
entière comprise entre 2 et 3. Lorsque les trajectoires se dirigent vers (res-
pectivement s’éloignent de) cet ensemble, il est dit ‹‹ attracteur (respec-
tivement répulseur) étrange ››. Souvent la présence d’attracteurs ou ré-
pulseurs étranges est un signe du chaos, cependant dans certains cas le
phénomène chaotique n’est que transitoire et disparaît au bout d’un temps
suffisamment long.
Notion de flot
Dans cette partie, on suppose l’existence et l’unicité de la solution (maxi-
male) au PC associé à (4.18), que l’on notera φ(t; t0, x0). Si le champ est com-
plet, c’est-à-dire I(x0) = R, et si on connaît une solution pour un couple (t0, x0),
alors on aura toutes les autres (pour x0 fixé) par translation temporelle. Consi-
dérons l’application qui, à toute condition initiale, associe sa solution maximale
à l’instant t :
Φtg : X → X ,
x0 7→ φ(t; 0, x0).
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Définition 4.3.6. Si le champ de vecteurs g de l’EDO (4.18) permet de générer
une solution maximale unique pour tout (t0, x0) de R× X , définie sur I(x0) =
R (respectivement sur [α,∞[, sur [α, ω] avec α et ω finis), alors l’application
génératrice Φtg est appelée un flot (respectivement un semi-flot, un flot local).
D’après les hypothèses, Φtg est bijective, donc on a au moins un flot local.
La justification du choix de la notation Φtg devient évidente lorsqu’on calcule le
flot d’une EDO linéaire autonome homogène : x˙ = Ax, Φtg = eAt. Dans le cas
où g est de classe Ck (respectivement C∞, analytique), le flot associé Φtg est un
difféomorphisme local de classe Ck (respectivement C∞, analytique) pour tout
instant t où il est défini. En particulier, si le flot Φtg est défini pour tout t ∈ R,
alors il définit un groupe à un paramètre de difféomorphismes locaux de classe
Ck (respectivement C∞, analytique) (voir [1] p. 55 à 63) :
Φtg : x0 7→ Φtg(x0) est de classe C∞, (4.19)
Φtg ◦ Φsg = Φt+sg , (4.20)
Φ0g = Id. (4.21)
On en déduit, ∀t ∈ R,∀x0 ∈ X :
Φtg(x0) = Φ
−t
−g(x0), (4.22)
Φtg ◦ Φ−tg = Φt−tg = Id, (4.23)
(Φtg)
−1 = Φ−tg = Φ
t
−g. (4.24)
La dualité caractérisée par (4.24) est importante puisque, si on connaît le
portrait de phase du système dynamique (4.18) pour les temps positifs, son dual
pour les temps négatifs s’obtient tout simplement en renversant le sens de par-
cours des orbites : cette propriété est utilisée dans la méthode du renversement
des trajectoires (‹‹ trajectory-reversing method ››) permettant, en dimen-
sion deux (et parfois trois), de déterminer précisément la plupart des portraits
de phase en alliant l’étude qualitative du champ de vecteurs non linéaire à des
simulations (pour plus de détails, voir [5, 6, 13, 12, 25]).
Le crochet de Lie (ou commutateur, voir chapitre 4) défini par :
[g1, g2] =
(
∂g2
∂x
g1 − ∂g1
∂x
g2
)
,
permet de calculer la condition de commutativité de deux flots Φtg1 et Φ
s
g2 .
Théorème 4.3.5. Soient g1 et g2 des champs de vecteurs C∞ complets, définis
sur X (par exemple Rn). Alors :
∀t,∀s, Φtg1 ◦ Φsg2 = Φsg2 ◦ Φtg1 ⇔ [g1, g2] = 0.
168
4.3. Equations différentielles du premier ordre
Démonstration : soient x0 ∈ Rn et t, s > 0 donnés. Pour un champ de
vecteurs analytique X, on a ΦtX(y) = y + tX(y) +R(t, y), où R(t, y) représente
un reste s’annulant pour t→ 0. On obtient donc :
Φtg1 ◦ Φsg2(x0) = x0 + (sg2(x0) + tg1(x0)) + st
∂g1
∂x
g2(x0) +R1(t, s, x0),
Φsg2 ◦ Φtg1(x0) = x0 + (sg2(x0) + tg1(x0)) + st
∂g2
∂x
g1(x0) +R2(t, s, x0),
et donc :
Φtg1 ◦ Φsg2(x0)− Φsg2 ◦ Φtg1(x0) = st[g2, g1](x0) +R3(t, s, x0).
Prenons t = s, alors l’implication découle immédiatement. Pour la réciproque,
[g1, g2] = 0⇒ ∀x0 ∈ Rn : limt→0(Φ
−t
g2
◦Φsg1◦Φtg2 (x0)−Φsg1 (x0)
t ) = 0. Soit la trajectoire
x(t) = Φ−tg2 ◦ Φsg1 ◦ Φtg2(x0), alors x˙(t) = 0, donc Φ−tg2 ◦ Φsg1 ◦ Φtg2 = Φsg1 .
En automatique, la non-commutativité des champs a une application très
importante puisqu’elle permet de caractériser l’atteignabilité (version locale de
la commandabilité) d’un système commandé du type x˙ = g1(x) + g2(x)u (voir
chapitre 4 et [20]).
Comparaison de solutions, inégalités différentielles
Dans cette partie, les inégalités vectorielles seront à comprendre composante
à composante et D est un opérateur de dérivation (dit de Dini ) :
Dx(t) = (Dx1(t), . . . , Dxn(t)),
où les dérivées Dxi(t) sont toutes définies par l’une des quatre limites suivantes :
D+xi(t) = lim
θ→0+
inf
xi(t+ θ)− xi(t)
θ
, D+xi(t) = lim
θ→0+
sup
xi(t+ θ)− xi(t)
θ
,
D−xi(t) et D−xi(t) définies de façon similaire pour les limites par valeurs infé-
rieures (θ → 0−).
Soit S ⊂ I un ensemble de mesure nulle. On considère les relations différen-
tielles suivantes :
Dx(t) ≤ f(t, x), t ∈ I\S, x ∈ X , (4.25)
dz
dt
= f(t, z), t ∈ I\S, z ∈ X . (4.26)
On se pose le problème de savoir sous quelles conditions les solutions de (4.26)
majorent celles de (4.25). Dans ce cas, (4.26) constituera un système majorant
de (4.25), dont l’utilisation est intéressante pour l’analyse des comportements
des solutions d’une EDO (voir paragraphe 4.5). La contribution de Wažewski
[30] (précédée de [21] et complétée par celle de Lakshmikantham et Leela [23])
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est certainement l’une des plus importantes puisqu’elle donne des conditions
nécessaires et suffisantes pour que les solutions du problème de Cauchy associé
à (4.25) avec x0 donné à t0, soient majorées par la solution supérieure de (4.26)
démarrant de z0 ≥ x0 à l’instant t0.
Définition 4.3.7. La fonction f : I × X → X ⊂ Rn, (t, x) 7→ f(t, x) est
quasi-monotone non-décroissante en x si :
∀t ∈ I,∀(x, x′) ∈ X 2, ∀i ∈ {1, . . . , n},[
(xi = x′i) et (x ≤ x′)
]⇒ fi(t, x) ≤ fi(t, x′). (4.27)
Théorème 4.3.6. Supposons que :
1) f(t, x) vérifie les hypothèses (A1-A2) du théorème 4.3.1 d’existence de
solution,
2) f(t, x) est quasi-monotone non-décroissante en x presque partout en t
(∀t ∈ I\S).
Alors, pour tout x0 ∈ X , les solutions du problème de Cauchy associé à (4.26)
vérifient :
x(t) ≤ zsup(t), (4.28)
pour tout instant où les quantités x(t) et zsup(t) ont un sens, avec zsup(t) la
solution supérieure de (4.25) démarrant de z0 ∈ X , avec x0 ≤ z0.
4.4 EDO Linéaire : des comportements simplistes
Un peu de vocabulaire
Soit x(t) un vecteur. Partant d’un système de n équations différentielles
linéaires du premier ordre, on se ramène à une EDO de la forme
dx
dt
= A(t)x+ b(t). (4.29)
Elle sera dite linéaire non autonome non homogène lorsque les fonctions
A(t), b(t) dépendent explicitement du temps (respectivement constantes) et li-
néaire non autonome homogène lorsque b = 0. Notons que toute équation
linéaire d’ordre quelconque peut se mettre sous cette forme. En effet
a0(t)y + a1(t)y˙ + . . .+ an(t)y(n) = b0(t),
se met sous la forme (4.29) en posant x = (y, . . . , y(n−1))T , b = (0, . . . , b0(t)an(t))
T
et
A(t) =

0 1 0 0
...
. . . . . . 0
0 · · · 0 1
− a0(t)an(t) −
a1(t)
an(t)
· · · −an−1(t)an(t)
 .
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Si on regarde l’équation homogène alors l’ensemble des solutions constituent un
espace vectoriel : toute combinaison de solutions est solution. Ainsi le problème
se ramène à la recherche d’une base de solutions fondamentales. Les solutions de
l’équation non homogène se déduisent alors facilement. Par contre, en fixant une
condition initiale le problème de Cauchy (PC) n’a qu’une et une seule solution :
Théorème 4.4.1. Si b et A sont continues sur leur intervalle commun de défi-
nition (noté I) alors le PC admet une solution unique, c’est-à-dire étant donné
t0 ∈ I et x0 il n’existe qu’une seule fonction x(t) vérifiant l’équation (4.29) et
telle que x(t0) = x0. 
Lorsque l’EDO est de la forme
dx
dt
= Ax+ b, (4.30)
on dit qu’il s’agit d’une EDO linéaire autonome non homogène. Il existe
une solution unique au PC (utiliser théorème 4.4.1 ou alors cf. preuve directe
qui suit). Cette solution est de la forme
x(t) = exp(A(t− t0))x0 +
(∫ t
t0
exp(A (t− v))dv
)
b, (4.31)
ou encore x(t) =
∑r
i=1 exp(λit)pi(t)+ c, avec λi les valeurs propres de A et pi(t)
des vecteurs de polynômes de degré plus petit que l’ordre de multiplicité de la
valeur propre correspondante λi. Notons que (4.31) peut s’obtenir facilement en
utilisant la formule de la variation de la constante et peut être étendue au cas
b(t).
Démonstration. Existence : dériver (4.31). Unicité : si x(t) et y(t) sont deux
solutions (de classe C1) alors z = x− y est solution de z˙ = Az, z(t0) = 0. Si z(t)
n’est pas identiquement nulle alors il existe un temps T tel que z(t) = 0,∀t < T
et z(T ) 6= 0. Notons i l’index d’une des composantes du vecteur z qui devient non
nulle à t = T alors zi(T ) = zi(T − ε) +
∫ T
T−ε [Az(v)]i dv = 0 (contradiction).
Les comportements linéaires
La solution au PC associé à
x˙ = Ax, x ∈ Rn. (4.32)
(x(t0) = x0) peut s’exprimer sous la forme
x(t) = exp(A(t− t0))x0. (4.33)
Ce type de modèle caractérise les phénomènes suivants :
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1. l’instant initial n’a pas d’influence sur l’évolution temporelle du vecteur
état (EDO autonome) : si x1(t) et x2(t) sont des solutions de (4.32) telles
que x1(t1) = x0 et x2(t2) = x0 alors x1(t− t1) = x2(t− t2).
2. une combinaison linéaire d’évolutions est encore une évolution possible :
ceci traduit la linéarité du système.
Pour de tels systèmes, on peut noter que, au bout d’un temps infini, le vecteur
x(t) :
1. soit converge vers un vecteur fixe dit “point d’équilibre”,
2. soit diverge (au moins une des composantes de x(t) devient infiniment
grande),
3. soit les composantes de x(t) ont un comportement oscillatoire : lorsqu’on
observe leurs évolutions les unes en fonction des autres, elles évoluent sur
une courbe fermée (comme le cercle) : c’est ce qu’on appelle un cycle fermé
(exemples : cycle économique, population cyclique, masse attachée à un
ressort, etc...).
4.5 EDO Non linéaire
Un peu de vocabulaire
Dans cette partie, on s’intéresse à des EDO de la forme
dx
dt
= g(x), x ∈ X . (4.34)
Dans cette équation : t ∈ R, représente la variable temporelle, X est l’espace
d’état8. En pratique l’espace d’état peut être borné : il reflète les caractéris-
tiques physiques du système (bornitude des performances). Lorsque le vecteur
d’état s’exprime à l’aide d’une variable et de ses dérivées successives, l’espace
d’état s’appelle aussi espace de phase. Cependant, certains auteurs ([1] p. 11)
emploient indifféremment les deux dénominations. x ∈ X , représente le vecteur
d’état (ou de phase par abus de langage) construit à partir des variables dont
l’évolution régit celle du processus physique. x(t) le vecteur d’état instantané à
l’instant t. g : X → TX (espace tangent), x 7→ g(x), représente le champ de
vecteurs.
Condition 4.5.1. Afin de clarifier la suite de l’exposé, on se placera dans le
cadre où X est un ouvert de Rn et TX est Rn.
Lorsqu’on parle de solution, il faut préciser le problème associé : ici pour les
EDO il existe le problème aux conditions limites ou frontières9 et le problème
8vocabulaire de l’automatique.
9énoncé similaire au problème de Cauchy pour lequel la condition initiale est remplacée
par la donnée de n valeurs φσ(i)(ti) aux instants ti donnés (i ∈ N = {1, . . . , n}, σ : N → N ).
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aux conditions initiales (dit Problème de Cauchy abrégé PC) : “existe-t-il
une fonction
φ : I ⊂ R→ X ⊂ Rn,
t 7→ φ(t),
satisfaisant à (4.34) et à la condition initiale suivante : φ(t0) = x0 ?” On cherche
une fonction du temps φ : t 7→ φ(t), qui soit suffisamment régulière (par exemple
de classe C1) telle que sa dérivée soit égale à la valeur du champ à cet instant et
au point x = φ(t). Si g est intégrable, on peut alors exprimer φ(t) sous la forme
φ(t) = φ(t0) +
∫ t
t0
g(φ(v))dv. (4.35)
De nombreux résultats permettent de statuer quant à l’existence de solution (g
continue) et l’unicité (g Lipschitzienne). On rappelle que le portrait de phase
est l’ensemble de toutes les orbites munies de leur sens de parcours temporel.
Bien souvent, par commodité on ne représente que les ensembles de points d’ac-
cumulation vers lesquels les orbites convergent pour des temps très grand ou
très petit. Par exemple pour le système
dx
dt
=
 1− x21 − x22 −1
1 1− x21 − x22
x, t ∈ R, x ∈ R2, (4.36)
les éléments importants du portrait de phase sont l’origine et le cercle unité : si
la condition initiale est différente de l’origine les orbites convergent vers le cercle
unité sinon l’état reste figé à l’origine (cf. figure 4.5).
x
1
x
2
Fig. 4.5: Cercle unité : simulation de (4.36).
Equilibre
Pour certaines conditions initiales, le système reste “gelé”, c’est-à-dire qu’il
n’évolue plus : on parlera alors de points d’équilibre.
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Définition 4.5.1. xe ∈ X est un point d’équilibre pour le système (4.34) si
les solutions φ(t; 0, xe) de (4.34) sont définies sur [0,+∞[ et vérifient :
φ(t; 0, xe) = xe, ∀t ∈ [0,+∞[. (4.37)
Exemple 4.5.1. La solution au PC (4.1) x(0) = x0 est donnée par
φ : R→ R
t 7→ φ(t; 0, x0) = x0xmax
x0 + e−at(xmax − x0) . (4.38)
Il est facile de vérifier que x = 0 (φ(t; 0, x0 = 0) = 0) et x = xmax (φ(t; 0, xmax) =
xmax) sont des points d’équilibres.
Si xe est un point d’équilibre, alors pour que le système reste en ce point
il faut que la vitesse soit nulle, c’est-à-dire que g(xe) = 0. Cependant, cette
condition seule n’est pas suffisante comme le montre l’étude de
dx
dt
= |x| 12 , x ∈ R, (4.39)
on a bien xe = 0 solution de
√
x = 0 mais il existe une infinité de solutions qui
quittent ce point :
Fig. 4.6: Infinité de solutions de (4.39).
ε ∈ R+, φε : R→ R,
t 7→ φε(t) =

0 si t0 − ε ≤ t ≤ t0 + ε
(t−t0−ε)2
4 si t0 + ε ≤ t
− (t−t0+ε)24 si t ≤ t0 − ε
. (4.40)
Pour lever ce problème
Théorème 4.5.1. Si g(xe) = 0 et g est localement Lipschitzienne en xe alors
xe est un point d’équilibre pour le système (4.34). 
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Par la suite, on considérera que le point d’équilibre est l’origine : en effet,
l’étude de (4.34) au voisinage d’un point d’équilibre xe se ramène, par change-
ment de coordonnées y = x−xe, à l’étude de y˙ = g(y+xe), ayant pour équilibre
(y = 0).
Définition 4.5.2. Dans la littérature, on classe les points d’équilibre de (4.34)
en deux catégories :
1. les points hyperboliques (ou non dégénérés) : ce sont les points d’équi-
libres (xe) pour lesquels la Jacobienne10 correspondante (Jg(xe)) ne com-
porte aucune valeur propre à partie réelle nulle.
2. les points non hyperboliques : ce sont les points d’équilibres (xe) pour
lesquels la Jacobienne correspondante (Jg(xe)) possède au moins une va-
leur propre à partie réelle nulle.
Orbite périodique
L’étude des systèmes non linéaires a mis en évidence des orbites particulières :
1. les orbites fermées qui sont une extension des points fixes puisque si on
laisse évoluer un système à partir d’une condition initiale appartenant à
cette orbite, alors il continuera à évoluer sur cette orbite, (par exemple le
cercle unité pour (4.36) cf. figure 4.5),
2. les orbites homocliniques et hétérocliniques qui relient des points
d’équilibres (nous ne parlerons pas de ces dernières pour plus de détails
voir [15])
Les définitions suivantes sont inspirées de [28] p. 87–88, [29] p. 8, [18] p.
113–117 et de [15].
Définition 4.5.3. La solution φ(t; t0, x0) est T -périodique (périodique de pé-
riode T ), si la solution est définie sur R et s’il existe un réel positif λ, tel que
pour tout réel t on ait φ(t + λ; t0, x0) = φ(t; t0, x0). Le plus petit réel positif λ
noté T s’appelle la période de la solution. Dans ce cas l’orbite correspondante
est une orbite périodique de période T (ou orbite T -périodique).
Définition 4.5.4. γ est une orbite fermée si γ est une orbite qui soit une
courbe de Jordan, c’est-à-dire homéomorphe11 à un cercle.
Toute orbite image d’une solution T -périodique non triviale (non identique
à un point d’équilibre) est une orbite fermée.
10Si g est un champ de vecteurs sur Rn alors sa Jacobienne au point x est la matrice(
∂gi
∂xj
(x)
)
.
11Un homéomorphisme est un morphisme bijectif bicontinue. Ainsi, une courbe de Jordan
c’est une courbe obtenue par transformation bijective bicontinue à partir du cercle.
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Exemple 4.5.2. Si on reprend l’équation de Van der Pol (4.3) avec f(x) =
(x3 − 2µx) en posant iL = −x2, vC = x1, L = C = 1, (4.3) devient :
dx1
dt
= x2,
dx2
dt
= 2µx2 − x32 − x1, (4.41)
ainsi, pour µ > 0, on peut montrer (cf. [19] p. 211–227) l’existence d’une orbite
périodique γ représentée sur la figure suivante
x
2
x
1
Fig. 4.7: Orbite fermée périodique pour l’oscillateur de Van der Pol (4.41).
Exemple 4.5.3. Le système de Volterra-Lotka est un modèle simple de lutte de
deux espèces. En 1917, donc pendant la guerre, le biologiste Umberto d’Ancona
constata une augmentation du nombre de sélaciens (requins) dans la partie nord
de la mer Adriatique. Afin d’expliquer ce phénomène, il fit appel à son beau-
père, le mathématicien Vito Volterra, qui expliqua ce phénomène de la façon
suivante. Soit un volume d’eau infini (mer Adriatique par exemple), peuplé par
deux espèces : l’une, carnivore (C : sélaciens), dévorant l’autre, herbivore (H :
crevettes). Notons x et y les nombres respectifs d’individus des espèces (H)
et (C). Si l’espèce (H) peuplait seule la mer, elle se développerait de façon
exponentielle12 et la vitesse de croissance de l’espèce (H) serait : dxdt = αx, avec
α > 0. Par contre, l’espèce (C) ne peut assurer seule son développement, ni même
sa survie, donc sa vitesse de variation serait : dydt = −βy, avec β > 0. Lorsque
les deux espèces cohabitent, les carnivores (C) dévorent les herbivores (H). En
faisant l’hypothèse qu’à chaque rencontre d’un carnivore avec un herbivore, ce
dernier est dévoré et que le nombre de rencontres est proportionnel au produit
des densités volumiques des deux espèces (donc, aussi à xy), on peut conclure
12On fait ici l’hypothèse son développement n’est limité ni par l’espace ni par la quantité
de nourriture.
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que l’évolution des deux espèces est régie par le système différentiel : dxdt = αx− γxy (herbivores),dy
dt = −βy + δxy (carnivores),
(4.42)
avec α, β, γ, δ des réels positifs. Dans ce cas, les variables d’état s’introduisent
de façon naturelle : x, y. On peut a priori supposer que l’espace d’état est le
quart de plan R2+. Le théorème 4.3.3 permet de garantir l’existence et l’unicité
des solutions. En séparant les variables selon : dxx(α−γy) =
dy
y(−β+δx) , on peut
monter que H(x, y) = [α ln(y)− γy] + [β ln(x)− δx] est une fonction constante
le long des solutions de (4.42). On montre ainsi que, pour toute condition ini-
tiale strictement incluse dans le quart de plan strictement positif, les orbites du
système sont fermées. De plus les solutions sont définies sur R : on obtient un
flot dont le portrait de phase est représenté sur la figure 4.8 (simulation pour
α = β = γ = δ = 1).
x
2
x
1
Fig. 4.8: Cycle pour (4.42).
Les orbites sont centrées autour du point d’equilibre (βδ ,
α
γ ). Avant la guerre,
l’activité de la pêche était plus importante (on tient compte des prélèvements de
la pêche “−qxx” et “−qyy” dans (4.42), avec qx, qy positifs) : c’est-à-dire que le
couple de paramètres (α,−β) est remplacé par (α− qx,−β − qy), donc le point
d’equilibre (βδ ,
α
γ ) est remplacé par (
β+qy
δ ,
α−qx
γ ). Ce qui explique un déplacement
du cycle vers le haut pendant la guerre, donc une augmentation du nombre de
célaciens.
Concepts de Stabilité et d’Attractivité
Dans cette section on se place dans le cadre d’une EDO
dx
dt
= f(t, x), x ∈ X , t ∈ R. (4.43)
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Stabilité au sens de Liapunov d’un équilibre
Les ensembles remarquables (équilibres, orbites périodiques, etc. . .) peuvent
caractériser des configurations à énergie minimale pour un système physique. Ces
systèmes peuvent avoir tendance à rechercher une position de repos plutôt qu’une
autre : c’est ce que les concepts de stabilité traduisent d’une certaine façon. Par
exemple, un pendule pesant (voir introduction équation (4.6)), possède deux
équilibres verticaux : l’un au dessus de l’horizontale, l’autre en dessous. Il est
bien connu que la masse a naturellement tendance à se positionner en bas plutôt
qu’en haut. La position d’équilibre basse est stable, l’autre instable. Par la suite
nous ne présenterons que les concepts élémentaires pour les points d’équilibre et
uniquement pour des EDO du type (4.34).
Définition 4.5.5. L’équilibre xe est stable au sens de Liapunov si :
∀ε > 0,∃δ(t0, ε) > 0 tel que :
∀x0 ∈ X : ρ(x0, xe) ≤ δ(t0, ε)⇒ ρ(φ(t; t0, x0), xe) ≤ ε, ∀t ≥ t0. (4.44)
Lorsque δ(t0, ε) = δ(ε) est indépendant de t0 la propriété de stabilité sera dite
uniforme . (ρ est une distance sur Rn).
Cela revient à dire que pour tout voisinage V(xe) de xe, il existe un voisinage
W(xe) de xe tel que : x0 ∈ W(xe)⇒ φ(t; t0, x0) ∈ V(xe), ∀t ≥ t0 (voir [3] p. 58).
Exemple 4.5.4. L’origine x = 0 est un équilibre uniformément stable (par la
suite, on omettra “au sens de Liapunov”) pour l’EDO x˙ = −x, x ∈ R : en effet
∀x0 ∈ R, φ(t; t0, x0) = exp− (t− t0)x0 donc |φ(t; t0, x0)| ≤ |x0| ≤ ε, ∀t ≥ t0, en
prenant |x0| ≤ ε (δ = ε dans la définition 4.5.5). Par contre, il n’est que stable
pour l’EDO x˙ = − 2t
1+t2
x, x ∈ R : en effet : ∀x0 ∈ R, φ(t; t0, x0) = 1+t
2
0
1+t2
x0 donc
|φ(t; t0, x0)| ≤
(
1 + t20
) |x0| ≤ ε, ∀t ≥ t0, en prenant |x0| ≤ δ = ε1+t20 .
Attractivité
Alors que la propriété de stabilité traduit le “non-éloignement” de solutions
d’un ensemble de référence (par exemple un équilibre), la propriété d’attracti-
vité elle traduit le rapprochement des solutions de cet ensemble et ce malgré
d’éventuelles excursions pendant le régime transitoire.
Définition 4.5.6. L’équilibre xe est attractif si :
∃δ > 0 tel que ∀x0 ∈ X : ρ(x0, xe) ≤ δ ⇒ lim
t→∞φ(t; t0, x0) = xe. (4.45)
Le second membre de l’implication s’écrit aussi ∀ε > 0, ∃T (x0, ε) > 0,
ρ(φ(t; t0, x0), xe) ≤ ε, ∀t ≥ t0 + T (t0, x0, ε). Lorsque T (ε, x0) = T (ε) est indé-
pendant de x0, la propriété d’attractivité sera dite uniforme.
De même que pour la notion de stabilité, cette notion peut être formulée en
termes de voisinages.
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Stabilité asymptotique
La notion d’attractivité d’un ensemble assure que l’état va converger vers
cet ensemble, mais il se peut que pendant le régime transitoire il y ait de grosses
excursions des solutions ce qui peut être dommageable pour le système phy-
sique. Aussi, la stabilité limitant ces excursions on combine les deux notions
précédentes pour donner naissance à la notion de stabilité asymptotique.
Il est important de noter qu’un ensemble peut être attractif sans être stable
comme le montre l’exemple suivant
Exemple 4.5.5. Soit l’EDO
dx
dt
= x
(
1−
√
x2 + y2
)
− y
2
(
1− x√
x2 + y2
)
,
dy
dt
= y
(
1−
√
x2 + y2
)
+
x
2
(
1− x√
x2 + y2
)
,
l’origine est un équilibre instable (pour le montrer, on pourra utiliser les résultats
de la section 4.5) et l’équilibre (1, 0) est attractif mais instable : le portrait de
phase est donné Figure 4.9.
x
y
Fig. 4.9: Equilibre (1, 0) attractif et instable.
Exemple 4.5.6. La solution au PC (4.1) x(0) = x0 est donnée par (4.38), il est
facile de vérifier que l’équilibre x = 0 n’est pas attractif (limt→∞ φ(t; 0, x0) =
limt→∞ x0xmaxx0+e−axmaxt(xmax−x0) = xmax) et que l’équilibre x = xmax est asympto-
tiquement stable. En effet, il est attractif (limt→∞ φ(t; 0, x0) = xmax) et stable
puisque φ(t; 0, x0)−xmax = xmax(xmax−x0)e
−axmaxt
x0+(xmax−x0)e−axmaxt donc pour ε > 0, si |x0 − xmax| <
ε, |φ(t; 0, x0)− xmax| < xmax
∣∣∣ (xmax−x0)x0+(xmax−x0) ∣∣∣ < ε.
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Pour cet exemple nous avons pu étudier la stabilité asymptotique à partir de
l’expression analytique des solutions. Cependant, pour une EDO (4.34) dont en
général on ne peut exprimer les solutions de façon explicite, il serait important
de disposer de critères permettant d’étudier la question de la stabilité sans avoir
à calculer les solutions : ce sont les résultats de la section 4.5 qui le permettent :
première méthode de Liapunov et seconde méthode de Liapunov (Théorème
4.5.8) .
Stabilité d’équilibres : Résultats élémentaires
Les premiers travaux sur la stabilité ne retenaient des EDO que leur approxi-
mation linéaire du premier ordre. Il fallut attendre quelques années pour que H.
Poincaré et A.M. Liapunov justifient et étendent les propriétés locales déduites
du modèle linéarisé. L’un des résultats principaux est la première méthode de
Liapunov (voir Théorème 4.5.10) : si l’origine est uniformément asymptotique-
ment stable pour le linéarisé alors il est localement uniformément asymptoti-
quement stable pour le système non linéaire. Cependant elle ne donne aucun
renseignement quantitatif sur le domaine de conditions initiales conduisant à
la stabilité asymptotique. Cette lacune fût contournée par l’introduction des cé-
lèbres fonctions de Liapunov : c’est la seconde méthode de Liapunov. D’une part,
les fonctions de Liapunov sont analogues à des distances entre l’état du système
le long de sa trajectoire et l’ensemble ou la trajectoire étudiée (point d’équi-
libre, etc... qui traduit une configuration d’énergie minimale). D’autre part, ces
fonctions ont une relation directe avec la physique des systèmes puisque très
souvent elles ne sont rien de plus que l’expression de l’énergie totale du système
qui, s’il est dissipatif, décroît au cours du temps afin que le système rejoigne une
configuration à énergie minimale (s’il n’y a pas d’apport d’énergie).
Par exemple, le pendule pesant dont un modèle est donné par
θ¨ = − δ
ml2
θ˙ − g
l
sin(θ), (4.46)
(l,m, g, δ positifs), a deux équilibres : la position haute et basse. Il est bien
connue que seule la position basse est stable : elle correspond à une configuration
à énergie minimale (Energie potentielle nulle si on prend cette position basse
comme référence). En effet, l’énergie totale du système est :
V (θ, θ˙) =
1
2
ml2θ˙2 +mgl(1− cos(θ)), (4.47)
(notons que V (θ = 0, θ˙ = 0) = 0 et que V (θ, θ˙) > 0 pour (θ, θ˙) 6= (0, 0)) ; ce qui
conduit à
dV
dt
= ml2(− δ
ml2
θ˙ − g
l
sin(θ))θ˙ +mgl sin(θ)θ˙ = −δθ˙2 ≤ 0, (4.48)
ce qui montre que l’énergie du système décroît au cours du temps : le système
tend à rejoindre une configuration à énergie minimale.
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Résultat de stabilité pour un système linéaire
Pour un modèle linéaire (4.32), les solutions sont données par (4.33), ainsi
le comportement des trajectoires est entièrement conditionné par les dilatations
et contractions engendrées par l’exponentielle de la matrice A ; on en déduit :
Théorème 4.5.2. Soit A ∈ Mn(R), de spectre σ(A) = {λi ∈ C, i = 1, . . . , r ≤
n : det(λiId−A) = 0 et λi 6= λj pour i 6= j} et ν (λi) le plus petit entier tel que
ker (λiId−A)ν(λi)+1 = ker(λiId−A)ν(λi), (i = 1, . . . , r) :
1. ∃λi ∈ σ(A) : Re(λi) > 0 alors limt→+∞ ‖exp(At)‖ = +∞ et l’origine de
(4.32) est instable,
2. ∃λi ∈ σ(A) : Re(λi) = 0 et ν (λi) > 1 alors limt→+∞ ‖exp(At)‖ = +∞ et
l’origine de (4.32) est instable,
3. Re(λi) < 0, i = 1, . . . , (r − 1) et Re(λr) = 0 avec ν (λi) = 1 alors
‖exp(At)‖ < +∞ et l’origine de (4.32) est stable mais pas attractive,
4. ∀λi ∈ σ(A) : Re(λi) < 0 alors limt→+∞ ‖exp(At)‖ = 0 et l’origine de
(4.32) est asymptôtiquement stable. 
Démonstration. Cela découle de la décomposition sous forme de Jordan de la
matrice A : il existe une matrice régulière P telle que
A = PJP−1, J = diag(J(λi)), J(λi) =

λi 1 0 0
0
. . . . . . 0
...
. . . . . . 1
0 · · · 0 λi
 , (4.49)
d’où exp(At) = P exp(Jt)P−1 avec exp(Jt) = diag(exp(J(λi)t)) et
exp(J(λi)t) = exp(λit)

1 t t
2
2!
t(k−1)
(k−1)!
0
. . . . . . t2
2!
...
. . . . . . t
0 · · · 0 1
 , (4.50)
les différents résultats en découlent tout naturellement.
On en déduit la condition nécessaire et suffisante pour que l’origine soit
asymptotiquement stable pour un système linéaire autonome :
Corollaire 4.5.1. L’origine de (4.32) est asymptotiquement stable ⇔ ∀λi ∈
σ(A) : Re(λi) < 0. 
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Corollaire 4.5.2. Si le polynôme caractéristique de A est de la forme piA(x) =
xn+
∑n−1
i=0 aix
i, alors une condition nécessaire de stabilité de l’origine de (4.32)
est que les ai soient tous positifs. 
Démonstration. Si un ai < 0, cela signifie qu’au moins un produit de valeurs
propres est négatif donc qu’au moins deux valeurs propres sont de signes con-
traires.
Structure locale des solutions au voisinage d’un point d’équilibre
Pour les points d’équilibre hyperboliques, les résultats suivants permettent
d’éclaircir le comportement local des solutions de (4.34).
Théorème 4.5.3 (de Hartman-Grobman, 1964). Si la jacobienne Jg(xe) = A
au point d’équilibre xe n’a pas de valeur propre purement imaginaire ou nulle
(σc(A) = ∅), alors il existe un homéomorphisme h défini dans un voisinage
V(xe) de xe, envoyant localement les orbites du flot linéaire vers celles du flot
non linéaire Φtg de (4.34). De plus, h préserve le sens de parcours des orbites et
peut être choisi de façon à préserver la paramétrisation du temps.
A partir du voisinage V(xe) où h est défini, on construit les variétés locales
stable et instable :
Wloc s(xe) = {x ∈ V(xe) : lim
t→+∞Φ
t
g(x) = xe et Φ
t
g(x) ∈ V(xe),∀t > 0},
Wloc i(xe) = {x ∈ V(xe) : lim
t→−∞Φ
t
g(x) = xe et Φ
t
g(x) ∈ V(xe),∀t > 0},
à partir desquelles on définit les variétés stable et instable (relatives à xe) :
Ws(xe) = ∪t≥0Φtg(Wloc s(xe)),
Wi(xe) = ∪t≤0Φtg(Wloc i(xe)).
Ces notions de variétés stable et instable exhibent donc des solutions de
(4.34) qui sont respectivement ‹‹ contractantes ›› et ‹‹ dilatantes ››. Les variétés
Ws(xe), Wi(xe) sont les images par h des sous-espaces correspondants sur le
linéarisé : Ws(xe) = h[Es(Jg(xe))], Wi(xe) = h[Ei(Jg(xe))].
Théorème 4.5.4 (de la variété stable). Si (4.34) a un point d’équilibre hyper-
bolique xe, alors il existe Ws(xe) et Wi(xe) :
1. de dimension ns et ni identiques à celles des espaces Es(Jg(xe)) et
Ei(Jg(xe)) du système linéarisé (avec A = Jg(xe)),
2. tangentes à Es(Jg(xe)) et à Ei(Jg(xe)) en xe,
3. invariantes par le flot Φtg.
De plus, Ws(xe) et Wi(xe) sont des variétés aussi régulières que g (de même
classe r que g ∈ Cr(Rn)).
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Dans le cas, dit critique, de points non hyperboliques (dégénérés), il a été
montré le résultat suivant (voir [15] p. 127).
Théorème 4.5.5 (de la variété centre). (Kalley, 1967) Soit g un champ de
vecteurs de classe Cr(Rn), admettant un point d’équilibre dégénéré xe. Soit A =
Jg(xe). Alors, il existe :
1. Ws(xe) et Wi(xe) des variétés invariantes dites respectivement stable et
instable de classe Cr, tangentes à Es(Jg(xe)) et à Ei(Jg(xe)) en xe ;
2. Wc(xe) une variété centre de classe C(r−1) tangente à Ec(Jg(xe)) en xe.
Les variétés Ws(xe), Wi(xe) et Wc(xe) sont toutes invariantes par le flot Φtg
et de même dimension que les sous-espaces correspondants du système linéarisé
(Es(Jg(xe)), Ei(Jg(xe)) et Ec(Jg(xe))). Les variétés stable Ws(xe) et instable
Wi(xe) sont uniques, alors que Wc(xe) ne l’est pas forcément.
Cependant, de façon pratique, il est délicat d’obtenir ces variétés, même de
façon numérique : souvent, le seul recours pour la détermination d’une variété
centre est de faire un développement en série de Taylor de Wc(xe) au voisinage
du point dégénéré xe : cette méthode est connue depuis longtemps puisque A.M.
Liapounov l’a utilisée en 1892 pour étudier les ‹‹ cas critiques ›› [24].
Pour des raisons de simplification, on effectue un changement de coordonnées
sur le système initial (4.34) pour se ramener au cas où le point d’équilibre est
l’origine. On va regarder ce qui se passe dans le cas le plus intéressant en pratique,
c’est-à-dire Wi(0) vide. Le théorème de la variété centre nous dit que le système
initial (4.34) est topologiquement équivalent à : dxcdt = Acxc + g1(x),dxs
dt = Asxs + g2(x),
avec Ac de dimension nc correspondant à Ec(Jg(0)) et qui a donc toutes ses
valeurs propres à partie réelle nulle. As est de dimension ns correspondant à
Es(Jg(0)), donc asymptotiquement stable. On peut exprimerWc(0) sous la forme
d’une hypersurface :
Wc(0) = {(xc, xs) ∈ Rnc × Rns : xs = k(xc)}.
De plus, on sait queWc(0) contient 0 (donc k(0) = 0) et, en ce point, est tangent
à Ec(Jg(0)) (donc Jk(0) = 0). On a :
xs = k(xc)⇒ dxs
dt
= Jk(xc)
dxc
dt
,
donc :
Asxs + g2(xc, k(xc)) = Jk(xc) (Acxc + g1(xc, k(xc))) , (4.51)
k(0) = 0, Jk(0) = 0. (4.52)
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On étudie la projection du champ de vecteurs de xs = k(xc) sur Ec(Jg(0)) :
dxc
dt
= Acxc + g1(xc, k(xc)), (4.53)
en tenant compte de (4.51) et de (4.52). Ce qui nous conduit au théorème suivant
(voir [15] p. 131).
Théorème 4.5.6 (de Henry et Carr, 1981). Si :
1. Wi(0) est vide,
2. l’équilibre xec = 0 de (4.53) est localement asymptotiquement stable (res-
pectivement instable),
alors l’équilibre xe de (4.34) est asymptotiquement stable (respectivement in-
stable).
La résolution de (4.53) étant en général impossible, le théorème suivant [15]
permet d’étudier la stabilité locale de l’équilibre xec = 0 par approximation de
k.
Théorème 4.5.7 (de Henry et Carr, 1981). S’il existe ψ : Rnc → Rns avec
ψ(0) = 0 et Jψ(0) = 0, telle que, lorsque x→ 0 :
Jψ(xc)[Acxc + g1(xc, ψ(xc))]−Asψ(xc)− g2(xc, ψ(xc)) = o(xr), r > 1, (4.54)
alors h(xc) = ψ(xc) + o(xr), lorsque x→ 0.
Cette technique permet, dans beaucoup de cas, de conclure sur la stabilité
asymptotique d’un équilibre dégénéré.
Exemple 4.5.7. Soit le système différentiel (x, y) ∈ R2 :
dx
dt
= −x2 + xy, (4.55)
dy
dt
= −y + x2.
On a :
Jg(x, y) =
 −2x+ y x
2x −1
 ,
et le système présente deux points d’équilibre :
ze1 =
 0
0
 , dégénéré, Jg(ze1) =
 0 0
0 −1
 ,
ze2 =
 1
1
 , instable, Jg(ze2) =
 −1 1
2 −1
 .
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Pour l’origine, les valeurs propres associées à la jacobienne sont 0 et −1 (on
a Ac = 0, As = −1). On cherche alors la variété centre associée à ce point
d’équilibre par son développement à l’ordre 3 : k(x) = ax2 +bx3 +o(x3), puisque
k(0) = Jk(0) = 0. Ce développement doit vérifier (4.54), donc :
[2ax+ 3bx2 + o(x2)][−x2 + (ax3 + bx4 + o(x4))] = [(1− a)x2 − bx3 + o(x3)],
et, en égalant les termes de même degrés, on obtient a = 1, b = 2, soit : k(x) =
x2 + 2x3 + o(x3). Donc (4.53) devient x˙ = −x2 +x3 + o(x3) et le théorème 4.5.6
permet de conclure à l’instabilité l’origine. Remarquons que le même résultat
peut être obtenu plus intuitivement et sans trop de calcul, en notant que la
seconde ligne (en y) de (4.55) converge beaucoup plus vite (exponentiellement)
que la première (en x) : on peut donc considérer qu’après un transitoire, dydt =
0 = −y + x2, soit y = x2 : on retrouve la variété centre k(x) = x2 + o(x2).
Exemple 4.5.8. Soit le système différentiel :
dx
dt
= xy,
dy
dt
= −y − x2,
avec (x, y) ∈ R2. L’origine est le seul point d’équilibre. Les valeurs propres
associées à la jacobienne sont 0 et −1. Un développement à l’ordre 3 de k(x)
est −x2 + o(x3). Le théorème 4.5.6 nous permet de conclure que l’origine est
asymptotiquement stable (mais non exponentiellement stable).
Remarque 4.5.1. Il existe une façon rapide de traiter ces deux exemples : au
voisinage de l’origine, y converge exponentiellement, donc ‹‹ infinement plus
rapidement ›› que x ne le ferait. On en déduit que dydt s’annule ‹‹ infiniement ››
plus vite que dxdt soit, pour l’exemple 4.5.7, y = x
2, qui reporté dans dxdt = −x2+y
donne bien l’équation approchée dxdt = −x2 + x3. De même, l’exemple 4.5.8
conduit, quand t→∞, à avoir y → −x2, donc dxdt = −x3.
Méthodes de Liapunov
Comme nous l’avons vu en introduction dans cette section, les fonctions de
Liapunov permettent de suivre l’évolution temporelle de l’état du système.
Définition 4.5.7. Une fonction V : O ⊂ Rn 7→ R+ où O est un ouvert de
Rn contenant l’équilibre xéqu, est dite de Liapunov pour un équilibre xéqu ssi
elle est continue, définie positive (i.e. V (x) = 0 ⇔ x = xéqu et V (O) ⊂ R+)
et possède une dérivée. Une fonction de Liapunov est dite radialement non
bornée si lim‖x‖→+∞ V (x) = +∞.
Par exemple, pour le pendule pesant (4.6), la fonction définie par (4.47) est
bien une fonction de Liapunov radialement non bornée pour l’origine.
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Il est alors concevable d’en conclure que si V décroît le long des trajectoires
alors V va rejoindre un minimum qui correspond à ce que l’état ait rejoint
l’équilibre : c’est ce que traduisent les résultats qui suivent.
Théorème 4.5.8. Soit l’EDO (4.34), O un ouvert de Rn contenant l’origine,
V : O → R+ de classe C1 telle que V (x) = 0 ⇔ x = 0 et les conditions
suivantes C1) dVdt
∣∣
(4.34)
= ∂V∂x g(x) ≤ 0, ∀x ∈ O, C2) ∂V∂x g(x) = 0 ⇔ x = 0 Si
C1) est vraie alors l’origine de (4.34) est localement stable. Si C1 et C2) sont
vraies alors l’origine de (4.34) est localement asymptotiquement stable. Si dans
les deux résultats précédents, O = Rn et V est radialement non bornée alors
les conclusions sont globales, en particulier pour le second résultat on pourra
conclure que l’origine de (4.34) est globalement asymptotiquement stable. 
Démonstration. Soit O ⊂ O un ouvert de l’origine et C un compact ⊂ O (conte-
nant O) alors C ∩ (O\O) est compact et V étant continue elle y atteint un
minimum εmin : Vεmin ⊂ O, Vε = {x ∈ O : V (x) ≤ ε}. De plus dV (x(t))dt ≤ 0 donc
si x0 ∈ Vε : φ(t; t0, x0) ∈ Vε : l’origine est donc stable. Sur Vεmin ⊂ O compact,
V (t) est décroissante minorée par 0, donc elle admet une limite l ≤ εmin. Si l > 0
et ε > 0 alors Vε+l est compact (⊂ O pour ε suffisamment petit) donc V˙ étant
continue elle admet un maximum −m. Soit x0 ∈ Vε+l, φ(t; t0, x0) ∈ Vε+l
lim
t→∞V (φ(t; t0, x0)) = l = V (x0) +
∫ ∞
0
V˙ (t)dt ≤ V (x0)−m lim
t→∞(t) < 0. (4.56)
D’où la contradiction. Le dernier point en découle.
Exemple 4.5.9. Si on considère (4.36) dans laquelle le second membre de l’EDO
est remplacé par son opposé, alors en prenant V (x) = 12(x
2
1 + x
2
2) on obtient
V˙ = (x21 + x
2
2− 1)(x21 + x22), on en conclut que l’origine est localement asympto-
tiquement stable.
Pour un système linéaire (4.32), on déduit du Théorème 4.5.8 et d’un autre
résultat permettant de montrer sous certaines conditions (ici vérifiées) la réci-
proque du Théorème 4.5.8, le résultat suivant
Théorème 4.5.9. Soit Q une matrice symétrique définie positive quelconque.
L’origine de x˙ = Ax, x ∈ Rn, est globalement asymptotiquement stable ssi il
existe P une matrice symétrique définie positive solution de l’équation de Lia-
punov
PA+ATP = −Q. (4.57)
Dans ce cas, V = xTPx est une fonction de Liapunov radialement non bornée
analytique telle que dVdt
∣∣
(4.32)
= ∂V∂xAx est définie négative. 
A partir duquel on déduit :
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Théorème 4.5.10. Soit le système (4.34) tel que g(0) = 0, en notant A =
Jg(0) : s’il existe P une matrice symétrique définie positive solution de (4.57)
pour Q une matrice symétrique définie positive donnée, alors l’origine de (4.34)
est localement asymptotiquement stable. Cela signifie que si l’origine est asymp-
totiquement stable (respectivement instable) pour le système x˙ = Jg(0)x (dit
linéarisé) alors il en est de même pour le système initial (4.34). 
Démonstration. Soit V = xTPx, puisque g(x) = Ax + o(‖x‖) on en déduit
∂V
∂x g(x) = −xTQx+o(‖x‖2). Pour ε < λmin(Q) donné, on peut trouver une boule
de centre l’origine telle que o(‖x‖2) ≤ ε ‖x‖2 donc sur cette boule ∂V∂x g(x) ≤
(ε− λmin(Q)) ‖x‖2 ≤ 0. Le Théorème 4.5.8 permet de conclure.
Exemple 4.5.10. Soit le système
x˙ = y,
y˙ = −x− x3 + xy − 2y. (4.58)
L’origine est un équilibre,
A = Jg(0) =
 0 1
−1 −2
 , piA(x) = (x+ 1)2,
PA+ATP = −I, P = 1
2
 3 1
1 1
 .
On en déduit que l’origine de (4.58) est asymptotiquement stable.
Principe d’invariance La Salle
Pour un pendule pesant amorti (4.46), la fonction (4.47) a pour dérivée
(4.48), permettant seulement de conclure que l’origine est globalement stable.
Cependant, nous savons que la position basse est aussi attractive : le pendule
tend à rejoindre cette position sous l’effet d’une dissipation d’énergie par frotte-
ment. Pour le prouver mathématiquement, il nous faut une nouvelle fonction de
Liapounov : c’est le principe d’invariance de La Salle qui nous permettra (sans
changer de fonction de Liapounov) d’aboutir au résultat. Avant de donner ce
résultat, examinons de plus près l’exemple du pendule pesant amorti. En posant
x = (x1, x2)T = (θ, θ˙)T , (4.46) devient : x˙1 = x2,x˙2 = − δml2x2 − gl sin(x1),
et (4.47) donne dVdt = −δx22. Or, nous savons que V décroît sauf lorsque x2 reste
identiquement nulle (car V˙ ≡ 0). Mais, dans ce cas, x˙2(t) reste identiquement
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Fig. 4.10: Méthodologie
nulle, ce qui implique que sin(x1) aussi. Ainsi V (t) ne peut rejoindre sa valeur
de repos (lorsque V˙ ≡ 0) que si le pendule est au repos en position basse x = 0
(si on démarre d’une position dans l’ensemble C = {x : V (x) ≤ 2mgl} qui
est positivement invariant et qui contient le segment {x2 = 0, |x1| < pi}). Ce
raisonnement, qui consiste à ne retenir, parmi les états annulant V˙ , que ceux
qui sont invariants, est formalisé dans le théorème suivant.
Théorème 4.5.11 (Principe d’invariance de La Salle). Soit l’EDO (4.34), C ⊂
Rn un ensemble compact positivement invariant et V : C ⊂ Rn → R (non
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nécessairement définie positive) de classe C1 telle que ∀x ∈ C : V˙ (x) ≤ 0
(négative mais non nécessairement définie). Alors toute solution initialisée dans
C converge asymptotiquement vers I le plus grand ensemble invariant inclus
dans {x ∈ Ω : V˙ (x) = 0}.
Démonstration : soit x0 ∈ C. Il faut montrer que Ωg(x0) ⊂ I (I ⊂ {x ∈ C :
V˙ (x) = 0} ⊂ C). C étant invariant, Ωg(x0) ⊂ C (car ∀t : Φtg(x) ∈ C). V˙ (x) ≤ 0
sur C donc V décroissante minorée (V étant continue et C compact elle admet
un maximum et un minimum voir [27] chapitre 1) donc convergente vers une
limite l : limt→∞ V (Φtg(x0)) = l, d’où ∀x ∈ Ωg(x0) : V (x) = l, donc V (Φtg(x)) =
limti→∞ V (Φt+tig (x0)) = l. On a ainsi V˙ = 0, d’où Ωg(x0) ⊂ {x ∈ C : V˙ (x) = 0}.
De plus, cet ensemble est invariant, donc Ωg(x0) ⊂ I. Finalement, Φtg(x0) étant
bornée, Φtg(x0) converge vers Ωg(x0) ⊂ I.
Corollaire 4.5.3. Si, dans (4.34), g est analytique, alors I = {0} ⇔ {LkgV (x) =
0, k ∈ N} = {0} (I étant défini dans le théorème 4.5.11).
Théorèmes réciproques
Nous venons de donner des conditions suffisantes de stabilité (asymptotique
ou non, globale ou locale) : il reste à savoir s’il existe des conditions nécessaires.
Les théorèmes réciproques suivants donnent des réponses partielles.
Théorème 4.5.12. [22] Soit l’EDO (4.11), avec f de classe C1 et de jacobienne
bornée uniformement en t sur un compact contenant l’origine. Si l’origine est
un point d’équilibre localement (respectivement globalement) exponentiellement
stable, alors il existe un ouvert O de Rn contenant l’origine (respectivement
O = Rn), une fonction V : [t0,∞[×O → R+ de classe C1 et quatre constantes
wi > 0 (i ∈ {1, ..., 4}) telles que pour tout (t, x) ∈ [t0,∞[×O :
w1 ‖x‖2 ≤ V (t, x) ≤ w2 ‖x‖2 ,
dV
dt
∣∣∣∣
(4.34)
=
∂V
∂x
f(t, x) +
∂V
∂t
≤ −w3 ‖x‖2 ,∥∥∥∥∂V∂x
∥∥∥∥ ≤ w4 ‖x‖ .
De même, il existe αi quatre K−fonctions telles que pour tout (t, x) ∈ [t0,∞[×O :
α1 (‖x‖) ≤ V (t, x) ≤ α2 (‖x‖) ,
dV
dt
∣∣∣∣
(4.34)
=
∂V
∂x
f(t, x) +
∂V
∂t
≤ −α3 (‖x‖) ,∥∥∥∥∂V∂x
∥∥∥∥ ≤ α4 (‖x‖) .
Si f est autonome (c’est-à-dire si on considère une EDO du type (4.34)), alors
V peut être choisie indépendante du temps (V = V (x)).
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Théorème 4.5.13. [16, 17] Soit l’EDO (4.11), avec f de classe C1. Si l’origine
est un point d’équilibre uniformément asymptotiquement stable, alors il existe
un ouvert O de Rn contenant l’origine et une fonction V : [t0,∞[×O → R+
de classe C1, définie positive, convergeant uniformément en t vers zéro avec
la norme de x et telle que sa dérivée soit définie négative. Si f est autonome
(c’est-à-dire si on considère une EDO du type (4.34)), alors V peut être choisie
indépendante du temps (V = V (x)).
Théorèmes d’instabilité
Il existe de nombreux résultats donant des conditions suffisantes d’instabilité
[16, 17].
Théorème 4.5.14 (de Liapounov). Soit l’EDO (4.11), admettant l’origine pour
équilibre. S’il existe un ouvert O de Rn contenant l’origine et une fonction V :
[t0,∞[×O → R, (t, x) 7→ V (t, x), continue et convergeant uniformément en t
vers zéro avec la norme de x et s’il existe un domaine non vide D contenant
l’origine et sur lequel on a V (t, x) < 0 et V˙ (t, x) ≤ 0, alors l’origine est instable.
Exemple 4.5.11. Reprenons le modèle de Van der Pol (4.41) : l’équilibre x = 0
est instable pour µ > 0. En effet, en prenant V (x) = −12(x21 + x22), on obtient
V˙ = −2x22(µ− x22) et le théorème 4.5.14 permet de conclure.
Corollaire 4.5.4 (de Liapounov). Soit l’EDO (4.34), admettant l’origine pour
équilibre. S’il existe une fonction V continue dont la dérivée est définie négative
et si V (x) est définie négative ou indéfinie en signe, alors l’origine est instable.
Exemple 4.5.12. Reprenons (4.1) : l’équilibre x = 0 est instable. En effet,
en prenant V (x) = −x2, on obtient V˙ = −2ax2(xmax − x) < 0 si x 6= 0. Le
corollaire 4.5.4 permet de conclure.
Un résultat plus général est dû à N.G. Chetaev.
Théorème 4.5.15 (de Chetaev). Soit l’EDO (4.11), admettant l’origine pour
équilibre. S’il existe un ouvert O de Rn contenant l’origine et une fonction V :
[t0,∞[×O → R, (t, x) 7→ V (t, x) de classe C1 telle que :
1. ∀ε > 0, ∃x ∈ Bε(0) : V (t, x) ≤ 0,∀t ≥ t0 (on note U l’ensemble des points
x pour lesquels V (t, x) ≤ 0,∀t ≥ t0),
2. V (t, x) est minorée sur U ′ un sous-domaine de U ,
3. sur U ′, dV (t,x)dt
∣∣∣
(4.11)
< 0 (en particulier, il existe α une K−fonction telle
que dV (t,x)dt
∣∣∣
(4.11)
≤ −α(|V (t, x)|) < 0),
alors l’origine est instable.
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Exemple 4.5.13. Soit l’EDO :
x˙ = x3 + y3,
y˙ = xy2 + y3.
L’origine est un point d’équilbre instable. En effet, prenons V (x, y) = 12(x
2−y2)
et le domaine U défini par U = {(x, y) ∈ R2 : −y ≤ x ≤ y ou y ≤ x ≤ −y}
(V (x) ≤ 0). En définissant U ′ = U ∩ Bε(0), V est minorée par − ε22 et V˙ =
(x4−y4) < 0 sur U ′. Le théorème 4.5.15 permet alors de conclure à l’instabilité de
l’origine. Notons enfin qu’en ce point, la jacobienne est nulle, ainsi les théorèmes
4.5.4 et 4.5.5 ne nous permettent pas de conclure.
Remarque 4.5.2. Ces résultats peuvent être facilement adaptés à la stabilité
d’un ensemble A. Enfin, on peut énoncer ces résultats de façon duale en rem-
plaçant ‹‹ définie négative ›› par ‹‹ définie positive ›› et réciproquement.
Extensions vectorielles
Plus le système est complexe et de grande dimension et plus la construction
de fonctions de Liapounov devient ‹‹ délicate ››. Face à ce genre de difficulté,
il est d’usage :
R1) d’accepter de perdre un peu d’information pour se ramener à un pro-
blème connexe plus simple (c’est sur ce principe qu’est basé la première méthode
de Liapounov, dite du linéarisé local) ;
R2) de décomposer le problème pour en comprendre plus facilement les par-
ties constituantes, puis le re-composer (préceptes de Descartes).
Pour analyser un modèle de grande dimension, on peut ainsi tenter de le
décomposer en plusieurs sous-systèmes de complexité et de dimension moindres.
Les procédés R1 et R2 sont illustrés respectivement par les exemples 4.5.14 et
4.5.15.
Exemple 4.5.14. Soit le modèle :
dx
dt
= 2x(−2 + sin(t) + x), t ∈ R, x ∈ R. (4.59)
En introduisant la variable z = sign(x)x, on obtient13 :
dz
dt
= 2z(−2 + sin(t) + x), si x 6= 0, (4.60)
dz
dt
≤ 2z(−1 + z), (4.61)
0 ≤ z(t) ≤ z0
z0 + (1− z0) exp(2(t− t0)) , (4.62)
13Etant donné que la dérivée de la fonction signe au point x = 0 n’est pas définie au sens
classique, nous exclurons ce cas pour la suite (x 6= 0). En fait, en utilisant une notion plus
générale du gradient ou de la dérivée (voir [7, 27]), nous pourrions obtenir directement un
résultat similaire à celui qui suit.
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et il est alors évident que l’équilibre x = 0 de (4.59) est exponentiellement stable.
Une estimation de Dse(0) est ] − ∞, 1[. Par ailleurs, (4.62) reste valable pour
x = 0.
Dans cet exemple 4.5.14, nous avons utilisé de façon implicite la notion de
système majorant (SM) : en effet, les solutions de (4.61) sont majorées par
celles de l’EDO : dydt = 2y(−1 + y) (pour des conditions initiales identiques). De
tels systèmes majorants présentent les propriétés suivantes :
– leurs solutions permettent d’obtenir une estimation des comportements du
système initial ;
– ils peuvent inférer une propriété qualitative P pour le système initial et,
dans ce cas, le SM sera dit système de comparaison (SC) pour la
propriété P : c’est le cas dans l’exemple 4.5.14 où dydt = 2y(−1 + y) est un
SC pour la propriété P de stabilité exponentielle pour le système (4.61) ;
– ils peuvent ne plus dépendre du temps ni d’éventuelles perturbations af-
fectant le système initial, ce qui permet de simplifier l’étude de leurs solu-
tions ;
– ils peuvent être de dimension réduite par rapport à celle du système initial
(voir exemple 4.5.15).
Afin de formuler les concepts de SM et de SC, considérons les systèmes :
x˙ = f(t, x), x ∈ Rn, (4.63)
z˙ = g(t, z), z ∈ Rn, (4.64)
nous avons alors les définitions suivantes.
Définition 4.5.8. (4.64) est un système majorant (SM) de (4.63) sur O ⊂
Rn si :
∀(x01, x02) ∈ O2 : I = I(4.63)(t0, x01) ∩ I(4.64)(t0, x02) 6= {t0},
x02 ≥ x01 =⇒ z(t; t0, x02) ≥ x(t; t0, x01),∀t ∈ I.
De ce concept, nous pouvons déduire certaines propriétés qualitatives pour
les solutions positives. Par exemple si z(t; t0, x02) ≥ x(t; t0, x01) ≥ 0 et si les
solutions z(t; t0, x02) (pas forcément uniques) convergent vers l’origine, alors il
en est de même pour les solutions x(t; t0, x01).
Définition 4.5.9. (4.64) est un système de comparaison (SC) de (4.63)
pour la propriété P si [P vraie pour (4.64) ⇒ P vraie pour (4.63)].
Exemple 4.5.15. Pour le système :
dx
dt
=
 −2 + sin t+ 14(x21 + x22) − sin t
sin t −2 + sin t+ 14(x21 + x22)
x, t ∈ R, x ∈ R2,
(4.65)
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la variable v = 14(x
2
1 + x
2
2), est solution de :
dv
dt
= 2v(−2 + sin t+ v), t ∈ R, v ∈ R+.
Ainsi, à l’aide de l’exemple 4.5.14, nous pouvons conclure que l’origine de (4.65)
est exponentiellement stable et qu’une estimation de son domaine de stabilité
exponentielle est {x ∈ R2 : (x21 + x22) < 4}.
L’analyse de l’exemple 4.5.15 nous permet de constater que l’utilisation de
la fonction de Liapounov v permet de réduire la dimension de l’EDO étudiée,
tout en conduisant à des conclusions significatives quant aux comportements
des solutions de l’EDO initiale. Cette réduction de dimension entraîne une perte
d’information sur les comportements liés au système initial. Il semble donc inté-
ressant de réduire cette perte en utilisant non pas une seule fonction candidate
à Liapounov, mais plusieurs fonctions regroupées dans un vecteur qui conduira
à une fonction vectorielle de Liapounov (FVL), en espérant que chacune
d’elle apportera des informations provenant de différentes parties du système
initial.
Définition 4.5.10. V est une fonction vectorielle à Liapounov (FVCL)
si :
V : Rn → Rk,
x 7→ V (x) = [v1(x), . . . , vk(x)]T ,
où les fonctions vi(x) sont continues, semi-définies positives et telles que [V (x) =
0⇔ x = 0].
Exemple 4.5.16. V : R3 → R2+, x 7→ V (x) = [x21 + x22, (x2 − x3)2 + x23]T est
une FVCL, alors que V : x 7→ [(x1 + x2)2, (x2 − x3)2]T n’en est pas une.
Les normes vectorielles [2, 4, 14, 25, 26] consituent un cas particulier de
FVCL, présentant l’avantage de permettre une construction systématique du
système majorant. En particulier, en décomposant Rn en une somme directe :
Rn =
k⊕
i=1
Ei, (4.66)
avec Ei sous-espace de Rn, dim(Ei) = ni (isomorphe à Rni), on construit des
normes ‹‹ au sens usuel ›› pi(x[i]) sur Ei avec x[i] = Pri(x) la projection de x sur
Ei. Ces différentes normes, regroupées dans un vecteur, permettent de définir
une norme vectorielle régulière 14 :
P : Rn → Rk+,
x 7→ P (x) = [p1(x[i]), . . . , pk(x[k])]T .
14si la somme dans (4.66) n’est pas directe, alors P est une norme vectorielle non régulière
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Ainsi, en décomposant (de façon non unique) le champ de vecteurs f suivant :
f(t, x, d) = A(t, x, d)x+ b(t, x, d),
avec d un vecteur traduisant des incertitudes de modèle ou des perturbations,
on obtient :
D+P (x) ≤M(.)P (x) + q(.), (4.67)
avec (.) = (t, x, d), M(.) = {mij(.)} une matrice (k × k) et q(.) = [q1(.), . . . ,
qk(.)]T un k-vecteur, définis par :
mij(.) = sup
u∈Rn
{
grad pi(u[i])T PriA(.) Prj u[j]
pj(u[j])
}
, (4.68)
qi(.) =
∣∣(grad pi(x[i]))T Pri b(.)∣∣ . (4.69)
Pour certaines normes de Hölder , les expressions formelles de (4.68) et
(4.69) peuvent aisément être obtenues [4, 14, 25, 26]. Par exemple, si P (x) =
[|x1| , . . . , |xn|]T , alorsM est la matrice A dont les éléments hors-diagonaux sont
remplacés par leur valeur absolue (soit mij(.) = |aij | si i 6= j et mii(.) = aii) et
q = [|b1| , . . . , |bn|]T . La fonction M(.)z+ q(.)15 est quasi-monotone non décrois-
sante en z. De plus, on peut toujours trouver g(z) = M(z)z+q(z) ≥M(.)z+q(.),
qui soit quasi-monotone non décroissante en z (au moins localement). Ainsi, le
théorème 4.3.6 permet de conclure que :
z˙ = M(z)z + q(z), (4.70)
est un SM de (4.67). Ce qui conduit à divers résultats [25, 26], en particulier le
suivant.
Théorème 4.5.16. Considérons une des propriétés P définies aux paragraphes
4.5, 4.5, 4.5, par exemple : stabilité, attractivité, stabilité asymptotique, etc. Sous
les hypothèses conduisant à la construction de (4.70), pour lequel ze est un point
d’équilibre positif de propriété P et ayant un domaine non vide associé DP(ze),
alors A = {x ∈ Rn : P (x) ≤ ze} a la propriété P, de domaine DP(A) = {x ∈
Rn : P (x) ∈ DP(ze)}.
Exemple 4.5.17. Soit le modèle :
x˙1 = (1− x21 − x22)x1 + d12(t)x2,
x˙2 = (1− x21 − x22)x2 + d21(t)x1,
|dij(t)| ≤ 1,∀t ∈ R,
(4.71)
15ainsi queMz+q, avec la matriceM (respectivement le vecteur q) constituée des suprema
sur (t, x, d) des coefficients de la matrice M(.) définie par (4.68) (respectivement du vecteur
q(.) défini par (4.69))
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où les fonctions dij sont continues par morceaux. Pour la norme vectorielle ré-
gulière P (x) = [|x1| , |x2|]T , on obtient :
DtP (x) ≤
 (1− p21(x)− p22(x)) 1
1 (1− p21(x)− p22(x))
P (x),
auquel on associe le SM suivant :
z˙(t) = g(z) =
 1− z21 1
1 1− z22
 z(t),
(g est quasi-monotone non décroissante) ayant pour point d’équilibre positif :
ze =
√
2
 1
1
 , (4.72)
permettant de conclure que A =
x ∈ Rn : P (x) ≤ √2
 1
1
 est globale-
ment asymptotiquement stable.
Enfin, notons que cette démarche peut être étendue au cas de matrices de
fonctions de Liapounov [10].
4.6 Exercices
Comportements linéaires
Exercice 4.6.1. Déterminer le comportement des solutions des EDO suivantes :
x˙ = x, x ∈ Rn, (4.73)
x˙ = −2x, x ∈ Rn, (4.74)
 x˙ = y,y˙ = −2x− y , (x, y) ∈ R2, (4.75) x˙ = x+ y,y˙ = −x− 2y , (x, y) ∈ R2, (4.76) x˙ = −x+ 2y,y˙ = −x+ y , (x, y) ∈ R2, (4.77)
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x˙ =

1 −2 0
2 0 −1
4 −2 −1
x, x ∈ R3, (nota 1 est valeur propre) (4.78)
x˙ =

0 1 0
0 0 1
−6 −11 −6
x, x ∈ R3, (nota − 1 est valeur propre) (4.79)
Solution 4.6.1. Pour ces équations x˙ = Ax, si A est inversible il n’y a qu’un
seul point d’équilibre qui est l’origine sinon tout vecteur du noyau de A {y ∈ Rn
tq Ay = 0} est un équilibre. Enfin le comportement (cf. Théorème du cours)
est entièrement déterminé par les parties réelles des valeurs propres de la ma-
trice A. Pour (4.73), A = Id donc il n’y a qu’un seul équilibre instable puisque
1 est une valeur propre positive (elle est d’ordre n). Pour (4.74), A = −2Id
donc il n’y a qu’un seul équilibre asymptôtiquement stable puisque toute les va-
leurs propres sont égales à −2 donc à parties réelles négatives. Pour (4.75),
A =
 0 1
−2 −1
, dont les valeurs propres sont −12 + 12 i√7,−12 − 12 i√7 donc
il n’y a qu’un seul équilibre asymptôtiquement stable puisque les valeur propres
sont à parties réelles négatives. Pour (4.76), A =
 1 1
−1 −2
, dont les va-
leurs propres sont 12
√
5− 12 ,−12 − 12
√
5 donc il n’y a qu’un seul équilibre instable
puisque une des valeurs propres est positive. Pour (4.77), A =
 −1 2
−1 1
,
dont les valeurs propres sont i,−i donc il n’y a qu’un seul équilibre stable (les
espaces propres associé aux valeurs propres à parties réelles nulles sont tous les
deux de dimension un). En fait, les solutions sont des ellipses. Pour (4.78),
A =

1 −2 0
2 0 −1
4 −2 −1
, dont les valeurs propres sont 1,−12 + 12 i√7,−12 − 12 i√7
donc il n’y a qu’un seul équilibre instable. Pour (4.79), A =

0 1 0
0 0 1
−6 −11 −6
,
dont les valeurs propres sont −1,−2,−3 donc il n’y a qu’un seul équilibre asymp-
tôtiquement stable.
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Equilibres
Exercice 4.6.2. Un pendule est constitué d’un fil de longueur l comportant
une masse m en son extrémité :
d2x
dt2
+
g
l
sin(x) = 0, x ∈ R. (4.80)
Discuter de l’existence des solutions. Déterminer les points d’équilibre et leur
nature.
Solution 4.6.2. On pose x1 = x, x2 = x˙, le système devient : x˙1 = x2,x˙2 = −gl sin(x1) , (4.81)
Le second membre étant Lipchitzien, il y a bien existence et unicité de solution
au PC (au moins localement). Donc les équilibres sont donnés par x2 = 0,x1 ≡ 0 mod(pi)
Pour chacun de ces équilibres on peut étudier le comportement local des solu-
tions au voisinage de ces équilibres (x1 = kpi, x2 = 0) à l’aide du système (dit
linéarisé : z˙ = Az,A étant la Jacobienne du second membre de (4.81)) z˙1 = z2,z˙2 = (−1)k+1 gl z1
Il suffit de déterminer les valeurs propres de la matrice A =
 0 1
(−1)k+1 gl 0
 ,
dont le polynôme caractéristique est pi(A) = λ2 + (−1)k gl donc si k est impair
les valeurs propres sont ±
√
g
l : une des valeurs propres étant positive l’équilibre
correspondant est intable (position haute). En ce qui concerne le cas k pair les
valeurs propres sont à parties réelle nulles : on ne peut pas conclure directement
mais en utilisant la fonction V (x) = 12mx˙
2 + mgl(1 − cos(x)) (Energie totale)
sa dérivée est nulle le long des solutions de (4.81). Au voisinages des équilibres
considérés V est définie positive et V˙ nulle en utilisant le théorème 4.5.8 on
conclut à la stabilité (mais pas asymptôtique).
Etude de propriétés qualitatives des solutions d’EDO
Exercice 4.6.3. Déterminer et classer les points d’équilibres (point hyperbo-
lique ou non) pour les systèmes décrits par les équations suivantes. Si le point est
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hyperbolique on spécifiera s’il est asymptôtiquement stable, stable ou instable
selon les valeurs des paramètres (ε) qui interviennent.
dx
dt
= − |x| , x ∈ R. (4.82)
dx
dt
= x3(x− 1), x ∈ R. (4.83)
d2x
dt2
+ ε
dx
dt
− x+ xn = 0, x ∈ R. (4.84)
d2x
dt2
+ ε
(
dx
dt
)2
+ sin(x) = 0, x ∈ R. (4.85)
d2x
dt2
+ ε
dx
dt
(x2 − 1) + x = 0, x ∈ R. (4.86)
dx
dt
= x(x− 1), x ∈ R. (4.87) dxdt = x(y − 1)dy
dt = y(x+ 1)
. (4.88)
 dxdt = x(x− 1)dy
dt = x+ y
. (4.89)
 dxdt = −x+ ydy
dt = 2x− 2y
. (4.90)
Solution 4.6.3. Les résultats sont décrits dans le tableau suivant :
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EDO Unicité des sol. équilibre Hyp. Val. Pr. Stab. As.
(4.82) ? (pas Lipschitz) 0 ? ? non
(4.83) oui (Lipschitz)
0
1
non
non
0
1
oui
non
(4.84) oui (Lipschitz)
(x = 0, x˙ = 0)
(x = 1, x˙ = 0)
ε !
ε±i√4−ε2
2
ε±
√
ε2−4(1−n)
2
ε !
(4.85) oui (Lipschitz)
(
x = kpi2 , x˙ = 0
)
non (0, 0) non
(4.86) oui (Lipschitz) (x = 0, x˙ = 0) ε ! ε±i
√
4−ε2
2 ε !
(4.87) oui (Lipschitz)
0
1
oui
oui
−1
1
oui
non
(4.88) oui (Lipschitz)
(x = 0, y = 0)
(x = −1, y = 1)
oui
non
(−1, 1)
(i,−i)
non
? ?
(4.89) oui (Lipschitz)
(x = 0, y = 0)
(x = 1, y = −1)
oui
non
(−1, 1)
(1, 1)
non
non
(4.90) oui (Lipschitz) (x = 0, y = 0) non (0,−3) Stab.
Exercice 4.6.4. Une masse m attachée à l’extrémité verticale d’un ressort dont
le coefficient de rappel k(x+ x3) est non linéaire :
d2x
dt2
+
k
m
(x+ x3) = 0, x ∈ R. (4.91)
Discuter de l’existence des solutions. Déterminer les points d’équilibres et leur
natures.
Solution 4.6.4. En posant x = x1, x˙ = x2 , cette EDO devient
x˙1 = x2,
x˙2 = − k
m
(1 + x21)x1
On en déduit l’existence et l’unicité des solutions au PC (le second membre étant
C1). Du fait de l’unicité, les points d’équilibres sont les solutions de
x˙1 = x2 = 0
x˙2 = − k
m
(1 + x21)x1 = 0
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il y a un seul point d’équilibre (x = x1 = x˙ = x2 = 0) qui est dégénéré (non
hyperbolique) car
Jf =
 0 1
− km 0

mais stable : V = 12x
2
2+
k
2m(x
2
1+
1
2x
4
1), V˙ = − kmx1x2
(
1 + x21
)
+ kmx1x2
(
1 + x21
)
=
0.
Exercice 4.6.5. Monter que le champ de vecteur associé à l’équation différen-
tielle donnée ci-dessous est bien à valeurs dans l’espace tangent au cercle. dxdt = (x2 + y2 − 1)x−
2x2y
x2+y2
dy
dt = (x
2 + y2 − 1)y + 2x3
x2+y2
, (x, y) ∈ cercle unité, (4.92)
Y-a-t-il existence et unicité des solutions (discuter) ? Déterminer, pour t0 , x0 et
y0 donnés, l’intervalle de définition I(t0, x0, y0) des solutions passant par (x0, y0)
à t0. Expliciter les solutions. Indication : utiliser les coordonnées polaires.
Exercice 4.6.6. On considère
x˙ = A(t)x. (4.93)
1. Montrer que les solutions forment une espace linéaire et que toute solu-
tion dépend linéairement de la condition initiale x(t0) = x0. En déduire
l’existence d’une matrice dite “résolvante” R(t, t0) telle que x(t, t0, x0) =
R(t, t0)x0. Montrer qu’elle vérifie les propriétés suivantes :
dR
dt
= A(t)R,
R(t0, t0) = Id,
R(t3, t1) = R(t3, t2)R(t2, t1)
R est inversible et R−1(t, t0) = R(t0, t).
2. Montrer que si A(t) = A0 +A1(t) avec A0 ayant toute ses valeurs propres
à parties réelles strictement négatives et limt→∞A1(t) = 0, alors l’origine
de (4.93) est asymptôtiquement stable.
3. On suppose cette fois que A(t) est continue. Montrer que si A(t) et l’inté-
grale
∫ t
t0
A(u)du ne commutent pas alors la résolvante R(t, t0) vérifie
R(t, t0) = exp
(∫ t
t0
A(u)du
)
.
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Application : qu’en est-il pour A(t) =
 t 1
0 1
 puis pour
A(t) =
 cos(t) − sin(t)
sin(t) cos(t)
 .
Exercice 4.6.7. Pour une machine à vapeur, ω la vitesse de rotation est liée à
dω
dt
= k cos(ϕ+ θ)− F,
d2ϕ
dt2
= ω2 sinϕ cosϕ− g sinϕ− bdϕ
dt
,
avec b, g, k, F > 0. Pour θ = 0 déterminer le comportement de solutions.
Solution 4.6.5. Pour θ = 0, les équilibres vérifient (si F < k)
cosϕ =
F
k
,
ϕan = a arccos
(
F
k
)
+ 2npi, a = ±1
ω2 =
gk
F
,
Si on regarde une approximation au premier ordre cos(ϕ + θ) = cosϕ = Fk −
a
√
1− (Fk )2(ϕ− ϕn), sinϕ = a√1− (Fk )2 + Fk (ϕ− ϕn)
dω
dt
= −a
√
k2 − F 2(ϕ− ϕn),
d2ϕ
dt2
= −gF
k
(ϕ− ϕn)− bdϕ
dt
,
En posant x1 = ω −
√
gk
F , x2 = ϕ− ϕn, x3 = dϕdt :
x˙1 = −a
√
k2 − F 2x2,
x˙2 = x3,
x˙3 = −gF
k
x2 − bx3,
Soit en posant x = (x1, x2, x3)T :
x˙ =

0 −a√k2 − F 2 0
0 0 1
0 −gFk −b
x
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les valeur propres sont 0, 12
(
−b±
√
b2 − 4gFk
)
, en résumé les équilibres ϕan =
± arccos (Fk )+ 2npi sont stables (pas attractifs).
Exercice 4.6.8. Etudier les équilibres de
x˙ = −xy2 − 2y
y˙ = x− x2y (4.94)
Montrer que l’origine est stable (Indication on utilisera la fonction V = ax2 +
by2, a > 0, b > 0 et on choisira a, b pour que V˙ soit définie négative ou nulle)
Solution 4.6.6. Il n’y a qu’un seul équilibre : l’origine (x = y = 0)
V˙ = 2(−axy(2 + xy) + bxy(1− xy))
On a un choix trivial −2a+ b = 0 et a > 0 alors V > 0 et
V˙ = −6ax2y2 ≤ 0
le second théorème de Liapunov permet de conclure.
Exercice 4.6.9. On considère le système
x˙ = −y + x(− (x2 + y2))
y˙ = x+ y(− (x2 + y2)) (4.95)
1. Déterminer les points d’équilibres et leur nature (hyperbolicité, stabilité ?)
2. En utilisant la fonction V (x) = 12(x
2+y2),montrer que l’origine est asymp-
tôtiquement stable pour  < 0. Que se passe t-il pour  = 0 ?
3. Pour  > 0 : qu’advient-il du comportement des solutions.
4. Retrouver ces résultats en intégrant cette équation (Indication : utiliser les
coordonnées polaires).
Exercice 4.6.10. On considère le système suivant dxdt = −x+ y + f(x, y)dy
dt = −x− y + g(x, y)
. (4.96)
1. On suppose dans cette question que f(x, y) = g(x, y) = 0. Déterminer les
points d’équilibre.
2. Pour chacun de ces points d’équilibre, déterminer s’il est hyperbolique ou
non, s’il est asymptotiquement stable, stable ou instable.
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3. On supose dans cette question que f(x, y) = − 2x2y
x2+y2
, g(x, y) = 2x
3
x2+y2
. On
considère la fonction V : (x, y) 7→ 12
(
x2 + y2
)
, évaluer ddtV (x(t), y(t)),
pour x(t) et y(t) solution de (4.96). Montrer que, pour tout couple (x0, y0)
de conditions initiales de (4.96), la fonction V évaluée le long de trajec-
toires solutions de (4.96) c’est-à-dire pour des couples de points (x(t), y(t))
solution de (4.96) décroit exponentiellement vers 0.
4. En déduire le comportement qualitatif de (4.96) (c’est-à-dire comment se
comportent les solutions au bout d’un temps infiniment grand et ce pour
tout couple (x0, y0) de conditions initiales).
Solution 4.6.7. On considère le système suivant dxdt = −x+ y + f(x, y)dy
dt = −x− y + g(x, y)
. (4.97)
1. On suppose dans cette question que f(x, y) = g(x, y) = 0. Déterminer les
points d’équilibre.
Réponse : Puisqu’il y a unicité des solutions (second membre loc. Lipschitz),
on doit résoudre  0 = −x+ y0 = −x− y (4.98)
A(x, y)T = 0, A =
 −1 1
−1 −1

det(A) = 2,
La matrice A étant non singulière, l’unique solution de (4.98) est :
x = 0, y = 0.
2.Pour chacun de ces points d’équilibre, déterminer s’il est hyperbolique ou non,
s’il est asymptotiquement stable, stable ou instable.
Réponse : Il faut calculer les valeurs propres de A : −1 ± i on en conclu
qu’il s’agit d’un équilibre hyperbolique asymptôtiquement stable (cf. cours).
3. On supose dans cette question que f(x, y) = − 2x2y
x2+y2
, g(x, y) = 2x
3
x2+y2
. On
considère la fonction V : (x, y) 7→ 12
(
x2 + y2
)
, évaluer ddtV (x(t), y(t)), pour
x(t) et y(t) solution de (4.96). Montrer que, pour tout couple (x0, y0) de condi-
tions initiales de (4.96), la fonction V évaluée le long de trajectoires solutions
de (4.96) c’est-à-dire pour des couples de points (x(t), y(t)) solution de (4.96)
décroit exponentiellement vers 0.
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Réponse :
d
dt
V (x(t), y(t)) =
∂V
∂x
dx
dt
+
∂V
∂y
dy
dt
= xx˙+ yy˙
= x
(
−x+ y − 2x
2y
x2 + y2
)
+ y
(
−x− y + 2x
3
x2 + y2
)
= −2V + xy
(
1− 1− 2x
2
x2 + y2
+
2x2
x2 + y2
)
= −2V
donc V (x(t), y(t)) = exp(−2t)V (x0, y0). On en déduit que x2(t) + y2(t) décroit
exponentiellement vers 0 : les solutions décroissent exponentiellement vers 0 :
l’origine est asymptotiquement stable (en fait on dit qu’il est exponentiellement
stable).
4. En déduire le comportement qualitatif de (4.96) (c’est-à-dire comment se
comportent les solutions au bout d’un temps infiniment grand et ce pour tout
couple (x0, y0) de conditions initiales).
Exercice 4.6.11. On considère le système
x˙ = −y(1 + x2 + y2) + x(− (x2 + y2))
y˙ = x(1 + x2 + y2) + y(− (x2 + y2)) (4.99)
1. Déterminer les points d’équilibre et leur nature (hyperbolicité, stabilité ?)
2. En utilisant la fonction V (x) = 12(x
2+y2),montrer que l’origine est asymp-
tôtiquement stable pour  < 0. Que se passe t-il pour  = 0 ?
3. Pour  > 0 : qu’advient-il du comportement des solutions.
Solution 4.6.8. Quelques éléments de réponse :
1. Le second membre étant polynomiale on a bien existence et unicité locale
des solutions. Les équilibre répondent à y(x2 + y2) = x( − (x2 + y2)) et
x(x2+y2) = −y(−(x2+y2)) l’unique solution est donc l’origine x = y = 0.
La Jacobienne en ce point vaut
J =
  −1
1 
 , (4.100)
Les valeurs propres étant −i+ , i+ , on en déduit que l’origine est :
– Si  < 0 : Hyperbolique et asymptôtiquement stable,
– Si  > 0 : Hyperbolique et instable,
– Si  = 0 : Non Hyperbolique (pour la stabilité il faut une étude plus
poussé : le 1er théorème de Liapunov ne permet pas de conclure).
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2. La fonction est bien définie positive :
d
dt
V (x(t), y(t)) = xx˙+ yy˙
= (x2 + y2)(− (x2 + y2))
= 2V (− 2V ))
Si  < 0 alors V˙ est définie négative le 2nd théorème de Liapunov permet de
conclure. Pour  = 0 : V˙ = −4V 2 est aussi définie négative on en conclut
que l’origine est asymptôtiquement stable en utilisant le second théorème
de Liapunov (nota : le premier théorème de Liapunov ne nous avait pas
permis de conclure).
3. Il est clair que lorsque  > 0, V˙ est localement définie positive : l’origine
est instable. Mais, Si on regarde l’EDO V˙ = 2V ( − 2V ) elle comporte
deux équilibres V = 0 et V = 2 : le premier étant instable et le second
stable. Les solutions convergent donc vers l’ensemble V = 2 c’est-à-dire le
cercle de rayon
√
 centré en l’origine.
Exercice 4.6.12. Système de Volterra Lotka : modèle de lutte de deux espèces.
En 1917 (durant la première guerre mondiale), Umberto D’Ancona (biolo-
giste) constata une augmentation du nombre de sélaciens (requins) dans la partie
nord de la mer Adriatique. Afin d’expliquer ce phénomène, il fit appel à son beau-
père Vito Volterra mathématicien de profession qui expliqua ce phénomène de
la façon suivante. Soit un volume d’eau infini (mer Adriatique par exemple),
peuplé par deux espèces : l’une carnivore (C : sélaciens) dévorant l’autre her-
bivore (H : crevettes). Notons x et y le nombre d’individus respectivement de
l’espèce (H) et (C). Si l’espèce (H) peuplait seule la mer : elle se développerait
de façon exponentielle (si l’on fait l’hypothèse que le développement de cette
espèce n’est pas limité par l’espace et la quantité de nourriture). Donc dans ce
cas, la vitesse de variation de l’espèce (H) serait : dxdt = ax, avec a qui est un
réel positif. Par contre, l’espèce (C) ne peut assurer seule ni son développement
ni même sa survie, donc sa vitesse de variation serait : dydt = −by, avec b qui est
un réel positif. Cependant, lorsque les deux espèces cohabitent, les carnivores
dévorent les individus de l’espèce (H) : c’est leur fonction naturelle. En faisant
l’hypothèse qu’à chaque rencontre d’un carnivore avec un herbivore, ce dernier
est dévoré et que le nombre de rencontres est proportionnel au produit des den-
sités volumiques des deux espèces (donc à xy), on peut conclure que les vitesses
de variation des deux espèces sont régies par le système différentiel : dxdt = ax− cxydy
dt = −by + dxy
, (4.101)
avec a, b, c, d qui sont des réels positifs.
Le problème pourrait se résumer à la question suivante :
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Fig. 4.11: Volterra-Lotka
“Après avoir expliqué le phénomène observé par Umberto d’Acona,
quelle(s) politique(s) de pêche permet(tent) d’assurer un bon équi-
libre tout en maintenant une population de sélaciens suffisante ?”
A ces fins, on pourra répondre aux questions suivantes :
A) Reprendre l’étude d’une population unique :
1) Vérifier que pour une population modélisée par y˙ = τy (loi de reproduction
normale), celle-ci double en un temps indépendant de la population initiale.
2) Discuter des solutions de l’équation logistique.
B) Analyse du modèle dit de Volterra-Lotka :
1) Le problème de Cauchy associé admet il une ou plusieurs solutions ? Mon-
trer que les solutions sont définies sur R ?
2) Le quart de plan positif est-il positivement invariant ? (interprétations).
3) Déterminer les points d’équilibres ainsi que le comportement des solutions
au voisinage de ces points ?
4) Peut-on utiliser la méthode de séparation des variables ?
5) Montrer qu’il existe une fonction H(x, y) constante le long des solutions
de (4.101) :
dH(x, y)
dt
= 0 =
∂H(x, y)
∂x
(ax− cxy) + ∂H(x, y)
∂y
(−by + dxy) .
6) Montrer que les solutions non nulles de (4.101) rendent extremum la fonc-
tionnelle suivante
J(x, y, x˙, y˙) =
∫ t1
t0
L(t, x(t), y(t), x˙(t), y˙(t))dt,
L = −H + 1
2xy
(x lnx y˙ − (y ln y x˙)
C) Analyse du problème
En 1917 (guerre oblige), l’activité de pêche est fortement ralentie, proposer
un modèle tenant compte d’une certaine forme d’activité de pêche avant 1917.
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Reprendre les questions de la partie B). Comparer alors les différents com-
portements. Conclusions.
D) Analyse dans un cadre plus général
Reprendre l’analyse dans un cadre plus général, quelles modifications doit-on
apporter au modèle. Indication : la mer Adriatique est finie (loi Logistique).
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5.1 Quelques exemples introductifs
De nombreux problèmes d’optimisation comportent un critère faisant inter-
venir une fonction que l’on cherche. Citons quelques exemples :
1. Soient A et B deux points donnés du plan. Déterminer la courbe rectifiable
de longueur minimale reliant les deux points. Si on munit le plan d’un
repère (Espace affine identifié à R2) dont l’origine est le point A, une
courbe reliant ces deux points est la donnée d’une fonction y = f(x) (telle
que f(0) = 0 et f(xB) = yB). Si la courbe est rectifiable la longueur est
donnée par
J1(f) =
∫ xB
0
√
1 + (f ′(x))2dx, (5.1)
(intuitivement on sent bien qu’il faut f ′(x) = 0 : c’est-à-dire le segment de
droite reliant A à B est la réponse à notre problème).
2. On ne peut éviter l’exemple du brachistochrone (βραχισoς = le plus court,
χρoνoς = temps) qui fût le premier problème connu de ce genre. En juin
1696 dans un numéro d’“ACTA ERUDITORUM” Johann Bernouilli pro-
posa le challenge suivant (reporté ici en termes modernes) : “Soient deux
points donnés A,B dans un plan vertical. Quel est l’ensemble des trajec-
toires obtenues lorsqu’un point M part de A et arrive en B en un temps
minimum sous l’unique influence de son poids. ...Afin d’éviter les conclu-
sions farfelues, on peut remarquer que la ligne droite est évidemment la
courbe de plus courte distance joignant les points A et B, mais ce n’est
certes pas celle qui donne un temps de parcours minimum. Cependant, la
courbe solution de ce problème - que je divulguerais si d’ici la fin de cette
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année personne ne l’a trouvée- est fort bien connue des géomètres.” Mise
en équation du problème : prenons un repère (z, x) (avec l’axe des z orienté
vers le bas) d’origine A. Une courbe reliant les deux points A et B est la
donnée d’une fonction x = f(z) (telle que f(0) = 0 et f(zB) = xB). La
vitesse du point de masse unité s’exprime par
(
dz
dt
)2
+
(
dx
dt
)2
= 2gz donc
dt = dz
√
1+(f ′)2√
2gz
. Le temps mis pour aller de A à B est donc
T = J2(f) =
∫ zB
0
√
1 + (f ′)2√
2gz
dz. (5.2)
On est donc amené à déterminer une fonction f qui minimise T = J2(f).
3. Problème de l’isopérimètre (Euler) : Déterminer la courbe embrassant
l’aire maximale parmi l’ensemble des courbes fermées de classe C1 et de
longueur donnée l. On peut sans perte de généralité, considérer que ces
courbes sont issues de l’origine et que l’autre extrémité a pour abscisse xB.
La longueur est donc l =
∫ xB
0
√
1 + (f ′(x))2dx, quand à l’aire de révolu-
tion c’est
J3(f) = 2pi
∫ xB
0
f(x)
√
1 + (f ′(x))2dx. (5.3)
Ce problème est un peu plus complexe puisqu’il faut minimiser un critère
sous une contrainte (la longueur doit être de l).
4. Parmi tous les arcs de courbes de classe C1 joignant A et B, deux points
donnés du plan, et de longueur donnée l, déterminer celui qui délimite
avec le segment AB une aire maximum. On peut sans perte de généralité,
considérer que ces courbes sont issues de l’origine et que l’autre extrémité
a pour abscisse xB. La longueur est donc l =
∫ xB
0
√
1 + (f ′(x))2dx, quant
à l’aire délimitée par la courbe et l’axe des abscisses c’est
J4(f) =
∫ xB
0
f(x)dx. (5.4)
Ce problème fût posé et résolu (de façon intuitive) par la reine Dido de
Carthage en 850 AV-JC. On retrouve un problème similaire à celui présenté
en 3 (minimum sous contrainte). Une formulation plus générale consiste à
déterminer la courbe qui définie la surface la plus grande parmi toutes les
courbes fermées de périmètre donné (ce qui définit une contrainte).
5.2 Formulation du Problème
Soit
q : [a, b] ⊂ R→ Rn
t 7→ q(t), (5.5)
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les critères précédents (J1 à J4) se mettent sous la forme
J(q) =
∫ b
a
L(t, q(t), q˙(t))dt, (5.6)
avec L (appelé Lagrangien ) :
L : [a, b] ⊂ R× Rn × Rn → R
(x, y, z) 7→ L(x, y, z)
Problème : trouver toutes les fonctions q qui minimisent ou maximalisent
J(q) et satisfassent q(a) = qa, q(b) = qb avec qa, qb donnés. J(q) est une fonc-
tionnelle : c’est une application qui à une fonction à valeur dans un espace
vectoriel associe un élément d’un espace vectoriel. Donc on doit résoudre un
problème d’optimisation sur un espace fonctionnel. Si on impose que les fonc-
tions cherchées soient continûment différentiables, on travaillera avec l’espace
fonctionnel
E = C1([a, b],Rn). (5.7)
Généralement on muni E de la distance de Chebychev
dC1 (f, g) = max
t∈[a,b]
‖f(t)− g(t)‖+ sup
t∈[a,b]
∥∥f ′(t)− g′(t)∥∥ ,
induisant la norme nC1 . Le sup étant atteint si on travaille sur E (on le remplace
par un max), mais si on travaille sur Es l’ensemble des fonctions C1 par morceaux
(la dérivée peut être discontinue en un nombre fini de points) on conserve cette
distance. Si on note Ea,b = {q ∈ E : q(a) = qa, q(b) = qb}, on peut donner la
définition suivante
Définition 5.2.1. q0 est unminimum (respectivement unmaximum ) relatif
pour J(q) dans l’ensemble Ea,b muni de la norme nC1 si
J(q)− J(q0) ≥ 0, (respectivement ≤ 0) (5.8)
pour toute fonction q ∈ Ea,b telle que nC1 (q−q0) < δ, pour un δ donné strictement
positif.
Intuitivement, l’extremum doit annuler une “dérivée”. Ce qu’il faut bien noter
c’est que J est une fonctionnelle : il faut adapter la notion de dérivée.
Définition 5.2.2. J(q) est différentiable en q0 (dans l’espace E muni de la
norme nC1 ) s’il existe une fonctionnelle linéaire continue1 J ′q0 ∈ L(E;R) telle
que
J(q0 + h) = J(q0) + J ′q0(h) + ε(h) (5.9)
avec limnC1 (h)→0 ε(h) = 0.
1Evidemment, linéaire signifie : ∀(α, β) ∈ R2,∀(q1, q2) ∈ E2 : J ′q0(αq1 + βq2) = αJ ′q0(q1) +
βJ ′q0(q2). Par exemple, la fonctionnelle q 7→
∫ b
a
(q + q˙)dt est linéaire.
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Pour notre fonctionnelle J(q) =
∫ b
a L(t, q, q˙)dt, en supposant que L soit C1
par rapport à chacun de ses arguments :
Théorème 5.2.1. La fonction réelle J : q 7→ J(q) = ∫ ba L(t, q, q˙)dt (avec L C1
par rapport à chacun de ses arguments), est continûment dérivable et sa dérivée
J
′
q0 ∈ L(E;R) en q0 est donnée par
δq 7→ J ′q0(δq) =
∫ b
a
L′(t, q0(t), q˙0(t))(0, δq, δq′)dt
=
∫ b
a
(
∂L
∂q
(t, q0(t), q˙0(t))δq +
∂L
∂q˙
(t, q0(t), q˙0(t))δq′
)
dt

Démonstration. Il suffit d’écrire la variation de l’intégrale
∆J =
∫ b
a
∆Ldt, ∆L = L(t, q0(t) + δq, q˙0(t) + δq
′
)− L(t, q0(t), q˙0(t))
or la formule des accroissements finis donne
∆L =
(
∂L
∂q
(t, q0(t), q˙0(t))δq +
∂L
∂q˙
(t, q0(t), q˙0(t))δq′
)
+R(t) (5.10)
avec la majoration suivante du reste sur l’intervalle [a, b] :
|R(t)| ≤M ×max
{
sup
t∈[a,b]
‖δq(t)‖ , sup
t∈[a,b]
∥∥δq′(t)∥∥} ,
M = sup
‖x‖≤‖δq‖
‖x′‖≤‖δq′‖
{∥∥L′(t, q0(t) + x, q˙0(t) + x′)− L′(t, q0(t), q˙0(t))∥∥}
Ce qui nous sauve c’est la compacité de [a, b] et la continuité de L′ : en effet sur
le compact [a, b] L′ est donc uniformément continue donc
∀ε > 0,∃η > 0 : ∥∥(t, x, x′)∥∥ < η ⇒∥∥L′(t, q0(t) + x, q˙0(t) + x′)− L′(t, q0(t), q˙0(t))∥∥ < ε|b− a| .
Ainsi ∆J = J ′(q0)δq +
∫ b
a R(t)dt. Si n
C
1 (δq) < η :
∣∣∣∫ ba R(t)dt∣∣∣ < εnC1 (δq). Clai-
rement, ∆J est continue par rapport à δq. Ainsi J est différentiable, de dérivée
δq 7→ J ′q0 (δq). Montrons que cette application est continue. Soit q0 et q1 dans
E :
J ′q0(δq)− J ′q1(δq) =∫ b
a
(
L′(t, q0(t), q˙0(t))− L′(t, q1(t), q˙1(t))
)
(0, δq, δq′)dt
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or (5.10) implique que dc(q0, q1) < δ =⇒
∣∣J ′q0(δq)− J ′q1(δq)∣∣ < εnC1 (δq) donc∥∥J ′(q0)δq − J ′(q1)∥∥ = sup
nC1 (δq)=1
∣∣J ′(q0)δq − J ′(q1)δq∣∣ < ε.
5.3 Condition Nécessaire : équations d’Euler
La fonction cherchée qui rend extremum (5.6) doit annuler la dérivée de J :
Théorème 5.3.1. Pour que J (différentiable) possède un extremum en q0, il est
nécessaire que
J ′q0 = 0. (5.11)

Démonstration. Supposons que ce soit un maximum alors pour δ > 0 suffisam-
ment petit : J(q0 + h) − J(q0) = J ′q0(h) + ε(h) et ce pour tout h : nC1 (h) < δ.
S’il existe h tel que J ′q0(h) < 0, en prenant −ηh, η ∈ R suffisamment petit, on
obtient J ′q0(−ηh)+ε(−ηh) > 0 ce qui contredit J(q0 +h)−J(q0) ≤ 0 (maximum
en q0). L’autre éventualité se traitant de la même façon.
Si on applique ce résultat à notre problème : il est nécessaire que q0 vérifie
J ′q0(δq) =
∫ b
a
(
∂L
∂q
(t, q0(t), q˙0(t))δq +
∂L
∂q˙
(t, q0(t), q˙0(t))δq′
)
dt
= 0
et ce pour tout δq ∈ C1([a, b],Rn). Supposons que l’on cherche des solutions de
classe C2 (dans ce cas ddt
(
∂L
∂q˙
)
existe et on peut faire une intégration par parties)
: ∫ b
a
(
∂L
∂q˙
(t, q0(t), q˙0(t))δq′
)
dt =
[
∂L
∂q˙
(t, q0(t), q˙0(t))δq
]b
a
−∫ b
a
d
dt
(
∂L
∂q˙
)
(t, q0(t), q˙0(t))δqdt
= −
∫ b
a
d
dt
(
∂L
∂q˙
)
(t, q0(t), q˙0(t))δqdt
J ′q0(δq) =
∫ b
a
(
∂L
∂q
− d
dt
(
∂L
∂q˙
))
(t, q0(t), q˙0(t))δqdt
0 =
(
∂L
∂q
− d
dt
(
∂L
∂q˙
))
(t, q0(t), q˙0(t))
Pour obtenir cette condition nécessaire sans supposer a priori que la solution
cherchée est C2, nous avons besoin du lemme suivant (généralisation du lemme
de Haar cf. lemme 5.5.2, en annexe) :
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Lemme 5.3.1. Soit E un espace vectoriel. Si f est une fonction continue sur
un intervalle [a, b] à valeur dans le dual de E (E∗) et si pour toute fonction
h ∈ Cp([a, b], E) (donc à valeur dans E) telle que les (p − 1)−ème dérivées
successives s’annulent aux deux extrémités de [a, b] (h(a) = h(b) = h′(a) =
h′(b) = . . . = h(p−1)(a) = h(p−1)(b) = 0) on a∫ b
a
〈
f(t), h(p)(t)
〉
dt = 0
alors f (p) est identiquement nulle sur [a, b]. 
Remarque 5.3.1. En posant φ(x) =
∫ x
a
∂L
∂q (t, q0(t), q˙0(t))dt, on obtient
J ′q0(δq) = [φ(x)δq]
b
a +
∫ b
a
(
∂L
∂q˙
(t, q0(t), q˙0(t))− φ(t)
)
δq′dt, (5.12)
comme δq(a) = δq(b) = 0, en utilisant le lemme 5.3.1 :
∂L
∂q˙
(t, q0(t), q˙0(t))− φ(t) = C, (5.13)
J ′(q0) = [φ(x)δq]ba + [Cδq]
b
a . (5.14)
Ainsi en utilisant le lemme suivant
Lemme 5.3.2. Soient f et g deux fonctions continues sur un intervalle [a, b] à
valeur dans Rn et si pour toute fonction h continûment différentiable s’annulant
aux deux extrémités de [a, b] (h(a) = h(b) = 0) on a∫ b
a
〈f(t), h(t)〉+ 〈g(t), h′(t)〉 dt = 0
alors g est différentiable sur [a, b] et g′(t) = f(t). 
Démonstration. On pose F (t) =
∫ t
0 f(x)dx, donc
∫ b
a 〈f(t), h(t)〉 = [F (t)h(t)]t=bt=a−∫ b
a 〈F (t), h′(t)〉 dt = −
∫ b
a 〈F (t), h′(t)〉 dt, ce qui conduit à la condition∫ b
a
〈
g(t)− F (t), h′(t)〉 dt = 0
donc en utilisant le lemme 5.3.1 [g(t)− F (t)]′ = 0 c’est-à-dire g′(t) = f(t).
On en déduit :
Théorème 5.3.2. Soient [a, b] un segment de R et Ω l’ensemble des fonctions
q continûment dérivables telles que q(a) = qa, q(b) = qb. Pour que q0 ∈ Ω ⊂
C2([a, b], E) rende extremum le critère (intégrale J stationnaire), il est nécessaire
que q0 soit solution de l’équation d’Euler
d
dt
(
∂L
∂q˙
)
=
(
∂L
∂q
)
, (5.15)

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Quelques cas simple d’intégration des équations d’Euler
1) L indépendant de q alors ddt
(
∂L
∂q˙
)
= 0 donc ∂L∂q˙i = cte ∈ E∗ si E = R :
∂L
∂q˙ = c ∈ R, i = 1..n)
2) L indépendant de t (application à la mécanique) : on obtient
∂L
∂qi
− ∂
2L
∂q˙i∂t
−
m∑
j=1
∂2L
∂q˙i∂qj
q˙j −
m∑
j=1
∂2L
∂q˙i∂q˙j
q¨j = 0, i = 1, . . . ,m
∂L
∂qi
−
m∑
j=1
∂2L
∂q˙i∂qj
q˙j −
m∑
j=1
∂2L
∂q˙i∂q˙j
q¨j = 0,
m∑
i=1
∂L
∂qi
q˙i −
m∑
i,j=1
∂2L
∂q˙i∂qj
q˙j q˙i −
m∑
i,j=1
∂2L
∂q˙i∂q˙j
q¨j q˙i = 0,
d
dt
L− m∑
j=1
∂L
∂q˙j
q˙j
 = 0,
L−
m∑
j=1
∂L
∂q˙j
q˙j = cte (5.16)
3) J fait intervenir l’intégrale d’une fonction f(x, y) par rapport à une abs-
cisse curviligne
J(q) =
∫ b
a
f(x, q)
√
1 + q′2dx,
d
dx
(
∂L
∂q′
)
−
(
∂L
∂q
)
=
1√
1 + q′2
[(
∂f
∂q
)
−
(
∂f
∂x
)
q′ − f q
′′
1 + q′2
]
(5.17)
Condition nécessaire et suffisante.
L’application directe du lemme de Dubois-Reymond (cf. Annexe Lemme
5.5.1) :
Théorème 5.3.3. Si on cherche q0 parmi les fonctions C2([a, b],R) qui rende
extremum le critère J et vérifiant les conditions aux limites données, alors l’équa-
tion d’Euler et les conditions aux limites sont des CNS. 
Exemple 5.3.1. Si on reprend le problème 1 : la fonctionnelle à minimiser est
J1(f) =
∫ 1
0
√
1 + (f ′(x))2dx avec f(0) = 0, f(1) = 0 : (5.15) s’écrit ddx
(
∂L
∂f ′
)
=(
∂L
∂f
)
, soit f ′′(x) = 0, les solutions sont les droites !
Condition du second ordre pour un minimum : la Hessienne doit être définie
positive
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cas scalaire q ∈ R : ∂
2L
∂q˙2
(t, q, q˙) ≥ 0
cas vectoriel q ∈ Rn :
[
∂2L
∂q˙i∂q˙j
(t, q, q˙)
]
≥ 0
Applications
Brachistochrone
La fonctionnelle à minimiser est (5.2) : L =
√
1+(f ′)2√
2gz
. La CN d’Euler s’écrit
d
dz
(
∂L
∂f ′
)
=
(
∂L
∂f
)
avec ∂L∂f ′ =
f ′√
2gz
√
1+(f ′)2
, ∂L∂f = 0. Il faut chercher f(z) telle
que f
′
√
2gz
√
1+(f ′)2
= cte = ±1√
4gc
(c constante arbitraire non nulle sinon f ′ = 0,
f = cte le point B est à la verticale du point A et dans ce cas le problème est
trivial). L’équation devient (avec le signe +)f ′2 = z2c
(
1 + f ′2
)
, c’est-à-dire :
f ′ = ±
√
z
(2c− z) (5.18)
en posant z = c(1− cos(u)) (dz = c sin(u)du), (5.18) devient
df
du
= ±c sin(u)
√
1− cos(u)
1 + cos(u)
= ±c(1− cos(u))
les solutions sont les courbes paramétrées :
f = cte± c(u− sin(u))
z = c(1− cos(u))
c’est une cycloïde.
Equations d’Euler-Lagrange en mécanique
Si un système mécanique est constitué de n éléments reliés entre eux par des
liaisons parfaites (sans frottement), on aura la position du système qui dépen-
dra de n paramètres indépendants (coordonnées généralisées notées q1, . . . , qn).
Ainsi, Ec l’énergie cinétique est une forme quadratique en les q˙i et Ep l’énergie
potentielle est une fonction des paramètres q1, . . . , qn. Principe d’Hamilton (dit
encore de moindre action)2 : La trajectoire (c’est-à-dire le vecteur formé des
fonctions t 7→ qi(t)) est donnée par les fonctions qui minimisent
J(q) =
∫ b
a
L(q(t), q˙(t))dt, (5.19)
2En fait, ce principe n’est vérifié que pour des temps suffisamment courts, cependant on
peut le remplacer par le “principe de stationnarité” : La trajectoire est donnée par les fonctions
qui rendent stationnaire J(q) c’est-à-dire telles que J ′(q0) = 0.
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avec L(q, q˙) = Ec−Ep. Pour écrire les équations d’Euler-Lagrange il faut détermi-
ner L le Lagrangien, le travail élémentaire de chaque forces interne et externe Di,
ainsi que le travail des forces de frottements (−∂D∂q˙i dqi) donnant lieu à l’énergie
dissipe D. On obtient alors le système d’équations d’Euler-Lagrange :
d
dt
(
∂L
∂q˙i
)
− ∂L
∂qi
+
∂D
∂q˙i
= Di. (5.20)
Remarque 5.3.2. Ec dépend des qi et de leurs dérivées q˙i alors que Ep ne dépend
que des qi.
Remarque 5.3.3. Ec = 12 q˙TM(q)q˙, où M(q) est une matrice n× n symétrique
définie positive.
Exemple 5.3.2. Une masse m est attachée à un pivot sans frottement à l’aide
d’un fil non pesant de longueur l.
L =
1
2
mθ˙2 −mgl cos(θ), D = 0. (5.21)
En appliquant directement (5.20), on obtient :
(mθ˙)(θ¨ + gl sin(θ)) = 0. (5.22)
5.4 Que faire dans d’autres cadres
Parmi les problèmes mentionnés, certains font intervenir 1) des conditions
terminales pouvant évoluer sur une contrainte, 2) des solutions C1 par morceaux,
3) des dérivées d’ordre supérieur et enfin 4) des contraintes diverses (égalité,
inégalité, intégrale etc...). Nous allons compléter la CN d’Euler dans chacun de
ces cas en donnant l’idée principale de la preuve.
1) Si q(a) et q(b) ne sont pas fixées : en utilisant (5.13) on obtient les condi-
tions frontières
φ(a) = 0 =
∂L
∂q˙
(a, q0(a), q˙0(a))− C,
φ(b) =
∂L
∂q˙
(b, q0(b), q˙0(b))− C,
et la condition J ′(q0) = 0 (5.14) devient(
∂L
∂q˙
(b, q0(b), q˙0(b))
)
δq(b)−
(
∂L
∂q˙
(a, q0(a), q˙0(a))
)
δq(a) = 0
ce qui nous donne les conditions frontières suivantes (faire δq(a) = 0 et δq(b)
quelconque puis permuter)
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∂L
∂q˙
(a, q0(a), q˙0(a)) = 0, (5.23)
∂L
∂q˙
(b, q0(b), q˙0(b)) = 0. (5.24)
Dans un cadre plus général, si les conditions aux frontières doivent vérifier des
contraintes q(a) = Ψ1(a), q(b) = Ψ2(b), les fonctions Ψi définissant des surfaces
(y = Ψi(x)) auxquelles les points de départ et d’arrivée de la solution doivent
appartenir ; on doit vérifier les conditions de transversalités suivantes
[
L+
(
Ψ˙1(t)− q˙(t)
) ∂L
∂q˙
(t, q(t), q˙(t))
]
t=a
= 0, (5.25)[
L+
(
Ψ˙2(t)− q˙(t)
) ∂L
∂q˙
(t, q(t), q˙(t))
]
t=b
= 0. (5.26)
2) Aux points de discontinuité les conditions de “coins” dites de Weierstrass-
Erdmann doivent être vérifiées (si t = c est un point de 1ère espèce) :
[
∂L
∂q˙
(t, q(t), q˙(t))
]
t=c−
=
[
∂L
∂q˙
(t, q(t), q˙(t))
]
t=c+
, (5.27)[
L− q˙(t)∂L
∂q˙
(t, q(t), q˙(t))
]
t=c−
=
[
L− q˙(t)∂L
∂q˙
(t, q(t), q˙(t))
]
t=c+
. (5.28)
3) On cherche à minimiser
J(q) =
∫ b
a
L(t, q(t), q˙(t), . . . ,
dnq
dtn
(t))dt.
avec des conditions initiales et finales adéquates (q(a), q˙(a), . . . , d
n−1q
dtn−1 (a) et q(b),
q˙(b), . . . , d
n−1q
dtn−1 (b) fixées). On travaille sur En = Cn([a, b],R) muni de
dn(f, g) =
n∑
i=0
{
max
t∈[a,b]
∥∥∥∥(∂if∂ti
)
t
−
(
∂ig
∂xi
)
t
∥∥∥∥} .
On obtient
J ′q0(δq) =
∫ b
a
(
n∑
i=0
∂L
∂q(i)
(t, q0(t), . . . ,
dnq0
dtn
(t))δq(i)
)
dt.
En utilisant le lemme 5.5.3, on en déduit la condition d’Euler
n∑
i=0
(−1)i d
i
dti
[
∂L
∂q(i)
(
t, q0(t), . . . ,
dnq0
dtn
(t)
)]
= 0 (5.29)
218
5.5. Quelques résultats annexes
4) On considère le problème parmi l’ensemble des fonctions continûment
différentiables q1, . . . , qn qui satisfont les contraintes
gj(t, q1, . . . , qn, q˙1, . . . , q˙n) = 0, j ∈ {1, . . . ,m},
m < n,
qi(a) = qai , qi(b) = q
b
i , i ∈ {1, . . . , n},
trouver celles qui rendent extremum le critère
J(q1, . . . , qn) =
∫ b
a
L(t, q(t), q1, . . . , qn, q˙1, . . . , q˙n)dt.
Si, rang
(
∂gj
∂q˙i
)
= m, alors les qi sont solutions des équations d’Euler en
remplaçant L par
H(t, q(t), q1, . . . , qn, q˙1, . . . , q˙n) = L(t, q(t), q1, . . . , qn, q˙1, . . . , q˙n)+ (5.30)
m∑
i=1
λi(t)gi(t, q1, . . . , qn, q˙1, . . . , q˙n). (5.31)
5.5 Quelques résultats annexes
Lemme 5.5.1 (Dubois-Reymond). Si f est une fonction continue sur un inter-
valle [a, b] à valeur dans Rn et si pour toute fonction h continue s’annulant aux
deux extrémités de [a, b] (h(a) = h(b) = 0) on a∫ b
a
〈f(t), h(t)〉 dt = 0
alors f est identiquement nulle sur [a, b]. 
Ce résultat est un cas particulier du suivant :
Lemme 5.5.2 (Haar). Soit E un espace vectoriel. Si f est une fonction continue
sur un intervalle [a, b] à valeur dans le dual de E (E∗) et si pour toute fonction
h ∈ Cp([a, b], E) (donc à valeur dans E) s’annulant aux deux extrémités de [a, b]
(h(a) = h(b) = 0) on a ∫ b
a
〈f(t), h(t)〉 dt = 0
alors f est identiquement nulle sur [a, b]. 
Démonstration. Supposons que f ne soit pas identiquement nulle alors il existe
un t0 de [a, b] tel que f(t0) 6= 0. Alors dans V =]t0 − ε, t0 + ε[ un voisinage de
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ce point et par continuité de 〈f(t), v〉 : on a 〈f(t), v〉 > 0 (si négatif prendre
l’opposé). En utilisant
ψ(t) =
 0 si x /∈ V(ε2 − (t− t0)2)p+1 si x ∈ V
on a
∫ b
a 〈f(t), ψ(t)v〉 dt =
∫ t0+ε
t0−ε 〈f(t), ψ(t)v〉 dt > 0 et ψ(t)v vérifie les hypothèses
du lemme (contradiction).
Lemme 5.5.3. Soit E un espace vectoriel. Si les p fonctions fi sont continue
sur un intervalle [a, b] à valeur dans le dual de E (E∗) et si pour toute fonction
h ∈ Cp([a, b], E) (donc à valeur dans E) telle que les (p − 1)−ème dérivées
successives s’annulent aux deux extrémités de [a, b] (h(a) = h(b) = h′(a) =
h′(b) = . . . = h(p−1)(a) = h(p−1)(b) = 0), on a∫ b
a
p∑
i=0
〈
fi(t), h(i)(t)
〉
dt = 0
alors
∑p
i=0(−1)i d
ifi
dti
est identiquement nulle sur [a, b]. 
5.6 Exercices
Fonctionnelles
Exercice 5.6.1. Etudier la continuité de la fonctionnelle
J : C0([a, b],Rn)→ Rn
f 7→ J(f) =
√∫ b
a
(f(x))2 dx
on précisera la topologie utilisée.
Solution 5.6.1. On considère l’espace
E = C0([a, b],Rn). (5.32)
muni de la topologie induite par la distance
d0(f, g) = sup
t∈[a,b]
‖f(t)− g(t)‖ ,
dite distance de Whitney (au sens C0) induisant la norme
n0(f) = sup
t∈[a,b]
‖f(t)‖
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La continuité de J découlera de celle de la fonctionnelle f 7→ ∫ ba (f(x))2 dx (par
composition), or∣∣∣∣∫ b
a
(f(x))2 dx−
∫ b
a
(g(x))2 dx
∣∣∣∣ = ∣∣∣∣∫ b
a
(f − g)(f + g) dx
∣∣∣∣
≤ (b− a)d0(f, g)n0(f)n0(g)
donc si on se fixe ε > 0 pour avoir
∣∣∣∫ ba (f(x))2 dx− ∫ ba (g(x))2 dx∣∣∣ < ε il suffit
de prendre d0(f, g) ≤ δ avec δ = ε(b−a)n0(f)n0(g) (fini).
Exercice 5.6.2. Soit Cp([a, b],Rn) muni de la norme
‖f‖Cp = max
i∈{0,...,p}
{
sup
t∈[a,b]
‖f(t)‖ , sup
t∈[a,b]
∥∥f ′(t)∥∥ . . . , sup
t∈[a,b]
∥∥∥f (p)(t)∥∥∥}
ou de la norme
‖f‖Cp =
p∑
i=0
sup
t∈[a,b]
∥∥∥f (i)(t)∥∥∥
Montrer que la continuité d’une fonctionnelle pour la topologie induite par la
première norme est équivalente à la continuité pour la topologie induite par la
seconde norme.
Solution 5.6.2. Cela vient du fait que ces deux normes sont équivalentes :
‖f‖Cp ≤ ‖f‖C
p ≤ p ‖f‖Cp
Exercice 5.6.3. Soit J(q) une fonctionnelle différentiable, montrer que H(q) =
J(q)2 est différentiable calculer sa dérivée. Généraliser : soit g : R 7→ R dérivable,
montrer que g(J(q)) est une fonctionnelle différentiable telle que
[g(J(q))]′ = g′(J(q))J ′q
Solution 5.6.3. H(q + h) − H(q) = J(q + h)2 − J(q)2 = (J(q + h)− J(q))
(J(q + h) + J(q)) (en effet J(q+h) est un réel). Par la différentiabilité de J on
obtient :
H(q + h)−H(q) = (J ′(q)h+ ε(h)) (2J(q) + J ′q(h) + ε(h)) ,
= 2J(q)J ′q(h) + E(h),
E(h) = ε(h)
[
2J ′q(h) + 2J(q) + ε(h)
]
+
(
J ′q(h)
)2
,
lim
nC1 (h)→0
E(h) = 0 puisque lim
nC1 (h)→0
ε(h) = 0
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De façon plus générale
g(J(q + h))− g(J(q)) = g (J(q) + J ′q(h) + ε(h))− g(J(q)),
= g′(J(q))J ′q(h) +R(h)
R(h) = ε(h)
[
g′(J(q) + J ′q(h))
]
+ r(J ′q(h) + ε(h)),
lim
nC1 (h)→0
R(h) = 0 puisque lim
nC1 (h)→0
ε(h) = 0 et lim
x→0
r(x) = 0
Problèmes variationnels simples
Exercice 5.6.4. Analyser les problèmes variationnels suivants
a)
√∫ 1
0
(f(x))2 dx,
b)
∫ 1
0
f ′(x)dx,
c)
∫ 1
0
f(x)f ′(x)dx,
d)
∫ 1
0
xf(x)f ′(x)dx
avec les conditions frontières f(0) = 0, f(1) = 1.
Solution 5.6.4. a) idem à
∫ 1
0 (f(x))
2 dx pas de solution puisque la CN d’Eu-
ler ( ddx
(
∂L
∂f ′
)
=
(
∂L
∂f
)
avec L = f2, ∂L∂f ′ = 0,
∂L
∂f = 2f) s’écrit 0 = 2f donc
f = 0 qui n’est pas compatible avec les conditions aux limites (il se peut que
des solutions discontinues existent !). b) ∞ de solutions puisque la CN d’Euler
( ddx
(
∂L
∂f ′
)
=
(
∂L
∂f
)
avec L = f ′, ∂L∂f ′ = 1,
∂L
∂f = 0) s’écrit 0 = 0 elle est vérifiée (re-
marque :
∫ 1
0 f
′(x)dx = f(1)−f(0) = 1). c)∞ de solutions puisque la CN d’Euler
( ddx
(
∂L
∂f ′
)
=
(
∂L
∂f
)
avec L = ff ′, ∂L∂f ′ = f,
∂L
∂f = f
′) s’écrit f ′ = f ′ elle est vérifiée
(remarque :
∫ 1
0 ff
′(x)dx = 12(f
2(1) − f2(0)) = 1) d) pas de solution puisque la
CN d’Euler ( ddx
(
∂L
∂f ′
)
=
(
∂L
∂f
)
avec L = xf(x)f ′(x), ∂L∂f ′ = xf(x),
∂L
∂f = xf
′(x))
s’écrit f(x) + xf ′(x) = xf ′(x) donc f = 0 qui n’est pas compatible avec les
conditions aux limites. (mais il se peut que des solutions discontinues existent)
Exercice 5.6.5. Déterminer les extremum des fonctionnelles suivantes
a)
∫ b
a
(
f(x)2 + f ′(x)2 − 2f(x) sin(x)) dx,
b)
∫ b
a
(
f(x)2 + f ′(x)2 + 2f(x) exp(x)
)
dx,
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Solution 5.6.5. a) La CN d’Euler s’écrit
f ′′(x) = f(x)− sin(x)
donc
f(x) =
1
2
sin(x) + α exp(x) + β exp(−x)
qui est analytique donc on peut utiliser le second résultat et conclure que se sont
les seules fonctions C1. b) La CN d’Euler s’écrit
f ′′(x) = f(x) + exp(x)
donc
f(x) =
1
2
sin(x) + α exp(x) + β exp(−x)
qui est analytique donc on peut utiliser le second résultat et conclure que se sont
les seules fonctions C1.
Exercice 5.6.6. On suppose que q ∈ C1([a, b],Rn) et qu’elle vérifie l’équation
d’Euler suivante
d
dt
(
∂L
∂q˙
)
=
(
∂L
∂q
)
Montrer que si L est C2 par rapport à chacun de ses arguments et que
(
∂2L
∂q˙2
)
6= 0
alors q est C2.
Solution 5.6.6. Si q¨ existe on a
d
dt
(
∂L
∂q˙
)
=
∂
∂t
(
∂L
∂q˙
)
+
[
∂
∂q
(
∂L
∂q˙
)]
q˙ +
[
∂
∂q˙
(
∂L
∂q˙
)]
q¨,
q¨ =
1(
∂2L
∂q˙2
) [(∂L
∂q
)
− ∂
∂t
(
∂L
∂q˙
)
−
[
∂
∂q
(
∂L
∂q˙
)]
q˙
]
,
le membre de droite existe et est continue d’où le résultat (pour faire plus propre
former les ratios adéquates).
Exercice 5.6.7. Parmi toutes les courbes joignant deux points (xa, ya) et (xb,
yb), déterminer celle, qui par rotation autour de l’axe des x, engendre la surface
d’air minimum.
Solution 5.6.7. Par rotation autour de l’axe des x, la courbe y(x) engendre
une surface d’air
A = 2pi
∫ xb
xa
y(x)
√
1 + y′2(x)dx,
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en utilisant le résultat du cours pour des fonctionelles faisant intervenir l’abscisse
curviligne on obtient
1− yy
′′
1 + y′2
= 0,
2
∫
y
y
′
=
∫
2y′′y′
1 + y′2
,
y2 = C2
(
1 + y′2
)
,∫
Cdy√
y2 − C2 =
∫
dx,
x+D
C
= ln
(
y +
√
(y2 − C2)
C
)
,
y = C cosh
(
x+D
C
)
.
Exercice 5.6.8. En utilisant les équations d’Euler, déterminer les extremum de
la fonctionnelle suivante : ∫ t1
t0
(
1
2
mx˙2 −R(x)
)
dt, (5.33)
lorsque gradR(x) = kx, puis gradR(x) = kx(1− x3). Interprétations ?
Solution 5.6.8. On obtient
mx¨ = − gradR(x)
C’est un ressort : dans le premier cas avec une raideur linéaire puis non linéaire.
Exercice 5.6.9. En utilisant les équations d’Euler, déterminer les extremum de
la fonctionnelle suivante :
J(x) =
∫ 1
0
√
t2 + x(t)2
√
1 + x˙(t)2dt, (5.34)
Indication : utiliser le changement de variables
t = r cos(θ)
x = r sin(θ)
Exercice 5.6.10. Quelle courbe minimise l’intégrale∫ 1
0
(
1
2
f ′2(x) + f(x)f ′(x) + f ′(x) + f(x)
)
dx,
avec les conditions frontières f(0) = 0, f(1) = 1.
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Exercice 5.6.11. Quelle courbe minimise l’intégrale∫ 1
0
(
f ′(x) + f(x)
)2
dx,
avec les conditions frontières f(0) = 0, f(1) = 1.
Solution 5.6.9. Réponse : La CN d’Euler donne
L = f2 + 2ff ′ + f ′2
d
dx
(
∂L
∂f ′
)
=
(
∂L
∂f
)
(
∂L
∂f
)
= 2f + 2f ′(
∂L
∂f ′
)
= 2f + 2f ′
d
dx
(
∂L
∂f ′
)
= 2f ′ + 2f ′′
f ′′ = f
f(x) = a exp(x) + b exp(−x)
f(0) = 0 = a+ b
f(1) = 1 = ae+
b
e
b = −a = e
1− e2
Problèmes variationnels complémentaires
Exercice 5.6.12. Déterminer l’extremum de
J(q) =
∫ 1
0
(1 + q¨2)dt, (5.35)
compatible avec les conditions q(0) = 0, q˙(0) = 1, q(1) = 1, q˙(1) = 2.
Solution 5.6.10. On doit avoir
∑2
i=0(−1)i d
i
dti
[
∂L
∂q(i)
(
t, q0(t), . . . , d
nq0
dtn (t)
)]
= 0,
c’est-à-dire
∂L
∂q
− d
dt
∂L
∂q˙
+
d2
dt2
∂L
∂q¨
= 0
or ∂L∂q =
∂L
∂q˙ = 0 donc
d2
dt2
∂L
∂q¨ = 2q
(4) = 0. On en déduit
q(t) = a0 + a1t+ a2t2 + a3t3,
q(0) = a0 = 0,
q˙(0) = a1 = 1,
q(1) = a0 + a1 + a2 + a3 = 1,
q˙(1) = a1 + 2a2 + 3a3 = 2,
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finalement q(t) = t−t2+t3. Attention, on peut être tenté de poser Q = q˙, et alors
on obtient
∫ 1
0 (1+q¨
2)dt =
∫ 1
0 (1+Q˙
2)dt : ∂L∂Q =
d
dt
∂L
∂Q˙
, Q¨ = 0 : q(t) = a0+a1t+a2t2.
Que se passe-t-il ?
Exercice 5.6.13. Reprendre l’exercice précédent avec une extrémité libre q˙(1)
non fixée.
Solution 5.6.11. En reprenant la preuve du théorème
J ′q0(δq) =
∫ b
a
(
∂L
∂q
δq +
∂L
∂q˙
δq˙ +
∂L
∂q¨
δq¨
)
dt.
En posant φ(x) =
∫ x
a
∂L
∂q dt, ψ(x) =
∫ x
a
(
∂L
∂q˙ − φ(t)
)
, on obtient
J ′q0(δq) = [φ(x)δq]
b
a + [ψ(x)δq˙]
b
a +
∫ b
a
(
∂L
∂q¨
− ψ(x)
)
δq¨dt
Euler devient
∂L
∂q¨
(t, q0(t), q˙0(t))− ψ(t) = C, (5.36)
J ′q0(δq) = 0 = [φ(x)δq]
b
a + [ψ(t)δq˙]
b
a + [Cδq˙]
b
a , (5.37)
la condition frontière est donc
∂L
∂q¨
(1, q0(1), q˙0(1)) = 0,
q¨(1) = 0 = 2a2 + 6a3,
q(0) = a0 = 0,
q˙(0) = a1 = 1,
q(1) = a0 + a1 + a2 + a3 = 1,
finalement q(t) = t.
Exercice 5.6.14. Déterminer les courbes qui rendent extremum la fonctionnelle
J(q) =
1
2
∫ 1
0
(q2 + q˙2)dt, (5.38)
avec q(0) = 0 et le point terminal se trouvant :
1. sur la droite t = 1,
2. sur la courbe y = t2.
Solution 5.6.12. On se trouve dans un problème avec conditions frontières non
fixées. L’équation d’Euler s’écrit
q¨ = q,
q (t) = C sinh(t),
q˙(t) = C cosh(t)
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1. Il faut ∂L∂q˙ (1, q(1), q˙(1)) = q˙(1) = 0, donc C = 0 : q(t) = 0. (intuitivement
ça colle : J = 0 !).
2. Cette fois la condition supplémentaire est[
L+ (2t− q˙(t)) ∂L
∂q˙
(t, q(t), q˙(t))
]
t=1
=
1
2
(q2 + q˙2) + q˙ (2− q˙) = 0,
soit
(q2 − q˙2) = 4q˙,
C(sinh(1)2 − cosh(1)2) = 4 cosh(1),
C = −4 cosh(1),
q(t) = −4 cosh(1) sinh(t)
Exercice 5.6.15. Déterminer les courbes qui rendent extremum la fonctionnelle
J(y) =
∫ x2
0
√
1 + y′2
y
dx, (5.39)
avec y(0) = 0 et le point terminal se trouvant :
1. sur la droite y = x+ 1,
2. sur le cercle (x− 4)2 + y2 = 4.
On commencera par examiner les conditions de transversalités du cours pour
des fonctionnelles du type ∫ x2
x1
f(x, y)
√
1 + y′2dx,
Exercice 5.6.16. On cherche le ou les extremum(s) de
J(q) =
∫ b
a
L(t, q, q˙)dt (5.40)
tel que q(a) = qa, q(b) = qb et
∫ b
a C(t, q, q˙)dt = c. Soit q0 un telle fonction, mon-
trer qu’il existe une constante λ telle que q0 soit un extremum de la fonctionnelle
suivante
JH(q) =
∫ b
a
H(t, q, q˙)dt,
H(t, q, q˙) = L(t, q, q˙) + λC(t, q, q˙).
Indication : poser y(t) =
∫ t
a C(t, q, q˙)dt, on cherche un extremum de J sous la
contrainte y˙ = C(t, q, q˙), avec y(b) = c. Application : résoudre les problèmes
3 et 4 du cours : 3. Problème de l’isopérimètre (Euler) : Déterminer la courbe
embrassant l’air maximale parmi l’ensemble des courbes fermées de classe C1
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et de longueur donnée l. On peut sans perte de généralité, considérer que ces
courbes sont issues de l’origine et que l’autre extrémité a pour abscisse xB. La
longueur est donc l =
∫ xB
0
√
1 + (f ′(x))2dx, quand à l’air de révolution c’est
J3(f) = 2pi
∫ xB
0
f(x)
√
1 + (f ′(x))2dx. (5.41)
Ce problème est un peu plus complexe puisqu’il faut minimiser un critère sous
une contrainte (la longueur doit être de l). 4. Parmi tous les arcs de courbes
de classe C1 joignant A et B deux points donnés du plan et de longueur don-
née l, déterminer celui qui délimite avec le segment AB une aire maximum.
On peut sans perte de généralité, considérer que ces courbes sont issues de
l’origine et que l’autre extrémité a pour abscisse xB. La longueur est donc
l =
∫ xB
0
√
1 + (f ′(x))2dx, quand à l’air délimitée par la courbe et l’axe des
abscisses c’est
J4(f) =
∫ xB
0
f(x)dx. (5.42)
Ce problème fût posé et résolut (de façon intuitive) par la reine Dido de Carthage
en 850 AV-JC. On retrouve un problème similaire à celui présenté en 3 (minimum
sous contrainte). Une formulation plus générale consiste à déterminer la courbe
qui définie la surface la plus grande parmi toutes les courbes fermées de périmètre
donné (ce qui définit une contrainte).
Exercice 5.6.17. Un nageur partant de l’origine traverse une rivière de largeur
b à vitesse constante c2, la berge de départ coïncide avec l’axe des y, le courant de
la rivière est v(x) (v2 < c2). Déterminer la trajectoire que doit avoir le nageur
pour rejoindre l’autre berge en un temps minimum. Application : b = 1, v =
c2x(1− x).
Solution 5.6.13. Le nageur ne peut définir sa trajectoire qu’en jouant sur
l’angle d’attaque (α : l’angle que fait le nageur avec l’axe des x). On a
x˙ = c cosα,
y˙ = c sinα+ v,
Donc le temps mis par le nageur pour traverser est :
t =
∫ b
0
dx
x˙
=
∫ b
0
dx
c cosα
Il ne reste plus qu’à exprimer cos(α) en fonction de y, y′ :
cy′ cosα = v ± c
√
1− cos2 α,(
cy′ cosα− v)2 = c2 (1− cos2 α)
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c2
(
y′2 + 1
)
cos2 α− 2vcy′ cosα+ (v2 − c2) = 0
cos(α) =
vy′ ±√c2y′2 − (v2 − c2)
c (y′2 + 1)
,
t =
∫ b
0
(
y′2 + 1
)
vy′ ±√c2y′2 − (v2 − c2)dx
=
∫ b
0
(
y′2 + 1
)
vy′ ±√c2y2′ − (v2 − c2)dx
=
∫ b
0
−vy′ +√c2y′2 − (v2 − c2)
(c2 − v2) dx
Or L(x, y′) donc Euler Lagrange s’écrit : ∂L∂y′ = C de plus la condition frontière
est
[
∂L
∂y′
]
y=1
= 0, on en déduit
1
(c2 − v2)
[
−v + c
2y′√
c2y′2 − (v2 − c2)
]
= 0
c2y′ − v
√
c2y′2 − (v2 − c2) = 0
cy′ = ±v
Application b = 1, v = x(1− x)
y = ±1
c
(
x2
2
− x
3
3
)
Nota t =
∫ 1
0
y′
v dx =
1
c .
Exercice 5.6.18. James Bond à la poursuite de sa James Bond girl en voi-
lier : (Tiré de “Principes variationnels et Mécanique analytique” par Jean-Louis
Basdevant et Christoph Kopper, presse de l’X).
Un voilier évolu sur un plan d’eau à une vitesse vb faisant un angle noté θ
avec la vitesse du vent notée w. La vitesse du bateau vb est proportionnelle à
celle du vent et dépend de θ l’angle d’orientation du bateau (angle choisi par le
capitaine du bateau). Cette vitesse est de la forme
vb(θ) =
w
cos(θ)h(tan(θ))
, avec h(u) =
1
2
(u+
1
u
), (5.43)
On s’intéresse la stratégie de “remontée au vent” du bateau, c’est-à-dire pour
θ ≤ pi2 , comme on le représente sur la figure (5.1). La vitesse vb du bateau le long
de l’axe Ox est opposée à celle du vent, et sa coordonnée x augmente toujours
en fonction du temps. On suppose une côte rectiligne c’est-à-dire que la terre est
le demi-plan y < 0 alors que la mer est le demi-plan y > 0. On suppose que le
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vent est parallèle à la côte, de direction opposée à l’axe Ox, et que la norme de
sa vitesse w(y) ne dépend que de l’éloignement à la côte y. La vitesse du vent a
la forme :
w(y) = w0 − w1 y0
y + y0
, (5.44)
où w0 est la vitesse du vent loin de la côte, qui est supérieure à la vitesse
((w0 − w1) ≥ 0) au bord de la côte y = 0.
vb
w
x
y
(xf , yf )
Terre
θ
1
Fig. 5.1: Course de bateau
1. On note : x˙ = dxdt , y˙ =
dy
dt montrer que y
′ = dydx = tan(θ).
2. On suppose d’abord le vent uniforme w = w0 (w1 = 0). Ecrire la vitesse
du bateau suivant l’axe du vent vbx = x˙ en fonction de w et h(tan(θ)).
Pour quelle valeur de θ et de y′ cette vitesse est-elle maximum? Quelle est
alors sa valeur ?
3. On suppose maintenant que w1 6= 0. Le bateau va du point de départ,
l’origine (x = 0, y = 0), à un point d’arrivée au large (x = xf , y = yf ).
On suppose que dydx = y
′ ≥ 0 pour tout t (c’est-à-dire que le bateau ne
vire jamais de bord). On veut déterminer la trajectoire y(x) la plus rapide.
Ecrire la valeur du temps total T pour aller du départ l’arrivée. En déduire
l’équation qui détermine la trajectoire optimale. Montrer que l’invariance
du problème par translation suivant Ox entraîne
h′(y′)y′ − h(y′)
w(y)
= A, (5.45)
où A est une constante.
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4. Utiliser le résultat précédent pour calculer la trajectoire sous la forme
d’une fonction x(y) (et non pas d’une fonction y(x)). Fixer la valeur de A.
5. Calculer la valeur de dydx = y
′ en fonction de y. On suppose que xf >> yf
et yf << y0. Pensez-vous que le résultat obtenu corresponde effectivement
à la meilleure stratégie ? Sinon, quelle modification doit-on apporter ?
6. Mister Bond (James de son prénom) part de l’origine avec son voilier. Il
veut intercepter sa James Bond girl favorite. Celle-ci quitte le rivage à bord
d’un bateau à moteur. Son point de départ est situé à une distance L de
l’origine. Enfin, le bateau à moteur se déplace à une vitesse constante c en
direction du large (selon l’axe des y). A quelles conditions James pourra
retrouver sa belle ?
Exercice 5.6.1. On considère une pompe qui alimente un récipient dont le fond
est équipé d’une vanne de fuite (cf. figure 5.2).
Fig. 5.2: Dipositif étudié
Partie I Etude du récipient
Pour construire le récipient, on dispose d’une tôle de surface S donnée et on
façonne la tôle de sorte que le récipient ait une contenance maximale et sa forme
soit un cône (cf. figure 5.3).
On rappelle que, pour un cône, le volume est V = pi3hr
2 et la surface est
S = pir
√
h2 + r2.
Question a)Formuler ce problème. Donner le critère à optimiser et les
contraintes éventuelles.
Question b) Donner les conditions nécessaires que doivent satisfaire les
inconnues du problème.
Question c)Déterminer (r, h) en fonction de la surface de tôle S.
Partie II Etude de la vidange du récipient
Dans cette partie, le récipient est constitué d’un socle (disque de rayon r0)
et d’une tôle de surface S (donnée). Le profil de la tôle est engendré par rotation
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Fig. 5.3: Récipient conique
de la courbe r(z) (qui est supposée C1) autour de l’axe orthogonal au socle et
passant par le centre du socle (cf. figure 5.2). Si on note z(t) la hauteur du
liquide dans le récipient, le volume est
v(t) = pi
∫ z(t)
0
r2(z)dz. (5.46)
Le bilan de matière donne
dv(t)
dt
= vin − vout,
le débit d’entrée (vin) est constant (délivré par une pompe) et celui de sortie
(vout) est de la forme : vout = c
√
P − Pa. Enfin l’équation de Bernouilli est P =
ρgz+Pa, avec ρ la masse volumique du liquide et g la constante gravitationnelle.
Question a) (1 point) Montrer que l’équation différentielle ordinaire que
satisfait la hauteur z(t) est :
dz(t)
dt
=
vin − c√ρg
√
z(t)
pir2(z(t))
Question b)On cherche les extremums de
J(r) =
∫ b
a
L(z, r, r′)dz (5.47)
avec r′ = drdz et tel que z(a) = za, z(b) = zb et
∫ b
a C(z, r, r
′)dz = c. Soit r0 une
telle fonction, montrer qu’il existe une constante λ telle que r0 soit un extremum
de la fonctionnelle suivante
JH(r) =
∫ b
a
H(z, r, r′)dz, H(z, r, r′) = L(z, r, r′) + λC(z, r, r′).
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Indication : poser y(z) =
∫ z
a C(z, r, r
′)dz, on cherche un extremum de J sous la
contrainte y′ = dydz = C(z, r, r
′), avec y(b) = c.
Question c)Pour une hauteur donnée h, l’aire est
A = 2pi
∫ h
0
r(z)
√
1 + r′2dz, (5.48)
avec r′ = drdz . On coupe l’alimentation de la pompe (vin = 0). En partant d’une
hauteur h donnée, le récipient se vide. Déterminer l’équation différentielle que
doit satisfaire r(z), le profil du récipient, pour que le temps de vidange du
récipient soit le plus petit possible sous la contrainte que l’aire est fixée.
Question d)Déterminer en fonction du débit d’entrée constant, l’équilibre
atteint noté zeq. Discuter de sa nature et de sa stabilité.
Partie III Etude de la dynamique au voisinage d’un point de fonc-
tionnement
Dans cette partie, on considère le récipient conique de la figure 2. On a la
relation r = z tan(θcône), le volume (5.46) est donc
v(t) = pi
∫ z(t)
0
r2(z)dz
=
pi tan2(θcône)
3
z3(t)
On considère un fonctionnement nominal autour duquel la pompe fonctionne
(vin = vin_nominal+δvin, u = unominal+δu avec vin_nominal et unominal constants).
Dans ce cas, la dynamique de la pompe est de la forme :
τ
d(δvin)
dt
+ δvin = aδu
En posant z = znominal + δz, avec znominal =
v2in_nominal
c2ρg
, on approximera
√
z
z2
.
Question a)Donner la dynamique linéarisée correspondante pour la varia-
tion de hauteur du liquide.
Question b)On applique un débit δvin = −kδz, déterminer k tel que l’équi-
libre soit asymptotiquement stable.
Question c)On applique à la pompe une tension δu = −23kδz. On pose
x = (δvin, δz)T . Mettre le système sous la forme dxdt = Ax. Montrer que, pour les
valeurs numériques suivantes : τ = 1, a = 32 , θcône = 45
◦, znominal = 1, c = 23 , ρ =
0.1, g = 10, on obtient
A =
 −1 −k
1
pi − 13pi
 .
Question d)Pour les valeurs numériques précédentes (Question c), calculer
exp(At) par la méthode des matrices constituantes. En déduire les solutions du
système dxdt = Ax. Comment choisir k pour que l’équilibre soit asymptotiquement
stable ?
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6.1 Introduction
Les systèmes à retards sont aussi appelés systèmes héréditaires, systèmes à
post-effet, équations à argument différé1 ou, encore, équations différentielles aux
différences. Ils appartiennent à la classe des équations différentielles fonction-
nelles (EDF) qui sont de dimension infinie, par opposition aux équations dif-
férentielles ordinaires (EDO, voir [118]). Ce chapitre ne peut détailler le grand
nombre d’ouvrages dédiés aux systèmes à retards (plus de 30 monographies en
anglais depuis 1963) mais le lecteur pourra se référer, par exemple, aux articles
de synthèse [18, 60, 67, 82, 92, 103, 108, 116, 119, 138, 143], ou aux numéros
spéciaux [23, 33, 84, 102, 122].
Quelles peuvent être les motivations d’une recherche si active et d’un inté-
rêt si continu ? Les points suivants nous semblent donner quelques éléments de
réponse.
1Traduction de l’anglais deviating argument en lien avec l’appellation differential-difference
equation.
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Un problème appliqué
Le retard est un phénomène physique qui se retyrouve dans une multitude
d’applications : nombreux sont les systèmes réels dont l’évolution temporelle,
contrairement à celle des systèmes « ordinaires », n’est pas définie à partir d’un
simple vecteur d’état (exprimé au présent), mais dépend irréductiblement de
l’histoire du système. Cette situation se rencontre dans les cas – nombreux – où
un transport de matière, d’énergie ou d’information engendre un « temps mort »
dans la réaction : en technologies de l’information et de la communication (ré-
seaux de communication haut-débit [2, 10, 15, 56, 89, 95, 114, 130], contrôle
des systèmes en réseau [15, 106, 120, 128], qualité de service dans les transmis-
sions vidéo MPEG [91], systèmes télé-opérés [63, 79, 104, 105], calcul parallèle
[1], calcul temps réel en robotique [5, 131]... ), en dynamique des populations
et en épidémiologie (temps de gestation ou d’incubation), en mécanique (visco-
élasticité)...2 Même si le processus ne contient pas intrinsèquement de post-effet,
sa chaîne de commande peut introduire des retards (par exemple si les capteurs
demandent un temps d’acquisition/transmission non négligeable). Pour ces rai-
sons, il semble raisonnable de considérer le retard comme une caractéristique
universelle de l’interaction entre l’homme et la nature (donc, des sciences pour
l’ingénieur), au même titre que la non-linéarité, par exemple.
Un problème ancien mais encore ouvert
Les équations différentielles fonctionnelles (EDF) constituent un outil ma-
thématique approprié à l’étude du phénomène d’hérédité, généralisant les équa-
tions différentielles ordinaires (EDO). Comme pour tous les systèmes dyna-
miques, leur investigation théorique inclut des sujets comme l’existence et l’uni-
cité des solutions, leur périodicité, l’analyse des bifurcations, les problèmes aux
limites, la commande et l’estimation, la caractérisation des comportements asymp-
totiques (stabilité, bornitude, moyennage, etc.), pour n’en citer que quelques-
unes.
Les premières EDF ont été considérées par J. Bernoulli, L. Euler, J.L. La-
grange, P. Laplace, S. Poisson et d’autres, en lien avec certains problèmes géo-
métriques posés au XVIIIe siècle. Au début du XXe siècle, d’importantes ap-
plications en furent faites par V. Volterra [141]. La situation changea dans les
années 30, avec l’apparition d’un grand nombre de problèmes techniques et scien-
tifiques. La régulation sur base de modèles linéaires et stationnaires avec retard
fut considérée par Y. Zypkin en 1941.
Les bases de la théorie moderne des EDF furent probablement posées par
A.D. Myshkis en 1949 [97, 98]. En particulier, il fut le premier à formuler l’énoncé
du problème de Cauchy pour des équations à retard arbitraire (ponctuel ou
2Des exemples plus détaillés pourront être trouvés dans [17, 66, 100].
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distribué, fini ou infini). Les années suivantes3 ont vu une explosion de la théorie
des EDF et de leurs applications (voir par exemple [25, 66, 69, 72, 84, 99, 100,
116, 122] et les nombreuses références incluses). Dans ce chapitre, l’accent sera
mis sur les grandes lignes de la théorie des équations différentielles à retards,
permettant ainsi l’accès aux méthodes et résultats concrets qui en découlent.
Malgré le grand nombre d’outils d’analyse disponibles, la commande des
systèmes à retards pose encore plusieurs problèmes ouverts [119]. On pourrait
penser que les techniques de contrôle classiques (en dimension finie) seraient
applicables après avoir remplacé les opérateurs de retard par des approxima-
tions rationnelles (fonction de transfert sans retard)4. Appliquées au calcul de
lois de commande, de telles approximations peuvent donner des résultats pro-
bants dans le cas de systèmes linéaires à retards constants et connus. Cependant,
elles trouvent rapidement leur limite, notamment parce qu’elles conduisent à des
systèmes d’ordre élevé5 dont la régulation n’est finalement pas plus simple que
celle du modèle initial. En effet, dans ce cas des systèmes linéaires à retards
constants et connus, plusieurs méthodes de synthèse de contrôleurs en boucle
fermée donnent des résultats probants. Ces méthodes (placement de spectre,
approches de type Lyapunov...) sont généralement basées sur un principe de
prédicteur6. Le contrôleur intègre alors une anticipation des comportements fu-
turs, possible si l’on dispose d’un bon modèle. Notons toutefois que, si la partie
linéaire non retardée du modèle est d’ordre supérieur à 3 ou 4, le développement
numérique et systématique de tels contrôleurs peut être difficile : en effet, dès que
l’ordre et le nombre de paramètres de réglage augmentent, la phase d’analyse
de stabilité doit être menée par l’intermédiaire de conditions suffisantes mais
non nécessaires (nous verrons par la suite certaines de ces méthodes, de type
Liapounov). La situation s’aggrave encore dans le cas des retards variables7 ou
3En 1962, N.N. Krasovskii [74] publie une construction analytique de contrôle optimal en
présence de retards, puis une généralisation de la seconde méthode de Liapounov [75].
4On pense ici aux approximations du type :
e−hs ≈ p(−hs)
p(hs)
, (6.1)
où p ∈ R [hs] est un polynôme dont les zéros sont tous dans le demi-plan complexe gauche
Re s < 0. Les approximants résultants sont ceux, classiques, de Padé au premier ordre p(hs) =
(1−hs
2
), mais aussi de Laguerre-Fourier p(hs) = (1− hs
2n
)n, de Kautz p(hs) = (1− hs
2n
+h
2s2
8n2
)n, de
Padé au second ordre p(hs) = (1− hs
2n
+ h
2s2
12n2
)n de Padé diagonal pn(hs) =
∑n
k=0
(2n−k)!(−hs)k
k!(n−k)! ,
n ≥ 3.
5Une argumentation plus complète peut être trouvée dans [119].
6Le premier usage d’un prédicteur fut introduit par Smith [133] à la fin des années 1950. Il
concernait des systèmes asymptotiquement stables en boucle ouverte et présentant un retard
sur l’entrée.
7Même en dimension finie, on connaît les difficultés d’analyse rencontrées en non station-
naire : dans ce cas, la stabilité du modèle considéré comme « stationnaire à chaque instant »n’a
aucun lien avec celle du système variant. Cette difficulté se transporte dans le cas retardé. Ainsi,
l’équilibre x = 0 du système à retard variable, considéré dans [49] :
x˙(t) = ax(t)+ bx(t−h(t)), h(t) = t−k ∀t ∈ ]k, (k + 1)] , k ∈ N (d’où 0 ≤ h(t) ≤ 1), (6.2)
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mal connus.
Les particularités des systèmes à retards peuvent aussi être surprenantes :
plusieurs études ont montré que l’introduction volontaire de retard peut amélio-
rer la stabilisation d’équations ordinaires : amortissement et stabilisation [3, 121],
résonateurs retardés [57], rejet de perturbation [58, 147], contrôle de cycle limite
non linéaire [4], temps fini [143]...
Exercice 6.1.1. Simuler le système scalaire à retard (6.3) pour différentes condi-
tions initiales. Montrer que x(t) = 1 est un équilibre et observer le comportement
chaotique obtenu pour la condition initiale x(t) = 2 ∀t ∈ [−1, 0] .
x˙(t) = −5x(t) + 10 x(t− 1)
1 + x(t− 1)8 . (6.3)
Pour un système d’ordre 1 sans retard, les phénomènes observés (chaos, trajec-
toire interceptant le point d’équilibre) auraient-ils été possibles ?
Un outil de modélisation
Au delà des effets physiques de post-effet, l’utilisation d’un opérateur de
retard peut être intéressante dans la phase de modélisation.
Ainsi, pour des systèmes d’ordre élevé (ou infini), on connaît le classique
modèle de Strejć (voir par exemple [12]), très prisé en génie des procédés, où
le phénomène (de diffusion, par exemple) est volontairement représenté par un
transfert de pôle multiple τ (d’ordre n en général restreint à 1 ou 2) et un retard
h :
F (s) = k
e−ht
(1 + τs)n
. (6.4)
C’est que, malgré leur complexité, les systèmes à retards constituent une classe
de modèles en dimension infinie relativement simples lorsqu’on les compare à la
classe des systèmes d’équations aux dérivées partielles (EDP). Citons ici [65] :
It is usually not difficult to show that the appearance of delay in a differential
equation results of some essential simplification of the model. Les EDP hyper-
boliques peuvent être localement écrites en tant que systèmes à retards de type
neutre [48, 69] grace à la transformation de d’Alembert. D’autres relations avec
les équations à dérivées d’ordre fractionnaire ont aussi été établies [50].
Inversement, tout effet de retard y(t) = u(t−h) peut être représenté par une
classique équation de transport sur une distance l et à vitesse c = lh−1 :
h ∂∂tx(z, t) +
∂
∂zx(z, t) = 0, z ∈ [0, l],
x(0, t) = u(t), y(t) = x(l, t).
(6.5)
est-il instable pour a = −3.5 et b = −4 alors que les valeurs propres du système considéré à
chaque instant ont toutes des parties réelles négatives. Pour a = −1, b = 1.5, il est asymptoti-
quement stable, alors que les conditions de stabilité ne seraient pas vérifiées si le retard était
constant entre 0 et 1. D’autres contre-exemples sont donnés dans [86].
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Signalons aussi que le retard permet de modéliser les effets de discrétisation
temporelle tout en restant dans le domaine des équations différentielles en temps
continu [30, 31]. En effet, une loi de commande u(t) discrétisée à des instants
{tk} (même sans périodicité de l’échantillonnage, c’est-à-dire pour tk+1 − tk 6=
constante) peut être représentée par un effet de retard variable :
ud(t) = u(tk) = u(t−(t−tk)) = u(t−τ(t)), tk ≤ t < tk+1, τ(t) = t−tk, (6.6)
où ud est le signal échantillonné et bloqué à partir du signal u(t). Le retard
variable τ(t) = t− tk est alors continu par morceaux, variant linéairement de 0
à (tk+1 − tk) sur l’intervalle [tk, tk+1[ et, ainsi, de dérivée τ˙(t) = 1 pour t 6= tk
et, en théorie, τ˙(tk) = −∞. Cette écriture permet par exemple de considérer
de façon homogène une situation de commande en réseau avec échantillonnage,
retards de transmission et pertes de paquets [129].
6.2 Classes d’équations differentielles fonctionnelles
De nombreuses classes de modèles ont été proposées pour l’étude des sys-
tèmes à retards. La référence [119] en donne un tableau résumé et [116], un
aperçu plus détaillé. Dans cet ouvrage, nous présenterons principalement la no-
tation fonctionnelle, très générale, mais rappellerons ensuite quelques autres
représentations dédiées aux systèmes linéaires (section 6.7).
Les équations differentielles fonctionnelles peuvent être considérées comme
une combinaison d’équations différentielles ordinaires et d’équations fonction-
nelles. Les valeurs de l’argument peuvent y être discrètes, continues ou mixtes :
en correspondance, on définira les notions d’équations différentielles aux diffé-
rences, d’équations intégrodifférentielles, ou mixtes8.
Une EDF est dite autonome (ou stationnaire) si elle est invariante vis-à-
vis de tout changement de variable t 7→ t + T (pour tout T ∈ R). L’ordre
d’une EDF est celui de la plus haute dérivée de la fonction inconnue régie par
l’équation. Ainsi, les équations fonctionnelles peuvent être considérées comme
des EDF d’ordre zéro et la notion d’EDF généralise les équations de l’analyse
mathématique des fonctions d’un argument continu.
Equations à retards ponctuels
Considérons une EDF à retards ponctuels, de la forme :
z(m)(t) = f0
(
t, z(m1) (t− h1 (t)) , ..., z(mk) (t− hk (t))
)
, (6.7)
dans laquelle z (t) ∈ Rq, z(m) (t) = dmdtm z (t) , k et mi ∈ N, hi (t) ∈ R+. Le
membre de droite f0 et les retards hi sont donnés et z est une fonction inconnue
8Plus particulièrement, dans le cas des équations différentielles retardées (EDR) qui sera
développé par la suite, on parlera de retards ponctuels, distribués ou mixtes.
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de t. La propriété hi (t) ∈ R+ (signifiant que toutes les déviations d’argument
sont positives ou nulles) est cruciale pour la causalité de (6.7). Cette équation
(6.7) est dite :
– équation différentielle fonctionnelle de type retardé, ou EDF retardée (en
abrégé, EDR) , si :
m > max {m1, ...,mk} ; (6.8)
– équation différentielle fonctionnelle de type neutre, ou EDF neutre (en
abrégé, EDN ), si :
m = max {m1, ...,mk} ; (6.9)
– équation différentielle fonctionnelle de type avancé, ou EDF avancée (en
abrégé, EDA), si :
m < max {m1, ...,mk} . (6.10)
Une EDR est ainsi caractérisée par le fait que la valeur de la dérivée d’ordre
le plus élevé est définie, pour chaque valeur de l’argument t, par les valeurs des
dérivées d’ordre plus faible prises en des arguments inférieurs ou égaux à t.
La pratique de la modélisation montre qu’à la quasi-unanimité, seules les
équations de type retardé (6.8) ou neutre (6.9) sont utilisées pour représenter
des processus réels. Comme dans le cas des équations différentielles ordinaires,
l’équation (6.7) peut être réécrite sous la forme d’une équation différentielle du
premier ordre (impliquant la dérivée .x = dxdt ) portant sur un vecteur x ∈ Rn de
dimension plus grande (n = (m− 1) q) en prenant comme nouvelles inconnues
les dérivées successives de y. On aboutit ainsi aux EDR et EDN suivantes :
.
x(t) = f (t, x (t− h1 (t)) , ..., x (t− hk (t))) , (6.11)
.
x(t) = f
(
t, x (t− h1 (t)) , ..., x (t− hk (t)) , .x (t− gk (t)) , ..., .x (t− gl (t))
)
.
(6.12)
Comme nous l’avons remarqué, toute EDF est une combinaison d’équations
ordinaires et fonctionnelles et l’équation de type neutre (6.12) est équivalente
au système 2-D, ou hybride, suivant :
.
x(t) = y(t),
y(t) = f (t, x (t− h1 (t)) , ..., x (t− hk (t)) , y (t− gk (t)) , ..., y (t− gl (t))) .
Dans certains phénomènes, le retard peut dépendre d’une solution inconnue,
c’est-à-dire avoir la forme hi (t, x (t)) . De tels retards sont quelquefois dits au-
toréglants. Leur analyse est assez difficile [139]. Le retard peut aussi dépendre
de l’entrée de commande et, dans ce cas, les techniques de contrôle sont rares
[22, 109, 110].
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Equations retardées générales, retards distribués
Une équation différentielle retardée générale (à retards non nécessairement
ponctuels) se représente sous la forme :
.
x(t) = f (t, xt) , (6.13)
où, pour un certain t, x (t) ∈ Rn et l’état xt est une fonction définie par : xt : Jt→ Rn, xt (θ) , x (t+ θ) ,Jt ⊂ ]−∞, 0] , θ ∈ Jt.
Dans ce cas, Jt peut être un intervalle donné [−h(t),−g(t)] ou ]−∞,−g(t)]. La
fonction xt peut être interprétée comme un fragment de la solution x à droite du
point t, observé depuis ce point. Le membre de droite de (6.13) est une fonction
de t et xt : ainsi, à toute fonction ψ : Jt→ Rn d’une certaine famille de fonctions,
correspond un vecteur f (t, ψ) ∈ Rn.
Remarquons que l’équation à retards ponctuels (6.11) est un cas particulier
de (6.13)9. Si un des intervalles Jt n’est pas de mesure nulle, l’équation différen-
tielle fonctionnelle (6.13) est dite retardée, à retards distribués.
On peut définir de la même façon une équation différentielle fonctionnelle
neutre, à retards distribués comme suit :
.
x(t) = f
(
t, xt,
.
xt
)
, (6.14)
où la notation .xt correspond de façon similaire à
.
xt : Jt→ Rn, avec Jt de mesure
non nulle et .xt (θ) ,
.
x (t+ θ) .
Notations complémentaires
On utilisera par la suite les notations suivantes :
Jt = [−h(t),−g(t)] ⊂ ]−∞, 0] , J = [α, β] ⊂ R ;
C (Jt) ensemble des fonctions continues de Jt → Rn ;
C1 (Jt)) ensemble des fonctions dérivables de Jt → Rn ;
xt ∈ C (Jt) : Jt→ Rn, θ 7→ xt (θ) , x (t+ θ) ;
D = [t0,+∞[× C [−h, 0] , (t, ψ) ∈ D ;
‖.‖ norme scalaire de vecteur : Rn → R+, x 7→ ‖x‖ ;
‖.‖C norme de fonction, C [−h, 0]→ R+, ψ 7→ ‖ψ‖C , supθ∈[−h,0]{‖ψ (θ)‖} ;
Bδ ⊂ C [−h, 0] boule fonctionnelle, Bδ , {ψ ∈ C [−h, 0] ; ‖ψ‖C < δ} ;
R[O] l’anneau (commutatif) des polynômes en O à coefficients réels ;
R(O) le corps des fractions rationelles en O à coefficients réels ;
Rn [O] le module10 de dimension n sur R[O] ;
9Dans (6.11), l’ensemble Jt est de mesure nulle [117], réduit à un nombre fini de points.
10Equivalent d’un espace vectoriel mais sur un anneau, voir [117].
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λmax (Q) la plus grande valeur propre d’une matrice symétrique Q ∈ Rn×n ;
pour toute matrice réelle M (t) = [mij (t)] , on définit |M (t)| = [ |mij (t)| ]
et M+ (t) =
[
m+ij (t)
]
, m+ij (t) =
 |mij (t)| si i 6= j,mii (t) si i = j.
6.3 Le problème de Cauchy pour les EDR
Le problème de Cauchy consiste à montrer l’existence (et, si possible, l’uni-
cité) de la solution de l’équation (6.13) correspondant à une certaine fonction
initiale et à une certaine valeur initiale. Considérons l’équation différentielle re-
tardée (6.13) et supposons que pour un certain t0 ∈ R, la fonction f : (t, x) 7→
f (t, x) est définie pour tout t ∈ [t0,+∞[ et x ∈ C (Jt) , Jt = [−h(t),−g(t)] . Le
point t0 est appelé point initial11 pour la solution. Nous supposerons également
que t0 , inft≥t0 {t− h (t)} > −∞.
La fonction initiale ψ de l’équation (6.13) pour un point initial t0 est prescrite
sur l’intervalle initial
[
t0, t0
[
. Si t0 = t0, alors cet intervalle initial est vide et
on retrouve le problème de Cauchy classique pour les EDO (sans hérédité, sans
fonction initiale). Cependant, dans tous les cas, la valeur initiale x (t0) de la
solution doit être prescrite. Généralement (bien que cela ne soit pas nécessaire)
la valeur initiale de la solution x (t0) fait partie de la fonction initiale, c’est-à-dire
que cette dernière est prescrite sur l’intervalle fermé
[
t0, t0
]
avec ψ (t0) = x (t0) .
Soulignons que la solution x (t) doit être construite dans le sens des t crois-
sants, c’est-à-dire sur un intervalle J ayant comme extrémité gauche le point
t0 ∈ J. Ceci implique que x est à interpréter comme étant le prolongement de la
fonction initiale, x (t+ θ) , ψ (t+ θ) pour t+ θ > t0.
Nous considérerons ici le problème de Cauchy pour des EDR à retard fini, et
supposons que la solution appartient à C1 (c’est-à-dire, est une fonction conti-
nûment différentiable de t). Le problème étudié est donc :
.
x(t) = f (t, xt) , xt (θ) = x (t+ θ) ∀θ ∈ [−h, 0] , (6.15)
xt0 = ψ. (6.16)
Ici, h ≥ 0 est une constante (finie), x (t) ∈ Rn, t0 ∈ R, et ψ : [−h, 0]→ Rn. La
solution t 7→ x (t) (t ≥ 0) du problème (6.15) (6.16) est le prolongement de la
fonction intiale t 7→ x (t) (t0 − h ≤ t ≤ t0).
Définition 6.3.1. Soit un intervalle J ayant t0 comme borne gauche (incluse).
Une fonction x ∈ C1 (J) est une solution du problème de Cauchy (6.15) (6.16) sur
cet intervalle J si elle vérifie l’équation (6.15) avec les conditions initiales x (t0) =
ψ (t0) et (6.16) en tous les points de J (c’est-à-dire, xt (t+ θ) = ψ (t+ θ − t0)
∀t− θ < t0).
11Ou instant initial si t représente le temps.
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Théorème 6.3.1. Soient ψ ∈ C [−h, 0] et une fonction vectorielle f : D → Rn,
continue et vérifiant dans le voisinage de tout couple (t, ψ) ∈ D une condition
de Lipschitz par rapport à son deuxième argument ψ (la constante de Lispchitz
correspondante dépendant, en général, de ce couple). Alors il existe un point
tψ, t0 < tψ ≤ +∞ dépendant de ψ, t0, f, tel que :
(a) il existe une solution x du problème (6.15)(6.16) sur J = [t0, tψ[ ;
(b) sur tout intervalle [t0, t1] ⊂ [t0, tψ[ , cette solution est unique ;
(c) si tψ < +∞ alors x (t) n’a pas de limite finie quand t→ tψ ;
(d) la solution x dépend continûment de f et ψ.
La dernière proposition (d) signifie que : ∀t1 ∈ [t0, tψ] et ∀ε > 0, ∃δ > 0 tel
que si, dans (6.15) (6.16), f et ψ sont remplacées par f et ψ vérifiant les mêmes
propriétés et avec :∥∥ψ − ψ∥∥C < δ et ∥∥f (t, ψ)− f (t, ψ)∥∥ < δ pour t ∈ [t0, t1] , (6.17)
alors la solution x du problème transformé vérifie :
‖x (t)− x (t)‖ < ε pour t ∈ [t0, t1] . (6.18)
Par ailleurs, en prenant t − t0 comme nouvelle variable indépendante, il est
possible d’étudier de la même façon la dépendance de la solution envers le point
initial t0 de la même façon que sa dépendance envers f .
Démonstration : [points (a) et (b)] en intégrant les deux membres de l’équation
(6.15), on constate que le problème (6.15)(6.16) est équivalent à l’existence d’une
solution continue pour l’équation intégro-différentielle :
x (t) = ψ (0) +
t∫
t0
f (τ, xτ ) dτ, t ∈ Jx. (6.19)
Considérons le membre de droite de cette équation en tant qu’opérateur dans
l’espace métrique {x ∈ C ([t0, t0 + α] , [ψ (0)− β, ψ (0) + β]) , x (t0) = ψ (0)}, où
α, β > 0 sont des constantes suffisamment petites. Le theorème de Banach (prin-
cipe d’application contractante [117]) garantit l’existence et l’unicité de la solu-
tion pour tout intervalle [t0, t0 + α] suffisamment petit. On en déduit l’unicité
de la solution pour tout intervalle d’existence : en effet, s’il existe deux solutions
x1 et x2, alors en décalant le point initial de t0 à inf
{
t > t0 : x1 (t) 6= x2 (t)
}
,
nous obtenons une contradiction. En effectuant l’union de tous les intervalles
[t0, t1] , {t0 < t1 < +∞} sur lesquels la solution existe, nous obtenons l’inter-
valle maximal d’existence. Cet intervalle, de type [t0, tψ[, est ouvert à droite
(t0 < tψ ≤ +∞). Ainsi, (a) et (b) sont démontrées.
[point (c)] Supposons que tψ < +∞ et qu’il existe x (tψ) = limt→t−ψ [x (t)].
Alors, la fonction x complétée par x (tψ) est continue sur [t0, tψ] . Puisque f
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est continue, l’équation (6.19) est également valable pour t = tψ, et la solution
existe donc sur [t0, tψ] . Or ceci contredit la définition de tψ. La limite finie x (tψ)
ne peut donc exister, ce qui prouve (c).
[point (d)] Supposons que t ∈ ]t0, tψ[ et ε > 0 sont fixés, avec ε assez petit pour
que la fonction (t, ψ) 7→ f (t, ψ) soit bornée et lipschitzienne en ψ dans la bande
t0 < t < t1, ‖ψ − xt‖C < ε (un tel ε existe d’après les hypothèses sur f). Nous
constatons alors que si l’équation (6.17) est vérifiée pour un δ > 0 suffisamment
faible alors l’égalité ‖x (t)− x (t)‖ = ε est impossible pour t ∈ [t0, t1] . Il s’en
suit que x (t) est borné et, d’après (c), que l’équation (6.18) est vérifiée.
Inversement, supposons qu’il n’existe pas δ > 0 vérifiant (6.17). Alors, il doit
exister des suites δk → 0 (δk ∈ (0, ε)), fk et ψk vérifiant pour chaque k la
propriété correspondante (6.17) et telles que pour des points tk ∈ ]t0, t1] les
solutions xk du problème correspondant (6.15) (6.16) satisfassent :
‖x (t)− xk (t)‖ < ε (t0 ≤ t < tk) , ‖x (tk)− xk (tk)‖ = ε. (6.20)
L’ensemble des fonctions xk : [t0, tk]→ Rn étant uniformément borné et équicon-
tinu, le lemme d’Ascoli-Arzela [117] permet le passage à des sous-suites (unifor-
mément convergentes sur chaque intervalle
[
t0, t
] ⊂ [t0, t[), tk → t > t0, xk → x
pour k → +∞. La fonction x est uniformément continue sur [t0, t[ et peut donc
être prolongée sur
[
t0, t
]
avec
∥∥x (t)− x (t)∥∥ = lim ‖x (tk)− xk (tk)‖ = ε. La
fonction xk est la solution du problème :
xk (t) = ψk (0) +
t∫
t0
fk (τ, xkτ ) dτ, t ∈ [t0, tk] ,
xk (t) = ψk (t− t0) , t ∈ [t0 − h, t0] .
Effectuons le passage à la limite k → +∞ sur tout intervalle ci-dessus [t0, t˜] en
utilisant la majoration suivante :∥∥∥∥∥∥
t∫
t0
fk (τ, xkτ ) dτ −
t∫
t0
f (τ, xτ ) dτ
∥∥∥∥∥∥
≤
t˜∫
t0
∥∥fk (τ, xkτ )− f (τ, xτ )∥∥ dτ − t˜∫
t0
‖f (τ, xkτ )− f (τ, xτ )‖ dτ.
Les deux termes du membre de droite tendent vers 0 pour k → +∞ : le premier
par la convergence uniforme de fk vers f dans la bande t0 < t < t1, ‖ψ − xt‖ <
ε ; le second à cause des propriétés de Lipschitz de f en ψ (dans la même
bande). Donc, x vérifie (6.19) sur
[
t0, t˜
]
avec la condition initiale (6.16). D’après
(c), x (t) = x (t) ,∀t ∈ [t0, t˜]. Ceci étant vrai pour tout t˜ ∈ ]t0, t[, il vient
x
(
t
)
= x
(
t
)
, ce qui est impossible. Il doit donc exister δ > 0 vérifiant (6.17), ce
qui termine la preuve du point (d).
244
6.4. Méthode pas à pas
6.4 Méthode pas à pas
Il est rare de pouvoir obtenir l’expression analytique de la solution d’une
équation différentielle fonctionnelle générale. Cependant, dans le cas d’équations
retardées à retards ponctuels, il est quelquefois possible d’utiliser la méthode dite
pas à pas. Nous la présenterons ici dans le cas scalaire :
.
x(t) = f (t, x (t) , x (t− h)) , (6.21)
t > t0, h > 0 constant.
La fonction f : [t0 − h,+∞[×R2→ R est continue, lipschitzienne en son second
argument. La fonction initiale ψ (t) de l’équation (6.21) est continue, donnée sur
l’intervalle [t0 − h, t0] .
Le « premier pas » correspond à l’intervalle t ∈ [t0, t0 + h]. Pour ces valeurs
de t, l’équation (6.21) devient une équation différentielle ordinaire :
.
x(t) = f (t, x (t) , ψ (t− h)) , t ∈ [t0, t0 + h] ,
qui peut généralement être résolue pour la condition initiale x (t0) = ψ (t0),
puisque nous sommes dans le cas scalaire. Le résultat donne la solution sur
[t0, t0 + h], qui à son tour conduit au « deuxième pas » de résolution pour
t ∈ [t0 + h, t0 + 2h] , dans lequel la fonction x (t− h) est connue, issue du pas
précédent. Cette EDO est à son tour résolue pour la condition initiale x (t0 + h) ,
et ainsi de suite. Considérons par exemple le système suivant, où α est une
constante :
.
x(t) = αx (t− h) , (6.22)
ψ (t) ≡ ψ0 (constante) ∀t ∈ [t0 − h, t0] ,
pour lequel la méthode pas à pas nous donne la solution, pour t ∈ [t0,+∞[ :
x (t) = ψ0
+∞∑
k=0
αk
k!
[t− t0 − (k − 1)h]k ω (t− t0 − (k − 1)h) , (6.23)
avec la notation ω (θ) ,
(
1 + signe(θ)2
)
.
La régularité de la solution croît donc avec le temps. Cette propriété de « lis-
sage » est par ailleurs une caractéristique générale des équations différentielles
de type retardé (voir [65] page 37 et [100] page 24).
La figure 6.1 en donne une illustration pour α = 1 et h = 1. Pour une
condition initiale constante sur [−h, 0], la solution sur le premier intervalle [0, h]
est une droite (intégrale d’une constante). Sur [h, 2h] c’est une parabole, puis
une cubique sur [2h, 3h], puis un polynôme en 1k t
k sur [kh, (k+1)h]... La solution
x(t) est ainsi non dérivable en t = 0, dérivable une fois sur ]0,+∞[, deux fois sur
]h,+∞[ et k fois sur ]kh,+∞[. Pour une condition initiale polynomiale d’ordre
1, la technique pas à pas donne la solution représentée en pointillé sur cette
même figure.
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Fig. 6.1: x˙(t) = −x(t−1), fonctions initiales ϕ ≡ 1 (plein) et ϕ = 0.5t (pointillé).
6.5 Stabilité des systèmes retardés
Le problème de la stabilité des EDR se pose très concrètement lors de la
synthèse des asservissements, puisque la présence d’un retard dans un système
bouclé conduit le plus souvent à des oscillations, voire des instabilités. Si la
nature mathématique du phénomène de retard n’est pas prise en compte, la
seule alternative de synthèse est de prévoir des marges de robustesse excessives,
réduisant définitivement les performances dynamiques. Il est donc important
de disposer d’outils spécifiques. Diverses méthodes sont disponibles (voir des
bilans dans [19, 25, 69, 99]) : approches fréquentielles [9, 39, 135], méthodes
de type Liapounov [14, 65, 69, 72] ou Popov [46], théorèmes de comparaison
[78, 121], approches métriques [24, 26, 48], théorie des opérateurs [21], faisceaux
matriciels [99], systèmes stochastiques [66, 72], etc. Nous ne présenterons ici que
quelques uns de ces résultats : ils servent en général de base commune à toutes
les méthodes d’investigation de la stabilité.
Notion d’équilibre pour une EDR
Considérons à nouveau le système (6.15)-(6.16), soit :
.
x(t) = f (t, xt) , (6.24)
xt0 = ψ, ψ ∈ C [−h, 0] .
Nous supposerons que f (t, ϕ) est continue, bornée pour ϕ bornée, localement
lipschitzienne en ϕ. La solution de (6.24) est notée x (t, t0, ψ) .
Définition 6.5.1. La fonction ϕe ∈ C [−h, 0] est un état d’équilibre de (6.24) si
pour tout t0 ∈ R, la solution x (t, t0, ϕe) existe et vérifie x (t, t0, ϕe) = ϕe.
Théorème 6.5.1. [19] La fonction ϕe ∈ C [−h, 0] est un état d’équilibre de
(6.24) si, et seulement si, les trois conditions suivantes sont vérifiées :
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(i) ∀t0 ∈ R, x (t, t0, ϕe) existe et est unique ;
(ii) ∀t ∈ R, f (t, ϕe) = 0 ;
(iii) ϕe est une fonction constante de C [−h, 0] : ∀θ ∈ [−h, 0] , ϕe (θ) = xe.
On parlera donc indifféremment d’état d’équilibre (ϕe) ou de point d’équilibre
(xe).
Définitions relatives à la stabilité des EDR
Nous faisons ici l’hypothèse que le système (6.24) possède un équilibre, placé
à l’origine sans réduction de généralité, et donc que f (t, 0) ≡ 0.
Définition 6.5.2. L’équilibre x = 0 du système (6.24) est dit :
1. stable si ∀ε > 0, ∀t0, ∃δ = δ (t0, ε) > 0, ψ ∈ Bδ ⇒ x (t, t0, ψ) ∈ Bε ;
2. uniformément stable par rapport à t0 si la propriété précédente est vérifiée
avec δ = δ (ε) (donc δ indépendant de t0) ;
3. asymptotiquement stable s’il est stable et s’il existe η = η (t0) > 0 tel que
[ψ ∈ Bη]⇒ [limt→∞ x (t, t0, ψ) = 0] ;
4. uniformément asymptotiquement stable s’il est uniformément stable et si
la limite de la propriété précédente est uniforme, c’est-à-dire si ∃η > 0 :
∀γ > 0, ∃T (γ) > 0 : [ψ ∈ Bη et t ≥ T (γ)]⇒ [x (t, t0, ψ) ∈ Bγ ] ∀t0 ;
5. globalement (uniformément) asymptotiquement stable s’il est (uniformé-
ment) asymptotiquement stable avec η = +∞;
6. globalement exponentiellement stable s’il existe deux nombres strictement
positifs α (appelé taux de convergence exponentielle) et k tels que :
|x (t, t0, ψ)| ≤ k‖ψ‖C e−α(t−t0). (6.25)
Stabilité des systèmes retardés linéaires stationnaires
Dans cette section, on parlera indifféremment de la stabilité asymptotique
de l’équilibre ou du système : en effet dans le cas linéaire stationnaire, un point
d’équilibre, s’il est asymptotiquement stable, est forcément unique (la propriété
est globale et uniforme).
La stabilité d’un système linéaire stationnaire retardé est déterminée par la
position des racines de son équation caractéristique par rapport à l’axe imagi-
naire.
Théorème 6.5.2. Un système linéaire stationnaire de type retardé est globale-
ment asymptotiquement stable si, et seulement si, toutes ses racines caractériq-
tiques sont dans le demi-plan complexe gauche (l’axe imaginaire étant exclu).
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On retrouve ici la même propriété que dans le cas des équations ordinaires :
par contre, l’équation caractéristique étant ici un quasi-polynôme (fonction po-
lynomiale en s et en e−s, voir [117]), des tests simples de cette propriété (comme
le critère de Routh-Hurwitz) ne sont plus disponibles.
Considérons l’équation générale12 suivante à retard quelconque (fini ou infini,
ponctuel ou distribué) :
.
x (t) =
0∫
−∞
[dK (θ)]x (t+ θ) , x (t) ∈ Rn, t ≥ 0, (6.26)
x (θ) = ψ (θ) ∀θ ∈ ]−∞, 0] ,
où l’intégrale est définie au sens de Stieljes [117], avec K (θ) une matrice n× n
dont les coefficients kij sont des fonctions de θ ∈ ]−∞, 0] et à variations bornées.
La transformation de Laplace appliquée à (6.26) conduit à :[
sI −K (s)]x (s) = ψ (0) + F (s) , s ∈ C,
avec F (t) =
−t∫
−∞
[dK (θ)]ψ (t+ θ) , F (s) =
0∫
−∞
e−sθF (θ) dθ,
K (s) =
0∫
−∞
esθdK (θ) , x (s) =
0∫
−∞
e−sθx (θ) dθ.
L’équation caractéristique correspondante est :
∆ (s) = det
[
sI −K (s)] = 0. (6.27)
Elle a généralement un nombre infini de solutions dans le plan complexe : dans
le cas contraire (nombre fini de racines) on parle d’EDR dégénérée.
Théorème 6.5.3. Le système (6.26) est asymptotiquement stable si les racines
de (6.27) sont dans le demi-plan gauche strict (Réel(s) < 0) et si toutes les
fonctions kij (i,j=1,...,n) vérifient :
0∫
−∞
|θ| |dkij (θ)| < +∞.
De nombreuses méthodes ont été élaborées pour localiser les racines de (6.27)
(voir par exemple [19, 69] ainsi que le Chapitre 10 de [117]). Le problème n’est
pas simple dès l’instant où l’ordre n grandit, ou bien lorsque quelques paramètres
de réglage (notamment le retard) sont conservés formellement.
12Le théorème de Riesz [117] assure l’existence de la fonction (dite canonique) K impliquée
dans (6.26) pour toute fonctionnelle linéaire continue g(xt).
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Exemple 6.5.1. Considérons l’équation .x (t) = −x (t− 1) . Son équation ca-
ractéristique est s + e−s = 0, dont les solutions s = α ± jβ sont en nombre
infini. Le système n’est donc pas dégénéré. Ici, s = −0.318± 1.337j est une es-
timation de la paire de racines de plus grande partie réelle : il y a donc stabilité
asymptotique13. Par contre, le cas suivant est dégénéré et instable :
.
x (t) =

0 1 0
−12 0 1
0 −12 0
x (t) +

0 1 0
0 0 −1
0 0 0
x (t− h) ,
∆ (s) = s
(
s2 − 1) .
Exemple 6.5.2. Considérons le système (6.26) dans sa forme scalaire :
.
x (t) =
0∫
−∞
x (t+ θ) dk (θ) ,
et supposons que le noyau k(s) est une fonction non croissante (dk (θ) ≤ 0),
constante sur l’intervalle θ ≤ −h < 0 (par conséquent, l’effet de retard à l’instant
t est limité aux instants [t− h, t]) :
.
x (t) =
0∫
−h
x (t+ θ) dk (θ) . (6.28)
Alors, (6.28) est asymptotiquement stable si :
γ0 =
0∫
−h
dk (θ) < 0 et γ1 =
0∫
−h
|dk (θ)| < pi
2h
.
Démonstration : pour s = α+ jβ, l’équation (6.27) s’écrit :
Im ∆ (s) = β −
0∫
−h
eαθ sinβθ dk (θ) = 0, (6.29)
Re ∆ (s) = α−
0∫
−h
eαθ cosβθ dk (θ) = 0. (6.30)
Or, ces deux équations ne peuvent être simultanément vérifiées pour α ≥ 0 :
si |β| < pi2h , alors (6.30) n’a pas de racine puisque α −
0∫
−h
eαθ cosβθ dk (θ) ≥
13On a en fait α ∈ ]−0.3181,−0.3182[ . Les racines sont situées à l’intersection des courbes
β = ±e−α√(1− α2e2α) et β = arccos (−αeα) .
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−
0∫
−h
eαθ cosβθ dk (θ) ≥ −γ0e−αh cosβh > 0 ; si |β| > pi2h , alors (6.29) n’a pas
de racine puisque
∣∣∣∣∣ 0∫−h eαθ sinβθ dk (θ)
∣∣∣∣∣ ≤
∣∣∣∣∣ 0∫−h dk (θ)
∣∣∣∣∣ < pi2h .
Première méthode de Liapounov
L’approximation au premier ordre (ou approximation des petits mouvements,
ou système linéarisé tangent), bien connue pour les EDO, est encore valable dans
le cas des systèmes retardés. Considérons :
x˙(t) =
k∑
i=0
Aix(t− hi) + q(t, xt) (6.31)
q(t, xt) = q(t, x(t), x(t− τ1(t)), ..., x(t− τk(t)),
h0 = 0, hi = constantes, τj(t) ∈ [0, τi] continues,
‖ui‖ ≤ ε⇒ ‖q(t, u0, ..., uk)‖ ≤ βε(‖u0‖+ ...+ ‖uk‖),
avec βε = constante pour ε donné, βε uniformément décroissante vers 0 quand
ε→ 0. L’approximation au premier ordre est définie par :
.
z(t) =
k∑
i=0
Aiz(t− hi). (6.32)
Théorème 6.5.4. [26] Si le système linéarisé (6.32) est asymptotiquement sta-
ble, alors z = 0 l’est aussi pour (6.31). Si (6.32) a au moins une racine carac-
téristique à partie réelle positive, alors z = 0 est instable pour (6.31).
Cas des retards faibles
Le résultat précédent peut être utilement complété par une approximation
des petits retards, résultat de nature qualitative obtenu par continuité des racines
caractéristiques de (6.32) vis-à-vis des retards hi.
Théorème 6.5.5. [26] Si A =
∑k
i=0Ai est de Hurwitz (respectivement, in-
stable), alors pour des valeurs suffisamment faibles des retards hi, la solution
nulle z = 0 est asymptotiquement stable (respectivement, instable) pour (6.32)
et donc (6.31). Si, sur les n valeurs propres de A, n − 1 ont des parties réelles
strictement négatives et la n−ième est nulle, alors, pour des valeurs suffisam-
ment faibles des hi, z = 0 est stable pour (6.32) et donc pour (6.31).
Dans le cas d’un retard unique, une estimation quantitative des « petits »
retards conservant la stabilité est donnée par le théorème suivant. Nous consi-
dérons ici le système linéaire à retard constant :
dz(t)
dt
= A0z(t) +A1z(t− h), (6.33)
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qui, pour un retard nul, devient :
dz(t)
dt
= (A0 +A1) z(t). (6.34)
Théorème 6.5.6. [40] Si le système à retard nul (6.34) est asymptotiquement
stable et si P est la matrice solution de l’équation de Liapounov (où Q est une
matrice réelle définie positive [117]) :
(A0 +A1)
T P + P (A0 +A1) = −QTQ, (6.35)
alors (6.33) est asymptotiquement stable pour tout retard h ∈ [0, hmax] :
hmax =
1
2
[
λmax(BTB)
]− 1
2 , avec B = Q−TAT1 P (A0 +A1)Q
−1. (6.36)
Démonstration : le principe de la démonstration sera donné dans la section
suivante (exemple 4).
Méthode directe de Liapounov
La méthode directe de Liapounov est un outil majeur pour étudier la stabilité
des équations à retards. Comme en dimension finie, elle conduit généralement
à des conditions seulement suffisantes. Par contre, vu la difficulté du calcul des
racines caractéristiques, son emploi se justifie très souvent, même dans le cas
linéaire.
Définition 6.5.3. Une fonction scalaire ω : [0,+∞[ → [0,+∞[ est dite définie
positive si elle est continue et vérifie ω (r) > 0 pour r > 0, et ω (0) = 0. Une
matrice carrée réelle Q est définie positive si ω (x) = xTQx l’est (donc si, et
seulement si, ses valeurs propres λi vérifientλi > 0).
Définition 6.5.4. Soit V une fonctionnelle vérifiant les propriétés suivantes :
(a) V : R× Bh → R (h > 0) est continue, avec V (t, 0) = 0 pour tout t.
(b) il existe des fonctions scalaires ω1, ω2 définies positives, non décroissantes,
telles que :
ω1 (ϕ (0)) ≤ V (t, ϕ) ≤ ω2 (‖ϕ‖C) ∀t. (6.37)
La dérivée totale de la fonctionnelle V (t, ϕ) le long des solutions de (6.24)
est alors définie par :
.
V (t, ϕ) , lim
ε→0+
sup
1
ε
[V (t+ ε, x (t+ ε, t, ϕ))− V (t, ϕ)] .
Théorème 6.5.7. S’il existe une fonctionnelle V (t, ϕ) vérifiant les propriétés
(a) et (b) ci-dessus et, pour tout t0 et tout t ≥ t0 :
.
V (t, ϕ) ≤ −ω3 (ϕ (0)) , (6.38)
où ω3 est définie positive, non décroissante, alors l’équilibre x = 0 de l’EDR
(6.24) est uniformément asymptotiquement stable.
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Démonstration : soient ε > 0 et δ ≤ h choisi tel que ω2 (δ) ≤ ω1 (ε). Alors, pour
toute fonction initiale ϕ ∈ Bδ, on a ω1 (‖x (t, t0, ϕ)‖) ≤ V (t, xt) ≤ V (t, ϕ) ≤
ω2 (‖ϕ‖C) ≤ ω1 (ε). Ainsi, ‖x (t, t0, ϕ)‖ ≤ ε ∀t ≥ t0, prouvant la stabilité uni-
forme. Montrons maintenant que limt→+∞ x (t) = 0 pour toute fonction initiale
ϕ ∈ Bη où η vérifie 0 < η ≤ h et ω2 (η) ≤ ω1 (h). Comme pour la preuve de sta-
bilité, on déduit ‖x (t, t0, ϕ)‖ ≤ h ∀ϕ ∈ Bη. Donc
∥∥ .x (t, t0, ϕ)∥∥ ≤ c < ∞. Sup-
posons que pour une condition initiale ϕ ∈ Bη la solution x (t, t0, ϕ) ne tende pas
vers 0 quand t→ +∞. Alors, il doit exister ε > 0 et une suite {ti} , limi→+∞ ti →
+∞ tels que ‖x (ti, t0, ϕ)‖ ≥ ε. Or,
∥∥ .x (t, t0, ϕ)∥∥ ≤ c <∞ et donc ti+1−ti ≥ 2∆,
∆ = ε2c , et ‖x (ti + τ, t0, ϕ)‖ ≥ ε2 pour tout τ tel que |τ | ≤ ∆. Pour ces ins-
tants τ , (6.38) implique que pour un α > 0,
.
V (ti + τ, xti+τ ) ≤ −α. Notons
V (t) = V (t, xt) et N (t) le nombre de points ti tels que t0 + ∆ ≤ ti ≤ t − ∆.
Alors, V (t) − V (t0) ≤
∑
t0+∆≤ti≤t−∆ [V (ti + ∆)− V (ti −∆)] ≤ −2∆αN (t) .
Comme N (t) → +∞ pour t → +∞, on en déduit que V (t) → −∞ pour
t→ +∞, ce qui est impossible car V (t) ≥ 0.
Exemple 6.5.3. Considérons l’équation scalaire
.
x (t) = −ax (t) +
∫ +∞
0
x (t− θ) dk (θ) , t ≥ 0, (6.39)
où a est une constante positive et k (t) est une fonction à variation bornée sur
[0,+∞[ . Considérons la fonctionnelle de Liapounov suivante :
V (t, xt) = x2 (t) +
∫ +∞
0
|dk (θ)|
∫ t
t−θ
x2 (τ) dτ. (6.40)
La dérivée de (6.40) le long de (6.39) est :
.
V (t, xt) = 2x (t)
[
−ax (t) +
∫ +∞
0
x (t− θ) dk (θ)
]
+ x2 (t)
∫ +∞
0
|dk (θ)| −
∫ +∞
0
x2 (t− θ) |dk (θ)| .
Remarquons que :
2
∣∣∣∣x (t) ∫ +∞
0
x (t-θ) dk (θ)
∣∣∣∣ ≤ x2 (t) ∫ +∞
0
|dk (θ)|+
∫ +∞
0
x2 (t-θ) |dk (θ)| .
L’équilibre x = 0 est donc asymptotiquement stable pour (6.39) si :
a >
∫ +∞
0
|dk (θ)| ,
∫ +∞
0
θ |dk (θ)| < +∞,
puisque sous ces deux conditions les hypothèses (6.37) (6.38) sont validées.
Exemple 6.5.4. La démonstration du théorème 6 utilise la fonctionnelle de
Liapounov V = V1 + V2, V1 = αy(t)TPy(t), y(t) =
[
z(t) +
∫ t
t−τ A1z(θ)dθ
]
,
V2 =
∫ t
t−τ
[∫ t
θ z
T (v)QTQz(v)dv
]
dθ. En remarquant que .y(t) = (A0 +A1) z(t),
on vérifiera que la dérivée
.
V est négative sous la condition (6.36).
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Quelques fonctionnelles de Liapounov-Krasovskii
Les extensions fonctionnelles des fonctions de Liapounov quadratiques ont
été très largement étudiées dans le cadre des systèmes linéaires à retards. Ainsi,
depuis une vingtaine d’années, diverses méthodes de construction de fonction-
nelles de Liapounov-Krasovskii pour des équations particulières ont été propo-
sées (voir par exemple [25, 65, 69, 99] et les références incluses). Ces travaux ont
été soutenus par les progrès numériques de l’optimisation convexe : l’outil LMI
(acronyme anglais de inégalité matricielle linéaire) est aujourd’hui intégré dans
tous les logiciels dédiés à l’automatique.
Ainsi, pour le système simple :
x˙(t) = A0x(t) +A1x(t− h), (6.41)
et la fonctionnelle :
V (xt) = x(t)TPx(t) +
∫ 0
−h
x(t+ θ)TSx(t+ θ)dθ, (6.42)
on obtient des conditions suffisantes sous forme d’équations de Riccati : (6.41)
est asymptotiquement stable pour tout h ≥ 0 s’il existe des matrices P, S, R
positives et symétriques telles que :
AT0 P + PA0 + PA1S
−1AT1 P + S +R = 0. (6.43)
Cette équation (6.43) est équivalente à la LMI suivante : AT0 P + PA0 + S PA1
AT1 P −S
 < 0. (6.44)
Bien sûr, pour A1 = 0, (6.43) se réduit à l’équation de Liapounov AT0 P +
PA0 < 0, CNS classique dans le cas ordinaire. Pourtant, dans le cas retardé,
la condition suffisante (6.43)-(6.44) est loin d’être nécessaire. C’est pourquoi de
très nombreuses généralisations de la fonctionnelle (6.42) ont été publiées dans
les quinze dernières années. Elles mettent en jeu les termes variés suivants :
V1(x(t)) = xT (t)Px(t), (6.45)
V2(xt) = xT (t)
∫ 0
−hi
Qix(t+ θ)dθ,
V3(xt) =
∫ 0
−hi
xT (t+ θ)Six(t+ θ)dθ,
V4(xt) =
∫ 0
−τi
∫ t
t+θ
xT (θ)Rix(θ)dθ ds,
V5(xt) = x(t)T
∫ 0
−hi
Pi(η)x(t+ η)dη,
V6(xt) =
∫ 0
−hi
∫ 0
−hi
x(t+ η)TPi(η, θ)x(t+ θ) dη dθ.
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Pour faire simple, V2, V3 visent à montrer une stabilité indépendante du re-
tard dans le cas de retards ponctuels ; V4, à la stabilité dépendante du re-
tard discret ou aux retards distribués. Par exemple, pour le système (6.41),
V (xt) = V1(x(t))+V4(xt)+V4(xt−h) constitue une application particulière de [68]
qui conduit à la condition suivante (dépendant du retard), où A = A0 +A1, R1
pour V4(xt) et R2 pour V4(xt−h) :
ATP + PA+ hR1 + hR2 hPA1A0 hPA21
hPAT0 A
T
1 −hR1 0
hA2T1 P 0 −hR2
 < 0. (6.46)
V5 et V6 apparaissent, sous forme générale, dans des combinaisons visant des
conditions nécessaires et suffisantes : [53] en linéaire pour le cas de retards
ponctuels, [51] pour le cas distribué, [85] pour des retards variables. Cependant,
pour généraliser ces techniques à des conditions de stabilité robuste, on se heurte
au prolème du calcul de V5 et V6. Pour éviter ces limitation calculatoires, des
formes plus particulières de V5, V6 ont été introduites [42, 43], mettant en jeu
des fonctions constantes par morceaux Pi(.) et conduisant à des fonctionnelles
discrétisées. On peut alors choisir un compromis entre la réduction du conserva-
tisme et l’effort de calcul. Un bon résumé de ces techniques est donné dans [100].
[62] a également proposé une façon d’éviter le calcul générique des matrices Pi(η)
et Pi(η, θ), en passant par les propriétés de la matrice fondamentale.
D’autres façons de régler le choix des fonctionnelles Vi reposent la reformu-
lation préalable du modèle. Elles seront présentées dans la partie 6.8.
Stabilité et équations de Riccati
Les théorèmes qui suivent sont une application du théorème 7 aux systèmes
linéaires, permettant de formuler des conditions de stabilité en terme d’existence
d’une solution positive définie à certaines équations de Riccati (voir le chapitre
9 de [117]) auxiliaires. Pour ne pas alourdir la présentation, nous traiterons ici
les seuls systèmes à retards ponctuels :
x˙(t) =
m∑
i=1
Aix(t− hi). (6.47)
Un cas plus général, incluant les modèles à retards distribués, est traité dans [70]
[73]. De même, les conditions peuvent plus généralement concerner la stabilité
dépendante de certains retards et indépendante des autres [68]. Notons que les
équations de Riccati obtenues conduisent, à leur tour, à des conditions de type
LMIs (voir [117] chapitre 12).
Nous utiliserons les notations suivantes :
A =
m∑
i=1
Ai, Aij = AiAj , hij = hi + hj , h =
m∑
i=1
hi. (6.48)
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Théorème 6.5.8. Le système (6.47) est asymptotiquement stable si, pour deux
matrices symétriques et définies positives R, Q, il existe une matrice définie
positive P solution de l’équation de Riccati :
ATP + PA+mRh+ P
m∑
i,j=1
hiAijR
−1ATijP = −Q. (6.49)
Démonstration : on choisit la fonctionnelle V = V1 + V2, V1 = xT (t)Px(t),
V2 =
∑m
i,j=1
∫ hij
hj
ds
∫ t
t−s x
T (τ)Rx(τ)dτ , conduisant à
.
V = −xT (t)Qx (t) −∑m
i,j=1
∫ t−hij
t−hj [Rx (θ) +A
T
ijPx (t)]R
−1[Rx (θ) +ATijPx (t)]
Tdθ.
Théorème 6.5.9. Le système (6.47) est asymptotiquement stable si l’équation
x(t) +
∑m
i=1Ai
∫ t
t−hi x(s)ds = 0 l’est et si, pour des matrices symétriques et dé-
finies positives Ri [i∈{1,...,m}], Q, il existe une matrice définie positive P solution
de l’équation de Riccati :
ATP + PA+
m∑
i=1
Rihi +
m∑
i,j=1
ATPAiR
−1
i A
T
i PAhi = −Q. (6.50)
Démonstration : basée sur la fonctionnelle V (t, xt) = V1 + V2, V1 = [x(t) +∑m
i=1Ai
∫ t
t−hi x(s)ds]
TP [x(t) +
∑m
i=1Ai
∫ t
t−hi x(s)ds],
V2 =
∑m
i=1
∫ hi
0 ds
∫ t
t−s x
T (τ)Rix(τ)dτ .
Théorème 6.5.10. Le système (6.47) est asymptotiquement stable si, pour deux
matrices symétriques et définies positives R, Q, il existe une matrice définie
positive P solution de l’équation de Riccati :
ATP + PA+
m∑
i=1
(hiPAiR−1BTi P +mhA
T
i RAi) = −Q. (6.51)
Démonstration : la preuve est basée sur la fonctionnelle V (t, xt) = V1 +V2 +V3,
V1 = xT (t)Px(t), V2 =
∑m
i=1
∫ hi
0 ds
∫ t
t−s x˙
T (τ)Rx˙(τ)dτ ,
V3 = mh
∑m
i=1
∫ t
t−hi x
T (s)ATi RAix(s)ds.
Remarque 6.5.1. Nous laissons au lecteur le soin de construire les trois fonc-
tionnelles V (t, xt) des démonstrations ci-dessus en utilisant les trois transforma-
tions de la partie 6.8.
Remarque 6.5.2. Si dans les trois théorèmes précédents, les retards hi sont
tous nuls, les trois équations de Riccati coïncident avec l’équation de Liapounov
du système linéaire ordinaire x˙ = Ax et les conditions suffisantes présentées
sont également nécessaires. Ceci donne à penser que ces conditions sont peu
conservatives pour des retards faibles.
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Exemple 6.5.5. Considérons le système du second ordre avec un nombre quel-
conque m de retards hi ≥ 0 (et α, β deux constantes) :
x˙(t) = B
m∑
i=1
x(t− hi), B =
 −α β
−β −α
 .
Les trois théorèmes donnent la même condition (suffisante) : 0 ≤ h < α
α2+β2
.
Exemple 6.5.6. Considérons le système (6.47) avec m = 2 :
x˙(t) =
 −α1 β1
−β1 −α1
x(t− h1) +
 −α2 β2
−β2 −α2
x(t− h2).
En posant µ2i = α
2
i + β
2
i (i=1,2), les équations (6.49) et (6.51) conduisent à :
(h1 + h2)
(
h1µ
2
1 + h2µ
2
2
)
<
(α1 + α2)
2
2
(
µ21 + µ
2
2
) ,
alors que (6.50) donne une condition moins contraignante, obtenue en choisissant
R1 = |µ1| I, R2 = |µ2| I :
(h1 + h2)
(
h1µ
2
1 + h2µ
2
2
)
<
(α1 + α2)
2
2
(
µ21 + µ
2
2
) .
Ce dernier exemple montre que les conditions issues des trois équations de Riccati
(6.49), (6.50) et (6.51) ne sont pas équivalentes.
Principe de comparaison
Le principe général de cette approche est de comparer les solutions des équa-
tions d’origine avec celles d’un système auxiliaire (sensé être plus simple) appelé
système de comparaison. Celui-ci est en général obtenu à partir d’inégalités dif-
férentielles [78] vérifiées par le système d’origine. Le principe de comparaison
s’applique à une classe très large de systèmes14, ordinaires comme fonctionnels,
et dans cette partie nous l’illustrerons principalement dans le cas linéaire non
stationnaire :
x˙(t) = A (t)x (t) +B (t)x (t− h (t)) , t ≥ t0, (6.52)
x (t0 + θ) = ϕ (θ) , ∀θ ≤ 0. (6.53)
Les coefficients des matrices A (t) = (aij (t)) et B (t) = (bij (t)) , ainsi que le
retard h (t) ≥ 0, sont supposés continus. Nous emploierons les notations A+ (t)
et |B (t)| , |x (t)| définies page 241.
14Voir des articles de synthèse comme [11, 121] qui concernent des cas présentant des non-
linéarités, discontinuités, retards multiples, systèmes neutres, etc.
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Considérons une fonction de comparaison z (t) ∈ Rn vérifiant l’inégalité dif-
férentielle :
.
z(t) ≥ A+ (t) z (t) + |B (t)| z (t− h (t)) , ∀t ≥ t0, (6.54)
|z (t0 + θ)| ≥ |ϕ (θ)| , ∀θ ≤ 0. (6.55)
Théorème 6.5.11. Pour toute fonction z (t) satisfaisant (6.54) (6.55), on a :
z (t) ≥ |x (t)| ≥ 0 ∀t ∈ R,
où x (t) est la solution du système (6.52) (6.53).
Démonstration : montrons tout d’abord que si ϕ 6= 0, alors z (t) ≥ 0, ∀t ≥ t015.
D’après (6.55), ceci est vrai pour t = t0. Par contradiction, notons τ > t0 le
premier point où une composante de z s’annule, zj (τ) = 0. En ce point, d’après
(6.54), .zj(τ) ≥ 0 et zj (t) ne peut donc devenir négative.
Soit maintenant ε ∈ ]0, 1] , et xε (t) la solution du problème de Cauchy :
.
x
ε (t) = [A (t)− εI]xε (t) +B (t)xε (t-h (t)) , ∀t ≥ t0, (6.56)
xε (t0 + θ) = (1− ε)ϕ (θ) , ∀θ ≤ 0. (6.57)
Montrons que :
|xε (t)| < z (t) , ∀t ≥ t0. (6.58)
D’après (6.55) et (6.57), (6.58) est vraie pour t = t0. Par contradiction, notons
τ > t0 le premier point où l’inégalité stricte (6.58) devient une égalité pour une
de ses composantes,
∣∣∣xεj (τ)∣∣∣ = zj (τ) . Considérons tout d’abord le cas xεj (τ) > 0.
D’après (6.56) (6.55),
.
x
ε
j (τ)−
.
zj (τ) ≤ −εxεj (τ) +A (τ)xε (τ)−A+ (τ) z (τ)
+B (τ)xε (τ − h (τ))− |B (τ)| z (τ − h (τ))
≤ −εxεj (τ) +A+ (τ) [|xε (τ)| − z (τ)]
+ |B (τ)| [|xε (τ − h (τ))| − z (τ − h (τ))]
≤ −εxεj (τ) < 0.
Ceci contredit la définition de τ . Le cas xεj (τ) < 0 se traite de même, conduisant
à − .xεj (τ) −
.
zj (τ) ≤ εxεj (τ) < 0. La preuve est obtenue en passant à la limite,
en notant que limε→0 xε (t) = x (t).
Plusieurs résultats ont été obtenus à partir de l’utilisation du système de
comparaison correspondant à l’égalité dans (6.54) et (6.55), soit :
.
z(t) = sup
t
[
A+ (t)
]
z (t) + sup
t
[|B (t)|] z (t− h (t)) , ∀t ≥ t0,
ainsi que du lemme suivant permettant de conclure à la stabilité des systèmes
linéaires stationnaires obtenus par majoration.
15on peut plus strictement montrer ‖z (t)‖ > 0 en utilisant un passage à la limite analogue
à celui de la deuxième partie de cette démonstration.
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Lemme 6.5.1. [41] Soient A, B1 et B2 des matrices n× n réelles, h1 et h2 des
constantes positives ou nulles, et soit le système (t ≥ 0) :
.
z(t) = A+z(t) + |B1| sup
0≤θ≤h1
z(t− θ) + |B2| sup
0≤θ≤h2
z(t− θ). (6.59)
Si (A+ + |B1|+ |B2|) est de Hurwitz16, alors la solution z = 0 est asymptotique-
ment stable pour (6.59).
Théorème 6.5.12. [41] L’équilibre x = 0 du système linéaire perturbé :
x˙(t) = Ax(t) +Bx(t− h(t))
+ f(x(t), t) + g(x(t− h(t), t)
|f(x, t)| ≤ F |x| , |g(x, t)| ≤ G |x| ,
0 ≤ h(t) ≤ hmax, B = B′ +B′′,
est asymptotiquement stable si la matrice
(A+B′)+ +
∣∣B′′∣∣+ F +G+ hmax [∣∣B′A∣∣+ ∣∣B′B∣∣+ ∣∣B′∣∣ (F +G)]
est de Hurwitz.
Si B′ est choisie nulle, on obtient le corollaire suivant.
Corollaire 6.5.1. L’équilibre x = 0 de (6.52) est asymptotiquement stable si
A+ + |B| est une matrice de Hurwitz, avec A+ = supt [A+ (t)] < ∞ et |B| =
supt [|B (t)|] <∞.
Cette deuxième condition est indépendante du retard, mais nécessite que A+
soit une matrice de Hurwitz. Elle ne permet donc pas d’étudier un éventuel effet
stabilisant de la partie retardée B (t). Par contre, la précédente, qui dépend
de la valeur maximale du retard hmax, nécessite la stabilité asymptotique de
(A+B′)+ mais non celle de A.
Exemple d’application
Les modèles retardés sont souvent proposés en biologie pour décrire la lutte
des espèces et leur dynamique de croissance. Considérons le modèle logistique
suivant, correspondant au cas où une ressource en nourriture est limitée mais se
renouvelle de façon autonome :
x˙(t) = γ
[
1− x(t− h)
k
]
x(t). (6.60)
x(t) est le nombre d’individus dans la population, le retard h est le temps de
reproduction de la nourriture (le retard est quelquefois interprété comme l’âge
16Elle est alors l’opposée d’une M-matrice (ou matrice de Metzler, voir [117], chapitre 8).
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moyen des reproducteurs). La constante γ est le coefficient de Malthus de crois-
sance linéaire. La constante k est la population moyenne (d’équilibre) et est liée
à la capacité de l’environnement à nourrir la population.
Le système (6.60) a deux points d’équilbre : x = 0 (mort de l’espèce) et
x = k (population moyenne). Pour étudier ce second équilibre, on introduit le
changement de variable x (t) = k [1 + y (t)] , qui conduit au système d’équilibre
y = 0 suivant :
.
y (t) = −γ y (t− h) [1 + y (t)] . (6.61)
Nous étudierons la stabilité de y = 0 sur le système linéarisé .y (t) = −γ y (t− h)
(théorème 4), qui est un cas particulier de l’intégrale de Stieljes (6.28) avec :
k (θ) =
 0 si θ < −h,γ si θ ≥ −h.
D’après l’exemple 2, la stabilité asymptotique (locale) de x = k pour (6.61) est
garantie si 0 < γ < pi2h .
6.6 Cas des systèmes de type neutre
Nous avons déjà présenté cette classe de systèmes dans le cas de retards
ponctuels (6.7)(6.9) et distribués (6.14). Dans le cas général, un système de type
neutre s’écrit :
x˙(t) = f
(
xt, t,
.
xt, ut
)
, (6.62)
Ainsi, dans un système de type neutre, le plus haut degré de dérivation touche
à la fois certaines composantes de x(t) et certaines de leurs valeurs passées.
Ces systèmes, dont la complexité est un peu supérieure à celle des systèmes de
type retardé, sont traités en détail dans [48, 69]. Ici, nous signalerons seulement
certaines de leurs caractéristiques en termes de solutions, puis de stabilité.
On représente généralement les systèmes neutres sous la forme de Hale [48] :
.
Fxt =
dFxt
dt
= f (xt , t , ut) , (6.63)
où F : C → Rn est un opérateur régulier (ce qui évite les systèmes implicites)
à argument différé. Dans le cas linéaire, stationnaire et à retards ponctuels, un
système neutre s’écrit :
x˙(t)−
q∑
j=1
Dj x˙(t− ωj) =
k∑
i=0
[Aix(t− hi) +Biu(t− hi)] , (6.64)
équation à laquelle on associe l’équation linéaire aux différences :
Fzt = z(t)−
q∑
j=1
Djz(t− ωj) = 0, Dj matrices constantes. (6.65)
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On notera que, dans les publications concernant les applications aux sciences
pour l’ingénieur, le cas mono-retard est quasiment le seul représenté, sous la
forme particulière suivante :
x˙(t)−Dx˙(t− h1) = A0x(t) +
k∑
i=1
[Aix(t− hi) +Biu(t− hi)] , (6.66)
dont l’équation aux différences associée est :
z(t)−Dz(t− h1) = 0. (6.67)
Nous avons vu que les solutions des systèmes de type retardé voient leur ré-
gularité augmenter avec le temps (voir page 245). Cette propriété de « lissage »
n’est plus vérifiée pour les systèmes de type neutre : à cause de l’équation aux
différences (6.65) impliquant x˙(t), la trajectoire peut « répliquer » toute irrégu-
larité de la condition initiale ϕ(t) même si, dans (6.63), f et F présentent des
propriétés de régularité très fortes. Ceci peut poser des problèmes dans l’appli-
cation des méthodes pas à pas [8].
La présence de ce même opérateur aux différences change également les ca-
ractéristiques de stabilité des systèmes neutres. En effet, à la différence d’un
système de type retardé, un système linéaire neutre peut avoir une infinité de
pôles instables et le Théorème 6.5.2 ne s’applique plus. Considérons le système
linéaire (6.64). Son équation caractéristique s’écrit :
det
sI − s q∑
j=1
Dje
−sωj −
k∑
i=0
[
Aie
−shi
] = 0. (6.68)
Dans le plan complexe, à cause de la présence du terme −s∑qj=1Dje−sωj dans le
déterminant, on peut obtenir des branches infinies de racines complexes tendant
vers l’axe imaginaire tout en conservant des parties réelles strictement négatives.
Des conditions basées sur le seul signe de la partie réelle doivent donc être
considérées avec beaucoup de précaution [65].
Par contre, si on fait l’hypothèse de la stabilité asymptotique de l’équation
aux différences (6.65) (ce que l’on nomme « stabilité formelle » du système neutre
[16]), alors le nombre de racines instables devient fini [26]. La stabilité formelle
est également appelée « f -stabilité » dans le cas non linéaire [69].
Rappelons que plusieurs conditions permettent d’analyser la stabilité asymp-
totique (donc, exponentielle) du système linéaire stationnaire aux différences
(6.65) :
– Dans le cas mono-retard (6.67), une CNS (condition nécessaire et suf-
fisante) est que D ait toutes ses valeurs propres dans le cercle unité
(det(λI −D) = 0⇒ |λ| < 1) ou, autrement dit, que ‖D‖ < 1 (il s’agit là
de la condition de stabilité usuelle des systèmes linéaires en temps discret).
– Dans le cas mono-retard (6.67) et avec un retard éventuellement variable
(h1 = h1(t)), la condition précédente est suffisante [16, 66].
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– Dans le cas multi-retardé (6.65), une CS est que
∑q
j=1 ‖Dj‖ < 1.
– Dans le cas scalaire multi-retardé (Dj = dj ∈ R) et à retards non com-
mensurables17, une CNS est que
∑q
j=1 |dj | < 1 (voir [47]).
La stabilité formelle est une condition nécessaire pour la stabilité asymp-
totique du système neutre (6.64). Par ailleurs, si l’on veut montrer la stabilité
exponentielle du système neutre, il faut alors vérifier la stabilité « formelle expo-
nentielle », c’est à dire appliquer les conditions ci-dessus en remplaçant la valeur
limite 1 par β < 1, par exemple : ‖D‖ ≤ β < 1.
La stabilité formelle est également une propriété cruciale pour ce qui est
de la stabilisation : il a été montré récemment que chercher à stabiliser un
système neutre non formellement stable se heurte à d’importants problèmes de
robustesse vis-à-vis des retards. Pour celà, un système scalaire à deux retards
non commensurables ω1, ω2 a été considéré comme exemple dans [47] :
x(t) + d1x(t− ω1) + d2x(t− ω2) = u(t), (6.69)
avec |d1|+ |d2| ≥ 1. (6.70)
La condition (6.70) implique que (6.69) n’est pas pas exponentiellement
stable pour u = 0. Pour stabiliser le système, on peut essayer la loi de com-
mande u(t) = −f1x(t − ω1) − f2x(t − ω2), qui stabilise (6.69) si, et seulement
si, |d1 + f1|+ |d2 + f2| < 1. Cependant, si le bouclage est appliqué avec une très
légère erreur 1, 2 sur les retards, c’est-à-dire si on applique la commande :
u(t) = −f1x(t− ω1 − 1)− f2x(t− ω2 − 2), (6.71)
alors il existe une suite (j1,
j
2) tendant vers zéro telle que (6.69) bouclé par (6.71)
soit exponentiellement instable, bien que le même bouclage soit exponentielle-
ment stable pour 1 = 2 = 0. Ceci se montre en utilisant la dernière condition
énoncée ci-dessus et le fait que |d1|+ |f1|+ |d2|+ |f2| > 1.
Ainsi, si l’on veut stabiliser l’équation aux différences d’un système neutre
non formellement stable, la moindre erreur sur les valeurs des retards de boucle
peut être fatale, ce qui est caractéristique d’un manque de robustesse.
17C’est-à-dire en rapport irrationnel, voir page 263.
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6.7 Modèles pour les systèmes linéaires stationnaires
Nous considérons dans cette partie le cas du système suivant, linéaire, à
retards et à paramètres constants :
x˙(t) =
q∑
l=1
Dl x˙(t− ωl) (6.72)
+
k∑
i=0
(Aix(t− hi) +Biu(t− hi))
+
r∑
j=1
∫ t
t−τj
(Gj(θ)x(θ) +Hj(θ)u(θ)) dθ,
y(t) =
k∑
i=0
Cix(t− hi) +
r∑
j=1
∫ t
t−τj
Nj(θ)x(θ)dθ. (6.73)
Ici, en posant h0 = 0, A0 ∈ Rn×n (constante) represente la rétroaction instanta-
née ; les matrices Ai ∈ Rn×n, i > 0 (constantes), correspondent aux phénomènes
de retards ponctuels ; la somme d’intégrales correspond aux retards distribués,
pondérés par les Gj sur les intervalles temporels [t−τj , t]; les matrices Di consti-
tuent la partie neutre ; Bi et Hj(s) sont les matrices d’entrée. Le retard maximal
est h = maxi,j,l {hi, τj , ωl}. L’équation (6.73), y(t) ∈ Rn, définit l’équation de
sortie avec, de même, des parties retardées de façon ponctuelle Ci et distribuée
Nj(θ).
De nombreux systèmes physiques [96] peuvent être représentés (après linéa-
risation) par ce modèle. Dans la plupart des cas, un seul retard suffit pour la
partie neutre (soit q = 1) correspondant d’ailleurs à l’un des retards de la par-
tie retardée (τ1 = h1). On remarquera que, dans (6.72), Gj ≡ −Gk pour un
couple (j, k) permet de représenter un effet de retard « ponctuel-plus-distribué »
comme
∫ t−τk
t−τj Gj(θ)x(θ)dθ. Par ailleurs, une approximation suplémentaire peut
permettre de ramener les retards distribués à une somme de retards ponctuels :
∫ t
t−τ
G(θ)x(θ)dθ ≈
τ
d
d∑
i=1
αiG(
iτ
d
)x(t− iτ
d
),
avec des coefficients constants αi ∈ R. Cette simplification a motivé l’étude du
cas particulier des systèmes à retards ponctuels multiples :
x˙(t) =
k∑
i=0
Aix(t− hi) +Biu(t− hi), (6.74)
h0 = 0 < h1 < ... < hk−1 < hk,
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et, plus spécialement encore, des systèmes à retards commensurables (ou ratio-
nellement dépendants), pour lesquels les hi = iδ sont tous des multiples entiers
d’un même retard constant δ, soit :
x˙(t) =
k∑
i=0
Aix(t− iδ) +Biu(t− iδ), (6.75)
y(t) =
k∑
i=0
Cix(t− iδ), kδ = h. (6.76)
Cette classe de modèles, finalement assez large18, peut être représentée par un
système sur anneau, qui permet d’utiliser les outils de l’algèbre [117]. Pour celà,
on représente l’opérateur de retard O : x(t) 7→ x(t − δ) (ou bien e−δs en calcul
opérationnele de Laplace) par la variable O (lettre grecque « nabla »). On définit
R[O] comme l’anneau (commutatif) des polynômes en O à coefficients réels. Un
élément M(O) de R[O]m×p est alors une matrice m× p sur l’anneau R[O] définie
par M(O) ,
∑k
i=0MiOi, où les matrices Mi sont dans Rm×p. Le système (6.75,
6.76) peut alors s’écrire sous la forme suivante :
x˙(t) = A(O)x(t) + B(O)u(t), (6.77)
y(t) = C(O)x(t), (6.78)
A(O) ∈ Rn×n[O], B(O) ∈ Rn×m[O], C(O) ∈ Rp×n[O].
Le formalisme opérationnel peut aussi être employé. En considérant que
toutes les variables sont nulles avant l’instant initial t = 0, il conduit aussi à
une formulation entrée-sortie classique basée sur les opérateurs s et e−s. Ainsi,
dans le cas plus général (6.72) (6.73) (retards distribués), et lorsque les noyaux
(Gj , Hj , Nj) sont des matrices constantes (hypothèse que nous conserverons dans
18Les deux principales restrictions sont celle de linéarité et celle de retard constant. Elles
s’obtiennent respectivement par linéarisation locale et moyennage des retards. Même si elle
présente une importance en mathématiques (évitement de chaos, par exemple), la commen-
surabilité représente une moindre contrainte pour des systèmes de l’ingénieur, où la valeur
numérique du retard provient d’une identification et laisse une marge d’appréciation. On peut
ainsi choisir de prendre deux retards commensurables 1 et 1.4 plutôt que 1 et
√
2.
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toute la fin de cette partie), on arrive à :
y(s) = C(s)(sIn −A(s))−1B(s)u(s), (6.79)
C(s) =
k∑
i=0
Cie
−shi +
r∑
j=1
Nj
1− e−sτj
s
,
A(s) =
q∑
l=0
Dl s e
−sωl +
k∑
i=0
Aie
−shi +
r∑
j=1
Gj
1− e−sτj
s
,
B(s) =
k∑
i=0
Bie
−shi +
r∑
j=1
Hj
1− e−sτj
s
,
u (s) = L(u(t)) ,
∫ ∞
0
e−stu (t) dt, y (s) = L(y(t)),
Ce formalisme fait apparaître, comme en dimension finie, la notion de pôles du
système, solutions de l’équation caractéristique ∆(s) = 0 avec :
∆(s) = det(sIn −A(s)), (6.80)
σ(A) = {s ∈ C,∆(s) = 0}, (6.81)
et qui conditionnent les solutions de (6.72) à noyaux Gj constants. L’ensemble
des pôles constitue le spectre σ(A). Bien sûr, à part dans le cas dit dégénéré,
l’équation transcendentale ∆(s) = 0 a une inifinité de racines, autrement dit
cardσ(A) =∞.
Le cas des systèmes à retards commensurables (hi = iδ, τj = jδ, ωl =
lδ), (6.79) peut être reformulé sous forme de matrice de transfert sur le corps
R(s, e−δs) des fractions rationnelles en s et e−δs, soit :
M(s, e−δs) = C(s)(sIn −A(s))−1B(s). (6.82)
Le cadre comportemental [146] fournit une alternative à la théorie des transferts
sur anneau. Un comportement B est défini comme B = kerR, où R est une
matrice d’opérateurs différentiel et de retard (s,O) agissant sur l’espace des
fonctions. Si les deux approches sont voisines (comportement ker[D;−N ] et
transfert D−1N), le cadre comportemental est cependant mieux adapté pour les
questions de réalisation19, puisqu’il intègre les éventuels modes non observables
ou non contrôlables [37].
Une autre formulation générale (et, dans ce cas, le retard peut être infini)
des systèmes linéaires (6.72) se base sur les intégrales de Stieltjes. Dans le cas
19Nous commenterons cette notion dans la partie 6.9.
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retardé (Dk = 0)20, on a :
.
x (t) =
∫ 0
−∞
[dK (θ)]x (t+ θ) , (6.83)
x (t) ∈ Rn, t ≥ 0,
x (θ) = ϕ (θ) ∀θ ∈ ]−∞, 0] ,
où tous les coefficients kij de la (n×n)−matrice canonique K (θ) sont des fonc-
tions à variation bornée. Avec quelques hypothèses21 sur K (θ) et ϕ, la trans-
formée de Laplace existe et, pour des valeurs de Re s suffisamment élevées, on
a : [
sI −K (s)]x (s) = ϕ (0) + F (s) , s ∈ C,
F (t) =
∫ -t
-∞ [dK (θ)]ϕ (t+ θ) , F (s) =
∫∞
0 e
-sθF (θ) dθ,
K (s) =
∫ 0
-∞ e
−sθdK (θ) , x (s) =
∫∞
0 e
-sθx (θ) dθ.
L’équation caracteristique (6.80) de (6.83) est :
∆ (s) = det
[
sIn −K (s)
]
= 0. (6.84)
6.8 Quelques liens entre modélisation et stabilité
Puisque l’analyse de stabilité est le plus souvent menée au moyen de condi-
tions suffisantes mais non nécessaires, le choix du modèle de départ peut influen-
cer les résultats obtenus. Cette partie présente donc quelques transformations
de modèles qui peuvent améliorer l’étude de stabilité.
Formule de Leibniz-Newton
La plupart des résultats de stabilité dépendant du retard ont été obtenue
par une re-formulation du modèle de départ, faisant apparaitre le retard dans
les gains du modèle transformé. Nous ferons tout d’abord une constatation sur
le système simple suivant :
x˙(t) = A1x(t) +A2x(t− h), x ∈ Rn. (6.85)
La stabilité indépendante du retard requiert que A0 soit une matrice de Hurwitz
(ce qui se retrouve de façon cohérente dans la condition LMI (6.44)) et que
A1+A2 le soit aussi (condition obtenue pour un retard nul, voir Théorème 6.5.5).
A l’inverse, une condition assurant la stabilité pour un retard borné h ∈ [0;hM [
20Pour le cas neutre (Dk 6= 0), on ajoute
0∫
−∞
[dKN (θ)]
.
x (t+ θ) à droite de (6.83).
21F (t) absolument convergente,
0∫
−∞
|θ| |dkij (θ)| < +∞, ‖ϕ (0)‖+ (
∫∞
0
‖ϕ (θ)‖2 dθ) 12 <∞.
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demande la stabilité de A1 + A2 (ce qui apparaît dans la condition (6.46) mais
pas, en général, celle de A1.
Plusieurs résultats22 sur la stabilité dépendante du retard on été développés
sur la base de la formule de Leibniz-Newton :
∫ t
t−h x˙(s)ds = x(t) − x(t − h).
Ainsi, en posant :
Aix(t− h) = [Ai − Li]x(t− hi) (6.86)
+ Li
[
x(t)−
∫ t
t−hi
x˙(s)ds
]
,
on obtient la transformation du système :
x˙(t) =
m∑
i=1
Aix(t− hi) (avec, potentiellement, h1 = 0), (6.87)
en un modèle à retard augmenté h = max(hi + hj) :
x˙(t) =
[
m∑
i=1
Li
]
x(t) +
m∑
i=1
[Ai − Li]x(t− hi)
+
m∑
i=1,j=1
∫ t
t−hi
LiAjx(s− hj)ds. (6.88)
De cette façon, même si la partie non retardée [A1] de (6.85) est instable, elle
peut être « remplacée » par une matrice stable, [L1] dans (6.88). Une telle dé-
composition peut être optimisée par le biais d’algorithmes LMI, pour relâcher
les condiditons de stabilité. Il a cependant été remarqué dans [45] que cette
transformation augmente le nombre de racines caractéristiques.
Formes de Kolmanovski-Richard
Le principe précédent peut être généralisé à d’autres transformations et
d’autres systèmes23. En reprenant la notation (6.48), le système retardé (6.87)
peut être ré-écrit des trois façons qui suivent :
x˙(t) = Ax(t)−
m∑
i,j=1
Aij
∫ t−hj
t−hij
x(s)ds, (6.89)
x˙(t) = Ax(t)−
m∑
i=1
Ai
∫ t
t−hi
x˙(s)ds, (6.90)
d
dt
[
x(t) +
m∑
i=1
Ai
∫ t
t−hi
x(s)ds
]
= Ax(t). (6.91)
22Les premiers travaux parus sont ceux de [41] dans le cas mono-retard, suivis de [101] pour
des retards multiples. Les autres références figurent dans [45].
23Les résultats de cette partie sont issus de [71], où le cas des systèmes distribués est
également considéré.
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Par une procédure « en deux temps » (“two-step procedure” décrite dans [64]),
chacune de ces écritures inspire ensuite des fonctions de Liapounov-Krasovskii
adaptées, qui sont celles présentées plus haut dans les trois démonstrations de
la partie 6.5.
Comme dans le cas de la transformation de Leibniz-Newton, les propriétés
de stabilité du système original et de ses transformées ne sont pas équivaklentes.
Alors que celle de (6.89) implique celle de (6.87) [73], le problème réciproque a
été étudié dans [61], qui montre que la stabilité des premier et deuxième sys-
tèmes transformés n’est pas nécessaire à celle de l’initial, car des dynamiques
additionnelles [45] sont introduites par la transformation, dynamiques dont le
pôles sont absents du spectre initial24. La stabilité du troisième système est
suffisante et devient nécessaire si on fait l’hypothèse que l’équation aux diffé-
rences x(t) +
∑m
i=1Ai
∫ t
t−hi x(s)ds = 0 est asymptotiquement stable (propriété
de stabilité formelle pour les systèmes neutres, voir page 260).
La forme de Fridman (descripteur)
La « forme descripteur » (“descriptor form” en anglais) a été introduite par
E. Fridman [29, 32]). Elle correspond à un modèle 2-D (voir page 240) et met
en jeu la transformation (6.86), enrichie par des techniques liées aux systèmes
singuliers. On ré-écrit le système linéaire retardé (6.72), ici considéré en régime
libre (u(t) ≡ 0), sous la forme singulière suivante :
x˙(t) = z(t), (6.92)
0× .z(t) = −z(t) +
q∑
l=1
Dl z(t− ωl)
+
k∑
i=0
Aix(t− hi) +
r∑
j=1
∫ t
t−τj
Gj(θ)x(θ)dθ,
puis on lui applique la transformation (6.86) avec Ai = Li. En définissant le
vecteur augmenté XT (t) = [xT (t), zT (t)], on peut alors mettre en oeuvre la
24Ainsi, la transformation (6.89) appliquée au système (6.85) donne :
x˙(t) = (A1 +A2)x(t)−A2
∫ t
t−h
[A1x(s) +A2x(s− h)]ds,
dont les pôles sont les zéros de : det
(
In − 1−e−shs A2
)
det
(
sIn −A1 −A2e−sh
)
, alors que les
pôles de (6.85) sont les zéros de det
(
sIn −A1 −A2e−sh
)
. Si ‖A2‖ > h−1, alors (6.89) est
instable même si (6.85) est stable [44].
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fonctionnelle de Liapounov-Krasovskii suivante :
V (xt, zt) = XT (t)EPX(t) + V3(xt) + V4(zt), (6.93)
E =
 In 0
0 0
 , P =
 P1 0
P2 P3
 , P1 = P T1 . (6.94)
La notation V3, V4 est celle de (6.45). Remarquons que, puisque la matrice E
est singulière, la fonctionnelle est dégénérée (c’est-à-dire n’est pas définie posi-
tive), ce qui correspond aux techniques utilisées pour les systèmes singulièrement
pertubés. Une optimisation LMI permet de calculer les matrices définissant les
fonctionnelles V3, V4.
Les résultats concernent à la fois les systèmes de type retardé et neutre, avec
incertitudes polytopiques. Sans être exhaustif, nous donnerons ici un résultat
simple : le système (6.41) est asymptotiquement stable s’il existe P1 = P T1 > 0,
P2, P3, Q = QT , R = RT , telles que :
ATP2 + P T2 A P1 − P T2 +ATP3 hP T2 A1
P1 − P2 + P T3 A −P3 − P T3 + hR hP T3 A1
hAT1 P2 hA
T
1 P3 −hR
 < 0.
Techniques de réductions par prédicteur
L’appellation réduction d’Artstein (“Artstein model reduction” en anglais)
réfère à un article de 1982 [6] mais le principe de cette technique peut aussi être
trouvé dans des travaux antérieurs [76], [80] et [132].
Son usage est assez simple si on considère des systèmes avec retard sur l’en-
trée seule :
x˙(t) = Ax(t) +Bu(t− h), x(t) ∈ Rn. (6.95)
En introduisant le nouveau vecteur : :
z(t) = x(t) +
∫ t
t−h
eA(t−h−θ)Bu(θ) dθ, (6.96)
on réduit (6.95) à un système sans retard :
.
z(t) = Az(t) + e−AhBu(t), z(t) ∈ Rn. (6.97)
On peut alors calculer facilement sur cette EDO un retour d’état classique,
u(t) = K0z(t), à condition que la paire (A,B) soit stabilisable (ce qui garantit
que la paire (A, e−AhB) l’est aussi). En revenant à la notation du système initial,
le contrôle résultant intègre donc un effet de retard distribué : u(t) = K0x(t) +∫ t
t−hK0e
A(t−h−θ)Bu(θ) dθ.
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Le problème est sensiblement plus compliqué si le système présente aussi un
retard sur l’état. Le cas suivant a été considéré par Fiagbedzi et Pearson [27] :
x˙(t) = A0x(t) +A0x(t− h) +B0u(t) +B1u(t− τ), (6.98)
qui aboutissent à la transformation :
z(t) = x(t) +
∫ t
t−h
eA(t−h−θ)A1x(θ) dθ
+
∫ t
t−τ
eA(t−τ−θ)B1u(θ) dθ. (6.99)
Le modèle réduit est alors :
.
z(t) = Az(t) +Bu(t), z(t) ∈ Rn,
A = A0 + e−AhA1, (6.100)
B = B0 + e−AτB1.
Cependant, résoudre l’équation caractéristique matricielle (6.100) devient beau-
coup moins simple. Dans [27], il est proposé de limiter le problème de calcul aux
seuls vecteurs et valeurs propres instables (qui, pour un système retardé, sont en
nombre fini). Une application (simulée) au controle de ralenti d’un moteur ther-
mique est ptrésentée dans [35]. Plus généralelment encore, cette approche peut
être considérée sur l’équation (6.83), mais demande alors l’étude de la structure
propre de l’équation caratéristique A =
∫ 0
−h e
AθdK(θ).
Les contrôleurs obtenus par ces techniques de réduction contiennent des
termes intégraux comme ceux de (6.96) et (6.99). A ce titre, ils font partie
des contrôles de type prédicteur. Dans certains cas, ils peuvent donc s’avérer
sensibles aux incertitudes paramétriques et, plus encore, aux erreurs d’identifica-
tion du retard. La réduction d’Artstein constitue cependant un outil d’utilisation
simple et très intéressant dans le cas de retard sur l’entrée seule.
Forme exponentielle de Seuret
La transformation qui suit vise à étudier la stabilité exponentielle d’un sys-
tème à retard variable. Elle a été initialement introduite dans [126], où la stabi-
lisation exponentielle robuste était considérée (voir également [125]). Nous n’en
exposerons ici que le principe, à partir du cas simple suivant :
x˙(t) = A0x(t) +A1x(t− τ(t)), (6.101)
où τ(t) est un retard variable borné, vérifiant les inégalités suivantes :
0 ≤ h1 ≤ τ(t) ≤ h2, ∀t ≥ 0, (6.102)
Comme défini en (6.25), montrer la stabilité exponentielle à taux α signifie de
prouver l’existence de deux réels α et k tels que : |x (t, t0, ψ)| ≤ k‖ψ‖C e−α(t−t0).
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Celà revient aussi à montrer la convergence asymptotique du vecteur eα(t−t0)
x(t, t0, ψ) vers zéro.
En choissant, sans restriction pour la suite, l’instant initial t0 = 0, il est donc
naturel d’introduire la nouvelle variable vectorielle z = eαtx(t). Cette variable
satisfait l’équation transformée suivante :
z˙(t) = (A0 + αIn)z(t) + eατ(t)A1z(t− τ(t)), (6.103)
dont la stabilité asymptotique pour un certain α > 0 garantira la stabilité ex-
ponentielle de taux α pour le système initial (6.101). Cependant, une difficulté
apparaît pour étudier le système transformé (6.103) : puisque τ(t) est variable,
(6.103) est un système non stationnaire. Pour surmonter cet obstacle, [126] a
proposé d’exprimer (6.103) sous une forme polytopique, basée sur l’existence
de coefficients variables λ1 et λ2 conduisant à l’expression du terme eατ(t) sous
forme d’une somme convexe de ses bornes eαh1 et eαh2 :
eατ(t) = λ1(t)eαh1 + λ2(t)eαh2 ,
λ1(t), λ2(t) ≥ 0 et λ1(t) + λ2(t) = 1.
(6.104)
Par ce biais, le système (6.103) est inclus dans la classe polytopique :
z˙(t) = A0 + αInz(t) +
2∑
i=1
eαhiλi(t)A1z(t− τ(t)), (6.105)
dont l’analyse est ensuite menée sous la forme descripteur :
z˙(t) = y(t),
0 = −y(t) + (A0 + αIn + A¯1(t))z(t)−A1
∫ t
t−τ
y(s)ds,
ou encore :
E ˙¯z(t) =
 0 In
A0 + αIn + A¯1(t) −In
 −z (t)−
 0
A1
∫ t
t−τ
y(s)ds, (6.106)
avec E = diag{In, 0}, z¯(t) = col{z(t), y(t)} et A¯1(t) =
∑2
i=1 e
αhiλi(t)A1.
Des conditions sous forme LMI sont alors obtenues, généralisables au cas de
matrices perturbées [125, 126] et aux systèmes de type neutre [127].
Techniques de pseudo-retard
Ces techniques se placent dans le cadre fréquentiel et permettent de rempla-
cer le retard par une fraction rationnelle. La stabilité du système (6.85) dépend
des racines de l’équation caratéristique :
det(sI −A1 −A2e−sh) = d(s) + n(s)e−hs = 0. (6.107)
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Les valeurs critiques de h qui correspondent à des bifurcations de stabilité cor-
respondent aux racines imaginaires pures s = jω de (6.107), vérifiant donc∣∣∣ d(jω)n(jω) ∣∣∣ = ∣∣e−hjω∣∣ = 1. De là, l’idée générale des techniques de pseudo-retard est,
tout d’abord, de chercher les éventuelles intersections de la courbe d(jω)n(jω) avec le
cercle unité. Ceci définit les « fréquences de croisement » ωi.
Dans cette technique fréquentielle, le retard e−hs peut être, de façon équiva-
lente, remplacé par toute fonction de transfert pn(sT )pd(sT ) ayant un module unitaire.
Les fréquences de croisement ωi sont alors obtenues en résolvant l’équation :
d(jω)pn(jωT ) +n(jω)pd(jωT ) = 0 pour des valeurs croissantes du paramètre T
∈]0,+∞[. Cette équation est simple (polynomiale) et lorsqu’une paire (ωi, Ti)
donne une solution, le ou les retards correspondants en sont déduits. Le pa-
ramètre T est appelé le pseudo-retard. Z.V. Rekasius [115] a ainsi introduit la
transformation pn(sT )pd(sT ) =
(1−sT )
(1+sT ) . A. Thowsen [136], en utilisant
(1−sT )2
(1+sT )2
, a obtenu
l’équivalence suivante, correspondant au système (6.75) en régime libre.
Théorème 6.8.1. s = jω, ω ≥ 0, est une racine du quasi-polynôme∑k
i=0 di(s)e
−iδs pour un δ > 0 si, et seulement si, c’est aussi une racine de∑k
i=0 di(s) (1− sT )2i (1 + sT )2(k−i) pour un T ≥ 0.
Ainsi, bien que ces techniques rappellent les approximations rationnelles
(6.1), nous constatons que les pseudo-retard ne sont pas une technique d’ap-
proximation (voir aussi [100] p.137). Ils sont plutôt reliés aux transformations
bilinéaires du type : C→ C, z = e−jωh 7→ w = 1−z1+z = j tan ωh2 , qui mettent
en correspondance le cercle unité et l’axe imaginaire et sont bien connues en
traitement du signal comme en commande numérique (« transformée homogra-
phique » ou « en w »).
Parmi les techniques associées aux pseudo-retards, on retiendra le résultat de
K. Walton et J.E. Marshall [142], particulièrement pratique pour les systèmes
mono-retard, c’est-à-dire dont l’équation caractéristique est (6.107). Il utilise
l’équation d(jω)d(−jω)− n(jω)n(−jω) = 0 et, donc, le choix pnpd = −
d(−s)
n(−s)).
Modélisation issue des techniques de robustesse
En améliorant une technique de [34] (voir aussi [100] page 154), plusieurs au-
teurs [52, 54, 59] ont développé des approches inspirées de différentes techniques
de commande robuste : techniques IQC, µ−synthèse, approche de Kalman-
Yakubovitch-Popov, théorie de Popov généralisée, etc.
Nous décrirons tout d’abord ici les grandes lignes de l’approche de M. Jun et
M.G. Safonov [59]. On considère le système (6.41) pour h ∈ [0, hM ], en supposant
que A = A0+A1 est asymptotiquement stable (ce qui est la condition de stabilité
asymptotique de (6.41) à retard h nul). On associe à ce système un modèle
opérationnel constitué de deux blocs interconnectés, décrit Figure 6.2. Cette
représentation se prête à une ré-écriture des conditions de stabilité robuste sous
forme de contrainte intégrale-quadratique (IQC en anglais, voir [90, 123]).
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Fig. 6.2: Deux blocs interconnectés pour reformulation IQC.
Dans ce modèle, l’opérateur ∆ reprend les caractéristiques du retard. Sa
transformée de Laplace est ∆(s) = e
−hs−1
hs et le système correspondant au bloc
G(s) est défini, dans le domaine temporel, comme suit :
x˙(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t),
u(t) = ∆(y(t)),
(6.108)
avec : A = A0 +A1,
B = hH, C = EA, D = hEH,
A1 = HE, H ∈ Rn×q, E ∈ Rq×n,
q ≤ n, H et E sont des matrices de rang plein.
[59] montrent que la stabilité asymptotique du système (6.108) équivaut à celle
du système (6.41). La preuve se fonde sur l’équivalence suivante :
(sI −A0 −A1e−hs)x = 0 ⇔ (sI − (I − h∆(s)A1)−1(A0 +A1))x = 0.
Ainsi, (6.41) est asymptotiquement stable si, et seulement si, la matrice à gauche
de l’équivalence est régulière dans le demi-plan droit Re s ≥ 0, c’est-à-dire si, et
seulement si, la matrice à droite l’est aussi. Cette dernière correspond à (6.108).
Le théorème IQC requiert qu’un certain opérateur Φ satisfasse la contrainte
intégrale-quadratique suivante pour tout α dans [0, 1] :
∫ +∞
−∞
[
yT (t), α∆(y(t))
]
Φ
 y(t)
α∆(y(t))
 dt ≥ 0.
On peut ainsi guarantir la stabilité asymptotique de (6.108) à la condition que
A soit une matrice de Hurwitz et que :
∃ε > 0, ∀ω ∈ R, [GT (−jω), I]Φ
 G(jω)
I
 ≤ −εI.
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Cette condition, fréquentielle, peut ensuite être reformulée de façon équivalente
sous une forme LMI grâce au lemme de Kalman-Yakubovich-Popov (lemme
KYP, voir [145]).
Le choix de : Φ =
 Q S
ST −Q
 conduit au critère (suffisant) suivant :
Théorème 6.8.2. [59] Le système (6.41) est asymptotiquement stable s’il existe
deux matrices symétriques défines-positives P > 0, Q > 0 et une matrice anti-
symétrique S telles que la matrice suivante soit définie-négative : ATP + PA+ CTQC PB + CTS + CTQD
BTP + STC +DTQC −Q+DTQC + STD +DTS
 < 0.
Une classe plus générale de systèmes a été considérée dans [52], incluant des
retards multiples hi dont, éventuellement, la borne inférieure pouvait être non
nulle25 : hi ∈ [him, hiM ]). L’approche de robustesse est différente (µ−synthèse,
voir [137]). Pour traiter le cas him > 0, le sous-système G(s) doit inclure des
retards e−hims. Cependant, les conditions obtenues peuvent s’avérer assez conser-
vatives.
Parmi les techniques s’inspirant de la commande robuste, citons également
l’utilisation de la théorie de Popov généralisée [55] dans le cas élargi des sys-
tèmes à retard sur l’état [54]. Ce résultat (voir également [100]) étudie des tech-
niques de stabilisation par rétroaction et de commande H∞ pour des systèmes
à retards ponctuels ou distribués, formulées en termes de triplets de Popov
Σ = (A,B;P ), P =
 Q S
ST R
 ∈ R(n+m)×(n+m), pour lesquels un « système
de Kalman-Yakubovich-Popov en J » (c’est-à-dire uns système non linéaire à
matrices inconnues X,V,W ) doit être résolu :
R = V TJV,
L+XB = W TJV,
Q+ATX +XA = W TJW.
Avant de clore cette partie, mentionnons l’article [140] où différentes techniques
de robustesse (lemme KYP, lemme Réel Strictement Borné, stabilité absolue,
passivité) ont été appliquées à l’étude se stabilité des systèmes linéaires à retards
ponctuels et non-linéairement pertubés.
25Ce type de condition correspond, dans la littérature en anglais, à l’appellation nonsmall
delay. En français, on pourra parler de « retard borné » si him 6= 0, par distinction du « retard
majoré » si him = 0 et hiM <∞.
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Approximation LPV
Dans [7], S.P. Banks considère le système non linéaire (ici, sans entrée) :
x˙(t) = A (x(t), x(t− h))x(t), (6.109)
x(θ) = ϕ(θ), −h ≤ θ ≤ 0,
qui est remplacé, comme suit, par une suite d’approximations linéaires à para-
mètres variants (LPV) :
x˙[i](t) = A
(
x[i−1](t), x[i−1](t− h)
)
x[i](t), (6.110)
x[i](θ) = ϕ(θ), −h ≤ θ ≤ 0.
Si A (., .) est localement lipschitzienne en ses deux variables, il est montré que
la suite de fonctions x[i](θ) converge, dans C([0, T ]) pour un certain T ∈]0, h],
vers la solution de (6.109). L’étude de stabilité fait intervenir une algèbre de
Lie nilpotente associée à (6.110) et est menée grâce à une transformation de
Liapounov particulière. La stabilisation est également étudiée.
6.9 Propriétés structurelles
La commandabilité des systèmes à retards présente trois principales diffé-
rences par rapport au cas ordinaire :
1. La première différence vient la nature fonctionnelle de l’état : la notion de
contrôlabilité (terme employé de préférence à « commandabiilté » lorsqu’on
se place comme ici en dimension infinie) représente le fait de pouvoir rallier
un état à un certain instant t1. Pour un système à retard, il s’agit donc
de rejoindre, à t1, une fonction xt de support [−h, 0], ce qui demande de
placer le vecteur x(t) depuis l’instant t1 − h jusqu’à t1. Pour une EDO, la
commandabilité demande de rallier un point x(t) à un instant t1.
2. La deuxième différence (liée à la première) tient au temps nécessaire au
contrôle. Pour un système linéaire et sans retard démarrant à l’instant
t0, tout point pouvant être atteint à l’instant t1 > t0 peut aussi l’être à
l’instant t0+α(t1−t0), α > 0. Au contraire, la présence d’un retard entraîne
généralement l’existence d’un temps d’atteinte minimum. . Pour donner un
exemple, il est clair que le simple système .x(t) = x(t) + u(t − 1) ne peut
pas être controllé en moins d’une seconde. Ainsi, en plus des notions de
commandabilité usuelles (sous-espaces et indices de commandabilité), on
devra ajouter un autre type d’index : la « classe » d’un système linéaire
retardé correspond au nombre de fois le retard nécessaires pour atteindre
l’objectif.
3. Enfin, la nature de la réalisation du contrôle à appliquer, constitue un en-
jeu important. Pour un système retardé, l’expression générique d’un retour
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d’état est u(t) = g(xt), ce qui signifie que le contrôleur est lui aussi de di-
mension infinie (fonctionnel). Pour des raisons d’implantation numérique,
on peut préférer restreindre sa réalisation à un retour instantanné (en an-
glais, “memoryless control”) du type u(t) = g(x(t)) oui bien à un retour à
retards ponctuels du type u(t) = g(x(t), x(t− hi)).
La suite de cette partie reprendra quelques définitions relatives à la contrô-
labilité des systèmes à retards. Des correspondances plus complètes, obtenues
dans des contextes unificateurs, pourront être trouvées dans [28, 84] (contexte
algébrique de la théorie des modules) ou [36] (approche comportementale).
Dans le cas des systèmes retardés, les notions de contrôlabilité peuvent être
transposées à l’observabilité (voir [113] et les références incluses). Cependant,
pour effectuer cette transposition dans le cas des systèmes neutres, l’hypothèse
de stabilité formelle(voir page 260) est requise. Dans le cas contraire, le problème
des observateurs asymptotiques est encore ouvert.
Définition 6.9.1. (Contrôlabilité M2, ouM2−approchée [20]) On considère le
système (6.13). L’état x0 estM2-contrôlable à l’instant t vers x1 ∈M2
(
[−h, 0];
Rn
)
s’il existe une suite de contrôles {ui} définis sur L2 ([0, t];Rm) telle que
x(t;x0, ui) converge vers x1 (au sens d’une norme sur M2). Le système est
M2-contrôlable à t si tous les états x0 sont M2-contrôlables à t vers tout
x1 ∈ M2 ([−h, 0];Rn). Il est M2-strictement contrôlable si, dans la définition
précédente, la suite {ui} est remplacée par un contrôle u.
Définition 6.9.2. (Contrôlabilité absolue [107]) Le système linéaire à retards
sur l’entrée x˙(t) = A0x(t)+
∑k
i=0Biu(t− iδ) est absolument contrôlable si, pour
toute condition initiale
{
x(0), u(t)t∈[−kδ, 0]
}
, il existe un temps t1 > 0 et un
contrôle borné u(t) tels que x(t1) = 0 avec u(θ) = 0 pour tout θ ∈ [t1 − kδ, t1].
Une condition nécessaire et suffisante de contrôlabilité absolue peut être
exprimée simplement : rang
[
E,A0E, ..., A
n−1
0 E
]
= n, avec E =
∑k
i=0 e
−iδA0Bi.
Cependant, la définition exige une fin de mouvement en régime libre (u(θ) =
0 pour tout θ ∈ [t1 − kδ, t1]), ce qui représente une condition très forte. La
définition qui suit s’affranchit de cette contrainte.
Définition 6.9.3. ( (ψ,Rn)-contrôlabilité [107, 144]) Le système linéaire (6.75)
est (ψ,Rn)-contrôlable (par rapport à une fonction ψ ∈ C) si, pour toute condi-
tion intitiale ϕ ∈ C, il existe un temps (fini) t1 > 0 et une loi de commande u(t) ∈
L2 ([0, t1 + h] ,Rm) tels que x (t;ϕ, u) = ψ(t− t1 − h) pour tout t ∈ [t1, t1 + h].
Pour des systèmes mono-retard, la (0,Rn)-contrôlabilité peut être testée par
des techniques de grammien [144].
Définition 6.9.4. (Contrôlabilité spectrale [88]) Le système linéaire (6.75),
considéré avec la notation (6.77), est spectralement contrôlable si :
rank
[
sI −A(e−δs),B(e−δs)
]
= n, ∀s ∈ C. (6.111)
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La contrôlabilité spectrale établit des bases très intéressantes pour une mise
en œuvre effective de contrôles. Il s’agit bien là d’une propriété fonctionnelle,
mais qui ne concerne que le contrôle (au sens du placement) du spectre σ(A)
défini en (6.81) : il a été montré26 dans [13] et [36] que le système (6.75) est sta-
bilisable si et seulement si (6.111) est vérifiée pour tout s ∈ C, Re(s) ≥ 0. Par
ailleurs, les propriétés spectrales s’étendent facilement à l’ensemble de l’analyse
structurelle (stabilizabilité, détectabilité...) : toute matrice de transfert causale
de R(s, e−δs), comme par exemple l’équation (6.82), admet une réalisation spec-
tralement observable. Elle admet également une réalisation détectable et spec-
tralement contrôlable. Il a néanmoins été remarqué que la notion de réalisation
minimale (au sens de la contrôlabilité spectrale et de l’observabilité spectrale,
comme au sens du nombre minimum d’opérateurs d’integration s−1 et de retard
e−s requis) ne fait pas toujours sens27 : la fonction de transfert 1+e
−2s
s+e−spi/2 a été
donnée comme exemple dans [81].
Définition 6.9.5. (Contrôlabilité euclidienne, ou Rn-contrôlabilité, Rn-contrô-
labilité forte [77]) Le système linéaire (6.75) est Rn-contrôlable si, pour toute
condition initiale ϕ ∈ C et tout vecteur x1 ∈ Rn, il existe un temps t1 > 0
et une loi de commande u(t) ∈ L2 ([0, t1] ,Rm) tels que x (t1;ϕ, u) = x1. Il est
fortement Rn-contrôlable si n’importe quel t1 > 0 peut être pris. Si la propriété
est restreinte à x1 = 0, alors le système est Rn-contrôlable vers l’origine.
La Rn-contrôlabilité n’est pas une propriété fonctionnelle, puisqu’elle con-
cerne le vecteur x(t) et non l’état xt. On notera trois différences avec le cas de
la commandabilité d’une EDO :
– La trajectoire peut ne pas rester en x1 après t1.
– Sauf dans le cas rare de la contrôlabilité forte, l’instant t1 ne peut pas être
arbitrairement réduit.
– La Rn-contrôlabilité n’est pas équivalente à la Rn-contrôlabilité vers l’ori-
gine.
Définition 6.9.6. (Contrôlabilité forte/faible, ou sur anneau/corps, ou R [O]/
R(O)-contrôlabilité, voir [77]) Le système linéaire sur anneau (6.77) est contrô-
lable sur l’anneau R [O] ou fortement contrôlable, s’il existe une loi de commande
de type polynomial u(t) = f(x,Ox,O2x, ...), permettant de rejoindre tout élé-
ment du module Rn [O] depuis tout état initial x0 ∈ Rn [O]. Il est contrôlable
sur le corps R(O) ou faiblement contrôlable, s’il existe une loi de commande
de type rationnel u(t) = f(x,Ox,O2x, ...,O−1x,O−2x, ) permettant de rejoindre
tout élément du module Rn [O] depuis tout état initial x0 ∈ Rn [O].
La contrôlabilité forte n’est pas non plus de type fonctionnel. Elle met l’ac-
cent sur la complexité de la commande à appliquer. Une condition nécessaire
26Il s’agit d’une preuve constructive basée sur la propriété de domaine de Bézout.
27Comme cela a été montré dans [134], pour des systèmes sur un anneau, même des réali-
sations minimales peuvent ne pas être isomorphes, de telle sorte qu’il n’existe pas forcément
de forme canonique de réalisation, contrairement aux systèmes sur un corps.
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et suffisante peut être énoncée à partir du sous-module de contrôlabilité as-
socié à la paire (A,B), i.e. 〈A/ Im B〉 = Im B + A2 Im B+... + An−1 Im B
ou, de façon équivalente, à partir de la matrice de contrôlabilité 〈A/B〉 =[
B,AB,A2B, ...,An−1B
]
. L’article de synthèse [77] donne, dans le cas du sys-
tème linéaire invariant (6.74) avec retards commensurables, les implications sui-
vantes (ainsi que d’autres qui utilisent la notion de sous-module de torsion) :
R [O]-contrôlabilité forte ⇒ Contrôlabilité absolue
⇒ R(O)-contrôlabilité faible ⇒ Rn-contrôlabilité.
Contrôlabilité approchée ⇒ Contrôlabilité spectrale
⇒ R(O)-contrôlabilité faible.
Cela signifie que la R [O]-contrôlabilité forte est une propriété très exigeante.
Effectivement, elle demande que le système soit contrôlable comme s’il ne com-
portait pas de retard.
Comme nous l’avons déjà signalé page 274, la notion usuelle d’indice de
contrôlabilité a été étendue aux systèmes retardés [111], ajoutant, avec la no-
tion de « classe », la prise en compte du temps d’atteinte, temps minimum
t1 nécessaire pour que les différentes composantes de l’état (sous-modules de
contrôlabilité) puissent atteindre les valeurs voulues x1 ∈ Rn.
6.10 Compléments bibliographiques
Comme l’attestent les très nombreux travaux paraissant aujourd’hui au ni-
veau international, les systèmes à retards constituent un champ d’étude im-
portant, pour l’automaticien comme pour l’ingénieur. En complément aux ré-
férences déjà citées, mentionnons pour ce qui concerne d’autres aspects fonda-
mentaux de l’automatique : modélisation [84], propriétés structurelles [84, 124],
commande (par placement de spectre [84, 143], optimale [66, 72], par suivi de
modèle [83, 112], par platitude [94], par modes glissants [40], par linéarisation
[93]).
Parmi les ouvrages incluant des domaines d’application spécifiques, citons la
commande en réseau [120], l’écologie [38], la biologie [87], la robotique [135]. De
nombreux exemples sont également présentés dans [66, 84, 100, 122].
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7.1 Introduction
Une théorie algébrique pour la commande des systèmes à paramètres répartis
commandés aux bords est présentée dans ce chapitre. Un système y est représenté
par un module et les notions de commandabilités développées étendent la notion
de pi-liberté dégagée précédemment pour les systèmes à retards [11].
Le point de vue ici adopté trouve ses origines dans l’extension du cadre
élaboré pour les systèmes à retards [14, 1, 12, 15, 16]. Des exposés détaillés se
trouvent dans [42, 43]. Diverses voies possibles d’extension au cas non linéaire
sont réalisées en [26, 35, 42]. Une vue plus proche de l’analyse est développée en
[24, 25].
7.2 Motivations et méthodologie
Notre philosophie est guidée par deux attentions majeures : la première (at-
tention pratique) est de dégager des propriétés structurelles qui surviennent fré-
quemment dans les applications. La deuxième (attention de simplicité), reliée à
la première, consiste en l’obtention des propriétés les plus simples pour chaque
classe d’applications. Ceci nous a conduit à la découverte d’une nouvelle notion,
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nommée pi-liberté, qui permet de résoudre le suivi d’une trajectoire de référence
selon le même cheminement que celui emprunté pour les systèmes non linéaires
de dimension finie différentiellement plats.
7.3 Notion de liberté
Le lien entre la notion de liberté des modules et la commandabilité a d’abord
été introduite pour les systèmes linéaires de dimension finie par Michel Fliess
[10], puis nous l’avons étendue aux systèmes à retards [30], [11], [31], [13], [34]
et aux systèmes à paramètres répartis [12], [32].
Critères classiques de commandabilité
La vision classique de la commandabilité correspond en général à une acces-
sibilité de l’espace d’état. Considérons un système de dimension finie Σ donné
sous forme d’état comme suit
x˙(t) = Ax(t) +Bu(t) (7.1)
avec x(t) = (x1(t), . . . , xn(t)) l’état, u(t) = (u1(t), . . . , um(t)) la commande,
A ∈ Rn×n, B ∈ Rn×m. La commandabilité du système Σ peut s’exprimer de
diverses manières toutes équivalentes. En voici quelques-unes :
1. Accessibilité de l’espace d’état
Pour tous états initial xini et final xfin de Rn, et tous temps initial tini et
final tfin, il existe une commande u ∈ Fu, dans l’espace dit des commandes
admissibles Fu, amenant le système de l’état initial x(tini) = xini à l’état
final x(tfin) = xfin.
2. Critère de Kalman
La matrice de commandabilité
C = (b, Ab, . . . , An−1b)
est de rang plein :
rgC = n
3. Critère de Hautus-Popov-Belevitch
∀s ∈ C, rgC[sI −A | b] = n
4. Forme canonique contrôleur
On se restreint dans cet alinéa au cas de systèmes mono-entrée. Il existe
un changement d’état z = Fx, F ∈ Rn×n tel que la représentation de Σ
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devienne :
z˙1 = z2
z˙2 = z3
...
z˙n−1= zn
z˙n = α1z1 + α2z2 + · · ·+ αnzn + βu
Si, au lieu de vouloir imposer que l’état z aille de zini à zfin, nous voulons
amener une sortie y d’une valeur initiale à une valeur finale (sachant que le
nombre de commandes est en général bien moindre que celui des états), nous
pouvons avoir un bien meilleur contrôle sur l’évolution temporelle de y. Consi-
dérons z1 comme sortie de la forme canonique contrôleur :
z˙1 = z2
z˙2 = z3
...
z˙n−1 = zn
z˙n = α1z1 + α2z2 + · · ·+ αnzn + βu
y = z1
Alors, connaissant y, toute autre variable est déterminée
z1 = y
z2 = z˙1
z3 = z¨1
...
zn = z
(n−1)
1
u = − 1
β
(
α1z1 + α2z˙1 + · · ·+ αnz(n−1)1 − z(n)1
)
Le modèle est alors différentiellement paramétrisé par y. En particulier, si
l’on désire suivre une trajectoire t 7→ yr(t) de y, la loi de commande en boucle
ouverte assurant le suivi est donnée par
ur(t) = − 1
β
(
α1yr(t) + · · ·+ αny(n−1)r (t)− y(n)r (t)
)
Remarques 7.3.1. 1. L’expression donnant ur (de même que celles donnant
les autres variables) ne recquière aucune intégration d’équation différen-
tielle.
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2. Le concepteur de la commande est libre de choisir la trajectoire de référence
qu’il souhaite, pour autant qu’elle soit différentiable jusqu’à l’ordre n.
3. Cette étape en boucle ouverte, faisant une confiance aveugle en le modèle,
suppose ce dernier parfait et suppose également que les conditions initiales
soient parfaitement connues. Elle est en pratique complétée par une étape
de stabilisation.
4. La fonction de transfert correspondante a un numérateur constant :
yˆ
uˆ
=
β
sn − αnsn−1 − · · · − α1
Exemple 7.3.1. Le modèle
My¨ +Ky = u
s’écrit sous forme canonique contrôleur
x˙1 = x2
x˙2 =
1
M
(−Kx1 + u)
y = x1
Nous avons donc :
x1 = y
x2 = y˙
u = Ky +My¨
Et la commande en boucle ouverte assurant le suivi de t 7→ yr(t) est
ur = Kyr +My¨r
Système sans retard libre
Nous allons généraliser ici de manière d’abord informelle, puis en termes
précis, la forme canonique contrôleur précédente. La notion obtenue, que nous
nommerons liberté, conserve cette essentielle propriété de paramétrisation.
Un modèle général tel que (7.1) de dimension finie muni d’une entrée in-
dépendante u = (u1, . . . , um) est dit libre (voir [10] et l’annexe 7.A pour une
définition précise) s’il existe
ω = (ω1, . . . , ωm)
que l’on nomme base (ou sortie basique), telle que :
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1. Elle fait partie du système (caractère endogène) :
Les ωj , j = 0, . . . ,m s’expriment comme combinaisons linéaires des va-
riables du système (par ex. x,u) et de leurs dérivées :
ωi = Lx+N0u+N1 ddtu+ · · ·+Nα d
α
dtαu
L ∈ Rn×n, Ni ∈ Rn×m, i = 0, . . . , α.
2. Ses composantes sont différentiellement indépendantes (indépendance) :
Il n’existe aucune relation différentielle entre les ωj , j = 0, . . . ,m :
m0ω +m1 ddtω + · · ·+mβ d
β
dtβ
ω = 0 =⇒ mi = 0
mi ∈ R1×m, i = 0, . . . , β.
3. Elle fournit une paramétrisation complète du système (forme canonique
de suivi) :
x = P0ω + P1 ddtω + . . .+ Pγ
dγ
dtγω (7.3)
u = Q0ω +Q1 ddtω + · · ·+Qµ d
µ
dtµω (7.4)
Pi ∈ Rn×m, Qj ∈ Rm×m, i = 0, . . . , γ, j = 0, . . . , µ,
La dernière propriété, et plus spécialement l’équation (7.4), fournit une solution
simple et naturelle à la réalisation du suivi en boucle ouverte d’une trajectoire
t 7→ ω(t).
Remarque 7.3.1. Ces propriétés (indépendance et paramétrisation du sys-
tème) sont en correspondance directe avec les propriétés caractéristiques d’une
base d’un espace vectoriel (ensemble maximalement indépendant et minimale-
ment générateur).
Exemple de système libre
Considérons un modèle du premier mode souple d’un bras de robot à un
degré de liberté, actionné par un moteur. Notons qr le déplacement rigide, qe le
premier mode du déplacement élastique (par rapport au déplacement rigide) et
u le couple moteur actionnant le bras.
Le bilan des couples donne :Jrr Jre
Jer Jee
q¨r
q¨e
+
 0
Keqe
 =
u
0

où Jxy sont des inerties équivalentes et Ke une raideur élastique. Les équations
du système sont :
Jrrq¨r + Jreq¨e = u (7.5a)
Jer q¨r + Jeeq¨e = −Keqe (7.5b)
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e
rq
q
u
τ
Fig. 7.1: Premier mode souple d’un bras de robot.
Ce système est libre, de base
ω = Jerqr + Jeeqe
En effet, le premier membre de l’équation (7.5b) est la dérivée seconde de ω :
ω¨ = −Keqe ou encore qe = − 1
Ke
ω¨
puis, nous obtenons
qr =
1
Jer
(ω − Jeeqe)
Et, finalement
qr =
1
Jer
ω +
Jee
KeJer
ω¨ (7.6a)
qe = − 1
Ke
ω¨ (7.6b)
u =
Jrr
Jer
ω¨ +
1
Ke
(
JrrJee
Jer
− Jre
)
ω(4) (7.6c)
Se donnant une trajectoire de référence t 7→ ωr(t), la dernière formule nous
fournit une loi en boucle ouverte assurant un suivi exact sous l’hypothèse d’un
modèle parfait et de conditions initiales connues. Pour une trajectoire désirée
d’allure décrite en figure 7.2 à gauche, nous obtenons la loi en boucle ouverte
illustrée à droite.
Les systèmes linéaires sont, dans notre approche, modélisés par des struc-
tures linéaires analogues aux espaces vectoriels : des modules (diverses notions
d’algèbre sont rappelées en annexe 7.A, p. 324). Les axiomes de définition sont les
mêmes pour les deux structures, mais les scalaires d’un espace vectoriel sont pris
dans un corps, tel R ou C, alors que ceux d’un module sont pris dans un anneau.
Pour les systèmes sans retards, cet anneau sera celui des polynômes différentiels
R[ ddt ] ; pour les systèmes à retards, l’anneau sera R[
d
dt , δ] où δ = (δ1, . . . , δr),
chaque δi étant un opérateur retard tel que, pour tout f , (δif)(t) = f(t − hi),
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Fig. 7.2: Trajectoire de référence t 7→ ωr(t) (à gauche) et commande en boucle
ouverte ur (à droite).
où hi est un réel positif, l’amplitude du retard ; pour des systèmes modélisés par
des EDPs, les anneaux seront adaptés au système étudié.
Cette augmentation du nombre d’indéterminées dans l’anneau des opérateurs
entraîne une bien plus grande complexité des modules associés, ce qui se retrouve
dans les propriétés de commandabilité.
R-système, entrée
Définitions 7.3.1. Soit R un anneau commutatif1, unifère et sans diviseurs de
zéros.
– Un R-système Λ, ou un système sur R est un R-module.
– Une R-dynamique, ou une dynamique sur R, est un R-système Λ équippé
d’une entrée, c.à.d., un sous-ensemble u de Λ tel que le R-module quotient
Λ/[u] est de torsion.
– L’entrée u est indépendante si le R-module [u] est libre, de base u.
– Une sortie y est un sous ensemble de Λ.
– Soit A une R-algèbre et Λ un R-système. Le A-module A ⊗R Λ est un
A-système, qui étend Λ.
Remarques 7.3.2. 1. Pour un système de dimension finie, R = k[ ddt ] avec
k = R ou C. Pour un système à retards, R = k[ ddt , δ], avec δ = (δ1, . . . , δr),
les δi étant des opérateurs retards algébriquement indépendants (c.à.d.
les amplitudes des différents retards sont indépendantes sur Q). On parle
également d’incommensurabilité dans la littérature.
1On se restreint ici au cas commutatif. Pour le cas non commutatif, voir [9, 41] pour
certaines extensions.
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2. En termes informels, un système d’équation
a y = b u
où a, b ∈ R = R[ ddt ] ou R[ ddt , δ] sera représenté par une structure linéaire
formée de toutes les combinaisons linéaires de y, u et de leurs dérivées,
telles que la relation ci-dessus soit satisfaite
Λ =
{
p y + q u
∣∣∣ p, q ∈ R, a x = b u}
3. Dans les mêmes termes informels, une entrée u = (u1, . . . , um) est telle
que toute variable z du système satisfait une relation de la forme :
p z =
m∑
i=1
qi ui
où p, qi ∈ R, p 6= 0.
Cas des systèmes à retards
Définition 7.3.1. Un système linéaire stationnaire à retards Λ est un k[ ddt , δ]-
module finiment engendré.
Cette définition appelle quelques commentaires. Tout d’abord, un module
finiment engendré sur k[ ddt , δ] est entièrement déterminé par la donnée de gé-
nérateurs et d’un ensemble de relations (ce dernier constituant lui-même un
module) vérifiées par ces derniers. Le module est alors dit donné par généra-
teurs et relations (voir l’annexe 7.A, p. 325 ou [8, 0.3 p. 17] pour une définition
précise). Nous disposons donc de générateurs, Λ = [w1, . . . , wα] = [w] et de
relations,
PΛ( ddt , δ)w = 0
où PΛ ∈ k[ ddt , δ]β×α et rgk[ ddt ,δ]
PΛ = β.
Ici PΛ se nomme une matrice de présentation2 de Λ. Remarquons que cette
matrice n’est pas unique.
Exemple 7.3.2. Prenons comme exemple le système d’équation
y˙(t)− y(t) = u(t− 1)
Soient [U, Y ] le k[ ddt , δ]-module libre engendré par U et Y et [E] = [Y˙ −Y − δU ]
un sous-module libre de [U, Y ]. Posons alors [u, y] = [U, Y ]/[E] ; le système
considéré est représenté par le module
Λ = [u, y]
2De manière rigoureuse, la matrice de présentation est PTΛ . Nous conserverons dans la suite
cet abus de langage commode.
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avec comme relation
y˙ − y = δu
qui peut alors s’écrire : [−δ | ddt − 1 ]
u
y
 = 0
avec comme matrice de présentation
PΛ( ddt , δ) =
[−δ | ddt − 1 ]
7.4 Notions de commandabilité
Sans torsion, liberté, projectivité
Explicitons une notion importante pour l’étude de la commandabilité : celle
de torsion (voir également l’annexe 7.A, p. 324). Considérons un système linéaire
(sans retards) Σ, modélisé par un module sur l’anneau R[ ddt ]. Un élément w de
Σ est dit de torsion s’il existe un polynôme non nul p de R[ ddt ] tel que
p( ddt)w = 0
Notons que ce phénomène ne peut se produire de manière non triviale dans un
espace vectoriel ; en effet une relation de la forme pw = 0 dans un espace vecto-
riel implique w = 0, puisque p est inversible en tant qu’élément d’un corps. Un
élément de torsion de Σ satisfait une équation différentielle à coefficients dans R.
Un module dont tous les éléments sont de torsion est dit de torsion. A l’inverse,
un module dont aucun élément n’est de torsion est dit sans torsion. L’abscence
de torsion signifie qu’il n’y a pas de variable satisfaisant à une équation (diffé-
rentielle, différentielle aux différences, . . . , selon l’anneau R) autonome, c.à.d.
non influencée par l’entrée.
La liberté, notion en général plus forte que la précédente, signifie qu’il existe
m (où m désigne le nombre d’entrées indépendantes) générateurs indépendants,
fournissant une paramétrisation complète du système.
Une notion supplémentaire est celle de projectivité (voir l’annexe 7.A, p. 324).
Définition 7.4.1. Un R-système Λ est dit R-commandable sans torsion (resp.
R-commandable projectif, R-commandable libre) si le R-module Λ est sans tor-
sion (resp. projectif, libre).
Quelques considérations classiques d’algèbre homologique (voir, par exemple,
[39]) conduisent au résultat suivant.
Proposition 7.4.1. La R-commandabilité libre (resp. R-commandabilité pro-
jective) implique la R-commandabilité projective (resp. R-commandabilité sans
torsion).
297
7. Commande algébrique des EDPs
Remarque 7.4.1. Pour des systèmes de dimension finie (cas où R = k[ ddt ],
k = R ou C), les trois notions précédentes coïncident. Ce n’est plus le cas géné-
ralement, sauf si R est un anneau principal (dans lequel tout idéal est principal,
i.e. généré par un unique élément ; c’est le cas de k[ ddt ]) ou s’il est un anneau de
Bézout (dans lequel tout idéal finiment engendré est principal).
Critères de liberté et d’absence de torsion sur un anneau
polynomial
Nous considérerons, tout au long de cette section un anneau R d’opérateurs
qui est un anneau de polynômes du type k[ξ] où ξ = {ξ1, . . . , ξr} et k = R ou
C.
Critère de liberté
Notons que, sur k[ξ], les deux notions de commandabilité projective et com-
mandabilité libre coïncident ; ceci constitue l’un des énoncés de la résolution de
la “conjecture de Serre” ([36], [45]).
Proposition 7.4.2 (Quillen, Suslin). Un k[ξ]-système est k[ξ]-commandable
libre si, et seulement s’il est k[ξ]-commandable projectif.
Cette proposition permet d’obtenir le critère suivant, où k¯ désigne la clôture
algébrique3 de k :
Proposition 7.4.3. Un k[ξ]-système Λ est k[ξ]-commandable libre si, et seule-
ment si
∀(s1, . . . , sr) ∈ k¯r, rgk¯PΛ(s1, . . . , sr) = β
Ici β désigne le rang générique de la matrice de présentation PΛ, c.à.d. rgk[ξ]PΛ.
Ce critère de rang équivaut à l’absence de zéros communs dans k¯r des mineurs
d’ordre β de PΛ.
Démonstration. Indiquons simplement comment déduire le présent critère du
résultat de Quillen et Suslin (proposition précédente). Il y a équivalence, pour le
k[ξ]-module Λ, entre projectivité et égalité à k[ξ] de l’idéal de Fitting I engendré
par les mineurs d’ordre β de PΛ (voir [8, proposition 20.8 p. 495])
D’après le Nullstellensatz de Hilbert (voir par exemple [27] ou [8, corollaire
1.7 p. 34]) I = k[ξ] équivaut à ne pas avoir de zéros communs dans k¯ entre les
mineurs d’ordre β de PΛ, ou encore :
∀(s1, . . . , sr) ∈ k¯r, rgk¯PΛ(s1, . . . , sr) = β
c’est-à-dire aucune chute de rang de la matrice de présentation, ce rang étant
partout égal au rang générique rgk[ξ]PΛ.
3Le corps contenant toutes les racines d’équations polynomiales à coefficients dans k.
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Critère d’absence de torsion
Nous allons maintenant énoncer un critère de k[ξ]-commandabilité sans tor-
sion.
Proposition 7.4.4. Un k[ξ]-système Λ est k[ξ]-commandable sans torsion si,
et seulement si les mineurs β × β de PΛ sont premiers4 entre eux.
Démonstration. Ce critère découle directement d’une proposition de [48]. Elle
établit que les mineurs β × β de PΛ sont premiers entre eux si, et seulement
si pour tout i dans {0, . . . , r}, il existe des matrices Qi à coefficients dans k[ξ]
telles que :
PΛQi = ψiIβ
où ψi est un polynôme de k[ξ] indépendant de la variable d’indice i.
L’équation PΛQ0 = ψ0Iβ exprime la liberté de Λ0 , k(ξ2, . . . , ξr)[ξ1]⊗k[ξ] Λ,
l’équation PΛQ1 = ψ1Iβ celle de Λ1 , k(ξ1, ξ3, . . . , ξr)[ξ2]⊗k[ξ] Λ et ainsi de suite
jusqu’à PΛQr = ψrIβ exprimant la liberté de Λr , k(ξ1, . . . , ξr−1)[ξr] ⊗k[ξ] Λ.
Tous les anneaux qui viennent d’être cités étant principaux, la liberté des Λi
équivaut à leur caractère sans torsion. Et de manière évidente, Λ est sans torsion
si, et seulement si chacun des Λi l’est. Plus précisément, lorsqu’un élément w
d’un k[ξ]-module est de torsion, il existe un polynôme p de k[ξ] non nul et
non inversible (c’est-à-dire non constant), tel que p(ξ)w = 0. Or p peut-être
considéré comme un polynôme en ξ1 à coefficients dans k[ξ2, . . . , ξr], comme
polynôme en ξ2 à coefficients dans k[ξ1, ξ3, . . . , ξr] et ainsi de suite ; puisque p
n’est pas constant, il sera nécessairement non inversible dans l’un des anneaux
k(ξ2, . . . , ξr)[ξ1], k(ξ1, ξ3, . . . , ξr)[ξ2], . . . , k(ξ1, . . . , ξr−1)[ξr].
pi-liberté
Afin de recouvrer les avantages de la liberté pour un système qui n’est que
sans torsion, nous disposons du résultat suivant, qui découle directement d’une
proposition de [40].
Thèorème et définition 7.4.1. Soit R un anneau, M un R-module finiment
présenté et S une partie multiplicative de R. Supposons que S−1M (le localisé
de M en S) soit un S−1R-module libre. Alors il existe un pi dans S tel que
R[pi−1]⊗RM est5 un R[pi−1]-module libre avec une base de même taille que celle
de S−1M sur S−1R.
Un tel R-système est dit pi-libre (ou pi-commandable libre) et toute base du
module R[pi−1]⊗RM est nommée une pi-base.
4Premiers entre eux signifiant que leur PGCD est un élément de k.
5La notation R[pi−1] désigne le localisé de R en S˜ = {pii | i ∈ N}, qui se note de manière
précise S˜−1R = {pii | i ∈ N}−1R.
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Exemples 7.4.1. 1. Le système y˙ = (1+δ)u n’est pas R[ ddt , δ]-commandable
libre, mais il est (1 + δ)-libre. En effet, on a u = (1 + δ−1) ddt y
2. Le système d’équation y˙ = δu n’est pas R[ ddt , δ]-commandable libre, mais
il est δ-libre.
Cas des systèmes à retards
L’unicité de la commandabilité de Kalman en dimension finie est perdue
dans le cas avec retards. De multiples généralisations ont vu le jour dans la
littérature, sans que les liens soient toujours explicites. Une explication possible
de ce phénomène est la complexification de l’anneau des opérateurs R.
Pour les systèmes de dimension finie, c.à.d. sur R[ ddt ], l’absence de torsion et
la liberté se confondent. Pour les systèmes à retards, c.à.d. sur R[ ddt , δ], la situa-
tion est plus complexe, la liberté étant en particulier plus forte que le caractère
sans torsion.
Exemples 7.4.2. 1. Le système
x˙1 = δx1
x˙2 = x1 + δu
n’est pas R[ ddt , δ]-sans torsion, puisque x1 est un élément de torsion.
2. Un exemple moins trivial est le suivant :
x˙1 = x2 + u
x˙2 = δ2x1 + δu
n’est pas R[ ddt , δ]-sans torsion, puisque z = δx1 − x2 est un élément de
torsion. Pour s’en convaincre, il suffit d’appliquer l’opérateur de retard δ à
la première équation et de retrancher ce résultat de la deuxième (de façon
à éliminer u). On obtien ainsi :
d
dt
(δx1 − x2) = δ(x2 − δx1)
3. Le système y˙ = (1 + δ)u est R[ ddt , δ]-commandable sans torsion, mais non
R[ ddt , δ]-commandable libre.
4. Le système y˙ + δy = u est R[ ddt , δ]-commandable libre, de base y.
7.5 Des systèmes à retards aux systèmes à
paramètres répartis
Exemple d’une équation des ondes
Un exemple de système régi par une équation aux dérivées partielles est celui
d’une barre flexible en torsion avec un couple appliqué à l’une de ses extrémités
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(voir [33]), et une charge J attachée à l’autre. Les équations du modèle suivent
celles d’une équation des ondes unidimensionnelle. La commande est le couple
appliqué à l’une des extrémités, un couple de réaction dû à la charge agissant à
l’autre :
σ2∂2τ q(τ, z) = ∂
2
zq(τ, z) (7.7a)
∂zq(τ, 0) = −u(τ), ∂zq(τ, L) = −J∂2τ q(τ, L) (7.7b)
q(0, z) = 0, ∂τq(0, z) = 0 (7.7c)
Ici, q(τ, z) désigne le déplacement angulaire de la position au repos au point
z ∈ [0, L] et au temps τ > 0 ; L est la longueur de la barre, σ est l’inverse de la
vitesse de propagation des ondes, J le moment d’inertie de la charge, u le couple
de commande.
Modèle à retards
Il est bien connu (voir [6]), que la solution générale de (7.7a) peut s’écrire
sous la forme d’ondes progressive et rétrograde
q(τ, z) = φ(τ + σz) + ψ(τ − σz)
où φ et ψ désignent des fonctions d’une variable réelle arbitraire. Posant ξ =
τ + σz, η = τ − σz, les conditions aux bords (7.7b) s’écrivent
φ′(τ)− ψ′(τ) = −u(τ)
σ
φ′(τ + T )− ψ′(τ − T ) = −J
σ
(
φ′′(τ + T )− ψ′′(τ − T )
)
où T = σL. L’objectif de commande sera d’assigner une trajectoire τ 7→ y(τ) =
q(τ, L) (prescrite à l’avance) à la position angulaire de la charge ; la sortie est
donc
y(τ) = q(τ, L)
Alors, considérant φ et ψ comme des fonctions du temps τ , on obtient
φ(τ + T ) + ψ(τ − T ) = y(τ) (7.8a)
φ′(τ)− ψ′(τ) = − 1
σ
u(τ) (7.8b)
φ′(τ + T )− ψ′(τ − T ) = −J
σ
y′′(τ) (7.8c)
D’après (7.8a) il vient φ(τ) = y(τ − T )− ψ(τ − 2T ) ce qui conduit à
y′(τ − T )− ψ′(τ)− ψ′(τ − 2T ) = − 1
σ
u(τ)
y′(τ)− 2ψ′(τ − T ) = −J
σ
y′′(τ)
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Fig. 7.3: Trajectoire de référence t 7→ yr(t) (à gauche) et commande en boucle
ouverte ur.
L’élimination de ψ′ donne
2
σ
u(τ − T ) = J
σ
(
y′′(τ) + y′′(τ − 2T ))+ y′(τ)− y′(τ − 2T )
Opérant le changement de temps t = κτ , avec κ constant, on obtient y′(τ) =
dy
dτ (τ) = κ
dy
dt (t) = κy˙(t) et
2
σκ
u(t− T ) = Jκ
σ
(
y¨(t) + y¨(t− 2T ))+ y˙(t)− y˙(t− 2T ) (7.9)
Puis, posant κ = σ/J et v(t) = (2/σκ)u(t), on obtient le système à retards
suivant :
y¨(t) + y¨(t− 2T ) + y˙(t)− y˙(t− 2T ) = v(t− T ) (7.10)
Nous voyons sur l’équation ci-dessus qu’il suffit d’inverser l’opérateur de
retard (c’est-à-dire s’autoriser des avances) pour obtenir un système libre :
v(t) = y¨(t+ T ) + y¨(t− T ) + y˙(t+ T )− y˙(t− T )
Ce système est δT -libre, de δT -base y (où δT , l’opérateur retard d’amplitude T
est celui qu’on a inversé). On écrit ceci de la manière formelle suivante :
v = (δ−1T + δT )y¨ + (δ
−1
T − δT )y˙
Pour une trajectoire de référence t 7→ yr(t) de la forme décrite en figure 7.3
à gauche, on obtient une loi de commande en boucle ouverte ur(t) reproduite en
figure 7.3 à droite.
Il est intéressant de remarquer que le déplacement des autres points de la
barre s’obtient par
qr(z, t) =
1
2
[yr(t− z + T ) + y˙r(t− z + T ) + yr(t− T + z)− y˙r(t− T + z)]
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Fig. 7.4: Déplacements en boucle ouverte qr(z, t).
ou encore, formellement
qr =
1
2
[δz−T yr + δz−T y˙r + δT−z yr − δT−z y˙r]
Ces déplacements sont reproduits en figure 7.4.
7.6 Généralisation de paramétrisation à d’autres
systèmes à paramètres répartis : exemple de
l’équation de la chaleur
Un système à paramètres répartis est composé d’une (ou plusieurs) équa-
tion(s) reliant les dérivées d’espace à celle de temps, ainsi que diverses condi-
tions aux bords, faisant généralement intervenir les commandes. Nous verrons,
comme dans le cas de la section précédente, qu’il est bon d’élargir la notion de
paramétrisation reliée à la liberté.
Nous considérerons d’abord l’un des exemples mathématiquement les plus
simples, l’équation de la chaleur unidimensionnelle, ce qui permettra de ne pas
alourdir l’exposé par des calculs fastidieux.
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Liberté pour l’équation de la chaleur
Considérons le système d’équations suivant :
∂2xw(x, t) = ∂tw(x, t), x ∈ [0, 1], t ∈ [0,+∞[ (7.11a)
∂xw(0, t) = 0 (7.11b)
w(1, t) = u(t) (7.11c)
Ces équations décrivent un processus de diffusion de chaleur dans une barre de
longueur unité, w(x, t) désignant la température de la barre à l’abscisse x et à
l’instant t. La première des conditions aux limites indique qu’il n’y a pas de flux
de chaleur en x = 0 ; la deuxième que la température est fixée par la commande
u(t) en x = 1.
Deux cadres opérationnels sont notamment possibles, développés respecti-
vement par Mikusiński et par Komatsu. Mikusiński [29] utilise des anneaux de
fonctions continues munis du produit de convolution ; Komatsu [22] se sert de
transformées de Laplace d’hyperfonctions et d’ultradistributions Gevrey. Ces
cadres sont reliés aux techniques de resommation développées par Écalle [7],
Ramis [37], Balser [3], [4], . . .
Perspective symbolique
Obtention de premières relations. Considérons la transformée de Laplace tem-
porelle, ou bien l’équation opérationnelle de Mikusiński associée à l’équation
(7.11a) :
sŵ(x, s) = ∂2x ŵ(x, s)
et considérons cette équation à s fixé ; nous obtenons l’équation différentielle
ordinaire
d2ŵ
dx2
(x, s)− sŵ(x, s) = 0 (7.12)
L’équation caractéristique associée à (7.12) s’écrit
ζ2 − s = 0, c.à.d. ζ = ±√s
La solution générale de (7.11a) peut alors se mettre sous la forme
ŵ(x, s) = ex
√
sγ1(s) + e−x
√
sγ2(s)
ou bien
ŵ(x, s) = cosh(x
√
s)λ1(s) +
sinh(x
√
s)√
s
λ2(s) (7.13)
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La deuxième forme est préférable, les dérivées des solutions fondamentales étant
reliées de manière agréable. En effet, notant
Cx = cosh(x
√
s), Sx =
sinh(x
√
s)√
s
nous disposons des relations, désignant la dérivation spatiale par un prime :
∂xCx = C ′x = sSx
∂xSx = S′x = Cx
Nous pouvons déduire de ce qui précède les formes générales de la solution et
de la première dérivée spatiale
ŵ(x, s) = Cxλ1(s) + Sxλ2(s)
∂xŵ(x, s) = sSxλ1(s) + Cxλ2(s)
Les conditions aux limites (7.11b) et (7.11c) donnent alors successivement
λ2(s) = 0 (∂xŵ(0, s) = 0)
C1λ1(s) = û(s)
et nous obtenons l’équation
cosh(
√
s) ŵ(x, s) = cosh(x
√
s) û(s)
ou encore
C1 ŵ(x) = Cx û
Paramétrisation. Introduisant une nouvelle variable
ω(t) = w(0, t)
Et ayant
ŵ(x) = Cxλ1 + Sxλ2
Nous obtenons :
λ2 = 0
C1λ1 = û
λ1 = ω̂
et
û = C1 ω̂ (7.14a)
ŵ(x) = Cx ω̂ (7.14b)
On recouvre une paramétrisation en termes de ω̂ qui, dans le cadre de modules
sur un anneau approprié, pourra correspondre à la liberté.
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Expression dans le domaine temporel. Écrivons formellement
cosh(
√
s) =
∑
i>0
si
(2i)!
Nous obtenons, dans le domaine temporel :
w(x, t) =
∑
i>0
x2i
(2i)!
ω(i)(t)
u(t) =
∑
i>0
1
(2i)!
ω(i)(t)
Ces séries ont été écrites dans l’anneau des séries formelles k
[[
d
dt
]]
.
Remarque 7.6.1. Notons au passage que l’anneau k
[[
d
dt
]]
est doté de très
agréables propriétés algébriques : c’est un anneau principal (tout idéal y est
principal, c.à.d. engendré par un unique élément ; sur la notion d’idéal, le lec-
teur pourra se reporter à l’annexe 7.A, p. 325). Les notions d’absence de torsion
(cf. annexe 7.A, p. 324), de projectivité (cf. annexe 7.A, p. 327) et de liberté y
coïncident, tout comme sur k[ ddt ] (anneau des systèmes de dimension finie). Re-
marquons également que k[ ddt
−1
]
[[
d
dt
]]
est un corps. Ceci étant, rien ne garantit
que les séries formelles mises en jeu soient convergentes.
Il est possible de donner un sens relativement général à ces séries par des
procédés de resommation (voir l’annexe 7.B, p. 329).
Perspective temporelle
Une vue légèrement différente repose sur le théorème classique de Cauchy-
Kovaleski. Le système
∂2xw(x, t) = ∂tw(x, t), x ∈ [0, 1], t ∈ [0,∞[ (7.15a)
∂xw(0, t) = 0 (7.15b)
w(0, t) = ω(t) (7.15c)
est effectivement sous forme de Cauchy-Kovaleski, nous permettant de chercher
une solution formelle sous forme analytique
w(x, t) =
∑
i>0
ai(t)
xi
i!
où les ai sont des fonctions indéfiniment dérivables. Une verification formelle,
utilisant (7.15), mène à
ai+2(t) = a˙i(t), i > 0
a1(t) = 0
a0(t) = ω(t)
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Fig. 7.5: Trajectoire de référence t 7→ ωr(t) (à gauche) et commande en boucle
ouverte u (à droite).
D’où, pour i > 0
a2i(t) = ω(i)(t)
a2i+1(t) = 0
de sorte que nous retrouvons
w(x, t) =
∑
i>0
x2i
(2i)!
ω(i)(t) (7.16a)
u(t) =
∑
i>0
ω(i)(t)
(2i)!
(7.16b)
Sur la figure 7.5 sont représentées la trajectoire de référence t 7→ ω(t) et la
commande en boucle ouverte u(t). Sur la figure 7.6 est représenté w(x, t). Nous
avons pris pour t 7→ ω(t) la trajectoire suivante :
ω(t) = 0.25 ∗ (1 + tanh(1.7 ∗ (t− 5))
Paramétrisation pour d’autres conditions aux limites
Considérons toujours l’équation de la chaleur, mais avec cette fois des condi-
tions aux limites de Dirichlet :
∂2xw(x, t) = ∂tw(x, t), x ∈ [0, 1], t ∈ [0,+∞[ (7.17a)
w(0, t) = 0 (7.17b)
w(1, t) = u(t) (7.17c)
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Fig. 7.6: Valeurs de w(x, t).
La solution générale et sa dérivée spatiale s’expriment de la même manière :
ŵ(x) = Cxλ1 + Sxλ2
∂xŵ(x) = sSxλ1 + Cxλ2
Seules les conditions aux limites se trouvent modifiées :
λ1 = 0 (ŵ(0) = 0)
S1λ2 = û
et la solution générale s’exprime comme
ŵ(x) = Sxλ2
Ainsi λ2 apparaît comme le paramètre libre pouvant jouer le rôle d’une base.
Remarquons que l’on a
∂xŵ(x) = sSxλ1 + Cxλ2 = Cxλ2
ce qui permet d’obtenir
λ2 = ∂xŵ(0)
Et ∂xŵ(0) peut jouer le rôle d’une base d’un module sur un anneau approprié.
Le système correspondant aux équations (7.17) doit alors contenir non seule-
ment chacun des ŵ(x) pour x ∈ [0, 1], mais également toutes ses dérivées tem-
porelles et spatiales.
Les divers exemples examinés nous ont mené à des structures linéaires sur des
anneaux. Nous allons maintenant discuter des structures d’anneaux appropriés.
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7.7 Calcul opérationnel utilisé
Nous utiliserons comme classe de fonctions généralisées servant de support à
un calcul opérationnel les ultradistributions ou leur transformation de Laplace.
Commençons par rappeler quelques éléments sur ces fonctions généralisées.
Bref panorama de classes de fonctions et d’opérateurs
Parmi les plus importantes classes de fonctions (généralisées ou non), on
compte, du plus au moins régulier :
O Fonctions holomorphes
A Fonctions analytiques réelles
E(ρ) Fonctions ultradifférentiables Gevrey de Beurling
E{ρ} Fonctions ultradifférentiables Gevrey de Roumieu
D Fonctions indéfiniment différentiables à support compact
D(ρ) Fonctions ultradifférentiables Gevrey de Beurling à support compact
D{ρ} Fonctions ultradifférentiables Gevrey de Roumieu à support compact
S Fonctions indéfiniment différentiables à décroissance rapide
E Fonctions indéfiniment différentiables
Cn Fonctions n fois différentiables
C Fonctions continues
Lp Fonctions p fois sommables
L1 Fonctions sommables
M1 Mesures complexes
E ′ Distributions à support compact
S ′ Distributions tempérées
D{ρ}′ Ultradistributions de Roumieu
D(ρ)′ Ultradistributions de Beurling
D′ Distributions
E ′{ρ} Ultradistributions de Roumieu à support compact
E ′(ρ) Ultradistributions de Beurling à support compact
B Hyperfonctions
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O′ Fonctionnelles analytiques
Parmi toutes ces classes, la plus générale est celle des fonctionnelles analy-
tiques. Malheureusement, elle manque d’un minimum de structure algébrique,
en ce sens que O′(Ω), l’ensemble de telles fonctionnelles définies sur un ouvert
Ω de Rn ne constitue pas un faisceau ; ce dernier fait interdit de définir la no-
tion de support pour ces fonctionnelles. C’est donc la classe des hyperfonctions,
que l’on peut identifier au dual de A, qui est, au sens de la classification précé-
dente, la plus générale tout en conservant un minimum de propriétés algébriques
agréables (voir [21]).
Ultradistributions
Étant donné un entier positif n, considérons le multi-indice α = (α1, α2, . . . ,
αn) d’entiers positifs, on note |α| = α1 + α2 + · · · + αn et α! = α1!α2! · · ·αn!.
Pour une fonction à valeurs complexe f indéfiniment différentiable définie sur
un ouvert Ω ⊂ Rn, on note
Dαf(x) =
∂|α|
∂xα11 ∂x
α2
2 · · · ∂xαnn
où x = (x1, . . . , xn). Pour Ω ⊂ Rn ouvert considérons Mp (p = 0, 1, . . .) une
suite de nombres positifs soumise aux conditions suivantes :
(M.0) (Normalisation)
M0 = M1 = 1
(M.1) (Convexité logarithmique)
M2p 6Mp−1Mp+1, p = 1, 2, . . .
(M.2) (Stabilité par opérateurs différentiels)
∃G,H, tels que Mp+1 6 GHpMp, p = 0, 1, . . .
(M.3) (Non quasi-analycité)
∞∑
p=1
Mp−1
Mp
<∞
Définition 7.7.1. Soit Mp une suite de nombres positifs et Ω ⊂ Rn un ouvert.
Une fonction f ∈ E = C∞(Ω) est dite ultradifférentiable de classe (Mp) (resp.
{Mp}) si pour tout compact K ⊂ Ω et pour tout h > 0, il existe une constante
C (resp. pour tout compact K ⊂ Ω, il existe des constantes h et C) telle que
sup
x∈K
|Dαφ(x)| 6 Ch|α|M|α| pour tout α
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On désigne par E∗(Ω) l’ensemble des fonctions ultradifférentiables de classe ∗
sur Ω (où ∗ = (Mp) ou {Mp}) et par D∗(Ω) l’ensemble des fonctions de E∗(Ω) à
support compact dans Ω.
Notons que l’on peut remplacer (M.3) par la condition de quasi-analycité
suivante :
(M.3’) (i) Il existe des constantes strictement positives L et C telles que,
pour tous p
p ! 6 CLpMp
(ii) La série écrite en (M.3) diverge
∞∑
p=1
Mp−1
Mp
=∞
De plus, si une suite Mp satisfaisant (M.3’) est telle que
lim inf
p→∞
p
√
p !
Mp
> 0
alors E{Mp} est la classe des fontions analytiques.
Un autre exemple est celui fourni par Mp = (p !)d, auquel cas E{Mp} est la
classe des fonctions Gevrey d’ordre d+ 1.
Définition 7.7.2. Soit Mp une suite de nombres positifs satisfaisant (M.1) et
(M.3). Pour tout ouvert Ω ⊂ Rn le dual D∗′(Ω) (resp. E∗′(Ω)) de D∗(Ω) (resp.
E∗(Ω)) est l’ensemble des ultradistributions de classe ∗ (resp. des ultradistribu-
tions à support compact de classe ∗) définies sur Ω où ∗ remplace {Mp} ou bien
(Mp).
La transformation de Laplace d’une ultradistribution f ∈ E ′∗ est donnée par
f̂(s) = f(gs) avec gs(t) = e−st. L’isomorphisme entre les anneaux de convolution
d’ultradistributions à support compact et leur transformation de Laplace est
donné par un théorème de type Paley-Wiener figurant par exemple dans [20].
Le calcul opérationnel que nous utiliserons est celui naturellement associé à
la convolution des ultradistributions ou à leur transformation de Laplace.
7.8 Problèmes d’EDPs frontières comme systèmes de
convolution
Classe de modèles considérés
Par souci de simplicité d’exposition, on se restreindra dans ce qui suit aux
systèmes admettant le modèle suivant en les variables distribuées w1, . . . ,wl
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ainsi qu’en les variables concentrées u = (u1, . . . , um) :
∂xwi = Aiwi +Biu, wi : Ωi → (D′∗)p, u ∈ (D′∗)m
Ai ∈ (R[∂t])pi×pi , Bi ∈ (R[∂t])pi×m, i ∈ {1, . . . , l}
(7.18a)
où D′∗ désigne un espace d’ultradistributions. Les intervalles Ω1, . . . ,Ωl sont
donné par un voisinage ouvert de Ω˜i = [xi,0, xi,1]. On supposera, sans perte de
généralité, que xi,0 = 0. Nous ferons une hypothèse cruciale pour notre étude. Les
polynômes caractéristiques des matrices A1, . . . , Al peuvent s’exprimer comme
Pi(λ) := det(λ1−Ai) =
pi∑
ν=0
ai,νλ
ν , ai,ν =
∑
ν+µ≤pi
ai,ν,µs
µ (7.18b)
où ai,ν,µ ∈ R, ai,pi,0 = 1. De plus, les parties principales de ces polynômes,
données par
∑
µ+ν=pi
ai,µ,νs
µλν sont hyperboliques relativement à l’axe temporel
t, c.à.d. que les racines des polynômes
∑
µ+ν=pi
ai,µ,νλ
j sont réelles.
Le modèle est complété par les conditions aux frontières
l∑
i=1
Liwi(0) +Riwi(`i) +Du = 0 (7.18c)
où D ∈ (R[∂t])q×m et Li, Ri ∈ (R[∂t])q×pi .
Solution du problème de Cauchy
Rappelons ici quelques propriétés de la solution du problème de Cauchy de
la forme (7.18a) avec les conditions initiales données par x = ξ, c.à.d.,
∂xw = Aw +Bu, w(ξ) = wξ (7.19)
avec A ∈ (R[∂t])p×p, B ∈ (R[∂t])pi×q ayant les mêmes propriétés que Ai, Bi
de la section précédente. (Tout au long de cette section on utilisera la notation
de la section précédente en supprimant l’index i ∈ {1, . . . , l}). Pour ce faire,
considérons le problème aux valeurs initiales :
P (∂x)v(x) = 0, (∂jxv)(0) = vj ∈ E∗(R), j = 0, . . . , p− 1 (7.20)
associé à l’équation caractéristique (7.18b). Sous la hypothèse la solution unique
de (7.20) est donné par
v(x) =
p−1∑
j=0
Cj(x)vj .
où C0, . . . , Cp−1 : Ω → E ′∗(R) sont des fonctions indéfiniment différentiables
satisfaisant (k, j ∈ {0, . . . , p− 1})
∂kxCj(0) =
{
1, k = j
0, k 6= j. (7.21)
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et la juxtaposition dénote la convolution. De plus, on peut vérifier les relations
∂xCj = ∂xCj−1 − ajCp−1, j = 1, . . . , p− 1, ∂xC0 = −a0Cp−1. (7.22)
L’anneau E∗ (resp. D′∗) est un espace approprié de fonctions ultradifférentiables
(resp. d’ultradistributions). Par ailleurs, E ′∗ désigne l’espace d’ultradistributions
à support compact de même ordre Gevrey. En conformité avec les résultats don-
nés en [19, Thrm. 12.5.6] ou [38, Thrm 2.5.2,Prop. 2.5.6] on peut choisir l’espace
E(p/(p−1)) (resp. D′(p/(p−1))) qui correspond aux fonctions ultradifférentiables
(resp. aux ultradistributions) Gevrey de Beurling d’ordre p/(p− 1).
Exemple 7.8.1. Pour une équation de la chaleur, telle que (7.11) les expressions
dans la domaine de Laplace sont
Ĉ0(x) = cosh(x
√
s), Ĉ1(x) =
sinh(x
√
s)√
s
.
Dans le domaine temporel, on obtient les expressions suivantes
C0(x)v0 =
∞∑
k=0
x2k
(2k)!
∂kt v0, C1(x)v1 =
∞∑
k=0
x2k+1
(2k + 1)!
∂kt v1
Pour tout x ∈ Ω fixé, C0(x), C1(x) sont des ultradistributions (éléments de E ′(2)).
La solution unique x 7→ Φ(x, ξ) du problème aux valeurs initiales
∂xΦ(x, ξ) = AΦ(x, ξ), Φ(ξ, ξ) = 1
avec 1 désignant l’identité de E ′∗(R)p×p, est alors donnée par
Φ(x, ξ) =
p−1∑
j=0
AjCj(x− ξ) (7.23)
De l’unicité de la solution, on déduit la formule de composition
Φ(x, ξ)Φ(ξ, ζ) = Φ(x, ζ). (7.24)
La solution du problème associé à l’équation inhomogène
∂xΨ(x, ξ) = AΨ(x, ξ) +B (7.25)
avec des conditions initiales homogènes prescrites à x = ξ, s’obtient par variation
des constantes. Ceci donne
Ψ(x, ξ) =
∫ x
ξ
Φ(x, ζ)dζB (7.26)
313
7. Commande algébrique des EDPs
La solution générale du problème (7.19) est alors
w(x) = Φ(x, ξ)wξ + Ψ(x, ξ)u
ou, de manière équivalente
w(x) = W (x, ξ)c, W (x, ξ) =
(
Φ(x, ξ) Ψ(x, ψ)
)
, cξ =
wξ
u

Les composantes de la matrice Φ(x, ξ) sont combinaisons linéaires des C0(x −
ξ), . . . , Cp−1(x − ξ) sur C[∂t]. Au contraire, d’après (7.26), les composantes de
Ψ peuvent contenir des intégrales de C0, . . . , Cp−1. Nous allons montrer que
ces intégrales peuvent s’exprimer comme combinaison linéaire des fonctions
C0, . . . , Cp−1 ayant des coefficients dans C(∂t). De telles représentations sont
obtenues par l’intégration des équations (7.22) et par l’évaluation correspon-
dante des «conditions initiale»(7.21). Pour obtenir les expressions générales, il
faut supposer que les µ premiers coefficients a0, . . . , aµ−1 sont égaux à zéro. Dans
ce cas, les fonctions C0, . . . , Cµ−1 correspondent aux polynômes
Cj(x) =
xj
j!
, j = 0, . . . , µ− 1 (7.27a)
dont les intégrales en espace se déduisent facilement. Ensuite l’équation
∂xCµ(x) =
{
−a0Cp−1(x), µ = 0
Cµ−1(x)− aµCp−1(x), µ > 0
donne ∫ x
0
Cp−1(ζ)dζ =
{− 1a0 (Cµ(x)− Cµ(0)) , µ = 0
− 1aµ
(
Cµ(x)− Cµ(0)− xµµ!
)
, µ > 0
(7.27b)
Finalement, des équations
∂xCj(x) = Cj−1(x)− aµCp−1(x)
on déduit∫ x
0
Cj−1(ζ)dζ = Cj(x)− Cj(x) +
∫ x
0
aµCp−1(ξ)dξ, j = µ+ 1, . . . , p− 2.
(7.27c)
Module du système
En utilisant les solutions du problème aux valeurs initiales dans les conditions
aux bords, on obtient
w(x) = Wξ(x)cξ, Pξcξ = 0 (7.28)
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Ici, ξ = (ξ1, . . . , ξn) est arbitraire mais fixé, cTξ = (w
T
1 (ξ1), . . . ,w
T
l (ξl),u
T ),
Wξ =

Φ1(x, ξ1) 0 0 Ψ1(x, ξ1)
0
. . . 0
...
0 · · · Φl(x, ξl) Ψl(x, ξl)
 , Pξ = (Pξ,1, . . . , Pξ,l+1)
avec
Pξ,i = LiΦi(0, ξi) +RiΦi(`i, ξi), i = 1, . . . , l
Pξ,l+1 = D +
l∑
i=1
LiΨi(0, ξi) +RiΨi(`i, ξi)
Nous allons représenter le système étudié par un module engendré par les cξ,
u avec la présentation donnée en (7.28) [32, 12, 11, 30]. L’anneau des coefficients
doit contenir les composantes deWξ(x) et Pξ, qui sont constituées de valeurs des
fonctions Ci,j , (j = 1, . . . , pi, i = 1, . . . , l) de R dans E ′∗. De plus, les matrices
peuvent également contenir des valeurs des intégrales en espace de Ci,j . Un choix
possible pour l’anneau des coefficients est alors RI = C[∂t,S,SI ] ⊂ E ′∗ avec
S = {Ci,j(x)|x ∈ R; i = 1, . . . , l; j = 0, . . . , pi − 1},
SI = {CIi,j(x)|x ∈ R; i = 1, . . . , l; j = 0, . . . , pi − 1}
et
CIi,j(x) =
∫ x
0
Ci,j(ζ)dζ, i = 1, . . . , l, j = 0, . . . , pi − 1.
Cet anneau est isomorphe à un sous anneau de l’anneau O des fonctions entières
en s par transformation de Laplace.
Dans le même esprit qu’en [31, 5, 17], et afin de simplifier l’analyse des
propriétés des modules, on utilisera, au lieu de RI , un anneau un peu plus
grand, donné par R = C(∂t)[S] ∩ O. (On identifie l’anneau C(∂t)[S] avec son
image par la transformation Laplace).
Définition 7.8.1. Le système de convolution Σ associé au problème frontière
(7.18) est le module engendré par cξ et u sur R avec Pξ pour matrice de pré-
sentation.
On vérifie aisément que Σ ne dépend pas du choix de ξ (cf. [47, Section 3.3]
et [44, Remark 4]).
Exemple 7.8.2. Nous allons considérer un exemple similaire à celui donné par
les équations (7.11).
Modèle. Le modèle étudié est le suivant :
∂2xw(x, t) = ∂tw(x, t), x ∈ [0, `], t ∈ [0,+∞[ (7.29a)
∂xw(0, t) = 0 (7.29b)
∂xw(`, t) = u(t) (7.29c)
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Ce modèle peut se réecrire
∂x
 w(x, t)
∂xw(x, t)
 =
 0 1
∂t 0
 w(x, t)
∂xw(x, t)

(7.30a)0 1
0 0
 w(0, t)
∂xw(0, t)
+
0 0
0 1
 w(`, t)
∂xw(`, t)
 =
0
1
u(t) (7.30b)
Solutions fondamentales. Les solutions du problème sans frontière, c.à.d. de
l’équation (7.30a) sont
w(x) =
 Cx−ξ Sx−ξ
∂tSx−ξ Cx−ξ
 c
Donc, nous avons
w(x) = Cx−ξ c1 + Sx−ξ c2
ce qui exprime le fait que (Cx, Sx) est une base de l’espace vectoriel des solutions
de (7.30a) considérée comme une EDO par rapport à la variable x.
Conditions aux bords. Les conditions aux bords (7.30b) s’écrivent
LΦ(0, ξ)c+RΦ(`, ξ)c−Du = 0
ou bien, en forme matricielle explicite0 1
0 0
 C−ξ S−ξ
∂tS−ξ C−ξ
 c+
0 0
0 1
 C`−ξ S`−ξ
∂tS`−ξ C`−ξ
 c−
0
1
u = 0
qui est équivalente à−∂tSξ Cξ
∂tS`−ξ C`−ξ
c1
c2
−
0
1
u = 0
En résumé, nous obtenons
−∂tSξ Cξ 0
∂tS`−ξ C`−ξ −1


c1
c2
u
 = 0, w(x) =
 Cx−ξ Sx−ξ 0
∂tSx−ξ Cx−ξ 0


c1
c2
u

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que nous désignerons par
Pξ
c
u
 = 0, w(x) = Wξ(x)
c
u

avec les notations
Pξ =
−∂tSξ Cξ 0
∂tS`−ξ C`−ξ −1
 , Wξ =
 Cx−ξ Sx−ξ
∂tSx−ξ Cx−ξ

7.9 Commandabilités des systèmes à paramètres
répartis du deuxième ordre
Dans cette section, le schéma obtenu en section 7.9 est appliqué à des sys-
tèmes constitués de réseaux de systèmes du second ordre couplés aux bords.
Bien que ces systèmes ne soient relativement particuliers, une grande classe de
systèmes physiques importants sont couverts. Par ailleurs, pour cette classe de
systèmes, les résultats de commandabilité sont bien plus détaillés que dans le
cas général.
Classe de modèles considérés
Nous supposons que pi = 2, i = 1, . . . , l dans (7.18). De plus, toutes les
matrices A1, . . . , Al donnent lieu au même polynôme caractéristique :
Pi(λ) = λ2 − σ, σ = as2 + bs+ c 6= 0, a, b, c ∈ R, a > 0 (7.31)
Par ailleurs, les intervalles Ω1, . . . ,Ωl doivent avoir des longueurs rationnellement
dépendantes. Plus précisément, nous supposerons que Ωi (i = 1, . . . , l) est donné
par un voisinage ouvert de
Ω˜i = [0, qi`], qi ∈ Q, ` ∈ R. (7.32)
Pour la matrice Φ, nous obtienons, en accord avec l’équation (7.23),
Φ(x, ξ) = AS(x− ξ) + 1C(x− ξ)
où 1 désigne l’identité de E ′∗(R)2×2. Nous remplaçons C0 par C et C1 par S par
souci de simplicité des notations.
Le formule de composition (7.24) s’écrit dans le cas où A est la matrice
compagnon du polynôme caractéristique, c.à.d.,
A =
0 1
σ 0
 , Φ(x, ξ) =
 C(x− ξ) S(x− ξ)
σS(x− ξ) C(x− ξ)
 , (7.33)
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sous la forme C(x) S(x)
σS(x) C(x)
 C(y) S(y)
σS(y) C(y)
 =
 C(x+ y) S(x+ y)
σS(x+ y) C(x+ y)
 .
Cela donne en particulier les formules de composition pour les sinus et cosinus
hyperboliques
C(x+y) = C(x)C(y) +σS(x)S(y), S(x+y) = C(x)S(y) +S(x)C(y). (7.34)
Finalement, les intégrales de S et C sont obtenues à partir de (7.27) avec a0 =
−σ, a1 = 0 : ∫ x
0
C(ζ)dx = S(x),
∫ x
0
S(ζ)dx = (C(x)− 1)/σ.
Le module de système peut être défini comme en section 7.8. Ici, l’ensemble
S des générateurs de l’anneau des coefficients R consiste en les valeurs de S
et de C uniquement. Pour l’analyse de la commandabilité, il est avantageux de
spécifier quelles valeurs des fonctions génératrices devraient être utilisées comme
éléments de l’anneau des coefficients S. Afin de se servir de la dépendance Q-
linéaire des longueurs `i de (7.32) il est utile de commencer avec un anneau
engendré par les valeurs de C et S pris en des valeurs multiples rationnelles ou
entières de `. Ainsi, au lieu de R, nous utilisons les anneaux RN = C(∂t)[SN]∩O
et RQ = C(∂t)[SQ] ∩ O, où pour tout X ⊆ R,
SX = {C(z`), S(z`)|z ∈ X}
Afin de distinguer les modules obtenus pour divers anneaux de coefficients RN ⊂
RQ ⊂ R, la notation ΣX est utilisée.
Définition 7.9.1. Le système de convolution Σ = ΣR associé au problème
frontière (7.18) est le module engendré par cξ sur RR avec Pξ pour matrice de
présentation. Par ΣQ on désigne le même système, mais vu comme module sur
RQ.
Commandabilités des systèmes à paramètres répartis
commandés aux bords
Une notion supplémentaire de commandabilité est ici introduite, celle de
commandabilité spectrale, généralisant le critère de Hautus des systèmes de
dimension finie.
Définition et proposition 7.9.1. Soit R un anneau isomorphe à un sous-
anneau de l’anneau O des fonctions entières. Notons par L l’application R →
O de passage au domaine symbolique (la transformation de Laplace). Un R-
système finiment présenté de matrice de présentation P est dit spectralement
commandable si l’une des deux conditions équivalentes suivantes est vérifiée :
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(i) La matrice Pˆ = L (P ) à coefficients dans O satisfait à la condition :
∃k ∈ N : ∀σ ∈ C : rkC Pˆ (σ) = k.
(ii) Le module ΣO = O ⊗R Σ est sans torsion.
Démonstration. Ce résultat est une simple conséquence du fait que la matrice
Pˆ admet une forme normale de Smith.
Proposition 7.9.1. Soit R un domaine de Bézout isomorphe à un sous anneau
de O et L : R → O le passage au domaine symbolique. Alors les notions de
commandabilité spectrale et de commandabilité sans torsion sont équivalentes si,
et seulement si, L envoie les éléments non inversibles de R sur les éléments
non inversibles de O.
Démonstration. Puisque R est un domaine de Bézout, le caractère sans torsion
de Σ implique sa liberté. Par produit tensoriel avec le module libre O on ob-
tient un autre module libre ΣO, et, par la Définition et Proposition 7.9.1, la
commandabilité spectrale. À nouveau parce que R est un domaine de Bézout,
toute matrice de présentation admet une forme normale de Hermite. Donc, le
sous module de torsion tΣ de Σ peut être présenté par une matrice carrée trian-
gulaire P t de rang plein. Si Σ n’est pas sans torsion, au moins une composante
de la diagonale de cette matrice est non inversible dans R. Si cette composante
est envoyée sur un non inversible de ΣO par L , elle admet un zéro complexe
σ0. Donc, L (P t) a une chute de rang en σ = σ0. Inversement, s’il existe un
élément non inversible r ∈ R qui correspond à un élément inversible rˆ ∈ O,
considérons Σ ∼= [τ ]/[rτ ]. De manière évidente, l’image de τ dans ΣO est zéro.
Donc le module trivial ΣO est sans torsion.
Nous ne détaillerons pas la preuve du résultat suivant :
Théorème 7.9.1. L’anneau RQ est un domaine de Bézout, c.à.d., tout idéal
finiment engendré est principal.
Démonstration. (Esquisse de preuve). On montre que deux éléments quelcon-
ques p, q ∈ RQ possèdent un diviseur commun qui peut s’écrire comme combi-
naison linéaire de p, q. Pour cela, on s’appuie sur le fait que l’anneau C(s)[SQ]
est également un domaine de Bézout. Ceci provient du fait que ce type d’an-
neau se construit typiquement comme le quotient R˜X := k[C˜a, S˜a; a ∈ X]/a avec
l’idéal a engendré par
C˜aC˜b ± σS˜aS˜b − C˜a±b, S˜aC˜b ± C˜aS˜b − S˜a±b, C˜0 − 1, S˜0, σ ∈ k, a, b ∈ X
Notant Ca et Sa les images canoniques de C˜a et S˜a dans R˜X, l’on déduit les
relations
CaCb ± σSaSb = Ca±b, SaCb ± CaSb = Sa±b (7.35a)
C0 = 1, S0 = 0, Ca = C−a, Sa = −S−a (7.35b)
2CaCb = Ca+b+Ca−b, 2σSaSb = Ca+b−Ca−b, 2CaSb = Sa+b−Sa−b (7.35c)
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De plus, tout élément de r ∈ R˜X peut s’écrire sous la forme
r =
n∑
i=0
aαiCαi + bαiSαi , n ∈ N, aαi , bαi ∈ k, αi ∈ X+ (7.36)
où X+ = {|α| : α ∈ X}. Sachant que C(s)[SQ] est un domaine de Bézout, on
peut trouver des éléments a, b ∈ C[∂t,SQ] tels que
c = ap+ bq ∈ C[∂t,SQ] (7.37)
est le PGCD dans C(s)[SQ]. Donc, p/c et q/c appartiennent à C(s)[SQ]. On en
déduit un diviseur commun dans RQ.
Voici le principal résultat de cette section :
Théorème 7.9.2. Le système de convolution Σ défini en 7.9.1 est libre, si et
seulement s’il est sans torsion. Plus généralement Σ = tΣ ⊕ Σ/tΣ, où tΣ est
de torsion et Σ/tΣ est libre. De plus, Σ est spectralement commandable si, et
seulement s’il est sans torsion.
Démonstration. Rappelons que, selon la définition 7.9.1, Σ ∼= R⊗RQΣQ et RQ
est un domaine de Bézout par la proposition 7.9.1. Puisque la première assertion
est vraie pour les modules finiment présentés sur tout domaine de Bézout, elle
est vraie pour ΣQ. La deuxième assertion découle le la proposition 7.9.1. (Le
fait que la transformée de Laplace envoie tout élément non inversible de RQ sur
un élément non inversible de O est évident). Clairement les deux résultats sont
également valables pour Σ, qui est obtenu par extension de scalaires.
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7.A Rappels d’algèbre
Module, liberté, torsion
On considère dans cette section un anneau R commutatif, unifère et sans
diviseur de zéro.
Un R–module M est un groupe commutatif muni d’une action sur R, c’est-
à-dire d’une application R ×M → M , écrite (r,m) 7→ rm, telle que, pour tous
r, s ∈ R et m,n ∈M , l’on ait :
r(sm) = (rs)m (associativité)
r(m+ n) = rm+ rn
(r + s)m = rm+ sm (distributivité)
1m = m (identité)
Notation 7.A.1. Le sous-module engendré par un sous ensemble S d’un R-
module M est noté [S]R ou bien [S] s’il n’y a pas d’ambiguïté.
SoitM un R–module, et S un sous-ensemble deM . Une combinaison linéaire
d’éléments de S est une somme ∑
m∈S
amm
où {am} est un ensemble d’éléments de R, presque tous nuls. Ces éléments sont
les coefficients de la combinaison linéaire. L’ensemble N de toutes les combinai-
sons linéaires d’éléments de S est un sous-module deM , le sous-module engendré
par S et l’on nomme S l’ensemble des générateurs de N .
Un module est dit finiment engendré, ou de type fini s’il ne possède qu’un
nombre fini de générateurs.
Un sou-ensemble S d’un R–module M est dit linéairement indépendant (sur
R) si, lorsque l’on a une combinaison linéaire de la forme∑
m∈S
amm
qui est égale à zéro, alors am = 0 pour tout m ∈ S. Un sous-ensemble est dit
linéairement dépendant s’il n’est pas linéairement indépendant.
Un module est dit libre s’il contient une base, c.à.d., un sous-ensemble indé-
pendant et générateur.
Un élément m non nul d’un R–moduleM est dit de torsion s’il existe a ∈ R,
a 6= 0 tel que
am = 0
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En d’autres termes, l’ensemble {m} est linéairement dépendant.
Un module M est dit de torsion si tous ses éléments le sont. Il est dit sans
torsion si aucun de ses éléments non nul ne l’est.
Relations
Soit Λ un R-système. Il existe une suite exacte de R-modules [39]
0→ N → F → Λ→ 0 (7.38)
où F est libre. Le R-module N , parfois nommé module des relations, peut être
envisagé comme un système d’équations définissant Λ.
Une présentation libre de Λ [39] est une suite exacte de R-modules
F1 → F0 → Λ→ 0
où F0 et F1 sont libres. Le R-module Λ est dit finiment engendré, ou de type
fini, s’il existe une présentation libre où toute base de F0 est finie. Il est dit
finiment présenté s’il existe une présentation libre où toute base de F0 et de F1
est finie. La matrice correspondant à l’application F1 → F0 est dite matrice de
présentation de Λ ; nous la noterons PΛ. Remarquons que cette matrice dépend
des relations de Λ.
Exemple 7.A.1. Déterminons leR-module Λ correspondant au système d’équa-
tions R-linéaires
µ∑
κ=1
aικξκ = 0, aικ ∈ A, ι = 1, . . . , ν
où ξ1, . . . , ξµ sont les inconnues. Soit F le R-module type engendré par f1, . . . , fµ.
Soit N ⊆ F le module des relations, c.à.d., le sous-module engendré par les
combinaisons
∑µ
κ=1 aικfκ, ι = 1, . . . , ν. Alors, Λ = F/N . Les ξκ sont les résidus
des fκ, c.à.d., les images canoniques des fκ.
Considérons, par exemple, le système considéré à la remarque 7.3.2. Le R[s]-
module libre F est celui engendré parX et U (c.à.d. l’ensemble {p(s)X+q(s)U |
p, q ∈ R[s]} équipé d’une structure linéaire). Le sous-module N des relations est
engendré par l’élément a(s)X−b(s)U (c.à.d. l’ensemble {r(s)(a(s)X−b(s)U) |
r ∈ R[s]} équipé d’une structure linéaire). Alors Λ = F/N = [X,U ]/[a(s)X −
b(s)U ], avec x et u pour générateurs, les résidus de X et U , et pour relation
a(s)x = b(s)u.
Idéal
Nous allons introduire un objet algébrique associé à un module M qui re-
groupe les mineurs de la matrice de présentation PM et qui, contrairement à
cette dernière, ne dépend que du module M . Pour la notion de matrice de pré-
sentation, matrice des équations du système, voir la sous-section 7.A, p. 325.
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Un idéal a de R est un sous-groupe additif de R tel que pour tout α ∈ a
et r ∈ R, r α ∈ a. C’est donc un sous-ensemble de R qui est également un R-
module. Étant donné un idéal a de R, s’il existe une famille d’éléments (αi)i∈I
(I ⊆ N) de a tels que
a =
{∑
i∈I
αipi | pi ∈ R
}
l’idéal a est dit engendré par la famille (αi)i∈I . Lorsque I est fini, a est dit
finiment engendré.
Avec M donné par générateurs et relations comme décrit en section 7.A,
p. 325, l’idéal de Fitting d’ordre i associé à M (voir [28] ou [8, définition 20.4
p. 493]), noté IiM , est défini comme l’idéal de R engendré par les déterminants
de toutes les sous-matrices de taille (α−i)×(α−i) (les mineurs d’ordre α−i) de
PM . Supposant que rgRPM = γ, nous noterons IM l’idéal de Fitting associé aux
mineurs d’ordre γ PM . Cet idéal admet C
γ
α = α!/(γ!(α− γ)!) générateurs. Dans
le cas où R est un anneau de polynômes en r indéterminées, nous considérerons
en général – par abus de notation – les éléments de IM comme des fonctions
polynomiales de Cr.
Produit tensoriel
Le produit tensoriel est une technique qui permet, entre autres, d’étendre
formellement l’anneau des scalaires agissant sur un module. Soit R un anneau,
M et N deux R-modules. Notons F le groupe des combinaisons R-linéaires de
toutes les paires ordonnées (m,n). Soit L le sous-groupe de F engendré par tous
les éléments de la forme
(m+m′, n)− (m,n)− (m′, n), (am, n)− a(m,n)
(m,n+ n′)− (m,n)− (m,n′), (m, an)− a(m,n)
où m,m′ ∈M , n, n′ ∈ N et a ∈ R. On pose alors M ⊗RN = F/L ; il s’agit d’un
R-module que l’on nomme produit tensoriel des modules M et N . Les éléments
de M ⊗R N s’écrivent
∑
finiemi ⊗R nj (ou
∑
finiemi ⊗ nj lorsqu’il n’y a pas de
risque de confusion) et ce de manière non unique en général. Un des avantages de
cette construction est de pouvoir réduire des applications bilinéaires sur M ×N
à des applications linéaires sur M ⊗R N .
Exemple de changement d’anneau de base : extension des
scalaires
Nous allons donner, dans cette section et la suivante, deux exemples d’une
opération désormais classique en algèbre commutative et géométrie algébrique
(voir [18] et par exemple [23]) : celle du changement d’anneau de base. Elle
permet notamment de changer le point de vue que l’on a sur un objet algébrique.
Un premier exemple est l’extension des scalaires. Soient R et S deux anneaux
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avec R ⊆ S, S étant un R-module et M un R-module. Alors on dit que le
S-module S ⊗RM est obtenu à partir de M par extension des scalaires.
Exemple de changement d’anneau de base : localisation
Un deuxième exemple de changement d’anneau de base est fourni par le
procédé de localisation. Soit S un sous-ensemble multiplicativement clos de R
(c’est-à-dire pour tous pi1, pi2 ∈ S, pi1pi2 ∈ S et 1 ∈ S). Le localisé en S de R
est un anneau, noté S−1R, muni d’un morphisme φ : R −→ S−1R tel que
(i) pour tout pi ∈ S, φ(pi) est inversible dans S−1R ;
(ii) pour tout q ∈ S−1R, il existe des p ∈ R et pi ∈ S tels que q = φ(p)φ(pi)−1.
On note généralement l’élément q précédent par p/pi.
Projectivité
Définition
Une caractérisation de la commandabilité des systèmes linéaires de dimension
finie est la liberté du module sous-jacent (voir [10]), qui repose sur l’équivalence
entre la liberté et l’absence de torsion pour un module sur l’anneau6 R[ ddt ]. Dans
le cas des systèmes à paramètres répartis, cette caractérisation n’est plus valable,
la liberté d’un R-module M étant une notion plus forte que le fait d’être sans
torsion (l’implication inverse de la suivante est fausse) :
M libre =⇒ M sans torsion
Il faut en fait distinguer deux propriétés : la liberté et la projectivité. Cette
dernière recouvre la notion de “sous-espace” d’un module libre. D’une part, un
sous-module M d’un module libre N peut-être libre mais pas nécessairement
un terme en somme directe de N . D’autre part, il peut y avoir des termes en
somme directe de N qui ne sont pas libres. C’est ce dernier concept qui fournit
une généralisation naturelle de la notion de “sous-espace”. Un module M sur un
anneau commutatif R est donc dit projectif, si N = M ⊕M˜ où N est un module
libre (voir par exemple [28] ou [8, A3.2 p. 615]) ; M˜ est alors également projectif
pour la même raison.
Critères de projectivité
Nous avons le résultat suivant, sur un anneau commutatif R, intègre et sans
diviseurs de zéros :
Proposition 7.A.1. Un R-module M est projectif si, et seulement si son idéal
de Fitting IM est égal à R.
6Ceci est dû au caractère principal de l’anneau R[ d
dt
].
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Nous avons également le critère local suivant (voir [28, théorème IV.32 p. 295]
et [8, théorème 19.2 p. 471, théorème A3.2 p. 616 et exercices 4.11 et 4.12
p. 136]) :
Proposition 7.A.2 (Critère local de projectivité). Soit M un module finiment
présenté sur un anneau commutatif R. Alors M est projectif si, et seulement s’il
existe une famille finie d’éléments x1, . . . , xr de R qui génèrent l’idéal unité de
R, telle que M [x−1i ] soit libre sur R[x
−1
i ] pour tout i.
Dans le cas où R est un anneau de fonctions entières d’une variable complexe,
et si le Nullstellensatz est vrai sur R, nous avons également
Proposition 7.A.3. Pour un R-module M , IM = R si, et seulement si les
générateurs de IM n’ont pas de zéro commun dans C.
Une caractérisation de la projectivité est alors la suivante : M est projectif
si une matrice de présentation PM (PM ∈ R β×α, rgRPM = β) est inversible à
droite (s’il existe Q ∈ Rα×β tel que PMQ = Iβ).
Notons que cette caractérisation est directement liée aux équations de Bézout
matricielles. Si l’on prend une dynamique Λ d’équations
x˙ = Fx+Gu
avec F et G des matrices à coefficients dans R de tailles appropriées, la projec-
tivité de Λ revient à l’existence de matrices F et G à coefficients dans R telles
que [
d
dt
In − F
]
F +GG = In.
Ce type d’équation peut servir à des fins de stabilisation par retour d’état dy-
namique (voir [46]).
Projectivité et liberté
Rappelons ici le célèbre théorème de Quillen et Suslin résolvant en 1976 une
conjecture émise par Serre dans les années cinquante.
Théorème 7.A.1. Tout module projectif sur un anneau de polynômes (k[X1,
. . . , Xn] où k est un corps) est libre.
Définition 7.A.1. Un module est stablement libre s’il devient libre après ajout
d’un module libre.
Proposition 7.A.4. Tout module stablement libre n’est pas nécessairement libre ;
un contre exemple classique est sur k[X,Y, Z]/(1−X2 − Y 2 − Z2).
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7.B Rappels sur les séries divergentes et les
fonctions Gevrey
Sommabilité et multi-sommabilité
Voir par exemple [37], [2], [3], [4]. Considérons une série formelle en x
w(x, τ) =
∑
i>0
αi(τ)xi
à coefficients des fonctions ai(τ), holomorphes dans un disque
Dρ = {τ ∈ C | |τ | < ρ}
Cette série est élément de Cω(C)[[x]].
Lorsque ces séries seront utilisées avec des ai(t) fonctions du temps, les coeffi-
cients seront des fonctions analytiques réelles.
Sommabilité
Définition 7.B.1. On dira que la série w(x, τ) est k-sommable dans la direction
d (k > 0, d ∈ R) s’il est possible de trouver un rayon de convergence r ∈]0, ρ[
tel que les deux propriétés suivantes soient satisfaites :
– La transformée de Borel en x d’ordre k, c.à.d. la série
w˜(z, τ) = Bk(w(x, τ)) =
∑
i>0
ai(τ)
zi
Γ(1 + i/k)
(7.39)
converge absolument pour |τ | 6 r et |z| < R, avec R dépendant de r mais
indépendant de τ .
– Il existe δ tel que, pour tout τ ∈ D¯r, la fonction w˜(z, τ) peut être pro-
longée analytiquement en x dans le secteur Sd,δ = {x : |d − arg z| < δ},
prolongement que l’on note CSd,δ(w˜)(z, τ). Ce prolongement est de plus
borné par une exponentielle d’ordre k dans un tout sous secteur : pour
tout δ1 < δ, il existe des constantes C,K > 0 telles que
∀x ∈ Sd,δ1 , sup
|τ |6r
|CSd,δ(w˜)(z, τ)| 6 C exp
(
K|z|k)
Dans ce cas, la transformée de Laplace Lk d’ordre k de CSd,δ(w˜)(z, τ), c.à.d. la
fonction
Sk,d(w(x, τ)) = Lk(CSd,δ(Bk(w(x, τ)) = x
−k
∫ ∞(γ)
0
w(ξ, τ)e−(ξ/x)
k
dξ
intégrant le long du rayon arg ξ = γ avec |d − γ| < δ est nommée k-somme de
la série formelle w(x, τ), et notée
w(x, τ) = Sk,dw(x, τ)
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Le procédé de k-sommation est donc réalisé en trois étapes :
Sk,d = Lk ◦ CSd,δ ◦Bk
Remarque 7.B.1. Notons que la transformée de Laplace d’ordre 1 de zn est
L1(zn) = x−1
∫ ∞(γ)
0
ξne−ξ/xdξ = n!xn
qui apparaît donc comme un opérateur accélérant la divergence d’une série for-
melle. À l’inverse, la transformée de Borel accélère la convergence de cette même
série formelle. Le procédé de sommation de Borel consiste donc à accélérer la
convergence, ce qui permet d’obtenir une fonction analytique, dont on peut
construire un prolongement analytique. La transformée de Borel inverse, c.à.d.
la transformée de Laplace, permet de revenir dans le domaine initial.
Exemple 7.B.1. Ce procédé permet de sommer des séries de la forme
∑∞
0 i!x
i.
La transformée de Borel correspondante est 1/(1− z) qui possède les propriétés
requises dans toutes les directions d, sauf l’axe réel positif. Cette série est donc
1-sommable dans toute direction d 6≡ 0 modulo 2pi.
Multi-sommabilité
Pour les solutions de certaines EDOs et de certaines EDPs (comme (∂t −
∂2z )(∂t − ∂3z )), le procédé de sommabilité ci-dessus ne suffit pas. La première
des conditions de la définition précédente peut être relaxée en imposant que
la transformée de Borel (7.39) ne soit plus convergente, mais sommable en un
certain sens. Nous utiliserons les notations suivantes : soit q > 2 un entier
naturel ; un q-uple κ = (κ1, . . . , κq) où les κi sont des réels positifs sera nommé
un type de multisommabilité ; le q-uple d = (d1, . . . , dq) où les di sont des réels
sera nommé une multidirection admissible si
2κj |dj − dj−1| 6 pi, 2 6 j 6 q
On itère donc la définition précédente de la manière suivante :
Définition 7.B.2. Donnons nous un type de multisommabilité κ = (κ1, . . . ,
κq) et une multidirection admissible d = (d1, . . . , dq) et considérons une série
formelle w(x, τ) =
∑
i>0 αi(τ)x
i. On dira que w(x, τ) est κ-sommable dans la
multidirection d si :
– La série ∑
i>0
ai(τ)
zi
Γ(1 + i/κ1)
est (κ2, . . . , κq)-sommable dans la multidirection (d2, . . . , dq) et l’on notera
w˜(z, τ) sa somme.
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– Il existe δ tel que, pour tout τ ∈ D¯r, la fonction w˜(z, τ) peut être prolongée
analytiquement en x dans le secteur |d1 − arg z| < δ, et vérifie pour des
constantes C,K > 0 suffisamment grandes
|w˜(z, τ)| 6 C exp (K|z|k)
pour tout z comme ci-dessus.
Dans ce cas, la fonction
x−κ1
∫ ∞(γ)
0
w(ξ, τ)e−(ξ/x)
κ1
dξ
est nommée κ-somme de la série formelle w(x, τ), dans la multidirection d et
notée
w(x, τ) = Sκ,dw(x, τ)
Fonctions Gevrey
Voir par exemple [37], [2], [3], [4]. Une fonction de classe C∞ f(t) de [0, T ]
dans R est dite Gevrey d’indice d si elle vérifie les estimées suivantes
sup
t∈[0,T ]
|f (i)(t)| 6 CKiΓ(1 + (d+ 1)i), ∀i > 0
avec des constantes C et K > 0.
De manière analogue, on dira qu’une série formelle
F (x, s) =
∑
i60
fi(x)
si
i!
, x ∈ [0, r)
est Gevrey d’ordre d s’il existe des constantes ρ ∈ [0, r), C, K > 0 telles que
|fi(x)|(t) 6 CKiΓ(1 + (d+ 1)i), ∀i > 0, |x| < ρ
7.C Représentation des opérateurs S(x) et C(x)
Si a > 0 dans l’équation (7.18b) on peut réécrire σ comme
σ = τ2
(
(s+ α)2 − β2
)
, τ =
√
a, α =
b
2a
, β =
√
b2
4a2
− c
a
.
L’opérateur S(x) correspond à la fonction à support compact
S(x, t) = (H(t+ xτ)−H(t− xτ))e−αt
2τ
J0(β
√
τ2x2 − t2),
où J0 désigne la fonction de Bessel d’ordre zéro etH la distribution de Heaviside.
Par contre, si a = 0 dans (7.18b), S(x) peut s’écrire
S(x) =
∞∑
k=0
(bs+ c)kx2k+1
(2k + 1)!
.
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Joachim.Rudolph@tu-dresden.de
La platitude différentielle des systèmes non linéaires est caractérisée par la
possibilité de paramétrer la solution par un ensemble fini de trajectoires indé-
pendantes, pour la sortie plate [26, 40, 25]. Il en résulte des méthodes simples et
efficaces pour la planification de trajectoires et pour leur stabilisation. On parle
aussi de « poursuite » dans ce dernier cas. (Pour une introduction on peut aussi
consulter [26, 40, 25, 52, 53, 45, 46, 47, 50, 57], par exemple.)
Le cadre algébrique de la théorie des corps différentiels se prête très bien à
l’étude des systèmes non linéaires (de dimension finie, algébriques) et en parti-
culier à celle des systèmes plats.
Ces systèmes sont décrits par des systèmes d’équations différentielles ordi-
naires, explicites ou non. Le cadre algébrique permet de les traiter sans intro-
duction explicite de coordonnées, en les comprenant comme extensions de corps
différentiels (ordinaires). L’emploi de cette approche aux systèmes non linéaires
fut introduit en théorie du contrôle par M. Fliess au milieu des années 1980 (voir
par ex. [16, 21]). La base mathématique est fournie par l’algèbre différentielle
au sens de J. F. Ritt [44] — voir aussi [38, 36, 56, 1] par exemple.
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8.1 Systèmes plats
Le point de départ de nos considérations est un système (implicite) d’équa-
tions différentielles ordinaires (é.d.o.). On les supposera algébriques, c’est-à-dire
polynômiales (voir toutefois la remarque à la page 335 à ce sujet).
Si le système comprend s variables, w1, . . . , ws, ces équations s’écrivent donc
Pi(w1, w2, . . . , ws, w˙1, . . . , w
(l)
j , . . . , w
(α)
s ) = 0, i = 1, . . . , q,
ou bien, plus brièvement,
Pi
(
w, . . . , w(α)
)
= 0, i = 1, . . . , q. (8.1)
Ici les expressions Pi, i = 1, . . . , q, sont des polynômes en wi, i = 1, . . . , s, et
leurs dérivées (ordinaires) ; les coefficients appartiennent à un corps différentiel
approprié, k. Ces polynômes sont donc des éléments d’un anneau différentiel
k{w} engendré sur k par la famille w = (w1, . . . , ws) (voir #1). Pour simplifier
on suppose que le corps de base k soit un corps de constantes comprenant Q.
Système : Un système algébrique (continu et de dimension finie) est une ex-
tension de corps différentielle, de type fini, Σ/k.
On observera que cette définition ne nécessite l’introduction ni de variables
(ou coordonnées) ni d’équations. Toutefois, comme il s’agit d’une extension de
corps différentielle de type fini (voir #14), on sait que des équations algébriques
(donc polynômiales) en un nombre fini de variables existent. Autrement dit, on
peut choisir dans Σ un nombre fini de variables du système, w1, . . . , ws, de façon
à pouvoir représenter tous les éléments de Σ comme expressions rationnelles en
les wi, i = 1, . . . , s, et leurs dérivées (à coefficients appartenant au corps de base
k). On peut alors faire appel explicitement aux éléments choisis, qu’on collectera
dans la famille w = (w1, . . . , ws) (une famille génératrice (différentielle) de Σ/k
(#14)), et écrire Σ = k〈w〉.
Remarque 8.1.1. Pour préciser la nature des coefficients, il convient parfois
de parler de k-système (algébrique) [10].
Comment construire l’extension Σ/k à partir d’un système d’é.d.o. (8.1) ?
Une première approche consiste à considérer le corps différentiel Σ = k〈w〉, et
à supposer qu’il soit défini de telle façon à ce que les relations entre les wi,
i = 1, . . . , s, soient juste données par les équations en considération. Ces rela-
tions existent dans le corps Σ si les éléments appropriés sont nuls. Les éléments
de Σ étant des expressions rationnelles en wi, i = 1, . . . , s, et leurs dérivées (à
coefficients dans k) on obtient (par multiplications par les polynômes dénomi-
nateurs) les équations de la forme (8.1).
Un tel corps différentiel ne peut être associé à tout système d’é.d.o. poly-
nômial, une condition supplémentaire étant requise : Σ étant un corps il ne
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peut contenir des diviseurs de zéro, une condition de primalité en résulte. Pour
construire le système k〈w〉/k supposons donné des équations de la forme (8.1),
et prenons une famille W = (W1, . . . ,Ws) (de cardinal égal à celui de w) et l’an-
neau différentiel k{W} (libre, c’est-à-dire sans relations non triviales) engendré
sur k par W . Les éléments de k{W} sont les polynômes en les indéterminées
Wi, i = 1, . . . , s, et leurs dérivées, à coefficients dans k. (Les indéterminées
sont différentiellement algébriquement indépendantes sur k (#17).) Soient alors
Pj , j = 1, . . . , q, les polynômes de l’anneau différentiel k{W} que l’on obtient en
remplaçant dans les membres gauches des é.d.o. (8.1) les variables du système,
wi, i = 1, . . . , s, par les indéterminéesWi. Si, et seulement si, l’idéal différentiel I
dans k{W} engendré par les Pj , j = 1, . . . , q est premier, l’anneau des fractions
de l’anneau quotient (des classes de résidus) k{W}/I ne contient aucun diviseur
de zéro, et forme donc un corps différentiel, extension de k (comparer à #16
et voir aussi la remarque à la page 337). Or, comme les images canoniques wi
résultent desWi en localisant, on a Σ = k〈w〉 ; et les équations satisfaites par les
éléments de Σ correspondent à (8.1). On se rend compte par cette construction
que l’extension de corps différentielle Σ/k est indépendante du choix des géné-
rateurs w et de celui des équations de départ. Ce qui est important, c’est l’idéal
différentiel I, et non pas ses générateurs.
Exemple 8.1.1. La construction de l’extension de corps différentielle d’un mo-
dèle de grue sera détaillée dans 8.12 (p. 357).
Exemple 8.1.2. L’oscillation d’un pendule mathématique est décrite par l’é.d.o.
ϕ¨+ sinϕ = 0.
Au lieu de cette représentation non algébrique (explicite) on peut aussi utiliser
une représentation en coordonnées cartésiennes, qui elle est algébrique (mais
implicite). Avec x = sinϕ et y = cosϕ il vient (pour y 6= 0, donc ϕ 6= ±pi/2) :
y2x¨+ xy3 + xx˙2 = 0
x2 + y2 − 1 = 0.
Finalement on peut aussi (pour ϕ 6= ±pi) introduire z = tan(ϕ/2), et obtenir la
représentation algébrique (implicite)
(1 + z2)z¨ − 2zz˙2 + (1 + z2)z = 0.
Remarque 8.1.2. Comme les systèmes (algébriques) différentiels continus dis-
cutés ici, on peut aussi définir les systèmes (algébriques) discrets, décrits par des
systèmes (polynômiaux) d’équations aux différences (ordinaires) [17, 19, 20]. On
se sert alors des anneaux et corps aux différences.
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8.2 Platitude différentielle
Soit Σ/k un système algébrique.
Platitude différentielle : Un système Σ/k est dit (différentiellement) plat,
si à une clôture algébrique (non différentielle) près, Σ est un corps d’extension
purement transcendant de k (#17). Autrement dit, Σ/k est (différentiellement)
plat s’il existe une base de transcendance différentielle y = (y1, . . . , ym) de Σ/k,
pour laquelle Σ = k〈y〉. Une telle famille1 y est appelée sortie plate de Σ/k.
Ici, Σ désigne la clôture algébrique (#5) de Σ, et k〈y〉 celle de k〈y〉. Le
nombre, m, des composantes d’une sortie plate est (visiblement) égal au degré
de transcendance différentiel de l’extension Σ/k.
Considérons les relations entre les variables du système et la sortie plate y
— soit Σ = k〈w〉 à cette fin. On déduit alors de la définition de y :
1. Les composantes yi, i = 1, . . . ,m, d’une sortie plate y satisfont des relations
de la forme
Qi(yi, w, w˙, . . . , w(αi)) = 0, i = 1, . . . ,m,
avec Qi ∈ k{w}[yi] des polynômes, qu’on peut résoudre (localement)2 par
rapport aux yi :
yi = φi(w, w˙, . . . , w(αi)), i = 1, . . . ,m.
Ceci découle directement de yi ∈ k〈w〉, i = 1, . . . ,m.
2. Il n’existe aucune relation (non triviale) de la forme
R(y, . . . , y(β)) = 0,
où R est un polynôme de l’anneau différentiel k{y}. Ceci équivaut à
deg tr diff k〈y〉/k = m.
3. Toute variable du système, z ∈ Σ, s’exprime en fonction de y et ses déri-
vées, car z ∈ Σ = k〈y〉 implique
S(z, y, . . . , y(γ)) = 0,
avec un polynôme S ∈ k{w}[z], d’où la relation locale
z = ψ(y, . . . , y(γ)).
1On observera que y joue un rôle analogue à celui d’une base d’un module libre (corres-
pondant à un système commandable dans la théorie de [18, 52]). Un nom plus approprié pour
y serait peut-être « paramètre fondamental » pour ne pas parler de base dans ce contexte non
linéaire, mais le nom « sortie plate » (et le symbole y) sont bien établis dans la littérature.
2Comprendre le terme « locale » ici (et dans la suite) dans le sens que ∂Qi/∂yi 6= 0, de sorte
que l’on peut appliquer le théorème des fonctions implicites dans un contexte mathématique
adapté.
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Par la seconde de ces propriétés, il est garanti que les trajectoires des com-
posantes de la sortie plate y peuvent être choisies indépendamment et librement
(dans le sens qu’ils ne doivent satisfaire aucune équation différentielle particu-
lière). La troisième propriété implique la possibilité de calculer les trajectoires de
toutes les variables à partir de celles de y, sans être obligé d’intégrer une équation
différentielle ; il suffit de les dériver. On peut donc résumer : Un système (dif-
férentiellement) plat est complètement, finiment et librement différentiellement
paramétrisable.
Exemple 8.2.1. La platitude du modèle d’une grue sera discuté en section 8.12
(p. 358). Cet exemple illustrera aussi l’utilité de la clôture algébrique dans la
définition de la platitude (voir la remarque à la page 359).
Remarques 8.2.1. 1. Observons que la définition de la « platitude » est basée
directement sur le corps Σ, sans en distinguer les générateurs : en termes de
théorie du contrôle, elle ne fait pas appel au concepts d’entrée ou d’état.
2. Il convient parfois de généraliser la définition en considérant un autre corps
de base. On définit ainsi la D-platitude [10] en demandant à ce que D〈y〉 = Σ,
avec D un sous-corps différentiel de Σ.
3. On peut généraliser le concept de platitude en admettant une transformation
du temps, qui peut dépendre des variables du système ; on parle alors de sys-
tèmes orbitalement plats [24].
4. Une autre possibilité de généraliser la définition discutée ci-dessus consiste
à lever la restriction aux fonctions algébriques, une approche par la géométrie
différentielle est alors adaptée [25] (ou aussi [43]).
5. Esquissons une explication pour l’emploi du terme « plat ». Pour ceci, sup-
posons (sans perte de généralité) que les composantes yi, i = 1, . . . ,m, de
la sortie plate soient les m premières composantes de la famille w des va-
riables du système, et supposons donné q = s − m équations indépendantes
Pi(w, w˙, . . . , w(α)) = 0, i = 1, . . . , q. Introduisons un espace de dimension infinie
de coordonnées z(j)i , i = 1, . . . , s, j ≥ 0, et considérons (localement autour de
points « réguliers ») les transformations entre les variables du système, w, et de
leurs dérivées et des variables zi, i = 1, . . . ,m+ q données par
zi = yi = wi, i = 1, . . . ,m
zi = Pi−m(w, w˙, . . . , w(α)), i = m+ 1, . . . , s.
Alors on obtient les équations des dérivées des zi, i = 1, . . . ,m+q, par dérivation.
La transformation définie ainsi peut être inversée sans intégration [30] ; car des
relations
wi = ψi(y, y˙, . . . , y(γi)), i = 1, . . . , s,
pour les sorties plates on déduit z˜ = (z1, . . . , zm)
wi = ψi(z˜, ˙˜z, . . . , z˜(γi)), i = 1, . . . , s.
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Or, les q dernières composantes de z (et toutes leurs dérivées) sont égales à
zéro (par les équations du système). En revanche, les m premières composantes
et leurs dérivées, c’est-à-dire les composantes de z˜ et leurs dérivées à eux sont
indépendantes. Ainsi les équations du système représentent un sous-espace (li-
néaire, de dimension infinie), avec les coordonnées z(j)i , i = 1, . . . ,m, j ≥ 0, de
l’espace en considération. Cet espace (linéaire) peut être interprété comme un
hyper-plan, il est donc plat.
Les équations d’un système différentiellement plat peuvent toujours être don-
nées dans la forme particulière Si(wi, y, . . . , y(νi)) = 0, i = 1, . . . , s. Il en découle
une conséquence intéressante pour la construction de son extension de corps à
partir de l’idéal différentiel [S]. Étant donné un système de s équations de ce
type, les membres gauches des équations (algébriques) Si = 0 peuvent être vus
comme des polynômes non différentiels en les wi, i = 1, . . . , s, avec des coeffi-
cients appartenant au corps différentiel k〈y〉. Ceci simplifie l’analyse de l’idéal
différentiel engendré par les polynômes S = (S1, . . . , Ss) correspondants, mais
en les indéterminées W = (W1, . . . ,Ws). En particulier, si Sj est de degré 1 en
wj , dans l’anneau différentiel localisé k〈y〉{W1, . . . ,Ws}/[S] on a w(l)j ∈ k〈y〉,
l ≥ 0, avec wj l’image de Wj dans cet anneau. De même on a w(l)j ∈ k〈y〉, l ≥ 0,
si Sj peut s’écrire dans la forme Sj = W 2j + c
2, avec un c ∈ k〈y〉, ou dans la
forme Sj = W 2j − d, avec d ∈ k〈y〉, qui ne peut être représenté comme d = e2
avec e ∈ k〈y〉. Si tous les membres gauches des équations du système peuvent
être représentés dans une de ces formes, il est clair que l’anneau des résidus
ne comprend aucun diviseur de zéro, et l’idéal [S] est donc premier (#3). Des
simplifications similaires peuvent être discutées pour les polynômes de degré su-
périeur, l’analyse étant réduite à la discussion de polynômes non différentiels en
une seule indéterminée.
Exemple 8.2.2. On discutera la construction de l’extension des corps à partir
d’un idéal différentiel pour l’exemple de la grue dans la section 8.12 (p. 357).
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8.3 Entrées et dynamiques
Soit Σ/k un système algébrique.
Entrée : Une famille u = (u1, . . . , um) d’éléments de Σ est appelée une entrée si
l’extension de corps différentielle Σ/k〈u〉 est différentiellement algébrique (#17).
Une entrée u est dite indépendante si elle forme une base de transcendance dif-
férentielle (#20) de k〈u〉/k.
De manière équivalente, et peut-être plus élégante, on peut dire : Une entrée
indépendante est une base de transcendance différentielle de Σ/k ; alors on a
m = deg tr diff Σ/k (voir #20), où m = cardu.
Si u est une entrée de Σ/k, alors pour tout élément de Σ, c’est-à-dire pour
toute variable z du système, il existe une équation différentielle de la forme
Q(z, . . . , z(β)) = 0,
où Q est un polynôme de k〈u〉{z}, c’est-à-dire un polynôme en z et ses dérivées,
à coefficients dans k〈u〉. Ceci équivaut à l’existence d’une relation
R(z, . . . , z(β), u, . . . , u(γ)) = 0,
avec R ∈ k{z, u} un polynôme (différentiel) à coefficients dans k. Réciproque-
ment, la famille u doit former une base de transcendance différentielle pour que
de telles relations existent sans qu’il n’y ait une relation (non triviale) du type
R(u, . . . , u(γ)) = 0,
avec R ∈ k{u}.
Remarques 8.3.1. 1. Souvent les entrées correspondent aux variables de com-
mande du processus dont le système est un modèle, qui en général sont libres
(ne doivent satisfaire aucune contrainte différentielle (é.d.o.) particulière). Ainsi
il convient souvent de les supposer indépendantes.
2. L’existence d’équations R = 0 (ou Q = 0) montre que, une fois une trajectoire
pour u fixée, celles des autres variables s’en suivent par la solution d’é.d.o.
3. Le degré de transcendance différentiel deg tr diff Σ/k, et ainsi le nombre de
composantes de toute entrée, correspond au degré d’indétermination du système
d’é.d.o. Il correspond à la différence entre le nombre de variables indépendantes
et des équations (différentielles) indépendantes.
Dynamique : Une extension de corps différentielle Σ/k〈u〉, où u forme une
entrée de Σ/k, est appelée une dynamique d’entrée u.
Une dynamique Σ/k〈u〉 est donc une extension de corps qui est différentielle-
ment algébrique. Ainsi, le degré de transcendance différentiel de Σ/k〈u〉 est nul.
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Ceci est équivalent à ce que le degré de transcendance non différentiel (#12) de
l’extension de corps Σ/k〈u〉, que l’on désigne par deg tr Σ/k〈u〉, est fini (#22).
On peut s’en servir pour vérifier si une famille u particulière forme une entrée.
Un cas spécial est donné si deg tr Σ/k〈u〉 n’est pas seulement fini, mais égal à
zéro :
Dynamique triviale : Une dynamique Σ/k〈u〉 est dite triviale, si son degré de
transcendance différentiel est égal à zéro : deg tr Σ/k〈u〉 = 0.
Exemple 8.3.1. Une entrée pour le système de la grue sera choisie dans la
section 8.12 (p. 357).
8.4 Systèmes entrée-sortie
Soit Σ/k un système algébrique.
Sortie : Une sortie y = (y1, . . . , yp) est une famille d’éléments de Σ.
Système entrée-sortie : Si Σ = k〈u, y〉 et u est une entrée, alors on appelle
Σ/k un système entrée-sortie, avec sortie y. Si Σ ) k〈u, y〉, on appelle k〈u, y〉/k
un sous-système entrée-sortie de Σ/k.
Le système entrée-sortie k〈u, y〉/k avec l’entrée u peut alors être représenté
par p é.d.o. de la forme
Rj(yj , . . . , y
(βj)
j , u, . . . , u
(γj)) = 0, j = 1, . . . , p,
avec Rj , j = 1, . . . , p, des polynômes à coefficients dans k.
Inversion
On définit des notions d’inversibilité, qui dépendent du choix du corps k〈y〉
(on parle d’inversibilité et d’inversion en analogie au linéaire) — mais non de
celui d’une entrée u. Soit pour ceci Σ/k un système, avec deg tr diff Σ/k = m,
et soit y = (y1, . . . , yp) une sortie.
Rang de sortie : Le degré de transcendance différentiel de k〈y〉/k est appelé
le rang (différentiel) de sortie du système Σ/k (par rapport à k〈y〉/k, ou à y),
que l’on note ρy = deg tr diff k〈y〉/k.
Inversibilité : Le système Σ/k avec la sortie y est dit inversible à droite si le
rang de sortie est égal au nombre de composantes de la sortie : ρy = p. Il est
dit inversible à gauche si le rang de sortie est égal au nombre de composantes
indépendantes d’une entrée : ρy = m = deg tr diff Σ/k. Le système est dit
inversible s’il est inversible à droite et à gauche.
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Remarque 8.4.1. De façon plus exacte, mais encombrante, on parlerait d’in-
versibilité par rapport à un sous-corps k〈y〉 de Σ (ou par rapport à une sortie
y).
Si le système Σ/k est inversible à droite par rapport à une sortie y, alors les
composantes de y sont « découplées » : il n’existe aucune relation (non triviale)
E(y, . . . , y(γ)) = 0, avec E ∈ k{y}, entre ses composantes. Si Σ/k est inversible à
gauche par rapport à une sortie y, alors l’extension Σ/k〈y〉 est différentiellement
algébrique. De même on a l’assertion réciproque, car avec
deg tr diff Σ/k = deg tr diff Σ/k〈y〉+ deg tr diff k〈y〉/k
(voir #27) le degré de transcendance différentiel deg tr diff Σ/k〈y〉 est égal à zéro
si, et seulement si, deg tr diff k〈y〉/k = deg tr diff Σ/k = m. Il s’ensuit que dans
un système inversible à gauche la sortie y peut jouer le rôle d’une entrée (non
nécessairement indépendante, car ρy ≤ min(m, p)). On observe qu’un système
inversible est « quadratique » : p = m.
Soit Σ = k〈u, y〉, et soit u une entrée de Σ/k. Le système entrée-sortie avec
l’entrée y et la sortie u est alors le système (entrée-sortie) inverse (de celui
d’entrée u et de sortie y).
Remarque 8.4.2. On trouvera une « formule » pour le rang de sortie et un
algorithme pour son calcul dans [15].
Dynamique inverse : Soit y la sortie d’un système inversible à gauche Σ/k,
c’est-à-dire ρy = deg tr diff k〈y〉/k = deg tr diff Σ/k = m. Alors Σ/k〈y〉 forme
une dynamique, avec entrée y. On parle de dynamique inverse. L’entrée y de la
dynamique inverse est indépendante si Σ/k est inversible (ρy = p = m).
Inversion et platitude
Un système plat est inversible par rapport à toute sortie plate y, car Σ =
k〈y〉, et ainsi deg tr diff Σ/k〈y〉 = 0. Et, qui plus est, le degré de transcendance
non différentiel deg tr Σ/k〈y〉 = 0 : La dynamique Σ/k〈y〉 est triviale (dans le
sens de la section 8.3). Ceci permet de donner une autre caractérisation de la
propriété de platitude :
Sortie plate comme entrée : Un système Σ/k est plat si, et seulement si,
il existe une entrée indépendante y du système étendu Σ/k, tel que la dyna-
mique correspondante est triviale (c’est-à-dire deg tr Σ/k〈y〉 = 0). Interprétant
y comme une sortie (plate), on a Σ/k〈y〉 pour la dynamique inverse par rapport
à y associée à Σ/k, et cette dernière est triviale.
Pour l’entrée d’un système plat on a donc
0 = Ai(ui, y, y˙, . . . , y(γ)), i = 1, . . . ,m,
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avec Ai, i = 1, . . . ,m, des polynômes à coefficients dans k. Il en découle que le
calcul de u à partir d’une sortie plate y et ses dérivées peut se faire sans résoudre
une é.d.o. : le système inverse n’a pas de dynamique, elle est « triviale ».
En partant de cette caractérisation de la platitude, on peut classifier les
systèmes par rapport à leur « défaut » (par rapport à la platitude) [26] :
Défaut : Soit Γ ⊆ Σ un sur-corps différentiel de k, tel que, à une clôture al-
gébrique près, l’extension Γ/k soit différentiellement purement transcendante et
le degré de transcendance (non différentiel) deg tr Σ/Γ soit minimal (entre ces
extensions). Alors on appelle deg tr Σ/Γ le défaut du système Σ/k.
Le défaut est égal à zéro si, et seulement si, le système Σ/k est plat. Il est
toujours fini, car pour n’importe quelle base de transcendance différentielle v de
Σ/k l’extension Σ/k〈v〉 est différentiellement algébrique.
Remarque 8.4.3. Si z est une base de transcendance différentielle de Γ/k, le
défaut est égal à la dimension d’état (voir la section 8.5) de la dynamique inverse
par rapport à z. Pour une paramétrisation complète du système on doit spéci-
fier, en plus des m trajectoires pour une sortie plate, au maximum deg tr Σ/Γ
trajectoires supplémentaires. Toutefois, une telle paramétrisation n’est pas libre !
Une condition nécessaire pour la platitude peut être donnée en remplaçant
dans les équations du système les dérivées par des variables non différentielles
indépendantes entre elles [26, 48].
Condition nécessaire de platitude (Critère des surfaces réglées) : Soit
Σ = k〈w〉, avec w = (w1, . . . , wm) et les équations
Pi(w, . . . , w(α)) = 0, i = 1, . . . , q,
où Pi, i = 1, . . . , q, polynômes à coefficients dans k. Alors, si le système Σ/k
est plat, il existe une famille a = (a1, . . . , as), ai ∈ k(ξ0, . . . , ξα−1), i = 1, . . . , s,
a 6= 0, telle que, pour des paramètres λ ∈ k arbitraires on a
Pi(ξ0, . . . , ξα−1, ξα + λa) = 0, i = 1, . . . , q.
On peut interpréter la solution de cette équation comme une surface dans
le k-espace avec les coordonnées ξi, i = 0, . . . , α. La condition signifie alors que
(dans des point réguliers) il existe une droite en direction des ξα qui appartient
à la surface. Autrement dit, la projection de la surface définie par S = 0 sur le
sous-espace avec les coordonnées ξα est une surface réglée, c’est-à-dire engendrée
par des droites.
Démonstration (voir [26]) : Si Σ/k est plat, et y est une sortie plate, alors il existe
un nombre entier µ ≥ 0 tel que les dérivées w(i), i = 0, . . . , α− 1, dépendent de
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dérivées de y jusqu’à un certain ordre µ, que nous pouvons supposer minimal
(tel que µ− 1 ne suffit pas) :
w(j) = Sj(y, y˙, . . . , y(µ)), j = 0, . . . , α− 1.
En remplaçant les w(j), j = 0, . . . , α, dans l’équation P = 0 on obtient, à cause
de
w(α) =
µ∑
i=0
∂Sα−1
∂y(i)
∣∣∣
(y,y˙,...,y(µ))
y(i+1) =: A(Yµ) +B(Yµ) y(µ+1),
une équation que l’on peut réécrire comme
P˜ (Yµ, A(Yµ) +B(Yµ) y(µ+1)) = 0
en rassemblant les dérivées de y jusqu’à l’ordre µ dans Yµ. Maintenant on fixe
la valeur de Yµ et considère les composantes de y(µ+1) comme paramètres libres.
Alors, si a appartient à l’image de l’application B(Yµ) la propriété énoncée est
donnée. 
Exemple 8.4.1. Le critère des surfaces réglées pour démontrer la non-platitude
est discuté dans la section 8.12 (p. 367) pour l’exemple d’un pendule sur un
chariot.
Planification de trajectoires
La propriété de platitude permet une synthèse systématique de trajectoires,
en particulier pour des transitions entre régimes stationnaires. Souvent, au début
d’une telle transition on part d’un point d’équilibre. On peut décrire ces points
par les équations explicites (locales)
z = ψ(y, . . . , y(γ)),
en substituant y(j) = 0, j > 0. Les points d’équilibre sont alors paramétrés par
les valeurs constants de y.
La transition est entièrement spécifiée par le choix d’une trajectoire de ré-
férence pour une sortie plate, et comme y est différentiellement indépendant,
les trajectoires pour ses composantes peuvent être choisies indépendamment. A
priori toutes les trajectoires de référence t 7→ yréf,i(t) sont loisibles ; des restric-
tions apparaissent toutefois par des singularités rencontrées lors de la mise sous
forme explicite des équations.
Le calcul des trajectoires est particulièrement simple si l’on choisit des tra-
jectoires polynômiales, car alors leurs coefficients résultent des valeurs de y du
début (pour t = 0) et de la fin de la transition (pour t = t∗), comme solution
d’un système d’équations linéaires. Plus généralement, on obtient pour t = 0 et
t = t∗ des conditions pour les yi et toutes leurs dérivées jusqu’à un certain ordre
λi. En choisissant une paramétrisation polynômiale pour la trajectoire de yi le
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degré du polynôme nécessaire résulte directement du nombre de ces conditions :
Dans le cas de λ conditions il faut un polynôme de degré λ− 1.
Si, par exemple, les dérivées de yi jusqu’à l’ordre 2 interviennent dans le
calcul de u, et la trajectoire de u doit être continue, alors on a 6 conditions, que
l’on peut satisfaire avec un polynôme de degré 5 (ou plus), soit
yréf,i(t) = ci,0 + ci,1t+ ci,2t2 + ci,3t3 + ci,4t4 + ci,5t5.
La valeur yréf,i(0) donne ci,0 = yréf,i(0). Les conditions y˙réf,i(0) = 0 et y¨réf,i(0) = 0
mènent à ci,1 = ci,2 = 0, et les autres coefficients (ci,3, ci,4 et ci,5) satisfont le
système linéaire
yréf,i(t∗)− yréf,i(0) = ci,3t3∗ + ci,4t4∗ + ci,5t5∗
0 = 3ci,3t2∗ + 4ci,4t
3
∗ + 5ci,5t
4
∗
0 = 6ci,3t∗ + 12ci,4t2∗ + 20ci,5t
3
∗.
(8.3)
Il convient d’introduire une reparamétrisation par
aj−3 =
ci,jt
j
∗
yréf,i(t∗)− yréf,i(0) , j = 3, 4, 5.
Ainsi on a
yréf,i(t) = yréf,i(0) + (yréf,i(t∗)− yréf,i(0)) t
3
t3∗
(
a0 + a1
t
t∗
+ a2
t2
t2∗
)
. (8.4)
Les nouveaux coefficients a0, a1 et a2 résultent (indépendamment des valeurs
initiales et finales et l’index i) du système linéaire
1 = a0 + a1 + a2
0 = 3a0 + 4a1 + 5a2
0 = 6a0 + 12a1 + 20a2,
que l’on obtient ou de (8.3) ou des conditions finales ; il vient
a0 = 10, a1 = −15, a2 = 6. (8.5)
L’avantage de la paramétrisation (8.4) est que les coefficients a0, a1, a2 sont
indépendants des valeurs initiale et finale de la transition.
Le calcul de trajectoires de référence est simple si le problème consiste en
une transition sur un intervalle de temps fini, même si ce ne sont pas des points
d’équilibre ; on peut utiliser (8.3) pour des valeurs arbitraires des dérivées ini-
tiales et finales. On peut, bien sûr, aussi choisir d’autres paramétrisations.
Exemple 8.4.2. Une plus ample discussion de la planification de trajectoires
se trouve, pour l’exemple de la grue, dans la section 8.12 (p. 359).
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8.5 États généralisés
État généralisé :Un état (généralisé) d’une dynamique (algébrique) Σ/k〈u〉
est une base de transcendance (non différentielle) ξ = (ξ1, . . . , ξn) de Σ/k〈u〉.
Comme Σ/k〈u〉 est différentiellement algébrique, n = deg tr Σ/k〈u〉 est fini
(#22) ; on l’appelle la dimension d’état de la dynamique Σ/k〈u〉.
L’état ξ étant une base de transcendance de Σ/k〈u〉, tout élément z de Σ
satisfait une équation de la forme
Ψ(z, ξ) = 0,
avec Ψ un polynôme appartenant à l’anneau k〈u〉[z, ξ]. Ces relations s’écrivent,
avec un polynôme en z, ξ, ainsi que u et ses dérivées et à coefficients dans k,
dans la forme
ψ(z, ξ, u, . . . , u(γ)) = 0.
En particulier, on a pour la dérivée des composantes de ξ
Ai(ξ˙i, ξ, u, u˙, . . . , u(αi)) = 0, i = 1, . . . , n,
ou bien, localement :
ξ˙i = Fi(ξ, u, u˙, . . . , u(αi)), i = 1, . . . , n.
De la même façon on obtient, pour des sorties y = (y1, . . . , ym), localement des
relations de la forme
yj = Hj(ξ, u, u˙, . . . , u(βj)), j = 1, . . . , p.
Si dans cette représentation d’état aucune dérivée de u n’apparaît on parle d’un
état classique et d’une représentation d’état classique.
Chaque base de transcendance de Σ/k〈u〉 forme un état (généralisé). Si ξ¯
est un autre état (généralisé) de Σ/k〈u〉, alors chaque composante de ξ¯ satisfait
une équation de la forme P (ξ¯i, ξ) = 0, avec les coefficients de P dans k〈u〉. Deux
états ξ et ξ¯ d’une dynamique sont donc reliés par une transformation d’état
(généralisée) du type
ϕj(ξ¯i, ξ, u, . . . , u(γi)) = 0
ϕ¯i(ξi, ξ¯, u, . . . , u(γ¯i)) = 0, i = 1, . . . , n.
Pour les rendre explicites, ces équations peuvent encore être résolues (locale-
ment) par rapport à ξ¯i et ξi respectivement. On les appelle classiques si elle ne
font pas intervenir l’entrée et ses dérivées.
Notons que, contrairement au cas linéaire, il n’est pas possible, en général,
d’éliminer les dérivées de l’entrée des représentations d’état généralisées en chan-
geant d’état. Autrement dit, il n’existe pas toujours une représentation d’état
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classique. On le comprend facilement à partir d’une condition nécessaire simple,
que nous dérivons.
Si x est un état classique, alors x˜ est classique si, et seulement si, la trans-
formation entre x et x˜ est classique : De x˜ = ϕ(x) et x˙ = f(x, u) il résulte
˙˜x =
∂ϕ
∂x
∣∣∣∣
x=ϕ˜(x˜)
f(ϕ˜(x˜), u),
et de x˜ = ϕ(x, u) et x˙ = f(x, u) il découle que
˙˜x =
∂ϕ
∂x
∣∣∣∣
x=ϕ˜(x˜,u),u
f(ϕ˜(x˜, u), u) +
∂ϕ
∂u
∣∣∣∣
x=ϕ˜(x˜,u),u
u˙ ,
qui dépend de u˙ si ϕ dépend de u.
En généralisant ce calcul on obtient une condition nécessaire simple pour la
réduction (de 1) de l’ordre maximal des dérivées u(αi)i de ui. Pour simplifier la
démarche supposons que l’ordre maximal soit égal à αi = α, i = 1, . . . ,m pour
toutes les composantes de u. Alors, de
x˜ = ϕ(x, u, . . . , u(α−1))
et
x˙ = f(x, u, . . . , u(α)) (8.6)
on déduit
˙˜x =
∂ϕ
∂x
∣∣∣∣
x=ϕ˜(x˜,u,...,u(α−1)),u,...,u(α−1)
f(ϕ˜(x˜, u, . . . , u(α−1)), u, . . . , u(α))+
α−1∑
i=0
∂ϕ
∂u(i)
∣∣∣∣
x=ϕ˜(x˜,u,...,u(α−1)),u,...,u(α−1)
u(i+1).
Par un choix approprié de ∂ϕ/∂u(α−1) on peut éliminer u(α) du membre droit
de cette équation si la fonction f est affine en cette variable, c’est-à-dire l’équa-
tion (8.6) a la forme
x˙ = f1(x, u, . . . , u(α−1)) + f2(x, u, . . . , u(α−1))u(α).
Il est évident qu’une condition nécessaire similaire existe pour la possibilité d’éli-
miner les dérivées d’ordre maximal individuel des composantes de u. On trouve
une discussion complète, avec des conditions nécessaires et suffisantes3 dans [9].
3Les conditions suffisantes correspondent à l’intégrabilité d’é.d.p. linéaires d’ordre 1 pour
les transformations d’état et sont donc basées sur le théorème de Frobenius.
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Remarque 8.5.1. Dans [13] (voir aussi [41]) il a été démontré que l’idéal diffé-
rentiel correspondant à une représentation d’état (généralisée) avec une fraction
rationnelle dans le membre droit, c’est-à-dire
x˙i =
pi(x, u, . . . , u(α))
qi(x, u, . . . , u(α))
, i = 1, . . . , n,
avec pi, qi ∈ k[x, u, . . . , u(α)], i = 1, . . . , n, est un idéal premier (#3). Ainsi pour
une telle représentation il existe toujours une extension de corps différentielle
k〈x, u〉/k.
Exemple 8.5.1. Un exemple d’une dynamique n’admettant pas de représenta-
tion d’état classique est le sous-système « pendule » du modèle de grue [7] (voir
section 8.12, p. 364).
8.6 État de Brunovský et forme de commande
généralisée
Pour les systèmes plats on peut définir des états particuliers, de Brunovský,
et une forme de commande généralisée correspondante, comme en linéaire.
Dynamique plate : Une dynamique Σ/k〈u〉 est appelée (différentiellement)
plate si le système Σ/k est (différentiellement) plat.
État de Brunovský : Soit y = (y1, . . . , ym) une sortie plate d’une dynamique
plate Σ/k〈u〉. Alors il existe une famille κ = (κ1, . . . , κm) ∈ Nm telle que (avec
la convention que y(−1)i = ∅)
x = (y1, y˙1, . . . , y
(κ1−1)
1 , y2, . . . , y
(κm−1)
m ) (8.7)
forme un état (généralisé) de la dynamique Σ/k〈u〉 ; un tel x est appelé état de
Brunovský de Σ/k〈u〉.
Démonstration [10] : On choisit une base de transcendance y¯0 ⊆ y de l’extension
k〈u〉(y)/k〈u〉, et puis pour tout r ≥ 0 une base de transcendance y¯r ⊆ ˙¯yr−1
de l’extension de corps k〈u〉(y, . . . , y(r))/k〈u〉(y, . . . , y(r−1)). Ceci est possible,
car on a l’égalité k〈u〉(y, . . . , y(r)) = k〈u〉(y, . . . , y(r−1), ˙¯yr−1). Le degré de trans-
cendance deg tr Σ/k〈u〉 étant fini, la réunion des y¯r, r ≥ 0, forme un état de
Σ/k〈u〉. On peut l’écrire comme x dans (8.7). Ceci détermine les κi = min{r ∈
N | y(r)i 6∈ y¯r}, i = 1, . . . ,m. 
Si au moins un des κi est non nul, on peut renuméroter les composantes de
y tel que
κi > 0, i = 1, . . . , m¯ ≤ m, κi = 0, i = m¯+ 1, . . . ,m.
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Si κi = 0 pour tout i, choisissons m¯ = 0 et x = ∅. Une telle numérotation
des composantes de y sera supposée dans la suite dans les cas où l’index m¯ est
utilisé. En plus, on définit ni =
∑i
j=1 κj , i = 1, . . . , m¯.
Forme de commande généralisée : Un état de Brunovský x d’une dynamique
plate Σ/k〈u〉 donne lieu à une forme de commande généralisée :
x˙j = xj+1, j ∈ {1, . . . , n}\{n1, . . . , nm¯},
0 = Φj(x˙nj , x, u, . . . , u
(αj)), j = 1, . . . , m¯,
0 = Φj(yj , x, u, . . . , u(αj)), j = m¯+ 1, . . . ,m,
avec Φj , j = 1, . . . ,m, des polynômes à coefficients dans k, où ∂Φj/∂x˙nj 6= 0, j =
1, . . . , m¯, et ∂Φj/∂yj 6= 0, j = m¯+ 1, . . . ,m.
Exemple 8.6.1. Un état de Brunovský et une forme de commande généralisée
pour le sous-système « pendule » de la grue seront construits en section 8.12
(p. 364).
8.7 Équivalence par bouclages d’états quasi statiques
Pour la définitions de bouclages d’états on se sert de filtrations de l’extension
de corps différentielle Σ/k définissant le système [8] (cf. #28).
Filtration entrée-état : Pour une dynamique Σ/k〈u〉 et un état (généralisé)
correspondant x, la filtration entrée-état U = (Ur)r∈Z de Σ/k est définie comme
suit :
Ur = k pour r ≤ −2
U−1 = k(x) pour r = −1
Ur = k(x, u, u˙, . . . , u(r)) pour r ≥ 0.
Une filtration entrée-état U˜ = (U˜r)r∈Z pour une dynamique Σ˜/k〈u˜〉 est dé-
finie de façon analogue. Les deux filtrations ont une différence bornée s’il existe
un entier r0, tel que U˜r ⊂ Ur+r0 et Ur ⊂ U˜r+r0 pour tout r (cf. #28). Il est clair
qu’alors Σ = Σ˜.
Équivalence par bouclages d’états : Deux dynamiques Σ/k〈u〉 et
Σ˜/k〈u˜〉 sont dites équivalentes par bouclages quasi statiques d’un état dans X
s’il existe des états de Σ/k〈u〉 et Σ˜/k〈u˜〉 tels que les filtrations entrée-état U de
Σ/k〈u〉 et U˜ de Σ˜/k〈u˜〉 ont une différence bornée, et en plus U−1 = U˜−1 = X.
Les deux dynamiques sont dites équivalentes par bouclages statiques d’un
état dans X si les filtrations entrée-état correspondantes coïncident, c’est-à-dire
si pour tout r ∈ Z on a Ur = U˜r, et en plus U−1 = U˜−1 = X.
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Les relations définies sont en effet des relations d’équivalence. La symétrie et
la reflexivité en sont évidentes. La transitivité est évidente pour le cas statique.
Pour le cas quasi statique, soit Σˆ/k〈uˆ〉 une troisième dynamique, avec un état
xˆ et X = k〈xˆ〉. Soit Uˆ = (Uˆr)r∈Z la filtration entrée-état correspondant à xˆ,
pour Σˆ/k〈uˆ〉. Pour l’équivalence par bouclages quasi statiques d’un état dans X
il vient alors : Ur ⊂ U˜r+r0 et U˜r ⊂ Ur+r0 , ainsi que U˜r ⊂ Uˆr+r1 et Uˆr ⊂ U˜r+r1 ,
pour tout r. Avec Ur ⊂ Uˆr+r0+r1 et Uˆr ⊂ Ur+r0+r1 , pour tout r, la transitivité
est démontrée.
L’équivalence de deux dynamiques Σ/k〈u〉 et Σ˜/k〈u˜〉, avec des états respec-
tifs x et x˜, par bouclages statiques d’un état dans X implique l’existence de
relations du type
φi,0(ui, x, u˜, ˙˜u, . . . , u˜(r0)) = 0,
φ˜i,0(u˜i, x, u, u˙, . . . , u(r0)) = 0, i = 1, . . . ,m,
et des relations analogues existent pour les dérivées d’ordres supérieurs :
φi,r(u
(r)
i , x, u˜,
˙˜u, . . . , u˜(r+r0)) = 0,
φ˜i,r(u˜
(r)
i , x, u, u˙, . . . , u
(r+r0)) = 0, i = 1, . . . ,m, r > 0.
Dans ces relations, φi,r, φ˜i,r, i = 1, . . . ,m, r ≥ 0, sont des polynômes à coeffi-
cients dans k. Dans le cas statique aucune dérivée (d’ordre supérieur ou égal à
1) des entrées n’apparaît.
Remarque 8.7.1. Les filtrations entrée-état sont discrètes, excellentes et ex-
haustives (#28). Pour le démontrer il faut prendre en compte que, pour les
indices larges, dans la construction de Ur+1 à partir de Ur on ajoute des élé-
ments ddtz avec z ∈ Ur, ce qui pour u(r+1) est une conséquence de la construction
de la filtration, et pour x˙ une conséquence de la représentation d’état généralisée.
Pour les états x˜ de la dynamique Σ˜/k〈u˜〉, la condition k(x) = k(x˜) implique
l’existence de relations du type
ψj(xj , x˜) = 0,
ψ˜j(x˜j , x) = 0, j = 1, . . . , n,
où les ψj , ψ˜j , j = 1, . . . , n, sont encore des polynômes à coefficients dans k.
Ainsi, contrairement aux représentations d’état généralisées, dans les transfor-
mations d’état admises dans les bouclages d’état aucune entrée, ni ses dérivées,
ne peuvent apparaître : Les transformations doivent être classiques.
L’utilité des bouclages d’état quasi statiques résulte du fait que l’état (ou,
plus exactement, le corps k〈x〉) est invariant par ce genre de bouclages (par rap-
port à l’invariance voir aussi [51]). D’un point de vue pratique, ceci a l’avantage
qu’aucune « dynamique supplémentaire » n’est introduite dans la boucle fermée.
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Exemple 8.7.1. La construction d’un bouclage d’état quasi statique pour la
grue est discutée en section 8.12 (p. 366).
Remarques 8.7.1. 1. Soulignons que l’apparition des dérivées dans les équa-
tions des bouclages ne signifie pas la nécessité de dérivations (numériques) de
signaux d’entrée (voir la section 8.9). Des discussions détaillées et des exemples
se trouvent aussi dans [11, 12, 10, 54].
2. Les bouclages d’état quasi statiques forment une classe spéciale des bouclages
endogènes de [39, 26], que l’on peut définir comme suit. Deux systèmes Σ1/k et
Σ2/k sont dits équivalents par bouclages endogènes si Σ1 = Σ2. Contrairement
aux bouclages d’état quasi statiques la dimension d’état n’est pas préservée sous
bouclages endogènes. (En fait, la définition des bouclages endogènes ne fait pas
appel aux notions d’entrée et d’état.) La synthèse de bouclages endogènes pour la
poursuite de trajectoires stable mène, en général, à des lois de commandes dyna-
miques, nécessitant l’intégration d’équations différentielles (voir par ex. [39, 26]).
3. Soit m = 1, et soit l’état utilisé pour construire les filtrations entrée-état U
et U˜ un état classique. Alors la différence bornée des deux filtrations U et U˜
implique leur égalité, c’est-à-dire le bouclage quasi statique avec l’état x est un
bouclage statique. On peut s’en rendre compte en essayant, pour un système
x˙ = f(x, u) avec m = 1 et u = φ0(x, u˜, ˙˜u), de trouver des équations de la forme
u˜(i) = φ˜i(x, u, . . . , u(i+r0)), i ≥ 0. Ceci est impossible. Il s’ensuit, pour le cas
m = 1 : Si x est un état généralisé de Σ/k〈u〉 qui n’est pas classique, alors il
ne peut pas non plus être un état classique de Σ˜/k〈u˜〉, car un bouclage statique
d’un état k〈x〉 ne modifie pas l’ordre minimal α des dérivées de l’entrée appa-
raissant dans la représentation d’état [10]. Ceci est une conséquence du fait que
x˙ ∈ Uα, x˙ 6∈ Uα−1 et Ur = U˜r, r ∈ Z impliquent x˙ ∈ U˜α, x˙ 6∈ U˜α−1. Des résultats
supplémentaires sur l’équivalence par bouclages d’état quasi statiques pour des
représentations d’état classiques se trouvent dans [51].
8.8 Linéarisabilité par bouclages d’état quasi
statiques
Forme de Brunovský : Pour des nombres non négatifs arbitraires κ1, . . . , κm
la dynamique k〈y, v〉/k〈v〉 avec vi = y(κi)i , i = 1, . . . ,m, est appelée une forme
de Brunovský.
Il est évident qu’une forme de Brunovský est une dynamique plate, dont y
est une sortie plate.
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Linéarisabilité par bouclages d’état quasi statiques : Une dynamique
Σ/k〈u〉 est dite linéarisable par bouclages d’état quasi statiques s’il existe un
état x de Σ/k〈u〉 et une forme de Brunovský, tels que cette dernière et Σ/k〈u〉
sont équivalentes par bouclages quasi statiques d’un état dans k(x).
Remarque 8.8.1. Le problème de la linéarisabilité par bouclages d’état quasi
statiques est une généralisation naturelle du problème bien établi de la linéari-
sabilité par bouclages d’état statiques pour les représentations d’état classiques,
qui admet une solution complète dans le cadre de la géométrie différentielle
[33, 31, 59]. D’autres extensions sont la linéarisabilité par bouclages dynamiques
dans le sens de [2, 3], et, plus particulièrement, par les bouclages endogènes
[26]. Le concept de la platitude à été introduit dans ce contexte, et dans [23]
on trouve la conjecture que les systèmes linéarisables par bouclages dynamiques
sont juste les systèmes plats. (Que les systèmes plats soient linéarisables par
bouclages dynamiques est évident, à partir de leur linéarisabilité par bouclages
d’états quasi statiques ou endogènes.) Pour plus de détails sur ces questions voir
[39, 45], par exemple.
Platitude et linéarisabilité : Une dynamique Σ/k〈u〉 est linéarisable par bou-
clages d’état quasi statiques si, et seulement si, elle est plate.
Preuve [10] : On peut considérer un état de Brunovský, de vi = y
(κi)
i , i =
1, . . . ,m, et l’utiliser pour construire la « filtration état-sortie » pour l’état x et
la sortie y, Y = (Yr)r∈Z, avec
Yr = k pour r ≤ −2
Y−1 = k(x) pour r = −1
Yr = k(x, y, y˙, . . . , y(r)) pour r ≥ 0.
Comme y est une sortie plate, la filtration Y est exhaustive dans Σ, et ainsi
k〈v〉(x) = Σ. En plus, pour tout r ∈ Z, (x, v, v˙, . . . , v(r)) est une famille k-
algébriquement indépendante dans Σ. Or, v est une entrée du système Σ/k,
et x est un état de la dynamique Σ/k〈v〉. Désignant la filtration entrée-état,
pour x et v, par V, les filtration U et V ont une différence bornée (#28), car
les filtrations entrée-état sont discrètes, excellentes et exhaustives dans Σ (voir
aussi la remarque p. 349). Comme x est un état des deux dynamiques, Σ/k〈u〉
et Σ/k〈v〉, elles sont équivalentes par un bouclage quasi statique de x, ou de
n’importe quelle autre base de transcendance de k(x)/k.
Pour démontrer la nécessité il suffit de constater que l’équivalence par bou-
clages quasi statiques d’un état dans k(x) d’une dynamique Σ/k〈u〉 et une forme
de Brunovský k〈y, v〉/k〈v〉 implique Σ = k〈y, v〉. Ainsi, toute forme de Brunov-
ský étant plate, Σ/k l’est aussi. 
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8.9 Poursuite de trajectoires pour des systèmes plats
Une méthode systématique pour la poursuite de trajectoires pour les sys-
tèmes plats (non linéaires) s’appuie sur leur linéarisabilité par bouclages d’état
quasi statiques. Elle permet une stabilisation exponentielle le long de trajectoires
(non singulières).
Les bouclages d’état linéarisants transforment le système de telle façon que
y
(κi)
i = vi, i = 1, . . . ,m.
Pour cette dynamique, linéaire commandable, une poursuite de trajectoires par
un bouclage stabilisant (exponentiellement) est aisée, il suffit de prendre
vi = y
(κi)
r,i +
κi−1∑
j=0
λi,j(y
(j)
i − y(j)r,i ), i = 1, . . . ,m.
Les yr,i, i = 1, . . . ,m, seront ensuite remplacés par les trajectoires de référence.
La dynamique de la boucle fermée est assignée en choisissant les paramètres
λi,j . Pour le calcul des dérivées de v on substitue vi = y
(κi)
i , i = 1, . . . ,m, et l’on
obtient ainsi, successivement, ces dérivées en fonction de l’état x et les dérivées
des trajectoires de référence (pour i = 1, . . . ,m et l ≥ 0) :
v
(l)
i = y
(κi+l)
r,i +
κi−1−l∑
j=0
λi,j(y
(j+l)
i − y(j+l)r,i ) +
κi−1∑
r=κi−l
λi,r (v
(r−κi+l)
i − y(j+l)r,i ).
Exemple 8.9.1. La poursuite de trajectoires est illustrée sur l’exemple de la
grue en section 8.12 (p. 366).
8.10 Les systèmes linéaires tangents
Les systèmes linéaires à coefficients constants résultent, le plus souvent, d’une
linéarisation d’un système non linéaire, modèle d’un processus, autour d’un point
d’équilibre (dans l’espace des variables du système). En considérant, au lieu d’un
seul point, une trajectoire, la linéarisation donne lieu à un système instation-
naire. Pour le système d’équations
Pi
(
w, . . . , w(α)
)
= 0, i = 1, . . . , q,
on obtient
s∑
j=1
α∑
l=0
∂Pi
∂w
(l)
j
∣∣∣∣∣∣
(wréf(t),...,w
(α)
réf (t))
dw
(l)
j = 0, i = 1, . . . , q.
Les équations du système ainsi linéarisé sont donc les équations des « petits
écarts » dw(l)j , qui prennent leurs coefficients dans le corps Σ. Ces coefficients
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dépendront donc du temps, une fois les trajectoires t 7→ wréf(t) substituées. Il
est clair que l’on peut écrire ces équations comme des relations Σ[ ddt ]-linéaires
entre les dwj .
Dans le cadre de l’algèbre différentielle cette linéarisation se traite à l’aide
des différentielles de Kähler (#24) :
Système linéaire tangent : Soit Σ/k un système algébrique. Le Σ[ ddt ]-module
ΩΣ/k des différentielles de Kähler est appelé le système linéaire tangent associé.
Le système linéaire tangent est défini en employant la k-dérivation dΣ/k :
Σ → ΩΣ/k (voir #24). Soit Σ = k〈w〉, avec w = (w1, . . . , ws) ; alors ΩΣ/k est le
Σ[ ddt ]-module engendré par les différentielles de Kähler dΣ/kwi, i = 1, . . . , s (voir
#24). Pour chaque relation R(w, . . . , w(γ)) = 0 dans Σ il existe une relation de
dépendance Σ[ ddt ]-linéaire dans ΩΣ/k :
s∑
j=1
γ∑
l=0
∂R
∂w
(l)
j
(
d
dt
)l
dΩ/k wj = 0.
Ceci est évident. Ce qui est plus intéressant, mais plus difficile à démontrer [35],
c’est l’inverse : Si une famille dΣ/kz d’éléments de ΩΣ/k est Σ[ ddt ]-linéairement
dépendante (resp. indépendante), alors z est différentiellement k-algébriquement
dépendant (resp. indépendante). Ce fait offre une possibilité immédiate pour le
calcul des degrés de transcendance (différentielles ou non) importants dans les
systèmes algébriques [15]. En plus, elle établie un lien directe entre la platitude
et la commandabilité du système linéaire tangent [26] (à propos de l’emploi de
Σ voir #25) :
Platitude et commandabilité du système linéaire tangent : Si le système
(algébrique) Σ/k est plat, alors le système linéaire tangent de Σ/k, c’est-à-dire
le Σ[ ddt ]-module des différentielles de Kähler ΩΣ/k, est libre. Si y est une sortie
plate de Σ/k, alors dΣ/ky est une base de ΩΣ/k.
On associe ainsi des modules libres à des systèmes plats. La commandabilité
(liberté) du système linéaire tangent est donc une condition nécessaire pour la
platitude du système algébrique. La réciproque, par contre, n’est pas vraie en
générale : Le système linéaire tangent associé à un système non plat peut être
libre (commandable). De même on à le résultat suivant :
Défaut et sous-système non commandable : Le défaut d’un système al-
gébrique Σ/k est au moins aussi large que la dimension d’état du sous-système
non commandable du système linéarisé tangent associé.
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Démonstration : Soit Γ ⊆ Σ, à la clôture algébrique près, un corps d’extension
différentiellement purement transcendant de k, tel que le degré de transcendance
(non différentiel) deg tr Σ/Γ est minimal. Alors le défaut du système est égal
à deg tr Σ/Γ, et ce dernier est égal à la dimension du Σ-espace vectoriel des
différentielles de Kähler4 ΩΣ/Γ. L’image dΣ/kΓ de Γ sous dΣ/k est un Σ[
d
dt ]-
sous-module libre de ΩΣ/k, donc un sous-système du sous-système commandable
du système linéaire tangent ΩΣ/k. Ainsi ΩΣ/Γ est isomorphe à ΩΣ/k/dΣ/kΓ, et
ce dernier contient un sous-module qui est isomorphe à tΩΣ/k, le sous-module
de torsion (c’est-à-dire la partie non commandable) de ΩΣ/k. La dimension du
Σ-espace vectoriel ΩΣ/Γ est alors au moins aussi large que celle du Σ-espace
vectoriel tΩΣ/k. 
Exemple 8.10.1. Un exemple d’un système non plat, un pendule sur un chariot,
sera discuté en section 8.12 (p. 367).
8.11 Observabilité
Soit Σ/k un système algébrique. Un système Σ˜/k est appelé sous-système de
Σ/k dans le cas Σ˜ ⊆ Σ.
Observabilité [14] : Un sous-système Σ˜/k de Σ/k est dit observable par une
famille z si Σ˜ = k〈z〉. Un système Σ est dit observable si Σ = k〈y, u〉.
Autrement dit, un ensemble de variables du système est observable par z si
ses éléments peuvent être « reconstruits » de z (considéré comme ensemble de
mesures), c’est-à-dire calculé de z et ses dérivées sans intégration. Pour l’observa-
bilité du système (tout court) on suppose que ce sont les u et y qui sont connus.
On peut considérer le sous-système k〈u, y〉/k de Σ/k comme son sous-système
observable.
Remarque 8.11.1. Une notion d’observabilité plus stricte (rationnelle) est ob-
tenue en se passant de la clôture algébrique [14].
Pour un système plat, avec une sortie plate y, on obtient immédiatement de
Σ = k〈y〉 l’affirmation suivante. (Notons que l’on n’y a pas besoin de faire appel
aux entrées.)
Observabilité par une sortie plate : Un système plat Σ/k est observable
par n’importe quelle sortie plate.
Finalement, on peut établir le lien entre l’observabilité d’un système algé-
brique et le système linéaire tangent associé.
4L’application dΣ/Γ : Σ→ ΩΣ/Γ envoie les éléments de Γ à 0 (voir #24).
354
8.12. Exemple : Une grue
Observabilité des systèmes algébrique et linéaire tangent : Un sous-
système Σ˜/k de Σ/k est observable par une famille z ∈ Σ˜ si, et seulement si,
le système linéaire tangent Ω
Σ˜/k
est observable par d
Σ˜/k
z. Le système Σ/k est
observable si, et seulement si, le système linéaire tangent ΩΣ/k associé à Σ˜/k est
observable.
Démonstration : Il s’agit d’une conséquence directe de l’équivalence entre la dé-
pendance k〈z〉-algébrique d’une famille ζ = (ζ1, . . . , ζr) d’éléments de Σ et de
la dépendance Σ-linéaire des différentielles de Kähler dΣ/k〈z〉ζ = (dΣ/k〈z〉ζ1, . . . ,
dΣ/k〈z〉ζr) (cf. #24 et #25). 
Remarque 8.11.2. La réalisation des bouclages d’état stabilisants nécessite
la connaissance des états. Si ces derniers ne sont pas mesurés directement, on
peut, si le système est observable par les mesures, construire un observateur.
C’est un problème non trivial pour les systèmes non linéaires. Toutefois, pour les
systèmes plats (observables) on peut construire un observateur pour le système
linéaire tangent autour des trajectoires de référence. Une commande stabilisante
étant réalisée pour la poursuite de ces trajectoires, on obtient une boucle fermée
localement stable. On parle d’observateurs de poursuite dans ce cas [28, 29, 45].
Alternativement, des méthodes de calcul numérique rapide des dérivées des
mesures proposées plus récemment forment une approche intéressante plus di-
rectement basée sur l’observabilité [22].
8.12 Exemple : Une grue
Nous considérons une grue comme esquissée sur la figure 8.1. Pour simplifier
la discussion, supposons que le chariot et la charge sont toujours situés dans un
même plan vertical ; la généralisation spatiale en est simple (voir section 8.12).
Le modèle mathématique avec les variables X,Y,Dx, R, T, C, F , θ et ω s’écrit :
mX¨ = −T sin θ (8.8a)
mY¨ = −T cos θ +mg (8.8b)
X = R sin θ +Dx (8.8c)
Y = R cos θ (8.8d)
MD¨x = F + T sin θ − cdD˙x (8.8e)
Jω˙ = C − ρT − crω (8.8f)
R˙ = −ρω. (8.8g)
Ici (X,Y ) désigne les coordonnés cartésiennes de la charge (dans un système
fixe),Dx celle de la charge. Les autres variables sont T pour la force dans le câble,
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Dx
F
T
g
M
m
X
R
Y
0
θ
C
Fig. 8.1: Schéma d’une grue
R pour sa longueur, θ pour son angle avec la verticale, C pour le couple exercé
au tambour du câble, ω sa vitesse angulaire, et F la force horizontale exercée
au chariot. Les paramètres sont l’accélération par la gravité g, les masses m, de
la charge, et M , du chariot, ainsi que le moment d’inertie J du tambour, son
rayon ρ, et les coefficients de frottement visqueux cr et cd. Tous ces paramètres
sont constants.
En éliminant l’angle θ entre le câble et la verticale, la force T et la vitesse
angulaire ω on obtient une représentation algébrique (implicite) :
(Y¨ − g)(X −Dx) = X¨Y (8.9a)
(X −Dx)2 + Y 2 = R2 (8.9b)
MD¨x = F − cdD˙x −mX¨ (8.9c)
J Y R¨ = −Y (ρC + crR˙) + ρ2mR(g − Y¨ ). (8.9d)
Ce système d’équations comprend deux parties : la première décrit le mouvement
pendulaire de la charge fixée au câble (avec les équations (8.9a) et (8.9b)), la
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seconde décrit la cinétique du chariot et du tambour ((8.9c) et (8.9d)).
Pour la synthèse d’une loi de commande il conviendra de considérer ces deux
parties séparément, en commençant par la synthèse d’une commande en boucle
ouverte (ou fermée) pour le sous-système « pendule ». Elle servira pour calculer
les références des boucles PID sous-jacentes [27, 26] — voir aussi la remarque à
la p. 361.
Définition de l’extension de corps différentielle
Soit le corps différentiel de base k = Q〈g,M, J, cd,m, ρ, cr〉. Comme tous les
paramètres sont supposés constants on a k = Q〈g,M, J, cd,m, ρ, cr〉 = Q(g,M, J,
cd, m, ρ, cr), un corps des fractions rationnelles à coefficients rationnelles. En-
suite, soit le corps différentiel d’extension Σ = k〈X,Y,R,Dx, F, C〉, dans lequel
les relations non triviales sont données par (8.9). Il contient les fractions ra-
tionnelles en X,Y,R,Dx, F et C, avec des coefficients appartenant à k. Ainsi le
système est défini comme l’extension de corps différentielle Σ/k.
Pour la construction de l’extension de corps différentielle Σ/k à partir de
l’idéal différentiel correspondant aux équations (8.9) (voir #16) on peux s’ap-
puyer sur une remarque dans la section 8.2. La structure particulière de (8.10)
peut être exploitée. On travaille dans l’anneau différentiel k〈X,Y 〉{W1,W2} des
polynômes différentiels en les indéterminéesW1,W2, à coefficients dans k〈X,Y 〉.
Dans cet anneau on considère les deux polynômes différentiels
P1 = (Y¨ − g)(X −W1)− X¨Y
P2 = (X −W1)2 + Y 2 −W 22 ,
qu’on extrait des membres gauches des équations (8.9a) et (8.9b), en rem-
plaçant Dx par W1 et R par W2. La structure de P1 implique directement
W1 ∈ k〈X,Y 〉, donc k〈X,Y,W1〉 = k〈X,Y 〉. Ensuite P2 peut être considéré
comme un polynôme appartenant à l’anneau différentiel k〈X,Y 〉{W2}. Soit
ξ =
√
(X −W1)2 + Y 2, pour simplifier. Alors, la structure de P2 implique
W2 ∈ k〈X,Y 〉{ξ}. Comme ξ 6∈ k〈X,Y 〉 l’anneau différentiel k〈X,Y 〉{ξ} ne
contient pas de diviseur de zéro. Son corps de fractions est le corps différentiel
k〈X,Y,R,Dx〉 = k〈X,Y,R〉. Pour les variables F et C on obtient alors, de (8.9c)
et (8.9d), que F ∈ k〈X,Y,R〉 et C ∈ k〈X,Y,R〉, et ainsi Σ = k〈X,Y,R〉.
Une inspection des équations du système, (8.9), suffit ici pour constater
que (F,C) est une base de transcendance différentielle de l’extension de corps
différentielle Σ/k. Les équations (8.9) sont indépendantes, ce qui suit du fait
que, en plus de X et Y , (8.9a) ne fait intervenir que Dx, (8.9b) fait intervenir
R, (8.9c) fait intervenir F , et (8.9d) fait intervenir C. Somme tout il y a 6
variables du système dans ces 4 équations indépendantes, et on a donc m =
deg tr diff Σ/k = 2.
On peut choisir (F,C) comme entrée, ce qui donne la dynamique Σ/k〈F,C〉.
Pour le vérifier, on pourrait montrer que les équations (8.9) peuvent être ré-
écrites tel que pour chacune des variables X,Y,R et Dx on obtient une é.d.o.
357
8. Platitude et algèbre différentielle
algébrique à coefficients dans k〈F,C〉 (correspondant aux équations Q = 0 en
section 8.3). Mais c’est compliqué, et peu utile. Il suffit, plutôt, de se servir du
fait que le degré de transcendance non différentiel deg tr Σ/k〈F,C〉 est fini si,
et seulement si, deg tr diff Σ/k〈F,C〉 = 0, ce qui veut dire (F,C) est une entrée
(#22). En reprenant encore (8.9), on observe qu’une base de transcendance non
différentielle de Σ/k〈F,C〉 est contenue dans z = (X,Y,R,Dx, X˙, Y˙ , D˙x, Y¨ ).
(Observons que z n’est pas algébriquement indépendante sur k, suite à (8.9b),
et ne forme donc pas une base de transcendance de Σ/k〈F,C〉.) Il en découle
qu’une base de transcendance non différentielle de Σ/k〈F,C〉 est finie : De (8.9a)
on déduit directement X¨ ∈ k(z), et ainsi, de l’équation obtenue en dérivant
(8.9b), R˙ ∈ k(z), de (8.9c) il résulte D¨x ∈ k〈F,C〉(z), et X¨ ∈ k(z) ainsi que
Y¨ ∈ k〈F,C〉(z) découlent de (8.9d). Par conséquent, aussi toutes les dérivées
supérieures de X,R,Dx et Y appartiennent à k〈F,C〉(z).
Une seconde dynamique, importante dans la synthèse de la commande, ré-
sulte du choix de u = (R,Dx) comme entrée. Le fait que l’extension de corps dif-
férentielle Σ/k〈u〉 définissant cette dynamique est différentiellement algébrique,
c’est-à-dire que deg tr diff Σ/k〈u〉 = 0, est une conséquence de Σ = k〈u〉(X, X˙,
Y, Y˙ ). (On poursuivra ceci en section 8.12.) Pour représenter cette dynamique
Σ/k〈u〉 il suffit des équations (8.9a) et (8.9b). Avec cette interprétation, F et
C sont définis par (8.9c) et (8.9d) comme éléments de k〈u〉(X, X˙, Y, Y˙ ) = Σ.
Comme deg tr diff Σ/k = 2 = cardu, l’entrée u = (R,Dx) est également indé-
pendante. L’interprétation physique de la dynamique Σ/k〈u〉 résulte des équa-
tions (8.9a) et (8.9b). Elle décrit le mouvement de la charge induite par les
modifications de la longueur R du câble et de la position Dx du chariot.
Platitude
Le système Σ/k est plat, et les coordonnés y = (X,Y ) de la charge en forment
une sortie plate [6, 27, 26, 39]. La discussion dans la section précédente nous a
fait comprendre que Dx et R satisfont des équations algébriques (implicites) en
y. Par une substitution de (X −Dx) dans (8.9b) on obtient les relations
Dx = X − X¨Y
Y¨ − g (8.10a)
R2 =
(
X¨Y
Y¨ − g
)2
+ Y 2. (8.10b)
Ainsi, on pourrait se servir de (8.10), (8.9c) et (8.9d) pour calculer des expres-
sions de F et C en y et ses dérivées. Il en découle, pour les clôtures algébriques
des corps différentiels, k〈X,Y 〉 = k〈X,Y,R〉 = Σ.
On observe également que des deux relations (8.10) on ne peut pas élimi-
ner R et Dx en même temps, ni X et Y , afin d’obtenir une é.d.o. uniquement
en y = (X,Y ), ou uniquement en u = (R,Dx) : Les 2 équations en les 4 in-
déterminées sont indépendantes. Ceci correspond au fait que y comme u sont
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différentiellement algébriquement indépendants sur k. (Comme l’on a vu dans
la section précédente, le degré de transcendance différentiel deg tr diff Σ/k = 2,
et avec ceci deg tr diff Σ/k = deg tr diff k〈X,Y 〉/k = 2.)
Pour l’extension de corps différentielle Σ/k il en découle k〈y〉 = Σ, et
y = (X,Y ) est donc différentiellement k-algébriquement indépendant. Par consé-
quent, le système Σ/k est différentiellement plat, et y, la position de la charge,
en forme une sortie plate. Ceci simplifie la synthèse de commandes, en boucles
ouvertes ou fermées, pour le transport de la charge. On observe, sur les équa-
tions (8.10), que la dynamique inverse Σ/k〈y〉 par rapport à la sortie plate y est
triviale : Le degré de transcendance non différentiel de Σ/k〈y〉 est nul, Σ/k〈y〉
donc une extension de corps algébrique.
Remarque 8.12.1. Cet exemple souligne qu’il convient d’introduire la clôture
algébrique du corps Σ dans la définition de la platitude : La variable R n’est
pas contenue dans le corps k〈X,Y 〉, mais dans k〈X,Y 〉 si. Ceci correspond à la
prise en compte de relation implicites (quadratiques ici).
Pour une grue dont le chariot peut être déplacé sur un plan horizontal, au lieu
d’une seule droite, on peut procéder de façon analogue [26]. Avec une seconde
coordonnée horizontale Z et une position Dz du chariot dans cette direction, on
obtient pour le sous-système « pendule »
(Y¨ − g)(X −Dx) = X¨Y
(Y¨ − g)(Z −Dz) = Z¨Y
(X −Dx)2 + (Z −Dz)2 + Y 2 = R2.
Encore les coordonnées de la charge (X,Y, Z) forment une sortie plate :
Dx = X − X¨Y
Y¨ − g
Dz = Z − Z¨Y
Y¨ − g
R2 = Y 2 +
(
X¨Y
Y¨ − g
)2
+
(
Z¨Y
Y¨ − g
)2
.
Comme dans le cas du mouvement dans le plan vertical, ce système peut aisé-
ment être étendu par des équations pour la dynamique du chariot et du tambour.
Planification de trajectoires
La grue est utilisée pour transporter des charges entre deux positions de
repos. Pendant un transport rapide, des mouvements pendulaires importants
peuvent se produire. En prenant en compte leur dynamique (non linéaire) on
peut admettre ces mouvements, au lieu d’essayer de les éviter, tel qu’il serait
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nécessaire pour rester dans un domaine d’utilité d’un modèle linéarisé. Ainsi, il
convient de planifier une commande sur la base du sous-système « pendule », qui
est suffisamment lent pour ne pas exciter les mouvements rapides non modélisés,
tout en étant assez rapide à ce que des mouvements pendulaires importants de
la charge se produisent. Le but sera alors d’arriver à la position finale, de repos,
sans qu’il y ait des oscillations de la charge. En se servant de la sortie plate
y = (X,Y ) la synthèse d’une telle commande est largement simplifiée, car le
problème est défini en ces coordonnées.
La commande s’ensuit directement d’une trajectoire de référence pour la
sortie plate, t 7→ yréf(t) =
(
Xréf(t), Yréf(t)
)
, avec les équations (8.10) :
Dx,réf(t) = Xréf(t)− X¨réf(t)Yréf(t)
Y¨réf(t)− g
(8.11a)
Rréf(t) =
√√√√(Yréf(t))2 +
(
X¨réf(t)Yréf(t)
Y¨réf(t)− g
)2
. (8.11b)
Notons qu’aucun paramètre n’apparaît dans ces équations : Ainsi la commande
est indépendante de la masse (inconnue) de la charge.
position initiale position finale
obstacle de hauteur H
Fig. 8.2: Transport d’une charge
Il faut donc choisir des trajectoires de référence pour X et Y , qui seront
ensuite substituées dans les équations ci-dessus. On y voit que les trajectoires
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doivent être au moins deux fois différentiables. Toutefois, ayant négligé les dy-
namiques du chariot et du tambour, il convient de demander plus de régularité,
par exemple des trajectoires trois fois différentiables, afin de pouvoir les utili-
ser comme références pour les contrôleurs PD ou PID sous-jacents des moteurs
électriques (voir la remarque à la p. 361).
Les positions initiale et finale déterminent les valeurs initiale et finale des
trajectoires de référence,
(
Xréf(0), Yréf(0)
)
et
(
Xréf(t∗), Yréf(t∗)
)
. Les positions
initiale et finale devant être des positions de repos, les valeurs initiales et finales
des dérivées doivent être nulles. En même temps, il faut faire attention à la
condition Y¨réf(t) < g, sinon les valeurs de fractions intervenant dans les calculs
ne seront pas bornées. Cette condition pour l’accélération correspond en même
temps au fait que le câble doit toujours être tendu, ce qui est une hypothèse
pour la dérivation du modèle.
Le chemin parcouru par la charge dans le plan vertical, entre les deux po-
sitions de repos, est encore libre ; ça permet d’éviter des obstacles de position
et taille connues. On peut ainsi choisir, par exemple, un chemin parabolique
contournant un obstacle de hauteur H (marges comprises) (voir la figure 8.2) :
Yréf(Xréf) = Y (0)−H +H
(
2Xréf −X(0)−X(t∗)
X(0)−X(t∗)
)2
. (8.12)
Les deux trajectoires pour X et Y sont ainsi découplées, et il suffit donc de
choisir celle de la position horizontale X, par exemple. En choisissant celle de
(8.12), les positions verticales de la charge au début et à la fin du transfert seront
égales : Yréf(0) = Yréf(t∗).
On peut choisir une trajectoire polynômiale pour X, ce qui mène à des équa-
tions linéaires pour les paramètres. Ayant, somme tout, six conditions initiales
et finales on a besoin d’un polynôme de degré 5 pour Xréf :
Xréf(t) = Xréf(0) +
(
Xréf(t∗)−Xréf(0)
) t3
t3∗
(
10− 15 t
t∗
+ 6
t2
t2∗
)
. (8.13)
Le choix de t 7→ Xréf(t) fixant ainsi le mouvement horizontal, le mouvement
vertical suit du chemin parabolique calculé avec (8.12). Le choix d’un temps
de transport t∗ suffisamment grand garantit que la condition sur l’accelération,
Y¨ < g, sera respectée. Le temps minimal requis avec une trajectoire polynômiale
de degré 5 peut être calculé. Pour réduire ce temps, on peut choisir d’autres
paramétrisations de la trajectoire de référence t 7→ Xréf(t). On fera toutefois
attention à ne pas choisir des mouvements trop rapides, afin de pouvoir négli-
ger les sous-systèmes du chariot et du tambour avec leurs contrôleurs (voir la
remarque suivante).
Remarques 8.12.1. Pour la réalisation de la commande on peut se servir de
contrôleurs PD ou PID au niveau du chariot et du tambour. Ils déterminent
d’une part la force F , ceci sur la base de l’écart ∆Dx = Dx − Dx,réf entre la
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position Dx du chariot et sa référence Dx,réf résultant de la boucle extérieure,
d’autre part le couple C, à partir de l’écart ∆R = R−Rréf entre la longueur du
câble et sa référence Rréf :
F = Fréf(t) + ∆F
= MD¨x,réf(t) + cdD˙x,réf(t) +mX¨réf(t)− kP∆Dx − kD∆D˙x (8.14a)
C = Créf(t) + ∆C
= −J
ρ
R¨réf(t)− cr
ρ
R˙réf(t) + ρ
mRréf(t)(g − Y¨réf(t))
Yréf(t)
− lP∆R− lD∆R˙. (8.14b)
Pour le choix des paramètres kP, kD, lP et lD on peut regarder le comportement
autour d’un point stationnaire. Dans ces points le câble est en position verticale,
avec des valeurs constantes (arbitraires) Xr = Dx,r et Yr = Rr et la force Tr =
mg dans le câble. En linéarisant le système (implicite) (8.10) du sous-système
pendulaire, et les équations (8.8e) et (8.8f) du chariot et du tambour avec (8.8a),
(8.8b) et (8.8g) on obtient
∆X¨ +
g
Rr
∆X =
g
Rr
∆Dx (8.15a)
M∆D¨x = ∆F −m∆X¨ − cd∆D˙x (8.15b)
−J
ρ
∆R¨ = ∆C + ρm∆R¨+
cr
ρ
∆R˙ (8.15c)
avec ∆X = X − Xréf. Bien sur, l’équation (8.15a) décrit les oscillations d’un
pendule mathématique de longueur Rr.
Les paramètres lP et lD des contrôleurs PD (8.14b) pour le chariot peuvent
être choisis en spécifiant les valeurs propres du système linéarisé (8.15c). La
paramétrisation du contrôleur PD (8.14a) du chariot est légèrement plus délicate,
car les équations (8.15b) et (8.15a) sont couplées : Un mouvement de la charge
induit un déplacement du chariot. On choisira donc les paramètres du contrôleur
PD pour réduire cet effet.
Pour ceci on peut, en se servant de (8.15a), substituer la partie du contrô-
leur (8.14a) qui est intéressante pour les petits mouvements, à savoir ∆F =
−kP∆Dx − kD∆D˙x et puis ∆X¨, dans (8.15b). On obtient ainsi
M∆D¨x = −kP∆Dx − kD∆D˙x −m
(
g
Rr
∆Dx − g
Rr
∆X
)
− cd∆D˙x,
ou encore
∆D¨x +
(
kD + cd
M
)
∆D˙x +
(
kP
M
+
mg
MRr
)
∆Dx =
mg
MRr
∆X.
On choisit ensuite les coefficients dans ce système selon(
kD + cd
M
)
=
λ1 + λ2
ε
et
(
kP
M
+
mg
MRr
)
=
λ1λ2
ε2
,
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où λ1 et λ2 sont de l’ordre de grandeur de la constante de temps du pendule,√
g/Rr, et ε = 1/10. Il en résultent les gains kP et kD. Avec ce choix des
paramètres, le déplacement ∆Dx du chariot oscille (à peu près) dix fois plus
rapidement que la charge, qui, quant à elle, n’exerce que peu d’influence sur
le mouvement du chariot. La base de ce découplage entre mouvements lents et
rapides est un argument de perturbations singulières [37, 60].
Afin d’éviter un écart permanent entre la position finale et sa consigne dans
le cas d’incertitude sur la masse m de la charge, il convient de compléter le
contrôleur pour la longueur R du câble par une partie intégrale. En plus, on
peut introduire un petit filtre pour réaliser la partie dérivateur. En outre une
simplification peut également être envisagé : On peut utiliser Fréf = 0 et Créf =
ρmg, au lieu des références variables Fréf(t) et Créf(t), dans (8.14).
Fig. 8.3: Simulation de la commande de la grue : Transfert horizontal avec une
commande en boucle ouverte extérieure et des contrôleurs PID en cascade.
Le résultat d’une simulation d’un transfert horizontal de la charge, avec la
commande en boucle ouverte basée sur la platitude, est reporté sur la figure 8.3 ;
les trajectoires de référence sont celles avec Yréf(t) = Yréf(0) et le polynôme de
degré 5 dans (8.13) pour Xréf(t). Pour comparer, la figure 8.4 montre les tra-
jectoires obtenues sans la planification basée sur la platitude, mais avec des
consignes constantes pour la longueur du câble, Rréf(t) = R(0), et pour la posi-
tion du chariot, Dx,réf(t) = Xréf(t∗) (avec les mêmes paramètres comme pour la
figure 8.3). Enfin le résultat d’une simulation d’un transport le long d’un chemin
parabolique, tel que discuté ci-dessus, est illustré dans la figure 8.5. Pour toutes
les simulations les contrôleurs PID discutés ci-dessus ont été utilisés.
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Fig. 8.4: Simulation de la commande de la grue : Transfert horizontal dans le
même intervalle que dans la figure 8.3, mais avec les consignes fixes Rréf(t) =
R(0) et Dx,réf(t) = Xréf(t∗) pour les contrôleurs PID.
Fig. 8.5: Simulation de la commande par platitude : Transport d’une charge le
long d’un chemin parabolique.
Représentations d’état généralisées
La dimension d’état de la dynamique Σ/k〈R,Dx〉 est égale à 2. En choisissant
l’état x = (x1, x2) avec
x1 =
Y
X −Dx , x2 = Y˙ (X −Dx)− (X˙ − D˙x)Y
on obtient une représentation d’état (généralisée) dans laquelle aucune dérivée
de la longueur de câble R n’apparaît. Si l’on remplace X,Y et leurs dérivées en
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se servant de (8.9a) et de (8.9b)
x˙1 =
x2(1 + x21)
R2
(8.16a)
x˙2 =
(D¨xx1 + g)R√
1 + x21
. (8.16b)
(Notons que
√
1 + x21 = R/(X − Dx) est un élément de Σ.) Cette représen-
tation pourrait être utile si l’on considère l’accélération D¨x du chariot avec la
longueur R du câble comme entrée. Dans ce cas il s’agit d’une représentation
d’état classique pour la dynamique Σ/k〈R, D¨x〉
On peut éliminer D¨x de cette représentation d’état (généralisée) de
Σ/k〈R,Dx〉 en choisissant un état (généralisé) x¯ avec les composants x¯1 = x1 et
x¯2 = x2
√
1 + x21−D˙xx1R. Dans la représentation d’état (généralisée) résultante
on voit apparaître les dérivées premières D˙x et R˙ :
˙¯x1 =
(x¯2 + D˙xRx¯1)
√
1 + x¯21
R2
(8.17a)
˙¯x2 = gR+
(x¯2 + D˙xRx¯1)2x¯1
R2
√
1 + x¯21
− D˙x(x¯2 + D˙xRx¯1)
√
1 + x¯21
R
− x¯1R˙D˙x. (8.17b)
Il n’est donc pas possible d’éliminer à la fois toutes les dérivées, c’est-à-dire la
dynamique Σ/k〈R,Dx〉 n’admet aucune représentation d’état classique [7].
Remarque 8.12.2. Notons qu’il y a des singularités pour R = 0 et pour Y = 0
(à cause d’une division par zéro). Toutefois, ceci n’a pas d’importance pratique,
car le câble ne sera jamais complètement enroulé et l’on fera attention à ce qu’il
soit toujours pendant.
La forme de commande généralisée associé à la dynamique Σ/k〈R,Dx〉 et
son état généralisé ξ = (X, X˙) peuvent également être déduits des équations du
système, (8.9a) et (8.9b) :
ξ˙1 = ξ2 (8.18a)
ξ˙2 = −ξ1 −Dx
R2
[
g
√
R2 − (ξ1 −Dx)2 + (ξ2 − D˙x)2 −RR¨− R˙2+
(RR˙− (ξ1 −Dx)(ξ2 − D˙x))2
R2 − (ξ1 −Dx)2 − D¨x(ξ1 −Dx)
]
(8.18b)
avec
X = ξ1, Y =
√
R2 − (ξ1 −Dx)2. (8.18c)
(Notons encore que la racine
√
R2 − (ξ1 −Dx)2 appartient au corps k〈X,Y 〉.)
365
8. Platitude et algèbre différentielle
Synthèse d’une commande pour la poursuite de trajectoires
La forme de commande (généralisée) trouvée ci-dessus peut servir dans la
synthèse de la commande. En choisissant les entrées v1 = X¨ et v2 = Y ont
obtient une forme de Brunovský. Ce choix de v définit un bouclage quasi statique
de l’état ξ. On voit sur (8.18b) et (8.18c) que v = (v1, v2) dépend de ξ, u, u˙ et u¨.
Pour trouver la loi de commande à implémenter il faut toutefois exprimer u en
fonction de ξ, de v et les dérivées de ce dernier. Si l’on se sert de la représentation
d’état (8.18) pour retrouver les relations requises les calculs sont compliqués. En
revanche il est simple de les déduire directement des équations implicites (8.9)
du système. Il suffit de remplacer, dans (8.10a) et (8.10b), les variables X¨ par
v1, Y par v2, Y¨ par v¨2 et X par ξ1 :
Dx = ξ1 − v1v2
v¨2 − g (8.19a)
R2 =
(
v1v2
v¨2 − g
)2
+ v22. (8.19b)
On s’est servi ici de la représentation d’état explicite (8.18), et l’on résou-
dra aussi (8.19b) en utilisant la racine positive, car la longueur R du câble est
toujours positive. Ainsi, aussi pour la commande, les équations implicites font
apparaître une singularité (v¨2 = g) que l’on devra surveiller dans le calcul des
commandes.
On voit cette singularité également dans la définition du bouclage d’état :
Les équations du sous-système « pendule » sont données par (8.9a) et (8.9b),
celle de la commande par (8.19). Utilisant (8.19a) et ξ1 = X dans (8.19b) et
soustrayant (8.19b) de (8.9b) on obtient Y 2 = v22, c’est-à-dire Y est ou bien
égal à +v2, ou bien à −v2. Mais la commande a été obtenue en choisissant
Y = v2. Qu’est-ce qui c’est passé ? Pour la commande on utilise (8.19). Le
système d’équations résultant de la loi de commande implicite et des équations
implicites du modèle admet deux branches de solution. Toutefois, d’un point
de vue pratique, il est clair que l’on choisira v2 > 0, R > 0 (et la position de
référence verticale positive, pour éviter le voisinage de la singularité à zéro). La
branche de la solution correspondante est Y = v2.
Remarque 8.12.3. Dans le cadre algébrique les deux branches de la solution
correspondent à la construction de deux idéaux différentiels premiers, I1 et I2,
tels que leur intersection correspond à l’idéal différentiel I engendré par les
polynômes dans les équations (8.18) et (8.19) ; ce dernier n’est pas premier (#3).
Ainsi I1 contient l’antécédent de (Y − v2), et I2 celui de (Y + v2), alors que I
ne contient que l’antécédent de (Y 2 − v22) mais ni celui de (Y − v2) ni celui de
(Y +v2). Ce n’est qu’en choisissant un des idéaux premiers, I1 ou I2, que l’on peut
construire le corps représentant le système de la boucle fermée. La construction
de bouclages d’états par le choix d’une nouvelle entrée v dans le corps Σ du
système est donc avantageux. Le fait de rester dans le corps correspond au choix
d’une branche de la solution.
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La stabilisation autour de la trajectoire de référence est acquise en employant
le bouclage d’état supplémentaire (linéaire)
v1 = X¨réf(t) + k1(ξ2 − X˙réf(t)) + k0(ξ1 −Xréf(t)) (8.20a)
v2 = Yréf(t) (8.20b)
avec des paramètres (gains) constants R 3 k0, k1 < 0. Ainsi on obtient une
dynamique linéaire et stable pour l’erreur de poursuite (X−Xréf(t), Y −Yréf(t)).
La dérivée v¨2 apparaissant dans (8.19) est remplacée par Y¨réf(t).
Remarques 8.12.2. 1. La sortie plate y complète ne peut être inclue dans l’état
de la dynamique Σ/k〈R,Dx〉, car avec (8.9b) les deux composantes sont reliées
par une équation polynômiale à coefficients dans k〈R,Dx〉.
2. On pourrait aussi choisir une dynamique d’ordre deux pour l’erreur dans la
direction verticale, en utilisant l’état ξ¯ = (Y, Y˙ ) de Σ/k〈R,Dx〉. Toutefois, en
inspectant les symétries du problème tridimensionnel (au lieu du mouvement
dans un plan vertical, voir section 8.12) on comprend que le choix fait est « plus
naturel » : Les coordonnées dans les directions des x et des z sont sur le même
pied. On peut déplacer ou tourner le système des coordonnées du plan horizontal,
sans qu’il n’en résulte une modification des équations. Il convient ainsi d’associer
des chaînes d’intégrateurs de la même longueur, 2, aux coordonnées X et Z de la
charge. On trouvera plus de résultats sur les symétries et les bouclages invariants
correspondants dans [49, 40].
Un pendule sur un chariot : exemple d’un système non plat
En remplaçant le câble de la grue par une barre de longueur fixe de masse
négligeable on obtient un pendule avec un point de suspension bougeant sur
une droite horizontale (avec le chariot). (On peut, bien sûr, également repré-
senter n’importe quel pendule physique planaire par un pendule mathématique
équivalent.) On obtient ainsi un modèle du mouvement en substituant R˙ = 0
dans (8.9) :
(Y¨ − g)(X −Dx) = X¨Y
(X −Dx)2 + Y 2 = R2
MD¨x = F − cdD˙x −mX¨,
la longueur R étant maintenant un paramètre constant. En analogie avec la
démarche pour la grue on peut asservir la position Dx du chariot, avec une
structure cascadée, tel que le système en considération se réduit à
(Y¨ − g)(X −Dx) = X¨Y (8.21a)
(X −Dx)2 + Y 2 = R2. (8.21b)
Alors les variables du système sont les coordonnées X, Y de la charge et celle
du chariot Dx, et le corps différentiel du système est k〈X,Y,Dx〉, car g,R ∈ k.
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Nous vérifions que le système k〈X,Y,Dx〉/k n’est pas plat. Une première
possibilité est donnée par l’analyse du système linéaire tangent Ωk〈X,Y,Dx〉/k.
Ces équations résultent de (8.21) :
(X −Dx) dY¨ + (Y¨ − g) (dX − dDx)− X¨ dY − Y dX¨ = 0 (8.22a)
(X −Dx) (dX − dDx) + Y dY = 0. (8.22b)
L’analyse est simplifié par le choix d’un point d’équilibre particulier. (Les équa-
tions valables autour d’un point particulier résultent de celles de Ωk〈X,Y,Dx〉/k,
bien que ce ne soit pas le même système.) S’il existe un point d’équilibre autour
duquel le linéarisé est commandable, alors Ωk〈X,Y,Dx〉/k est également comman-
dable. Par contre, on ne peut pas déduire la non-commandabilité de Ωk〈X,Y,Dx〉/k
de la non-commandabilité autour d’un point particulier.
Considérons donc d’abord des points d’équilibre, avec le pendule dans une
de ces positions verticales, où X = Dx. Alors, de (8.22) on obtient, bien sûr,
l’équation de l’oscillateur linéaire
−g (dX − dDx)− Y dX¨ = 0,
ou encore
dX¨ +
g
Y
dX =
g
Y
dDx.
Ce système linéaire constant admet une base (sortie plate) dX. Il est donc
commandable, et Ωk〈X,Y,Dx〉/k aussi. L’analyse de la commandabilité du sys-
tème linéarisé ne permet donc pas de conclure sur la platitude du système
k〈X,Y,Dx〉/k.
Remarque 8.12.4. Démontrer la commandabilité du système linéaire tangent
(instationnaire) Ωk〈X,Y,Dx〉/k, obtenu en linéarisant autour de trajectoires, en
exhibant une sortie plate (base) est un peu plus compliqué. On peut d’abord
éliminer dDx avec (8.22b) :
−(X −Dx)2 dY¨ + (Y (Y¨ − g) + (X −Dx)X¨) dY + (X −Dx)Y dX¨ = 0.
Cette équation a la forme
dX¨ − γ dY¨ = β dY
avec
β =
Y¨ − g
(X −Dx) +
X¨
Y
et γ =
X −Dx
Y
.
On montre alors que
b = (β + γ¨) (dX − γ dY ) + 2γ˙(dX˙ − γ dY˙ + γ˙ dY )
est une base du module Ωk〈X,Y,Dx〉/k.
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Nous avons vu que nous ne pouvons pas répondre à la question de la platitude
du système k〈X,Y,Dx〉/k uniquement sur la base du système linéaire tangent.
Considérons donc une autre condition nécessaire, le critère des surfaces réglées
de la section 8.4).
Essayons d’abord de l’appliquer aux équations (8.21). Pour ceci considérons
les variables du système et leurs dérivées comme des grandeurs indépendantes,
et notons ξ1,0 pour X, ξ1,1 pour X˙, ξ1,2 pour X¨ et ξ2,i, i = 0, 1, 2, pour Y , Y˙ et
Y¨ , ainsi que ξ3,i, i = 0, 1, 2, pour Dx, D˙x et D¨x. Avec ces notations, le système
d’équations algébrique à étudier s’écrit
(ξ2,2 − g)(ξ1,0 − ξ3,0) = ξ1,2ξ2,0
(ξ1,0 − ξ3,0)2 + ξ22,0 = R2.
Si ce système est plat, il existe a1, a2, a3 ∈ k(ξ1,0, ξ2,0, ξ3,0, ξ1,1, ξ2,1, ξ3,1) tels que,
pour des λ ∈ k arbitraires on ait
(ξ2,2 + λa2 − g)(ξ1,0 − ξ3,0) = (ξ1,2 + λa1)ξ2,0
(ξ1,0 − ξ3,0)2 + ξ22,0 = R2.
On voit que cette condition est satisfaite avec a = (0, 0, a3) pour des a3 ar-
bitraires. Appliquer le critère des surfaces réglées aux équations (8.21) ne per-
met donc pas non plus de répondre à la question de la platitude du système
k〈X,Y,Dx〉/k. Toutefois, cette condition nécessaire dépend du choix des équa-
tions considérées. On le verra tout de suite.
En posant R˙ = 0 dans la représentation d’état (généralisée) (8.17) pour la
grue (p. 365) on obtient une représentation d’état pour le mouvement horizontal
du pendule dans la forme
˙¯x1 =
(x¯2 + D˙xRx¯1)
√
1 + x¯21
R2
(8.23a)
˙¯x2 = gR+
(x¯2 + D˙xRx¯1)2x¯1
R2
√
1 + x¯21
− D˙x(x¯2 + D˙xRx¯1)
√
1 + x¯21
R
, (8.23b)
avec x¯1 = YX−Dx et x¯2 = x2
√
1 + x21 − D˙xx1R. Afin d’appliquer le critère des
surfaces réglées de la section 8.4, introduisons ξ¯1,0 = x¯1, ξ¯1,1 = ˙¯x1, ξ¯2,0 = x¯2,
ξ¯2,1 = ˙¯x2, ξ¯3,0 = Dx et ξ¯3,1 = D˙x. Il vient
ξ¯1,1 =
(ξ¯2,0 + ξ¯3,1Rξ¯1,0)
√
1 + ξ¯21,0
R2
(8.24a)
ξ¯2,1 = gR+
(ξ¯2,0 + ξ¯3,1Rξ¯1,0)2ξ¯1,0
R2
√
1 + ξ¯21,0
−
ξ¯3,1(ξ¯2,0 + ξ¯3,1Rξ¯1,0)
√
1 + ξ¯21,0
R
. (8.24b)
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Si le système est plat, alors il est possible de trouver a1, a2, a3 ∈ k(ξ¯1,0, ξ¯2,0, ξ¯3,0)
tels que, pour des λ ∈ k arbitraires, on ait
ξ¯1,1 + λa1 =
(ξ¯2,0 + (ξ¯3,1 + λa3)Rξ¯1,0)
√
1 + ξ¯21,0
R2
ξ¯2,1 + λa2 = gR+
(ξ¯2,0 + (ξ¯3,1 + λa3)Rξ¯1,0)2ξ¯1,0
R2
√
1 + ξ¯21,0
−
(ξ¯3,1 + λa3)(ξ¯2,0 + (ξ¯3,1 + λa3)Rξ¯1,0)
√
1 + ξ¯21,0
R
.
En prenant en compte (8.24), qui correspondent au cas λ = 0, la première de
ces équations donne
a1 = a3
ξ¯1,0
√
1 + ξ¯21,0
R
,
alors que la seconde mène à une équation quadratique pour a3. Pour des λ ∈ k
arbitraires, celle-ci ne peut être satisfaite qu’avec a3 = 0. Mais ceci implique
nécessairement a1 = 0 et a2 = 0, et le système k〈X,Y,Dx〉/k n’est donc pas
plat.
Une autre possibilité pour démontrer que ce système n’est pas plat s’appuie
sur le fait qu’il s’agit d’un système admettant une seule entrée indépendante.
Comme discuté en section 8.7 (voir la remarque à la p. 350), dans le casm = 1 un
bouclage d’état quasi statique d’un état classique est nécessairement un bouclage
d’état statique. L’équivalence d’un système plat à une forme de Brunovský, ayant
une représentation d’état classique, implique que la forme de commande du sys-
tème est également classique. Si elle est plate, la dynamique k〈X,Y,Dx〉/k〈Dx〉
doit donc admettre une représentation d’état classique. Le membre droit de la re-
présentation d’état généralisée (8.23) de la dynamique k〈X,Y,Dx〉/k〈Dx〉 n’est
pas affine par rapport à la dérivée d’ordre maximal D˙x de Dx. Ceci implique,
avec la condition nécessaire de la section 8.5, que l’on ne peut pas éliminer D˙x
par le choix d’un autre état généralisé : Aucune représentation classique n’existe,
et le système k〈X,Y,Dx〉/k ne peut donc pas être plat5.
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8.A Bases mathématiques
# 1 : Dans l’algèbre différentielle on étudie des structures algébriques avec des
dérivations [44, 38]. Soit R un anneau commutatif, 1 ∈ R et Q ⊂ R.
Une dérivation dans (ou de) R est une application ∂ : R→ R, telle que,
∀ a, b ∈ R :
(i) ∂ (a+ b) = ∂ a+ ∂ b (linéarité)
(ii) ∂ (ab) = (∂ a) b+ a ∂ b (règle de Leibniz).
Un anneau différentiel ordinaire R est un anneau muni d’une seule déri-
vation ∂ tel que a ∈ R ⇒ ∂a ∈ R.
Notation : On écrit aussi ddt pour la dérivation d’un anneau différentiel
ordinaire R, et a˙ pour ddta, ainsi que
d
dt(
d
dta) =
d
dt a˙ = a¨, et plus généra-
lement ( ddt)
ia = a(i), i > 0.
Rem. : On parle d’anneau différentiel ordinaire car une relation a = 0
dans R peut être interprétée comme une équation différentielle ordinaire.
Avec plusieurs dérivations, commutant entre elles, on traite des é.d.p..
Un corps différentiel K est un anneau différentiel qui forme un corps
(commutatif). La règle de dérivation de fractions a/b ∈ K, a, b ∈ R, b 6= 0
se déduit de celles de R : ∂(b(a/b)) = ∂a, (∂b) (a/b) + b (∂(a/b)) = ∂a,
b2(∂(a/b)) = b∂a− (∂b) a, d’où ∂(a/b) = (b∂a− (∂b) a)/(b2).
Une constante dans un corps différentiel K est un élément c ∈ K, tel
que c˙ = 0. Un corps de constantes C est un corps différentiel dans lequel
∀c ∈ C, c˙ = 0. (Il est aisé de vérifier le propriétés d’un corps.)
Ex. : 1. Les corps de nombres Q,R,C sont des exemples simples de corps
de constantes.
2. Le corps R(t) des fractions rationnelles en t avec des coefficients
appartenant (ou dans) R est un corps différentiel ordinaire (avec la déri-
vation ddt).
# 2 : Une extension de corps F/E consiste en deux corps E et F commutatifs
tels que E est un sous-corps de F (c’est-à-dire en restreignant la multipli-
cation et l’addition de F aux éléments de E ce dernier forme un corps).
Le corps F est aussi appelé corps d’extension de E.
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Soit X un sous-ensemble de F . Le corps engendré par X sur E est le plus
petit (par rapport à l’inclusion (#7)) sous-corps de F contenant à la fois
E et X. On le note E(X). L’extension de corps F/E est dite simple, si
X ne contient qu’un seul élément, elle est dite finiment engendrée (ou de
type fini) si X contient un nombre fini d’éléments.
Ex. : L’extension de corps C/R est finiment engendrée, car C = R(
√−1).
# 3 : Un idéal premier d’un anneau commutatif R est un idéal I dans R pour
lequel a, b ∈ R et ab ∈ I implique qu’au moins un des éléments a et b
appartient à l’idéal I.
L’anneau des résidus S = R/I ne contient pas de diviseur de zéro si, et
seulement si, I est un idéal premier. En introduisant les inverses des élé-
ments non nuls (par rapport à la multiplication), c’est-à-dire en localisant
en S\{0}, on obtient le corps des fractions (non commutatif) S.
Soit donné un système d’équations algébriques
Pi(x1, . . . , xn) = 0, i = 1, . . . , q,
avec Pi, i = 1, . . . , q, des polynômes en xi, i = 1, . . . , n, à coefficients
dans un corps. Soit Pi(X1, . . . , Xn) ∈ K[X1, . . . , Xn], i = 1, . . . , q, avec
K[X1, . . . , Xn] = K[X] l’anneau polynômial engendré librement parX =
(X1, . . . , Xn) (c’est-à-dire les Xi ne satisfont aucune équation non tri-
viale, il s’agit d’indéterminées), et soit l’idéal I engendré par la famille
P = (P1, . . . , Pq) dans K[X] un idéal premier. Alors on obtient le corps
des fractions de l’anneau des résidus K[X]/I par la construction décrite.
Si les xj , j = 1, . . . , n sont les éléments du corps des fractions, issus des
classes Xi + I, alors ils satisfont aux équations Pi(x) = 0, i = 1, . . . , q.
Rem. : Si I n’est pas premier, on peut trouver des idéaux premiers dans
K[X] dont l’intersection est I. Pour chacun des ces idéaux contenant I
on peut construire un corps. Ceci correspond à une réunion des ensembles
des solutions des systèmes d’équations correpondant à ces idéaux, c’est-
à-dire aux branches de solutions.
Ex. : Considérons l’équation P (x1, x2) = x21 − x22 = 0. Avec P = X21 −
X22 ∈ Q[X] l’idéal I dans Q[X] engendré par P n’est pas premier, car
P = (X1+X2)(X1−X2). En revanche, les deux idéaux I1 et I2, engendrés
par P1 = X1 + X2 et P2 = X1 −X2 respectivement, sont premiers. On
a I = I1 ∩ I2. La solution de l’équation en considération est donnée par
la réunion de deux branches, les solutions respectives de x1 + x2 = 0 et
x1 − x2 = 0.
# 4 : Un élément a de F est dit algébrique sur E s’il existe un polynôme (non
trivial) P ∈ E[Z], P 6= 0 tel que P (a) = 0. Sinon a est dit transcendant
sur E.
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Si tout élément de F est algébrique sur E l’extension de corps F/E est
dite algébrique, elle est dite transcendante sinon.
Si l’extension de corps E(a)/E est transcendante, E(a) est isomorphe au
corps E(X) des fractions rationnelles en une indéterminéeX à coefficients
dans E.
Ex. : 1. La racine a =
√
2 ∈ R est algébrique sur Q, car avec P (Z) =
Z2 − 2 on a P (a) = 0.
2. On sait que e et pi sont transcendants sur Q.
# 5 : Soient K un corps et E/K une extension de corps algébrique. Alors si
tout polynôme P ∈ K[x] s’écrit
P = a0(x− α1) · · · (x− αn), a0 ∈ k, αi ∈ E
on appelle E une clôture algébrique de K. Si on peut choisir E = K le
corps K est dit algébriquement clos.
Chaque corps admet une clôture algébrique, qui est déterminée à un
isomorphisme surK près. On écritK pour cette clôture algébrique unique
(à un isomorphisme près) [4].
# 6 : Une famille z d’éléments de L est dite algébriquement indépendante sur
K s’il n’existe aucun polynôme P (Z) ∈ K[Z], P 6= 0, tel que P (z)=0.
Dans le cas contraire on dit que z est K-algébriquement dépendant (ou
bien algébriquement dépendant sur K).
# 7 : Un ensemble A est un sous-ensemble minimal (par rapport à l’inclusion)
de B avec une certaine propriété E, si A possède la propriété E, mais
aucun de ses sous-ensemble A\{a}, a ∈ A ne la partage. De même, A
est un sous-ensemble maximal (par rapport à l’inclusion) de B avec
une certaine propriété E, si A a la propriété E, mais pour des b ∈ B
arbitraires, la réunion A ∪ {b} ne la partage pas.
# 8 : Soit l une loi qui à chaque sous-ensemble fini X d’un ensemble S associe
certains éléments de S, que l’on appelle dépendant de X. Une famille
x = {xi | i ∈ I} d’éléments de S est appelé indépendante, si aucun des xi
n’est dépendant de {xj | j 6= i; i, j ∈ I}, sinon elle est dite dépendante.
Supposons en plus que les conditions suivantes soient remplies :
(i) Il suit de x = {x1, . . . , xn} que chacun des xi, i = 1, . . . , n est
dépendant de x.
(ii) Si un élément z ∈ S est dépendant d’un ensemble Y et chaque
élément de Y est dépendant de X, alors z est également dépendant
de X.
(iii) Si un élément z ∈ S est dépendant de x = {x1, . . . , xn}, main non
de {x2, . . . , xn}, alors x1 est dépendant de {z, x2, . . . , xn}.
Dans ce cas l est appelée une loi de dépendance. La troisième propriété
est appelée propriété d’échange, la seconde transitivité [5].
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# 9 : Soit encore X un sous-ensemble d’un ensemble S avec une loi de dépen-
dance. On dit que X engendre S si tous les éléments de S sont dépendant
de X. L’ensemble X est appelé base de S si X est indépendant et en-
gendre S.
L’ensemble X est un sous-ensemble de S, qui est maximal (par rapport
à l’inclusion (#7))), si, et seulement si, X forme une base de S. En outre
X est une base de S si, et seulement si, X est un sous-ensemble minimal
de S engendrant S.
Pour une preuve voir [5, Prop. 1.4.1] ou [52].
# 10 : Soit S un ensemble avec une loi de dépendance admettant une base finie.
Alors tout sous-ensemble indépendant fait partie d’une base, et deux
bases ont le même cardinal.
Pour une preuve voir [5, Lemma 1.4.2] ou [52].
# 11 : La dépendance algébrique sur K est une relation de dépendance au sens
de #8. On dit y ∈ L est algébriquement dépendant sur K d’une famille
z = (z1, . . . , zs) d’éléments de L si (y, z1, . . . , zs) est K-algébriquement
dépendant.
Pour une preuve voir [4, 5] ou [52].
# 12 : Soit F/E une extension de corps. Une famille z d’éléments de F qui est
algébriquement indépendante sur E, et qui, en plus, est maximale (par
rapport à l’inclusion (#7)), est appelée une base de transcendance de
F/E. Le cardinal d’une telle famille z est appelé le degré de transcendance
de F/E ; on le note deg tr F/E. (L’unicité du degré de transcendance
d’une extension de corps de type finie suit de #11 et #10.) L’extension
de corps F/E(z) est alors appelée algébrique.
On observe que si F/E est algébrique (#4) deg tr F/E = 0, et inverse-
ment, deg tr F/E = 0 implique que F/E est algébrique.
Rem. : Pour les extensions de corps finies il existe toujours une base de
transcendance (finie), que l’on peux prendre dans une famille génératrice.
# 13 : Si G/F et F/E sont deux extensions de corps il en est de même pour
G/E. En outre deg tr G/E = deg tr G/F + deg tr F/E. Si X et Y sont
des bases de transcendance de F/E et de G/F respectivement, alors
X ∪ Y est une base de transcendance de G/E.
Pour une preuve voir [52] ou [5, p. 170].
# 14 : Une extension de corps différentielle L/K consiste en deux corps diffé-
rentiels K et L (voir #1) tels que K est un sous-corps de L (#2), et en
plus la dérivation de K coïncide avec celle de L. Alors en appelle aussi
le corps différentiel L un corps différentiel d’extension de K.
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Si X est un sous-ensemble de L, le corps différentiel engendré (différen-
tiellement) par X sur K est le plus petit (par rapport à l’inclusion (#7))
sous-corps différentiel de L qui contient et K et X. On le note K〈X〉.
Une extension de corps différentielle L/K est dite (différentiellement)
finiment engendrée (ou de type différentiel fini), si L = K〈x〉 avec une
famille finie x = (x1, . . . , xn) d’éléments de L.
Rem. : Nous supposons partout que les extensions de corps différentielles
soient différentiellement finiment engendrées à une clôture algébrique
près. En outre, comme déjà ramarqué dans #1, on ne considère que des
corps différentiels ordinaires. Les extensions de corps (non différentielles),
quant à elles, ne sont pas nécessairement de type fini. Par exemple, toute
extension différentielle K〈z〉/K peut être interprétée comme une exten-
sion de corps non différentielle. Soit le cardinal de z égal à 1, pour sim-
plifier. Alors les générateurs sont juste toutes les dérivées de z, et si z
est différentiellement transcendant sur K (voir #17), alors on ne peut se
passer d’aucun des éléments du système de générateurs Z = {z, z˙, z¨, . . .},
c’est-à-dire aucun sous-ensemble de Z ne forme un système de généra-
teurs de K〈z〉/K.
# 15 : Un polynôme différentiel en une indéterminée Z (ou en la famille d’indé-
terminées Z = (Z1, . . . , Zs)) à coefficients dans un corps différentiel K,
que l’on note P (Z, Z˙, . . . , Z(α)) (avec α ∈ N), est un élément de l’an-
neau différentiel K{Z} (voir #1). On obtient ce dernier, par exemple,
en équipant l’anneau des polynômes K[Z] d’une dérivation dont la res-
triction à K coïncide avec la dérivation de K. Ainsi P ∈ K{Z} est un
polynôme à coefficients dans K, en les éléments de Z et un nombre fini
de ces dérivées.
# 16 : Un idéal différentiel I d’un anneau différentiel R est un idéal dans R
qui est clos sous la dérivation de R : a ∈ I ⇒ a˙ ∈ I. Si I est un idéal
premier, alors on obtient, de manière analogue à la construction dans
#3, un corps de fractions de l’anneau (différentiel) R/I, qui est un corps
différentiel.
Ainsi la construction d’un corps différentiel peut se faire à partir d’un
système d’é.d.o. algébriques menant à un idéal premier, comme dans le
cas non différentiel dans #3.
# 17 : Un élément a ∈ L est dit différentiellement algébrique sur K s’il existe un
polynôme différentiel (non trivial) P (Z, Z˙, . . . , Z(α)) à coefficients dansK
(c’est-à-dire un polynôme P ∈ K{Z}, P 6= 0), tel que
P (a, a˙, . . . , a(α)) = 0. Dans le cas contraire on dit que a est différen-
tiellement transcendant sur K.
Soit r le plus petit entier tel qu’il existe un polynôme P dont l’ordre
maximal de dérivées apparaissant effectivement est égal à r (c’est-à-dire
∂P/∂Z(i) 6= 0, i = r et ∂P/∂Z(i) = 0, i > r). Alors le degré de transcen-
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dance non différentiel de l’extension de corps (simple) K〈a〉/K est égal à
r, car la famille a = (a, a˙, . . . , a(r−1)) en forme une base de transcendance
(non différentielle) de K〈a〉/K.
Démonstration : Visiblement a est algébriquement indépendant sur K,
mais a(r) est K(a)-algébrique. Par dérivation on obtient ddtP = 0, et
a(r+1) est donc K(a, a(r))-algébrique, et K(a)-algébrique. On peut pro-
céder de la même manière pour toutes les dérivées supérieures. 
Si tout élément de L est différentiellement algébrique sur K, l’exten-
sion de corps différentielle L/K est dite différentiellement algébrique ;
elle est dite différentiellement transcendante sinon. Si tout élément de L
qui n’appartient pas à K est différentiellement transcendant sur K l’ex-
tension de corps différentielle L/K est dite différentiellement purement
transcendante.
Ex. : On voit que a = sin t ∈ Q〈sin t〉 est différentiellement algébrique
sur Q, car avec P (Z, Z˙) = Z2 + Z˙2 − 1 on a P (a, a˙) = 0.
# 18 : Une famille z d’éléments de L est dite différentiellement algébriquement
indépendante sur K s’il n’existe aucun polynôme différentiel
P (Z, Z˙, Z¨, . . . , Z(γ)) ∈ K{Z}, P 6= 0 tel que P (z, z˙, z¨, . . . , z(γ)) = 0.
Dans le cas contraire on dit que z est différentiellement K-algébriquement
dépendant (ou différentiellement algébriquement dépendant sur K).
# 19 : La dépendance algébrique différentielle sur K est une relation de dépen-
dance au sens de #8. On dit pour ceci que y ∈ L est différentiellement al-
gébriquement dépendant sur K d’une famille z = (z1, . . . , zs) d’éléments
de L si (y, z1, . . . , zs) est différentiellement K-algébriquement dépendant.
(Comparer au cas non différentiel dans #11.)
Pour une preuve voir [52].
# 20 : Soit L/K une extension de corps différentielle. Une famille z d’éléments
de L qui est différentiellement algébriquement indépendante sur K et
maximale (par rapport à l’inclusion) est appelée base de transcendance
différentielle de L/K. Pour les extensions de corps différentielles de type
fini il existe toujours une base de transcendance différentielle (finie). (Ceci
est évident, car on peut la choisir dans une famille génératrice.)
Le cardinal d’une base de transcendance différentielle de L/K est appelé
le degré de transcendance différentiel de L/K ; on le note deg tr diff L/K.
(L’unicité du degré de transcendance différentiel d’une extension de corps
différentielle (de type fini) suit de #11 et #10.) Si z est une base de
transcendance différentielle d’une extension de corps différentielle L/K,
alors l’extension de corps différentielle L/K〈z〉 est différentiellement al-
gébrique.
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# 21 : Une extension de corps différentielle L/K est différentiellement algé-
brique (#17) si, et seulement si, deg tr diff L/K = 0. Si L/K est différen-
tiellement purement transcendant alors une famille génératrice minimale
(par rapport à l’inclusion) est aussi une base de transcendance différen-
tielle, et réciproquement, dans ce cas, une base de transcendance diffé-
rentielle est une famille génératrice. Comme une base de transcendance
différentielle est différentiellement K-algébriquement indépendante, elle
est aussi minimale. Ainsi une extension de corps différentielle L/K qui
est différentiellement purement transcendante est caractérisée par le fait
qu’il existe une famille z = (z1, . . . , zm) dans L telle que L = K〈z〉 et
deg tr diff L/K = m.
# 22 : Il existe une base de transcendance (non différentielle) finie d’une exten-
sion de corps différentielle L/K (c’est-à-dire une base de transcendance
finie pour l’extension non différentielle des corps avec les éléments de
L, respectivement de K) si, et seulement si, L/K est différentiellement
algébrique, c’est-à-dire deg tr diff L/K = 0.
Preuve : Soit z = (z1, . . . , zm) une famille génératrice de L/K, et soit
deg tr diff L/K = 0. Le degré de transcendance de l’extension de corps
(simple) K〈z1〉/K est fini (#17). Il en est de même pour chacune des ex-
tensions de corps (simples) K〈z1, . . . , zj〉/K〈z1, . . . , zj−1〉, j = 2, . . . ,m.
Avec #13 on sait que deg tr L/K est également fini. Comme dans #17 il
est aussi clair que, pour toutes les extensions de corps (simples) K〈z1〉/K
et K〈z1, . . . , zj〉/K〈z1, . . . , zj−1〉, j = 2, . . . ,m, il existe des bases de
transcendance de la forme zi = (zi, z˙i, . . . , z
(ri)
i ).
Soit, pour la réciproque, ζ ∈ L différentiellement transcendant sur K.
Alors il n’y a pas de dépendance K-algébrique entre le nombre infini
d’éléments ζ(j), j ≥ 0 de L, et ainsi le degré de transcendance (non diffé-
rentiel) ne peut être fini.
Rem. : Si l’extension de corps différentielle n’est finiment engendrée qu’a
une clôture algébrique près, on obtient le même résultat. Il suffit de
prendre la clôture algébrique à la fin de la démonstration, ceci ne change
pas le degré de transcendance (non différentiel).
# 23 : Soit k un corps différentiel, et soi ddt la dérivation de k. Dans l’anneau
k[ ddt ] des polynômes en
d
dt à coefficients dans k nous définissons la multi-
plication par
∀a ∈ k : d
dt
a := a˙+ a
d
dt
.
Les éléments de k[ ddt ] sont alors de la forme
∑n
i=1 ai
(
d
dt
)i, avec ai ∈ k, i =
1, . . . , n, que l’on peut interpréter (formalement) comme des opérateurs
différentiels.
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Visiblement, l’anneau k[ ddt ] est alors commutatif si, et seulement si, k est
un corps de constantes.
# 24 : Soit L/K une extension de corps différentielle, finiment engendrée par
z = (z1, . . . , zm), c’est-à-dire L = K〈z〉, et soit ΩL/K un L[ ddt ]-module
(gauche). Supposons que l’application dL/K : L→ ΩL/K satisfasse, pour
tout x, y ∈ L et a ∈ K,
d
dt
(dL/K(x)) = dL/K(x˙)
dL/K(x+ y) = dL/K(x) + dL/K(y)
dL/K(xy) = y dL/K(x) + x dL/K(y)
dL/K(a) = 0.
Il s’agit donc d’une K-dérivation de L dans ΩL/K . (Les images des élé-
ments de K sont nuls.) On écrit dL/K x pour dL/K(x).
Le module ΩL/K est le L[ ddt ]-module (gauche) engendré par l’image sui-
vante dL/K z = (dL/K z1, . . . , dL/K zm) de la famille des générateurs z de
L/K. Le module ΩL/K est appelé le module des différentielles de Kähler
de L/K, ses éléments sont appelés différentielles de Kähler.
Rem. : 1. Si L/K est clair par le contexte, on écrit aussi d z au lieu de
dL/K z, pour simplifier.
2. La construction de ΩL/K est universelle : Si M est un L[ ddt ]-module
quelconque et D une K-dérivation de L dans M , il existe un homo-
morphisme de L[ ddt ]-modules, et un seul, ϕ : ΩL/K → M , pour lequel
ϕ ◦ dL/K = D (voir [35]).
3. À partir d’une extension de corps (non différentielle) F/E on obtient
(comme cas spécial avec L = F , K = E et ddt la dérivation triviale) un
F -espace vectoriel de différentielles de Kähler.
# 25 : Un élément w ∈ L = K〈z〉 satisfait une équation de la forme
P (w, z, z˙, . . . , z(α)) = 0,
avec P ∈ K{Z}[W ], un polynôme en W et Z, et un nombre fini de
dérivées de Z, à coefficients dans K. L’application dL/K envoie P sur
dL/K P = dP , avec
dP = ∂P∂W dw +
m∑
i=1
α∑
j=0
∂P
∂Z
(j)
i
d z
(j)
i =
∂P
∂W dw +
m∑
i=1
Qi
(
d
dt
)
d zi
et Qi( ddt) =
∑α
j=0
∂P
∂Z
(j)
i
d
dt
j , i = 1, . . . ,m. L’équation dP = 0 définit donc
une relation de dépendance L[ ddt ]-linéaire pour (dw, d z1, . . . , d zm). Il suit
de w 6∈ L = K〈z〉 que ∂P∂W 6= 0. Or, on peur diviser dans cette relation de
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dépendance par ce coefficient, un élément du corps L. Par conséquent dw
est un élément dans le L[ ddt ]-module engendré par d z. Si L = K〈z〉, le mo-
dule des différentielles de Kähler est le L[ ddt ]-module ΩL/K , engendré par
la famille des différentielles de Kähler dL/K z = (dL/K z1, . . . , dL/K zm),
où ΩL/K ∼= L[ ddt ]⊗L[ d
dt
] ΩL/K .
# 26 : Soit L/K une extension de corps différentielle, et soit y une famille d’élé-
ments de L. Alors y est différentiellement algébriquement dépendant sur
K si, et seulement si, dL/K y est une famille L[ ddt ]-linéairement indépen-
dante dans ΩL/K . De même, si y est (non différentiellement) algébri-
quement indépendant sur K, alors dL/K y est une famille L-linéairement
indépendante dans ΩL/K (voir [35]). On en déduit
deg tr diff L/K = RangL[ d
dt
] ΩL/K .
Pour une preuve voir [35] ou [52].
# 27 : Si M/L et L/K sont deux extensions de corps différentielles, alors il en
est de même de M/K, et l’on a deg tr diff M/K = deg tr diff M/L +
deg tr diff L/K. Si X et Y sont des bases de transcendance différentielles
de M/L, respectivement de L/K, alors X ∪ Y est une base de transcen-
dance différentielle de M/K.
La preuve suit les lignes de celle de #13.
# 28 : Une filtration (différentielle) d’une extension de corps différentielle L/K
est une suite non décroissante L := (Lr)r∈Z de corps (non différentiels)
Lr, qui sont algébriquement clos, telle que K ⊆ Lr ⊆ L et Lr ⊆ Lr+1
pour tout r ∈ Z. Une filtration L de L/K est appelée
(i) exhaustive (dans L) si ∪r∈ZLr = L ;
(ii) discrète si Lr = K pour r ∈ Z suffisamment petit ;
(iii) finie si, à une clôture algébrique près, tous les Lr sont finiment
engendré sur K ;
(iv) bonne si, avec un r′ ∈ Z approprié, Ls+1 = Ls( ddtLs) pour s > r′
(où pour un sous-ensemble Z d’un corps différentiel K on a défini
l’ensemble ddtA = {x ∈ K | ∃z ∈ Z, x = ddtz}), c’est-à-dire si
pour des s assez larges les corps successifs Ls de la filtration sont
engendrés par dérivation, et clôture algébrique.
Enfin on dit que la filtration est excellente si elle est et finie et bonne
[34, 55]∗.
∗Dans [34] les corps Lr ne sont pas pris algébriquement clos. En plus on y suppose ∀a ∈
Lr, a˙ ∈ Lr pour toutes les filtrations L. Ainsi la définition des filtrations bonnes n’est pas
exactement la même.
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Deux filtrations L et L˜ ont une différence bornée (ou finie) s’il existe un
r0 ∈ Z tel que Lr ⊆ L˜r+r0 et L˜r ⊆ Lr+r0 , pour tout r ∈ Z. S’il existe un
tel r0 on l’appelle la différence de deux filtrations.
La différence finie définit une relation d’équivalence sur l’ensemble des
filtrations de L/K. Deux filtrations de L/K qui sont discrètes, excellentes
et exhaustives ont une différence finie.
Preuve [10] : Soient L et L˜ deux filtrations de L/K qui sont discrètes et
excellentes, ainsi que exhaustives (dans L). Du fait que les filtrations sont
discrètes il découle que Lr = L˜r = K pour r suffisamment petit. Comme
elles sont finies et exhaustives (dans L) on a Lr ⊆ L˜sr+r et L˜r ⊆ Ls˜r+r
pour tout r ∈ Z et pour des sr, s˜r ∈ Z assez large, dépendants de r. Pour
des r suffisament larges, Lr+1 = Lr( ddtLr) ⊆ L˜r+sr( ddt L˜r+sr) = L˜r+sr+1
et L˜r+1 = L˜r( ddt L˜r) ⊆ Lr+s˜r( ddtLr+s˜r) = Lr+s˜r+1, et en plus les sr et s˜r
ne dépendent plus de r. La différence finie s’ensuit par le choix de r0 =
max(sr, s˜r) pour des r larges. 
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