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Abstract
In this article we establish new bounds on the quantum communication
complexity of distributed problems. Specifically, we consider the amount
of communication that is required to transform a bipartite state ϕAB into
another, typically more entangled, ψAB . We obtain lower bounds in this
setting by studying the Re´nyi entropy of the marginal density matrices of
the distributed system.
The communication bounds on quantum state transformations also
imply lower bounds for the model of communication complexity where
the task consists of the the distributed evaluation of a function f(x, y).
Our approach encapsulates several known lower bound methods that use
the log-rank or the von Neumann entropy of the density matrices involved.
The technique is also effective for proving lower bounds on problems in-
volving a promise or for which the “hard” distributions of inputs are cor-
related. As examples, we show how to prove a nearly tight bound on the
bounded-error quantum communication complexity of the inner product
function in the presence of unlimited amounts of EPR-type entanglement
and a similarly strong bound on the complexity of the shifted quadratic
character problem.
1 Introduction
Quantum information theory investigates the power and limitations of quantum
mechanics for communicating and processing information. In this article we look
at the usefulness of quantum communication for the execution of distributed
tasks in the presence of prior entanglement. More specifically, we will focus on
the question how many quantum bits (qubits) two parties A and B need to
exchange in order to create a joint quantum state ψAB. Our main tool will be
the Re´nyi entropy of the marginal density matrix ψA := TrB(ψAB).
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1.1 Relation with Earlier Work
The quantum communication complexity of distributed state preparation has
been discussed in [8]. In this article the authors gave a tight characterization of
the number of bits that two parties need to exchange in order to approximate a
joint state ψAB. This characterization relied critically on the assumption that
initially A and B do not share any entanglement.
The setting in which the parties are allowed to use entanglement to assist
their state preparation has been the topic of many investigations in the physics
community. Typically, these articles concentrated on the possibility of creating
ψAB under the restriction that only classical communication is allowed [3, 14,
28].
The quantum communication complexity of distributed functions was first
considered in the work by Yao and Kremer [30, 17]. Kremer’s work in particular
demonstrated several lower bounds on the quantum communication complexity
of distributed functions. The first example of a quantum protocol that re-
quires less communication than any classical solution was described by Cleve
and Buhrman in 1997 [7]. General lower bound techniques for quantum com-
munication have been described have been described in [2], [6], [8], [16], [20] and
[25]. Specifically, the results in this paper can be interpreted as generalizing and
refining the lower bound techniques of [2] and [8].
1.2 Tools from Quantum Information
In this paper we will often be concerned with pure states ψAB = |ψ〉〈ψ|AB of a
composite system AB. For any such state there exist orthonormal bases {|iA〉}
on A and {|iB〉} on B such that |ψAB〉 =
∑
i
√
λi|iA〉|iB〉. This representation
is known as the Schmidt decomposition. The degree of entanglement of ψAB
is then naturally characterized by the spectrum {λi} of the reduced density
operator ψA := TrB(ψAB). (Since ψAB is pure, ψA and ψB have the same
spectra.) In particular, log rank(ψA) and the von Neumann entropy S(ψA) :=
−Tr(ψA logψA) have been extensively studied as “measures of entanglement”.
Indeed, in the limit of large numbers of copies of the state ψAB, S(ψA) com-
pletely characterizes the states reversibly convertible into ψAB using only local
operations and classical communication [3].
Since we will be be studying approximate transformations of quantum states
and their connection to bounded-error quantum communication complexity, it
will be helpful to introduce some distance measures from quantum informa-
tion theory. The Uhlmann fidelity F between two states ρ and σ is defined by
F (ρ, σ) = Tr(ρ1/2σρ1/2)1/2. The range of the Uhlmann fidelity is the interval
[0, 1], reaching the extreme values 0 and 1 for perfectly distinguishable and iden-
tical states, respectively. In the case of two pure states φ and ψ, the expression
for F simplifies to F (φ, ψ) = |〈φ|ψ〉|. Thus, the fidelity F (ρ, σ) indicates how
‘close’ ρ and σ are. Furthermore, no quantum mechanical evolution decreases
the fidelity between two states: F (ρ, σ) ≥ F (Λ(ρ),Λ(σ)) for all states ρ, σ and
all trace-preserving, completely positive mappings Λ [27, 15]. In particular, if
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Λ is the partial trace TrB, this reduces to F (ρA, σA) ≤ F (ρAB , σAB) for any
bipartite states ρAB and σAB.
2 Quantum Communication Complexity of State
Transformation and Distributed Computation
Our starting point will be the question of how much communication between
two parties A and B is required to transform a joint quantum state ϕAB into
another state ψAB. To distinguish between the settings where A and B are
or are not allowed to use prior entanglement, we introduce the following three
complexity measures:
Definition 2.1 The transformation complexity, Q¯ǫ(ψAB|ϕAB), is the mini-
mum number of bits (quantum and classical) of communication required, start-
ing from the known state |ϕAB〉 to produce an approximating state ψ′AB such
that F (ψAB , ψ
′
AB) > 1− ǫ.
When ǫ = 0 this definition requires that the final state ψ′AB be equal to ψAB.
It is also worth emphasizing that this definition of Q¯ǫ does not allow A and B
to have any prior entanglement other than that of their state ϕ. The following
complexity definition does allow such a resource:
Definition 2.2 The entanglement-enhanced transformation complexity Q¯∗ǫ of
the two states ψAB and ϕAB is defined by
Q¯∗ǫ (ψAB|ϕAB) = infωAB Q¯ǫ(ψAB ⊗ ωAB|ϕAB ⊗ ωAB), (1)
where the infimum is taken over all possible bipartite pure states |ωAB〉.
A third version of transformation complexity concerns the usage of prior entan-
glement only in the form of ‘EPR-pairs’.
Definition 2.3 The EPR-enhanced transformation complexity Q¯
(∗)
ǫ is defined
by
Q¯(∗)ǫ (ψAB|ϕAB) = inf
Φk
AB
Q¯ǫ(ψAB ⊗ ΦkAB|ϕAB ⊗ ΦkAB), (2)
where the infimum is taken over all maximally entangled states of any rank
|ΦkAB〉 := 1√k
∑k
j=1 |j, j〉.
An important feature of the two entanglement-enhanced complexities is the
requirement that the entangled state ωAB (or Φ
k
AB) be returned (with fidelity
at least 1− ǫ) after the transformation protocol. Without this requirement the
definitions would be vacuous because in the setting where we are allowed to
use arbitrary entangled states as a disposable resource we could always choose
ω = ψ such that no communication is necessary.
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Instead, we view the prior entanglement as a potential catalyst, which allows
us to reduce the communication complexity of the state transformation without
destroying the entanglement. The fact that such catalysis is possible in a non-
trivial way was first pointed out in [14].
We will also make use of some shorthand notation to describe state transfor-
mations in which A and B do not share any initial state ϕ. The complexities of
such state preparations will be denoted without the conditional ϕ: Q¯ǫ(ψ), Q¯
∗
ǫ (ψ)
and Q¯
(∗)
ǫ (ψ).
The ‘quantum sampling complexity’
•
Qǫ (ψ) that was discussed in [2] con-
cerned the (approximate) preparation of quantum states without the use of prior
entanglement. Hence the
•
Qǫ (ψ) complexity in that article equals the quantity
Q¯ǫ(ψ) that we defined here.
In the next sections of this article we will prove a dramatic difference between
the complexities Q¯∗ǫ and Q¯
(∗)
ǫ . On the one hand, we will show that Q¯∗ǫ is always
zero for every ǫ > 0, while on the other hand we will describe several lower
bound techniques for the complexity Q¯
(∗)
ǫ .
The lower bounds on the EPR-enhanced transformation complexity will also
give rise to several lower bounds on the quantum communication complexity for
the distributed evaluation of Boolean functions f : X × Y → {0, 1}. In this
setting, Alice receives an input x ∈ X and Bob gets y ∈ Y . The question then
is how many bits Alice and Bob need to communication for a (probabilistic)
evaluation of the function value f(x, y). The original version, in which only
classical communication is allowed, was first introduced by Yao [29] and has
developed rapidly since [18]. In the quantum context, it makes sense to allow
Alice and Bob various combinations of quantum resources to complete the task,
such as communication of qubits or pre-existing entanglement. More specifically,
let us assume that Alice and Bob receive n bit inputs, so that X = Y = {0, 1}n
and that there is a family of functions f , one for each n. We write Q∗ǫ (f) to
denote the number of qubits of communication, as a function of n, required to
evaluate f with probability of success at least 1− ǫ on every input if Alice and
Bob are allowed arbitrary pre-existing entanglement. We also write Q
(∗)
ǫ (f) for
the same function if Alice and Bob are initially allowed to share any maximally
entangled state but not other types of entanglement.
The connection between the communication complexity of distributed func-
tions and that of state transformations was first discussed in [8], where it was
used to obtain a lower bound on the quantum communication complexity of the
inner product function. We reproduce from [2] (with a small correction) the
following version of the lower bound. In the context of pre-existing entangle-
ment, the connection is between distributed function evaluation protocols that
consume entanglement and state transformation protocols that are catalyzed by
entanglement.
Lemma 2.4 (Transition lemma) Let f : X × Y → {−1,+1} be a (partial)
function with quantum communication complexity Q∗ǫ (f). For any ℓ2 distribu-
4
tion α : X × Y → C that has αxy = 0 where f(x, y) is not properly defined
and
∑
xy |αxy|2 = 1, we define the two states |ϕAB〉 =
∑
(x,y) αxy|x, y〉 and
|ψAB〉 =
∑
(x,y) αxyf(x, y)|x, y〉. The transformation complexity of these states
is bounded from above by Q¯∗2ǫ(ψ|ϕ) ≤ 2Q∗ǫ(f). Similarly, Q¯(∗)2ǫ (ψ|ϕ) ≤ 2Q(∗)ǫ (f)
and Q¯2ǫ(ψ|ϕ) ≤ 2Qǫ(f).
Proof Suppose that we have an m-bit protocol to compute f with error prob-
ability at most ǫ. First, A and B run this protocol on the distributed distri-
bution ϕAB, which will produce the superposition
∑
(x,y) αxy|x, y, f(x, y), gxy〉
where gxy is the garbage that the protocol has produced. Next, the function
value f(x, y) is used for the phase changing operation |x, y〉 7→ f(x, g)|x, y〉.
Finally, the m-bit protocol is executed ‘in reverse’ to erase the garbage qubits
|f(x, y), gxy〉. The final result of this 2m-bit protocol is with fidelity 1− 2ǫ the
desired state |ψ〉 =∑(x,y) αxy|x, y〉.
See the appendix of [2] for a more detailed analysis of the fidelity of this
procedure. (Note however that fidelity error of the resulting Q¯-protocol is 2ǫ,
not ǫ as mentioned in [2][Ambainis, private communication].) ✷
3 Some Basic Observations
3.1 Embezzling entanglement
While the distinction drawn in the previous section between the functions Q¯∗ǫ
and Q¯
(∗)
ǫ might appear to be academic at first, their behaviors are actually rad-
ically different: Q¯∗ǫ is identically zero for ǫ 6= 0 but Q¯(∗)ǫ is not. In other words,
transformation complexity is trivial in the presence of arbitrary entanglement
but not in the presence of unlimited amounts of maximal entanglement. The
reason for this striking difference lies in the remarkable properties of the family
of states
|M(d)〉 := 1√
Hd
d∑
j=1
1√
j
|jA〉|jB〉, (3)
where Hd :=
∑d
j=1
1
j is chosen so that |M(d)〉 is normalized.
Theorem 3.1 (Embezzlement [9]) If ǫ > 0 is fixed and |ϕAB〉 is any entan-
gled state, then for all sufficiently large d, Q¯ǫ(M(d) ⊗ ϕAB |M(d)) = 0. Conse-
quently, Q¯∗ǫ is zero for all ǫ > 0.
Thus, it is possible to embezzle a copy of |ϕAB〉 from |M(d)〉, thereby removing
a small amount of entanglement from the original state, while causing only an
arbitrarily small disturbance ǫ to it. See [9] for a proof of this theorem.
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3.2 One-round versus Multi-round Protocols
Lemma 3.2 If there exists a bipartite quantum communication protocol that
transforms the initial state |ϕAB〉 to final state |ψAB〉 that requires q qubits of
communication, then there also exists a one-round protocol, q qubit protocol that
establishes the maping |ϕAB〉 7→ |ψAB〉. Hence, the transformation complexities
Q¯ and Q¯(∗) are completely described by the complexities of the one-round pro-
tocols.
Proof First we note that at any stage of the protocol, A and B always have
perfect knowledge about the state that they share at that moment. This is due
to the facts that A and B know the initial state ϕAB and that the procotol can
be assumed to be unitary. Specifically, it is always known what the Schmidt
coefficients are of the current state. With this viewpoint it is clear that the
communication only serves the purpose of changing these coefficients, everything
else can be done locally. A qubit of communication from Bob to Alice will thus
establish a transformation
∑
i
√
λi|iA, iB〉 7→
∑
i
√
λ′i|i′A, i′B〉, written in the
Schmidt decomposition of the prior and posterior state. By symmetry, this same
transformation λi 7→ λ′i can also be implemented by a qubit of communication
from Alice to Bob. Hence, in general, all communication from Bob to Alice can
be replaced by an equal amount of communication in the opposite direction. ✷
This argument is very similar to the one given by Lo and Popescu [19] to
reduce the study of multi-round LOCC (Local Operations and Classical Com-
munication) state transformation protocols to single round protocols.
This lemma also points to a connection with another basic question about
quantum states. Suppose Alice and Bob initially share a tripartite state |ϕACB〉,
with Alice in possession of A and C. If Alice sends subsystem C to Bob, then
her reduced density operator changes from ϕAC to ϕA. Thus, the problem of
state transformation is intimately connected to the question of determining the
effect of a partial trace operation on a density operator’s spectrum. While the
general answer to this question is unknown, Nielsen and Kempe [23] have found
some partial results for the case where ϕAC is separable.
3.3 Difference between Q¯ and Q¯(∗)?
Is there a difference between the transformation complexities Q¯ and Q¯(∗)? Or,
in other words, does prior EPR entanglement help? We do not know the answer
in the general case, but we do get an indication that the two might be equivalent
by looking at the case where the prior state ϕAB is not entangled. Recall that
the transformation complexity with a prior product state |ϕAB〉 = |ϕA〉 ⊗ |ϕB〉
is denoted by Q¯(ψAB) := Q¯(ψAB|ϕA ⊗ ϕB).
Lemma 3.3 Q¯ǫ(ψAB) = Q¯
(∗)
ǫ (ψAB). Hence, by the ‘quantum sampling’ paper
[2], Q¯
(∗)
ǫ (ψAB) = Q¯ǫ(ψAB) =
•
Qǫ (ψAB) = log(rank1−ǫ(ψA)), where rank1−ǫ(ψA)
is the size of the smallest subset of eigenvalues of ψA summing to at least 1− ǫ.
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Proof Let (λ1, . . . , λr) be the spectrum of the Schmidt decomposition of
ψAB. Assume that the optimal EPR-assisited protocol uses the k-level state
|ΦkAB〉 := 1√k
∑k
j=1 |j, j〉, such that the spectrum change of this protocol is de-
scribed by ( 1k , . . . ,
1
k ) 7→ (λ1, . . . , λr) ⊗ ( 1k , . . . , 1k ) ≡ (λ1k , . . . , λ1k , λ2k , . . . , λrk ),
where we reshufled the amplitudes in nonincreasing order. To get an approxi-
mating spectrum with no more than ǫ error to this last state, we need a final
state with rank at least k ·rank(1−ǫ)(ψAB). Because we start with a rank k state
ΦkAB we see that we need at least log(rank(1−ǫ)(ψAB)) qubits of communication,
which is also an upper bound on
•
Qǫ (ψAB) := Q¯ǫ(ψAB) (see [2]). ✷
4 Lower bounds on Q¯
(∗)
ǫ
In this section we will use the properties of the Re´nyi entropies [26] to prove
bounds on the transformation complexity in the presence of maximally entangled
states.
4.1 Re´nyi entropy
Definition 4.1 Given a density matrix ρ with spectrum λ1 ≥ λ2 ≥ · · · ≥ λr,
its Re´nyi entropy Sα(ρ) is defined to be
Sα(ρ) =
1
1− α log(Tr ρ
α) =
1
1− α log
(
r∑
i=1
λαi
)
(4)
for every 0 < α <∞, α 6= 1. Furthermore, for the values α = 0, 1,∞ we define
S0(ρ) = log(rank(ρ)), S1(ρ) = −Tr(ρ log ρ) and S∞(ρ) = − log(λ1). Note that
limx→α Sx(ρ) = Sα(ρ).
We have already encountered S1, which is just the von Neumann entropy
S. The other exceptional orders, 0 and ∞, are, likewise, quantities that appear
frequently in quantum information theory and communication complexity. The
following theorem summarizes the basic properties of the Re´nyi entropies.
Theorem 4.2 Let ρ be a density operator with spectrum λ1, . . . , λr. The fol-
lowing properties hold for all α:
1. The inequalities 0 ≤ Sα(ρ) ≤ log rank(ρ) hold.
2. For α 6= 0, the entropy is maximized if and only if λi = 1r .
3. The entropy is minimized only by pure states.
4. (Additivity) For two density matrices: Sα(ρ1 ⊗ ρ2) = Sα(ρ1) + Sα(ρ2).
5. If α ≤ β then Sα(ρ) ≥ Sβ(ρ).
6. (Schur concavity) If ρ ≻ σ then Sα(ρ) ≤ Sα(σ).
The notation ρ ≻ σ means that spectrum of the operator ρ majorizes the spec-
trum of σ. That is, if σ has eigenvalues γ1 ≥ γ2 ≥ · · · ≥ γr then
∑l
j=1 λj ≥∑l
j=1 γj for all 1 ≤ l ≤ r.
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It is less well-known that the Re´nyi entropies obey a weak form of subad-
ditivity, which will be crucial for proving bounds on communication. While
subadditivity of the form S(ρAB) ≤ S(ρA) +S(ρB) fails for the Re´nyi entropies
unless α is 0 or 1, replacing one of the terms on the right hand side by the
logarithm of the rank of ρB, that is, by S0(ρB), gives an inequality that holds
for all α.
Lemma 4.3 (Weak subadditivity) Let ρAB be a bipartite density matrix.
For all α, the Re´nyi entropy of the states is bounded by
Sα(ρA)− S0(ρB) ≤ Sα(ρAB) ≤ Sα(ρA) + S0(ρB).
Proof We will first prove the upper bound on Sα(ρAB) and then show how
the lower bound follows. Let {|iA〉} be the eigenbasis of the reduced density
operator ρA and consider the projection
P (ρAB) =
∑
i
|iA〉〈iA| ⊗ 〈iA|ρAB|iA〉.
Since P is a doubly stochastic mapping and the Re´nyi entropies are all Schur-
concave, we have Sα(ρAB) ≤ Sα(P (ρAB)). We begin by assuming that α 6=
0, 1,∞; the exceptional values will follow by continuity. Also, we will use the
notation λi = Tr(〈iA|ρAB|iA〉) and ρi = 〈iA|ρAB|iA〉/λi, such that P (ρAB) =∑
i λi|i〉〈i| ⊗ ρi. Next, observe that
sign(1− α) · Tr(ραi ) ≤ sign(1− α) · (rank(ρi))1−α (5)
for all α, which is the last ingredient required to finish the proof of the upper
bound:
Sα(P (ρAB)) = Sα(
∑
i λi|iA〉〈iA| ⊗ ρi) (6)
= 11−α log (Tr [(
∑
i λi|iA〉〈iA| ⊗ ρi)α]) (7)
= 11−α log (
∑
i λ
α
i Tr ρ
α
i ) (8)
≤ 11−α log
(∑
i λ
α
i (rank(ρi))
1−α) (9)
≤ Sα(ρA) + log rank(ρB). (10)
The last line follows from the fact that TrB(P (ρAB)) = ρA so that the λi are
just the eigenvalues of ρA, and the fact that rank(ρi) ≤ rank(ρB).
The lower bound is a straightforward consequence of the upper bound.
Given ρAB, let ψABR be a pure state such that TrR ψABR = ρAB, and hence
Spec(ρA) = Spec(ψBR) and Spec(ρAB) = Spec(ψR). The upper bound reads
Sα(ψBR) ≤ Sα(ψR) + log rank(ψB), which is equivalent to
Sα(ρA)− log rank(ρB) ≤ Sα(ρAB). (11)
The α =∞ case is proven via the equality limx→∞ Sx(ρ) = S∞(ρ). ✷
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There is an alternative method of proving lemma 4.3 that builds on known
results about state transformations. Let |ϕACB〉 be a tripartite pure state, with
Alice in possession of the shares A and C. One way for Alice to send system
C to Bob would be to first send him half a maximally entangled state of rank
k := rank(ϕC) and then to teleport [4] system C using that maximally entangled
state. Since teleportation is an LOCC protocol, Alice’s final reduced density
operator ϕA must majorize the operator ϕAC ⊗ diag(1/k, . . . , 1/k) [21]. Since
the Re´nyi entropies are Schur concave, we can deduce the left-hand inequality
of lemma 4.3.
4.2 Re´nyi-entropic bounds on communication
The following lemma is the starting point for proving bounds on the approximate
transformation complexity. Namely, it bounds the minimum number of qubits
that need to be exchanged in order to succeed in an exact transformation.
Lemma 4.4 Let |ϕAB〉 and |ψAB〉 be bipartite pure states. If there exists a
protocol for converting |ϕAB〉 to |ψAB〉 using n qubits of communication, then
n ≥ Sα(ψA)− Sα(ϕA), for all α.
Proof The most general protocol consists of k rounds of communication, sep-
arated by arbitrary completely positive, trace-preserving operations performed
locally by Alice and Bob. Since each of these local operations can be imple-
mented by adjoining a pure ancilla state, applying a unitary and then discard-
ing part of the system, we can assume without loss of generality that the first
step of the protocol consists of adjoining pure, separable ancilla, that each local
operation by Alice or Bob is unitary and that the discard steps are all post-
poned to the end of the protocol. We will now analyze each of these three
phases in turn. Adjoining separable ancilla does not affect the non-zero part of
the spectrum of the reduced density operator, or, therefore, the Re´nyi entropy.
The second phase, by lemma 3.2, can be assumed to consist of a single round
of communication from Alice to Bob. By the weak subadditivity of the Renyi
entropy, the increase in Sα at this step is no more than the number of qubits
of communication. Finally, at the discard step, by the additivity of the Re´nyi
entropies over tensor products, Sα is non-increasing. ✷
While lemma 4.4 is itself a consequence of the Schur concavity of the Re´nyi
entropies and Nielsen’s theorem [21], by making further use of the properties
of the Re´nyi entropies, it can be adapted to study questions that Nielsen’s
theorem does not address, like the amount of classical communication required
to perform entanglement dilution [12].
The following lemma gives dimension-independent estimates of the Re´nyi en-
tropy for states that are close together. In contrast, the analogous result for the
von Neumann entropy, known as the Fannes inequality [10], has a logarithmic
dependence on the rank of the states.
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Lemma 4.5 Let F (ρ, σ) > 1 − ǫ. For all 1/2 ≤ α < 1 the Re´nyi entropies of
order α of ρ are bounded below by
Sα(ρ) ≥ Sβ(σ) + 2α
1− α log(1− ǫ),
where β =∞ if α = 1/2 and β = α/(2α− 1) otherwise.
Proof It can be shown [11] that F (ρ, σ) is the minimum over all measurements
{Mi} of the function
∑
i
√
Tr(Miρ)Tr(Miσ). Choosing {Mi} to be projection in
a basis that diagonalizes ρ yields F (ρ, σ) ≤ ∑i(λiωi)1/2, where ωi = Tr(Miσ)
and {λi} is the spectrum of ρ. When α > 1/2, an application of Ho¨lder’s
inequality, which states that
∑
i xiyi ≤ (
∑
i x
p
i )
1/p(
∑
i y
q
i )
1/q when xi, yi ≥ 0,
p > 1 and 1/p+ 1/q = 1, with p = 2α/(2α− 1) and q = 2α, yields
log(1 − ǫ) ≤ 2α− 1
2α
log
∑
i
ω
α/(2α−1)
i +
1
2α
log
∑
i
λαi
upon taking logarithms on both sides. Because the ωi are outcome probabilities
of a projective measurement, the vector (ωi) is majorized by the spectrum of
σ [1]. The Schur concavity of the Re´nyi entropies then implies that Sβ(ωi) ≥
Sβ(σ), completing the proof of the lemma for α 6= 1/2. The α = 1/2 case follows
by taking limits. ✷
Because the previous result makes no reference to the rank of the states ρ
and σ, it can be combined with lemma 4.4 to yield a family of bounds on the
transformation complexity in the presence of unlimited amounts of entangle-
ment. These bounds, in turn, provide a convenient way to derive bounds on the
quantum communication complexity of distributed function evaluation.
Theorem 4.6 For any bipartite pure state |ϕAB〉 and |ψAB〉, and any 1/2 ≤
α < 1, the transformation complexity obeys the inequality
Q¯(∗)ǫ (ψAB |ϕAB) ≥ Sβ(ψA)− Sα(ϕA) +
2α
1− α log(1− ǫ), (12)
where β =∞ if α = 1/2 and β = α/(2α− 1) otherwise.
Proof Suppose that there exists a maximally entangled state |ΦkAB〉 :=
1√
k
∑k
j=1 |j, j〉 and an n-qubit protocol for transforming |ϕAB〉 ⊗ |ΦkAB〉 into
the state |ρAB〉 where F (ψAB ⊗ ΦkAB, ρAB) ≥ 1 − ǫ. By the monotonicity
of the fidelity, it then follows that also F (ψA ⊗ ΦkA, ρA) ≥ 1 − ǫ, and thus,
according to lemma 4.5, Sα(ρA) ≥ Sβ(ψA) + log k + 2α1−a log(1 − ǫ). Using
Sα(ϕA ⊗ ΦkA) = Sα(ϕA) + log k, lemma 4.4 proves that the conversion from
ϕAB ⊗ ΦkAB to ρAB requires at least Sβ(ψA) − Sα(ϕA) + 2α1−α log(1 − ǫ) qubits
of communication, regardless of the dimension k. ✷
Note that the above proof relies critically on the fact that for the maximally
entangled state Sβ(Φ
k
A)− Sα(ΦkA) = 0, which does not hold for general states.
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It should be pointed out that similar lower bounds can be derived from other
other techniques from quantum information theory, such as those of Ref. [28].
In practice, however, the ease with which the Re´nyi entropies are calculated
and manipulated can result in significant simplification over approaches based
on majorization.
5 Quantum Lower Bounds on Communication
Complexity
In this section will use our results on the complexity of state transformations to
obtain similar lower bounds on the communication complexity of functions.
Definition 5.1 For a function f : X × Y → {−1,+1} the rectangle Rf is
defined by Rxy := f(x, y) for all x ∈ X and y ∈ Y . The two marginal density
matrices of the function f are ρXf :=
1
|X||Y |RfR
T
f and ρ
Y
f :=
1
|X||Y |R
T
f Rf . The
eigenvalue spectrum σ(f) of f is the spectrum of the marginal density matrix
of f (the spectra of ρXf and ρ
Y
f are the same).
It is easy to prove that the bipartite state
|ψAB〉 = 1√|X ||Y |
∑
x∈X,y∈Y
f(x, y)|x, y〉 (13)
will have marginal density matrices ρXf and ρ
Y
f , and hence Sβ(σ(f)) = Sβ(ψA) =
Sβ(ψB).
These definitions allow us to formulate the following theorem.
Theorem 5.2 Let f : X × Y → {−1, 1} be a distributed function. The com-
munication complexity Q
(∗)
ǫ (f) is lower bounded by
Q(∗)ǫ (f) ≥ 12Sβ(σ(f)) + ββ−1 log(1− 2ǫ), (14)
for every β > 1. This lower bound applies to the uniform distribution µ(x, y) :=
1/|X ||Y | over the input values.
Proof We know by lemma 2.4 that if we define ϕ and ψ according to
|ϕAB〉 = 1√|X ||Y |
∑
x∈X,y∈Y
|xA〉|yB〉, (15)
|ψAB〉 = 1√|X ||Y |
∑
x∈X,y∈Y
f(x, y)|xA〉|yB〉, (16)
we have Q
(∗)
ǫ (f) ≥ 12 Q¯
(∗)
2ǫ (ψAB|ϕAB). Because ϕAB is a disentangled state with
Sα(ϕA) = 0 and Sβ(ψA) = Sβ(σ(f)), we use theorem 4.6 to complete the proof.
✷
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5.1 The Inner Product Function
As an example, we will apply the lower bound of the previous section to de-
termine the quantum communication complexity of the inner product function,
which is defined for two n-bit strings x, y ∈ {0, 1}n by
IP(x, y) :=
n∑
i=1
xiyi (mod 2). (17)
In the exact case with prior entanglement, it has been shown that Q∗0(IP) =⌈
n
2
⌉
[8]. The speedup of a factor of 2 is achieved using superdense coding,
which is applicable to every function. In the bounded-error case, however, the
known bounds are considerably weaker. In the same paper, the lower bound
Q∗ǫ (IP) ≥ 12 (1− 2ǫ)2n− 12 , has a scaling factor in front of the linear term n that
depends on the error rate ǫ. This is in sharp contrast with the lower bound for
the model where no prior entanglement is allowed [2]: Qǫ(IP) ≥ n2 +log(1− 2ǫ).
Here we will generalize this inequality to the setting where A and B are
allowed to use an arbitrary amount of EPR-pairs.
Theorem 5.3 The EPR-enhanced communication complexity of the inner prod-
uct function is bounded by
n
2 + log(1− 2ǫ) ≤ Q(∗)ǫ (IP) ≤ max
(
0,
⌈
n
2 +
1
2 log(1− 2ǫ)
⌉)
. (18)
This result, we should emphasize, only holds if the entangled state shared by
Alice and Bob is restricted to be of the form |Φk〉 = 1√
k
∑k
j=1 |j, j〉. In inde-
pendent work, Nayak and Salzman, using a different technique than the one we
have employed here, have recently shown that the lower bound actually holds
for Q∗ǫ (IP) as well [20].
To prove the lower bound we use our earlier theorem 5.2 in combination
with the knowlegde that the rectangle RIP is an orthogonal matrix such that
ρXIP =
1
2n I. As a result, Sβ(σ(IP)) = n for all β and the lower bound follows by
taking the limit β →∞.
For the upper bound consider q qubits of communication used in a super-
dense coding scheme such that Alice can send Bob 2q bits of information about
her n-bit input string. Bob can then guess the value of x on Alice’s remaining
n − 2q bits, expecting to be correct with probability 22q−n. On the occasions
that he has guessed correctly, he can evaluate IP without error, otherwise, he
can expect to be correct half the time. Therefore, the probability of success for
the resulting protocol will be 1− ǫ ≥ 22q−n + 12 (1 − 22q−n). Taking logarithms
then reveals that for this protocol: q ≤ n2 + 12 log(1 − 2ǫ).
Observe also that any protocol that uses prior entanglement and classical
communication (with complexity measure C∗ǫ (IP)) can be simulated at half
the cost using superdense coding and that the optimal quantum protocol con-
structed here simply involves one-way communication from Alice to Bob. It
follows that C∗ǫ (IP) ≥ 2Q(∗)ǫ (IP) = n+ 2 log(1− 2ǫ).
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5.2 Lower Bound for a Promise Function
Consider the distributed function g : Fq × Fq → {−1,+1} that is defined for all
x 6= y as the quadratic character of the difference between x and y ∈ Fq:
g(x, y) :=
{
+1 if x− y is a square in Fq,
−1 if x− y is not a square in Fq. (19)
(See [13] for the various properties of quadratic characters.) Here we will give an
almost tight lower bound on the communication complexity Q
(∗)
ǫ of this function
using the Re´nyi entropic methods of the previous sections.
First we should note that g is not defined on all input pairs (x, y), which
means that g is an example of a ‘promise function’. Because of this, we cannot
directly apply the lower bound method of theorem 5.2 as this assumes the
uniform prior distribution over the input states. Instead, we will have to prove
our lower bound for the correlated distribution µ(x, y) = 1q(q−1) for x 6= y, and
µ(x, x) = 0. Fortunately this is possible with the help of theorem 4.6, which
can deal with initial entangled states ϕAB .
Theorem 5.4 Let g : Fq × Fq → {−1,+1} be the function defined in Equa-
tion 19. The EPR-enhanced communication complexity of this quadratic char-
acter function is bounded
log(q − 1)− 2 + 2 log(1− ǫ) ≤ Q(∗)ǫ (g) ≤ ⌈log(q)⌉. (20)
Specifically, the lower bound applies to the distribution: µ(x, y) = 1q(q−1) for
x 6= y and µ(x, x) = 0 over the q(q − 1) input pairs (x, y).
Proof The upper bound is trivial: the set Fq has q elements, hence ⌈log q⌉
bits are sufficient for Bob to transmit the value of y to Alice.
For the lower bound, define the initial and final states ϕ and ψ
|ϕAB〉 = 1√
q(q − 1)
∑
x 6=y∈Fq
|xA〉|yB〉, (21)
|ψAB〉 = 1√
q(q − 1)
∑
x 6=y∈Fq
g(x, y)|xA〉|yB〉. (22)
For the quadratic character the following ‘shift property’ holds (see [13]):
∑
x∈Fq
g(x+ r)g(x + s) =
{ −1 if s 6= r,
q − 1 if s = r. (23)
It is thus not hard to see that the marginal density matrices of the two states
are ϕA =
1
q(q−1) [I + (q − 2)J ] and ψA = 1q(q−1) [qI − J ], where I is the q-
dimensional identity matrix, and J is the ‘all ones’ matrix of the same di-
mension. The respective spectra are thus σ(ϕA) = (1 − 1q , 1q(q−1) , . . . , 1q(q−1) )
13
and σ(ψA) = (
1
q−1 , . . . ,
1
q−1 , 0). With this knowledge we can employ the lower
bound of Theorem 4.6. For (α, β) = (12 ,∞) the entropies of the two spectra
are S∞(ψA) = log(q − 1) and S1/2(ϕA) = log(4 − 4p ) < 2, and hence indeed
Q¯
(∗)
ǫ (ψAB |ϕAB) ≥ log(q − 1)− 2 + 2 log(1− ǫ). ✷
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