One of the problems of conventional edge detectors is the difficulty in distinguishing noise and true edges correctly using a simple measurement, such as gradient, local energy, or phase congruency. This paper proposes a performance improvement algorithm for edge detection based on a composite measurement called Edge Likelihood Index (ELI). In principle, given a raw edge map obtained from any edge detectors, edge contours can be extracted where gradient, continuity and smoothness of each contour are measured. The ELI of an edge contour is defined as directly proportional to its gradient and length, and inversely proportional to its smoothness, which offers a more flexible representation of true edges, such as those with low gradient, but continuous and smooth. The proposed method was tested on the South Florida data sets, using the Canny edge operator for edge detection, and evaluated using the Receiver Operator Characteristic curves. It can be shown that the proposed method reduces Bayes risk of ROC curves by over 10% in the aggregate test results.
INTRODUCTION
In the history of image processing, many edge detection methods have been devised, which differ in their purpose and in their properties. To summarize, it is observed that these methods typically compose of three sequential steps: differentiation, smoothing and labeling 28 . The first step of computing the derivatives of an image intensity function is often used to extract useful and representative edge information. However, it is well-known that derivatives are sensitive to noise and other local variations, which could produce a considerable amount of false edges. In a nutshell, it is not easy to design a method that will extract all the true or meaningful edges and not respond to other features that do not carry as much importance but have similar characteristics.
The second step of smoothing is designed to reduce the erratic effect of differentiation 2 , which in turns introduces a different set of problems, i.e., reduction in gradient peaks and displacement of prominent features in the image plane 20 . Therefore, the third step of labeling is required to localize edges and increase signal-to-noise ratio by suppressing false edges 28 . In some of the early gradient detectors, edges were simply localized by thresholding the edge map. The classification of true or false edges is then based upon whether a selected property of the edge pixel is above or below yet another threshold. Although further improvement can be achieved by extracting local maxima of the gradient modulus along the direction of the gradient vector 5 , the selected property is usually a simple measure, such as gradient value or local energy. However, it is not necessary the case that true or meaningful edges must have, for example, higher gradient value than the noise or trivial features. As it is, some true edges may be regarded as false edges or trivial features including noise may be incorrectly recognized as true edges.
To address this issue, Canny used edge continuity as a criterion when performing the classification 6 . In essence, a low threshold is used in conjunction with a high threshold where pixels having gradient higher than the high threshold are considered as edge pixels. For those pixels with gradient below the high threshold, any of these pixels above the low threshold that can be connected to any pixels above the high threshold are then labeled as edge pixels. As a result, it generally gives a better set of detected edges, and is one of the popular edge detection methods around. The Canny approach proves that edge continuity does have a role in defining true edges. On the other hand, it is reasonable to assume that some weak but true edges may have gradient value higher than the low threshold but are not connected to any edge pixels above the high threshold, in which case, they will be discarded as non-edge pixels. This could well the case when all its connected pixels have gradients below the high threshold.
For example, as depicted in Fig.1(a) , there are two pentagons in the test image with the right-hand one having lower gradient at the boundary and a smooth interior, while the left-hand one having higher gradient at the boundary and noisy spikes within. When we use a gradient based edge detector with relatively low threshold, both the pentagon boundaries are detected, but also abundant false edges appear inside the left-hand pentagon ( Fig.1(c) ). On the other hand, if we increase the threshold value gradually, the false edges within the right-hand pentagon can be eliminated eventually. However, the penalty is that the right-hand pentagon is not detected at all because of the high threshold ( Fig.1(d) ). Fig.1(g ) and (h) depict the gradient histograms of true edges and false edges. From the histograms, we can see that the true edges of the right-hand pentagon fall within the same band as the noise and therefore cannot be separated properly. The reason for this is that the conventional approach discussed so far concerns the choice of the simple measure. When a gradient operator is used, the measure would be the gradient modulus 6, 21, 22, 24, 15 ; when the local energy model is used, the measure would be the phase congruency modulus 17, 18, 13, 14 . However, none of these measurements can solely represent the property of edges in totality. When a particular measure is chosen, some of the true edges may have values lower than say the trivial features, which will result in them being eliminated instead of the trivial features.
We believe that if other properties of these edges can be utilized, then the performance of edge detection will be enhanced. The question is thus what other properties should be considered and how should they be utilized? Our argument is that true edges are usually represented by significant and consistent local intensity variations. For instance, a meaningful edge normally has certain length and smoothly changing curvature, apart from its gradient magnitude and direction. Although this argument is not totally encompassing as there may be edges that are short with high curvature, such edges tend to associate with fine or textural features or noise in an image, which in fact do not have strong impact if they are not detected. Conversely, if they are detected, they would need to be removed or ignored at a later stage. Therefore, it will not be harmful if these edges are not extracted at the edge detection stage.
On this basis, we propose to describe an edge by a composite measure of the gradient, length (or continuity), and curvature (or smoothness). We call this description the Edge Likelihood Index (ELI). Given a raw edge map obtained from any traditional gradient-based edge detector with relatively low threshold (so that most of the true and false edges are retained), edge contours are extracted and for each contour its gradient, length and curvature are calculated, details of which will be explained in Section 2. The ELI of an edge contour is defined as directly proportional to the gradient and length of the contour and inversely proportional to its curvature. Furthermore, these variables are raised to the power of p, q and r, respectively for optimization purpose. Finally, an empirical threshold of ELI is used to set apart true edges from false edges. Compare this approach with those that use a simple measure, the consideration of edge length and curvature helps to identify edges more accurately, and there is more flexibility in the proposed method, as the parameters p, q and r in the ELI definition can be tuned. Consequently, it can produce a more accurate edge map, with little trivial features and To investigate the performance of the proposed method, an objective evaluation method is needed. Previous and recent research literatures in this area are plentiful 1, 10, 9, 19, 23, 7, 25 . Bowyer et al 4, 26 empirically evaluated the performance of a set of eight edge detectors on the South Florida data set by using receiver operating characteristic (ROC) curves, which was a broadly used evaluation technique in computer vision. Our proposed method was also tested on the South Florida data sets, and evaluated using Bowyer's method. From the evaluation result, the proposed method can reduce Bayes risk of ROC curves by over 10% in aggregate test results. This paper is organized as follows: in Section 2, our proposed method is presented in detail. Section 3 describes the evaluation method we have adopted. In Section 4, we depict the experiment result and provide an analytical discussion of the results, as well as the setting of the parameters. Conclusion of our investigation and proposal is given in Section 5.
DETAILS OF THE METHODOLOGY
As depicted in Fig.2 , the proposed methodology relies on a raw gradient map and an edge map generated by any traditional edge detectors. The only requirement of this detector is that a low enough threshold is set so that most of the edges, true or false, are retained in the maps. Given the edge map, each contour is considered in turns, from which three parameters are computed, namely, contour mean gradient, length and curvature. The mean gradient represents the general intensity characteristic of the contour. As it is not the only parameter evaluated, true edges may have low mean gradient values, and yet still being classified as edge. The length of a contour is an important factor to determine whether it is a true edge or not. In fact, a long contour invariably indicates a true edge, while short contours are less indicative. Short contours mostly likely represent information that may not be meaningful. The curvature represents the flatness of the contour. Contours that have low mean curvature are more likely to represent a true edge. However, if a contour is round, it may be judged as non-edge due to its relatively high curvature. Therefore, the ELI is a measure that fuses the three parameters to give a more balanced evaluation of meaningful edges.
In our actual experiment, Canny 6 edge detector was selected to produce the raw maps because of its good detection performance. The following lists the main algorithmic steps of our proposed algorithm: (1)) using relatively lower thresholds (sigma=1, high=0.05 and low=0) and generate the corresponding gradient map (GM) and edge map (EM).
[GM, EM]=Canny(low, high, sigma)
2. Extract image edge contours from the edge map: First, all edge pixels which connected each other are grouped together into sequences by performing an 8-connected component labeling operation 8 . Then these sequences are split at junction to get contours. The splitting operation is to make these contours not to be bifurcate. Finally, the endpoints of contours are checked to merge successive contours and we can get an edge contour set:
,m is the total number of contours, N ) , ( 
4. Compute mean gradient of contour:
5. Compute curvature of the contours based on the Curvature Scale Space (CSS) 16 technique, where curvature was defined as following:
and where , , , ,
and is the convolution operator, while where p, q, and r are variables for optimization. 7 . Normalize ELI as follows:
8. Using NELI to find meaningful edges, and deduce the final edge map (FEM): It should be noted that the threshold T, and the exponents p, q, r in Eqt(7) are adjustable parameters in the proposed method. It is found that when we set p=q=r=1, true edges with gradient lower than noise can be identified and detection performance for most of images can be improved. On the other hand, the detection result can be further tuned if these parameters are adjusted per image. The threshold T can be determined empirically or determined automatically as in other traditional edge detectors. Fig.3(a) depicts one of the test images from the South Florida data set, which the Canny edge map and the edge map for the case of p=q=r=1 and T=0.08 are shown in Fig.3(c) and (d) , respectively, where the ground truth is shown in Fig.3(b) . Generally, the proposed method detected most of the prominent edges with a few exceptions, one of which is the back edge of the brick. This edge is long with small curvature, but its gradient value is so low that its ELI is not large enough to be included as a meaningful edge. Another example is the small wood chip at the lower center of the image. Although its gradient intensity is reasonable, its short length and high curvature cause it to be discarded. On the other hand, the piece of black stick on its left was detected because of its long and straight feature. Compare this with the Canny edge map, it is found that Canny suffers from similar problem, for instance, it missed two edges at the top left-hand corner, the back edge of the brick, the back edges of the two holes and the long black stick at the bottom left. However, it is able to detect the small wood chip at the lower center. The major issue of the Canny detection is the detection of numerous fine features of the wood chips on the ground, populated on the lower half of the image. Although straightly speaking these can be classified as edges, their contribution to the interpretation of the image content however is questionable. Compare the two edge maps with the ground truth, it appears that Fig.3(d) resembles more closely to it than Fig.3(c) . However, visual inspection is primarily subjective. We therefore need a more objective method for a detailed evaluation. 
EVALUATION METHODOLOGY

Preliminary Evaluation
Real and Ground Truth Images
In terms of test images, we have chosen the South Florida data set because of their complexity. The images in the set are approximately 512 by 512 pixels, with 256 levels of grey levels. There are broadly divided into two categories. The first category contains "object images" taken from typical surroundings; and the second category contains "Aerial images" of both oblique and vertical views. The data set also contain the ground truth of these images, which were manually created for each image, in the form of specified edges that should be detected and specified regions in which no edges should be detected. It should also be noted that the South Florida images have a 3-value ground truth. The three values are: (1) edge; (2) non-edge (background); and (3) pixels close to edges and some texture regions in the background. The pixels in the 3 rd set are not counted in the evaluation. These criteria can be criticized as giving a misleading measure of the performance of an edge detector 11 . In our evaluation, as shown in Fig.4 , we reclassify the South Florida pixels as either edge or non-edge (which is the union of the 2 nd and 3 rd sets).
EXPERIMENTAL RESULTS AND ANALYSIS
Comparison with the Canny detector
In Bowyer's papers 4, 26 , Canny was considered as one of the best edge detectors. Therefore, in this section, ROC curves of Canny detection and Canny detection with ELI (C-ELI) are presented and studied. As we only used the edge and non-edge values in the ground truth, the FN and FP value are larger than those presented in Bowyer's research.
In this evaluation, we attempted to set fine enough parameter sets for both methods in order to determine the best detection performance in the ROC curves. For Canny detection, Sigma was selected from 0.5 to 2.0 by step of 0.5, high was from 0 to 1 by of step 0.05, and low was from 0 to high by step 0.05 as well. For the C-ELI detector, a 4 4 4 11 parameter matrix was defined to describe the combinations of p, q, r and T, where p, q, r varied from 0.5 to 2.0 by step of 0.5, and T varied from 0 to 0.2 by step of 0.02.
A set of 15 images was selected from the South Florida date set for evaluation, including object images and aerial images. Among these images, the block image is further selected to show the evaluation results, which ( Fig.3(a) ) contains long straight edges and some other trivial details. Fig.5(b) is the aggregated result of all the 15 test images produced by averaging individual ROC curves. In the aggregate test result, the proposed method reduces Bayes risk by 11% and reduces AUC by 4%. For the block image, these two measures are reduced by 59% and 62% respectively. It appears that long straight edges as evident in the block image benefit more from the proposed method. Fig.6-8 depict some of the detected edge maps. In these figures, the results with the smallest sum of FN and FP of C-ELI and Canny are shown in (a) and (b) respectively, and in general, the ELI results have better performance than the Canny results. In the block image, the back holes of the brick are weak and hard to detect. They do not appear in the Fig.6 (b) since they have lower gradient than the boundary of the wood chips. On the other hand, these edges are detected by the C-ELI method (Fig.6(a) ), because of the higher ELI value due to their length and smoothness. The back edge at the top of the brick is another weak edge which has low gradient. Even the C-ELI method has difficulty detecting the complete edge line. This is because the edge is so weak that it was not even included in the raw edge map. Yet another example to demonstrate the power of the proposed method can be seen at the top left-hand corner of the image, where Canny missed some of the long edges, but the proposed method retained them all. Furthermore, false edges derived from the wood chips appear in the Canny result, but are suppressed by the proposed method. Similarly in Fig.7 , boundary of the egg top was disjointed in the Canny result, while the C-ELI result detected all the meaningful edges. In Fig.8 , the C-ELI result depicted a clear suppression of texture features in the bottom-left corner and detection of the complete vehicle front-wheel. However, it should be noted that C-ELI performed poorly for some images, e.g. plane image. This is because the object in the image has many detailed features and the resolution of the image is relatively low. Meaningful edge features, noise and other trivial features intermix and cannot be distinguished appropriately by the proposed method. 
Initial Threshold
As depicted in Fig.6(a) , the back edge at the top of the brick was not detected. In fact, it was discovered that the edge was missing in the input edge map. This problem may be alleviated by reducing the initial threshold, which would result in more edges detected, but also an increase in computational complexity for contour extraction. To investigate the impact of the threshold on the C-ELI detection, we generated a number of aggregate ROC curves for different threshold values and computed their Bayes risk and AUC, and plotted them in Fig.9 . In the experiment, the high threshold of Canny was set as different values from 0 to 0.5, and the low threshold of Canny was always set to 0. As shown in Fig.  9 (a), the C-ELI detector consistently has lower Bayes risk than the Canny detector for threshold values lower than or equal to 0.1. Moreover, the Bayes risk is rather constant in this range. This implies that as long as the initial threshold is reasonably low, the C-ELI detector is not too sensitive to changes in this value. In terms of AUC as depicted in Fig.9 (b), a minimum is achieved when the initial threshold is around 0.05. Below this, the AUC values are slightly higher, while above this, the AUC values are much higher than the Canny's. This can be explained as when the initial threshold is below 0.05, there are many spurious edges in the input edge map that tend to connect with the meaningful edges, which then cause problem to the C-ELI detector to separate them. On the other hand, if the initial threshold is high, meaningful edges may be removed from the input edge map, hence reducing the effectiveness of the C-ELI detector. Therefore, an initial threshold of 0.05 was adopted for the rest of our evaluation. 
Parameters of ELI
In the proposed method, threshold T and the exponents p, q and r are adjustable parameters, where T can be determined empirically or automatically. In the Matlab version of Canny's edge detector, the default values of high threshold are suggested to be set just higher than the gradient strength of 70% of the image pixels, so that the detected edge pixels will have around 30% of overall pixels. Similarly, default threshold of ELI can be determined automatically as follows: Sort the pixels in raw edge map according to the ELI values, and then determine the threshold that gives true edges corresponding to 3.5% of the whole image. truth. This 3.5% is lower than Canny's 30%, because the former is final edge map and the latter is followed by a non-maximum suppression operation.
For the exponents p, q and r, if we simply set p=q=r=1, the proposed method can find true edges whose gradient is lower then noise, and enhance detection performance for most of the images tested. If we adjust these parameters for every image, the method has the potential of obtaining more accurate edge labeling result. Furthermore, different edge styles may be detected by appropriately adjusting the parameter values. Fig.10 presents a test example with automatic threshold and different p, q, r. Gradient, length, and curvature are emphasized in (b), (c) and (d) respectively. As a result, some fine patterns on the plate are detected in (b), but not in (c) and (d) due to their high gradient, but either short or having high curvature. However, when length is emphasized (Fig.10(c) ), the transition from bright to dark on the egg's surface results into an edge because of its length rather than its gradient. Whereas the high curvature contours associated with the pattern printed on the plate are omitted when length is emphasized. The case of emphasizing curvature only highlights curvature as depicted in Fig. 10(d) . The bottom-left boundary of the egg, which has very low gradient and is also broken into short segments, is neither detected by Canny nor the best result of C-ELI (see Fig. 7) . With large r, much of the missing boundary is being detected. Overall, we believe the exponent parameters offer a powerful and flexible mechanism for detecting meaningful edges according to gradient, length or curvature, or a combination of these three, as well as achieving an global best solution according to a given evaluation criterion, such as Bayes risk or AUC.
CONCLUSION
In this paper, the problem of choosing a proper plausibility measure to distinguish low gradient edges from noise was investigated. A composite measurement composed of gradient, length, and curvature was defined, based on which an edge detection method was proposed. An extensive evaluation of the proposed method revealed that (1) it is effective in detecting meaningful edges and omitting trivial features; (2) it offers an improved Bayes risk an improved AUC when compared with the Canny detector; (3) it is insensitive to initial threshold of the input edge map as long as its reasonably low; (4) it limits delocalization error to the lowest level; (5) different edge styles may be detected by flexibility adjust the ELI exponents.
The main drawback of the proposed method is that if features due to noise were spatially connected to meaningful edges in the contour extracting stage, they will not be separated subsequently. This reduces the effectiveness of the proposed method in some images with low resolution but containing detailed features. It is our intention to deal with this problem in our future research and also investigate possible quantitative rules for the selection of exponents in the ELI.
