Abstract. Message Sequence Charts (MSC) is a standard language widely used in telecommunication software engineering. The latest MSC standard, MSC-2000, includes new features such as time and data. In this paper, we propose a new construct called instance delay as an extension for timed MSC to enhance further its expressiveness. We define formally the semantics of the extension based on a partial order semantics of timed MSC. We demonstrate through an application the need for this extension.
Introduction
Message Sequence Charts (MSC) [9] is a graphical and textual specification language developed by ITU-T. Since its first standardization, many features have been added to the language to enhance its expressiveness. Now it is widely used in telecommunication software engineering for specifying behavioral scenarios. It can be used to describe use cases and scenarios, to validate the behavior of distributed systems, or to specify test cases [15] . Recently, the new MSC standard, MSC-2000 [9] , has added more features such as time constraints and data. With these new concepts, MSC can be used to specify quantified timing requirements.
In this paper, we investigate further extensions to MSC for specifying timing requirements for systems with repeated behaviors. To specify a repeated scenario, we may need to specify how long the scenario takes and the interval between the repetitions. The MSC standard defines the relative time constraints between two different events, but it can not specify the delay between two occurrences of the same event. In high level MSCs (HMSC), the time offset can be used to specify the delay of a MSC, but it has some limitations as discussed in Section 3. Therefore we propose a new construct called instance delay. While the standard time offset is an offset to all the absolute time values in a MSC, an instance delay is only for one instance. Using this construct, we can specify the periodicity of instances. The periodicity of events can be specified implicitly with this construct. We define formally the semantics of instance delay and show its usage in the specification of the Radio Resource Control (RRC) protocol [1] . This paper is organized as follows. In Section 2, we briefly review the time concept in MSC-2000. In Section 3, we discuss the need for the extension. Then, in Section 4, we define formally its semantics based on our partial order semantics of timed MSC.
Time constraints are introduced in MSC-2000 so that real-time systems can be described using quantified time. In the MSC standard, time progress is the same for all instances in a MSC. All events are instantaneous. They do not consume time. A time constraint can be used to specify the delay between two events (relative time constraint), or the occurrence time of an event (absolute time constraint). A time constraint is an interval of time with upper and lower bounds. For example, in Figure 1 , the time constraint between two events a and b in the MSC T is at least 1 second and at most 2 seconds. The time unit is omitted in the figure. If the time constraint is exactly 2 seconds, we can specify it as [2] . To specify that event a occurs between the third and the fourth second, we write @ [3, 4] as shown in Figure 1 . Similarly, if an event occurs at exactly the third second, the time constraint can be written as @ [3] . A MSC can be assigned a time offset as shown in Figure 1 . According to the standard [9] , it is an offset to all absolute time values within a MSC. So the occurrence time of event a in Figure 1 is actually [5, 6] , and event b occurs in the interval [6, 8] .
Instance Delay
To introduce the concept of instance delay, we first look at an example in a client-server system. A server in the system has to respond continuously to the requests from clients. We require that the server has to respond between 1 and 2 seconds after receiving a request. We also require that a client has to wait 2 seconds to send another request after receiving the response for the previous request. In a bMSC, the first requirement can be specified as a time constraint between two events, as shown in MSC Transaction in Figure 2 . For the second requirement, however, we can not specify the delay between a response and the next request after it in a bMSC.
The second requirement actually defines a delay between the executions of MSCs. If we consider this at the HMSC level, only the whole execution time of a MSC can be specified, such as the constraint on the MSC Transaction in Figure 2 . We can not specify the delay between the first and the second execution of the MSC Transaction in the loop.
We considered the usage of the time offset as defined in the standard to specify the delay between two MSCs indirectly. As mentioned in the last section, a time offset is an offset to all absolute time values within a MSC. Since the scope of a time offset is the whole MSC, it can not be used to specify some more complex timing requirements. For example, if another client is required to wait 3 seconds instead of 2 seconds to send a new request after receiving a response, the time offset cannot express the timing requirement for the two clients in a MSC, because the clients need different offsets.
To solve this problem, we introduce a new concept called instance delay, which defines the delay between two MSCs in the manner of weak sequence. By the weak sequencing operation, two MSCs are connected instance by instance. An instance delay affects the occurrence time of events only at one instance, instead of the whole MSC.
For example, in Figure 2 , if we define the instance delay is 2 seconds for the instance Client in the MSC Transaction, and assume the Client receives the first response at time t 1 , then it can send the second request at time t 1 + 2. If it receives the second response at time t 2 , it can send the third request at time t 2 + 2, and so on. If the event of sending a request itself is constrained by an absolute time constraint that is a range of time values, then all the occurrences of sending the request should be within that range.
We define the syntax of instance delays as follows: <instance delay list> ::= instance delay <instance delay> <instance delay> ::= <instance name> <time range> [, <instance delay>] The <time range> is a range in the time domain with lower and upper bounds. Similar to the time constraints, if an instance delay is between 1 and 2 seconds, we write it as [1, 2] . If it is exactly 2 seconds, we write it as [2] . We state instance delays after the MSC name in a bMSC. If the instance delay of an instance is not specified, it can be any time value. Using an instance delay, the two requirements mentioned above can be specified as shown in Figure 3 .
Since instance delays define the delay between two MSCs, they affect the occurrence time of events in the second and later execution of the MSC only. When the MSC Transaction in Figure 3 is executed for the first time, events a and d are not affected by the instance delay. Later on, their occurrences will be delayed. This is different from the time offset, which changes the occurrence time of events even in the first execution of the MSC.
Semantics of Instance Delays
We defined the syntax of instance delay and described its meaning informally in the previous section. To verify or validate a MSC specification with instance delays, we need to define its semantics in a formal framework. In this section, we first introduce our semantics for timed MSC as defined in [17] , then we extend our semantics to handle instance delays. Unlike our previous work [17] , we only consider bMSCs and HMSCs in this paper. So the semantics is simplified here. 
Semantics of bMSC
We define the semantics of timed MSC based on timed labelled partially ordered sets (lposet) [17] . Assume Time is the time domain. P(Time) is a power set of Time, that is, P(Time) is a set of all the subsets of Time. A timed lposet is a tuple (A, E, ≤, l, D, T), in which
• A is a set of labels.
• E is a set of events.
• ≤ ⊆ E × E is a partial order on E.
• l : E → A is a labeling function, which associates an event to a label.
•
is an absolute delay function, which defines a range within which an event could occur, and
is a relative delay function, which defines possible delays between two events. The set of labels A actually defines the "meaning" of events. An event could be message output, message input, internal action, start timer, stop timer, or timeout. The labels for these events are defined as follows:
• send(i, j, m): instance i sends a message m to instance j,
a): instance i performs an internal action a, • starttimer(i, T, n): instance i sets a timer T with a time-out period n, • stoptimer(i, T): instance i cancels the timer T, and • timeout(i, T): the timer T in instance i expires.
We associate every event in a MSC with a unique label. If an instance sends a message m twice to another instance, we relabel them as m1 and m2. In the MSC standard, a message output or message input event can be associated with a message instance name to ensure that the textual notation corresponds to the graphical notation. So it is reasonable to consider that messages contained in a MSC can always be differentiated. Similarly, a timer T can also be associated with a timer instance name as defined in the standard. We also consider that timers can be differentiated.
We say that an event e is a minimal element in E according to ≤ when there is no event e' ∈ E such that e' ≠ e and e' ≤ e. An event e is a maximal element in E according to ≤ when there is no event e' ∈ E such that e' ≠ e and e ≤ e'. Using φ to represent the empty set, we define a lposet ε = (A, E, ≤, l, D, T) as an identity lposet in which A, E, ≤, l, D and T are φ. In a MSC, if absolute or relative time constraints are not specified explicitly for some events, we consider them as [0, ∞).
The semantics of a bMSC is defined as a lposet, which contains all the events in the bMSC and specifies the partial order between them. The orders are determined by message exchanges and instance axes. Along each instance axis, events are ordered from top to bottom. Between different instances, a message output event must occur before the corresponding message input event. For example, the semantics of the MSC Transaction in Figure 2 is a lposet (A, E, ≤, l, D, T) where: 6.
• A: {send(Client, Server, request), receive(Server, Client, request), send(Server, Client, response), receive(Client, Server, response)} • E: {a, b, c, d} 
Semantics of HMSC
and E q i are the sets of events that occur at instance i, When composing sequentially a lposet p with itself, we need to relabel the events in the second occurrence of p to make them different from the events in the first occurrence. However, the time constraints are not changed. So all the occurrences of an event are constrained by the same time constraint.
The alternative composition (#) of two lposets is a set of lposets:
For two sets of lposets P = {p 1 , p 2 , .... p n } and Q = {q 1 , q 2 , .... q k }, we define their sequential (˚), alternative (#) and parallel (||) compositions as follows:
• P˚ Q = {p i˚ q j | p i ∈ P, q j ∈ Q, 1 ≤ i ≤ n, 1 ≤ j ≤ k}, • P # Q = P ∪ Q, 7.
• P || Q = {p i || q j | p i ∈ P, q j ∈ Q, 1 ≤ i ≤ n, 1 ≤ j ≤ k}. In a HMSC, MSC references are connected by the operation of sequence (seq), alternation (alt) or parallel (par). A MSC reference may refer to a bMSC or another HMSC. Since a bMSC is represented by a lposet, operations on bMSCs can be mapped to compositions on lposets. Operations on HMSCs can be mapped to compositions on sets of lposets. Using M to represent the mapping of a bMSC (HMSC) to a lposet (a set of lposets), we have the following mappings for the operations on two MSCs A and B:
Moreover, a HMSC can specify the repeated behavior of a system by cycles. A cycle in HMSC can be translated to a loop expression. Using L to represent a bMSC, the notation loop <n, m> L means that L will be executed at least n times and at most m times. However, if some events in L are constrained by absolute time constraints, the number of times that M can be executed may be changed, because all the occurrences of an event have to satisfy its absolute time constraint according to the semantics of sequential composition.
For example, let us consider a loop expression loop <inf> M, in which M is shown in Figure 4 . All the occurrences of events a and b should satisfy their absolute time constraints (@ [1, 3] and @ [2, 5] respectively). If we choose non-negative real numbers as the time domain, then MSC M can be executed infinite times. However, if we choose non-negative integers as the time domain, event a and b can only be executed 3 times. In another example, we have a loop expression loop <2, 3> L, in which L is shown in Figure 4 . In MSC L, event b is constrained by an absolute time constraint. It specifies event b can only occur at that absolute time point (the fifth second). So event b can only occur once. It results in that MSC L can only be executed once, although the loop boundary is <2, 3>. In these examples, the time constraints refine the loop boundary. It can terminate the loop before the loop boundary is reached.
Without limiting the choices of time domain, the semantics of a loop can be defined as one of the following two sets of lposets: Here m represents the maximal number of times that A can be executed without violating the absolute time constraints in A. The loop will terminate when the time constraints can not be satisfied, or the loop boundary is reached. How to determine m is not discussed in this paper.
We
, we need to relabel message events and timer events in MSC A so that they are unique in the iteration. For an infinite loop, the set may contain an infinite number of lposets.
With the compositions on lposets and the mapping of operations on MSCs to these compositions, the semantics of a HMSC is defined as a set of timed lposets. For example, using a lposet p to represent the MSC Transaction in Figure 2 , the semantics of the HMSC in the same figure is an infinite set {p, p 2 , p 3 , ...}.
Extending the Semantics for Instance Delays Now we consider the semantics of instance delays. We extend the definition of lposet as (I, A, E, ≤, l, o, D, T), in which I is a set of instances, and o: I → P(Time) is a function
that associates an instance to a set of time values. In a lposet, we say an event e is the local minimal element in an instance when there is no event e' in the same instance such that e' ≠ e and e' ≤ e. An event e is the local maximal element in an instance according to ≤ when there is no event e' in the same instance such that e' ≠ e and e ≤ e'. The sequential, alternative and parallel compositions of lposets also need to be extended to take instance delays into account. For two lposets p = (I p , A 
and E q i are the sets of events that occur
i and it is the local maximal event in the instance i, f ∈ E q i and it is the local minimal event in the instance i, o q (i) is the instance delay of i in q} ≤' and T are same as before. T ' adds the new relative time constraints between the local maximal events in the lposet p and the local minimal events in the lposet q.
The alternative composition (#) is a set of lposets:
The parallel composition (||) is a lposet:
9.
The semantics of a bMSC with instance delays is represented by an extended lposet. The semantics of a HMSC is a set of extended lposets. For example, the MSC Transaction in Figure 3 is given by an extended lposet p = (I, A, E, ≤, l, o, D, T), in which  E ={a, b, c, d}, T(b, c) = [1, 2] , and o(Client) = [2] . The semantics of the HMSC in Figure 3 
An Application
To demonstrate the need and the usage of the extension, we consider the measurement process in the Radio Resource Control (RRC) protocol. In the WCDMA wireless communication network, a User Equipment (UE) keeps measuring the power of radio signals received from Base Stations (BS). On the request of a BS, the measurement result can be sent back to the BS periodically. Specifically, a BS sends a Measurement Control message to indicate how often the UE should report the results. Then the UE sends Measurement Report messages periodically to the BS. Consider there are two kinds of UEs. One needs to report the result every 12 seconds, and another needs to report every 24 seconds. Using instance delays, we specify the measurement process of two UEs with different periods in Figure 5 . For the sake of simplicity, we only show the measurement control and report messages. We also add absolute time constraints on the events of receiving the measurement control (@ [2] ) and sending the measurement report on UE1 and UE2 (@ [2, 50] and @ [2, 80] respectively).
The MSC Control in Figure 5 can be represented by a timed lposet M 1 = ( • o 1 = {(BS, [0, ∞)), (UE1, [0, ∞)), (UE2, [0, ∞))}, the instance delays are not specified in the MSC, so we consider that they can be any time value.
, the absolute time constraint for event a and c are not specified in the MSC, we consider them as [0, ∞).
• For the function T 1 , all the relative time constraints between events are not specified in the MSC, we consider their default values as [0, ∞). Similarly, we can use a timed lposet M 2 = (I 2 , A 2 , E 2 , ≤ 2 , l 2 , o 2 , D 2 , T 2 ) to represent the MSC Report in Figure 5 , in which
• l 2 = {(e, send(UE1, BS, report)), (f, receive(BS, UE1, report)), (g, send(UE2, BS, report)), (h, receive(BS, UE2, report))}, • ≤ 2 = {(e, f), (g, h), (f, h)} + , those reflexive pairs are omitted.
The semantics of the HMSC in Figure 5 can be represented by a set of lposets: Figure 5 can be represented by a set of three lposets:
We proposed the instance delay as an extension to MSC-2000. More importantly, we defined formally its semantics based on our denotational semantics for timed MSC. In this semantics, both relative and absolute time constraints defined in MSC-2000 are considered. A bMSC is represented by a timed lposet. A HMSC is represented by a set of timed lposets. If a HMSC contains infinite loops, this set is infinite. It is straightforward to describe the semantics of HMSCs using infinite sets of lposets. However, analysing HMSC specifications with infinite loops is challenging. [12] associate each event and each communication in MSC with a duration. A MSC is transformed to order automata. In MSC-2000, a duration can be specified between any two events, not just between pair of communication events.
R. Alur et al. [2] interpreted timed MSC as partial orders with timing functions that map each pair of events in the partial order to a time interval. In their timed MSC, time constraints can only be imposed on pair of events. They do not consider absolute time constraints for events, and only bMSCs with sending and reception events are taken into account.
Similarly, H. Ben-Abdallah and S. Leue [3] use timing delay intervals and timer events to express timing constraints. A MSC is interpreted as traces that are consistent with the partial order of events. They define a timing assignment that assigns a time stamp to each event in a trace. They do not consider absolute time constraints.
Conclusion
To specify periodical behaviors more precisely, we introduced instance delays as an extension to MSC-2000. Using this extension, we can specify the delay between two MSCs in a HMSC, and the periodicity can be specified at the instance level. The concept of instance delays is consistent with the weak sequence composition. To define the semantics of this extension, we extended our partial order semantics of timed MSC. With the application to the RRC protocol, we demonstrated the need for this extension.
Time constraints in HMSC bring some new challenges. Among them, for instance, the consistency of time constraints is an important one. In this paper, we did not discuss how to determine the number of times a loop can be repeated without violating time constraints of events in the loop. We are currently working on this issue.
