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Three science fiction prototypes explore AI's potential weaponization.
T he following science fiction prototypes explore AI's potential threats to not only our personal and professional lives but also the security of corporations and nations. They expose areas for further research as well as debate. And they reveal the need for engineering and process tools to establish safeguards and for checks and balances to disrupt, mitigate, and recover from these possible dark futures. (For more, see "The New Dogs of War: The Future of Weaponized Artificial Intelligence" ASU Threatcasting Lab, Sept. 2017; threatcasting .com/media/.)
THE AI WEAPONS FACTORY
Ahmed recognized Gill Dougherty's genius even back in their college days in the US, before his friend became the dreamer, visionary, and tech millionaire he was today.
Ahmed knew Gill needed funding and support to develop his most ambitious project to date: a super AI that could manage the world's energy and end climate change. Mired in politics, the US wouldn't help. But Ahmed's small, wealthy, energy-rich country could.
As president of the largest university in his country, Ahmed made an offer of support. Gill accepted, and his team of researchers soon relocated and began work, trying to save the world.
What they didn't realize was that they were actually building the world's largest AI weapons factory, one capable of invading every country in the region. Gill and his team weren't saving the world-they were ending it.
TRUST FALL
Dr. Lin Lei had spent her life worrying about the causes that no one else seemed to care about. So it didn't surprise her family that, after becoming a doctor, Lin moved to rural Taiwan to serve the poorest villages. With little funding and no support staff, Dr. Lei learned to rely on her medical AI to keep her current and solve her patients' unique and tricky problems.
One afternoon, Dr. Lei paid a house call to a young mother who'd been experiencing gastrointestinal disease symptoms. Typically, she would prescribe hyoscyamine or dicyclomine, depending on which was easier to get. But this day, her AI recommended something different, and for the first time in two years, Dr. Lei disregarded the AI.
By the time Dr. Lei returned to her practice, the seemingly minor incident was weighing heavily on her mind. The AI had clearly been wrong. Had it been wrong before and she just hadn't noticed? Why did it get such a simple case wrong? What was behind it? Or, more importantly, who?
A HOLE IN THE HEART
Harmony didn't want to let go of her lifeless baby's body. Aziz was so tiny and frail; he'd been sick longer than any six-month-old should've been. The AI doctors had told her it was sickle cell disease, but none of the treatments had worked. Aziz's pain had been so intense that he'd literally screamed his voice away. A baby with no voice … and now he was dead.
With nothing to lose, Harmony plunged into a world of corrupt governments, foreign nongovernmental organizations, and questionable technologies. She discovered that babies across Nigeria were dying, all of sickle cell disease-and that the AI doctors couldn't do anything to stop it.
Harmony's research uncovered a flaw in the AI doctors that everyone trusted so much. But Harmony questioned whether a poor, single, Nigerian woman with a hole in her heart could make a difference. 
