Abstract-A number of recent works have proposed to solve the line spectral estimation problem by applying an off-the-grid extension of sparse estimation techniques. These methods are more advantageous than classical line spectral estimation algorithms because they inherently estimate the model order. However, they all have computation times which grow at least cubically in the problem size, which limits their practical applicability for large problem sizes. To alleviate this issue, we propose a low-complexity method for line spectral estimation, which also draws on ideas from sparse estimation. Our method is based on a probabilistic view of the problem. The signal covariance matrix is shown to have Toeplitz structure, allowing superfast Toeplitz inversion to be used. We demonstrate that our method achieves estimation accuracy at least as good as current methods and that it does so while being orders of magnitudes faster.
I. INTRODUCTION
The problem of line spectral estimation (LSE) has received significant attention in the research community for at least 40 years. The reason is that many fundamental problems in signal processing can be recast as LSE; examples include direction of arrival estimation using sensor arrays [1] , [2] , bearing and range estimation in synthetic aperture radar [3] , channel estimation in wireless communications [4] and simulation of atomic systems in molecular dynamics [5] .
In trying to solve the LSE problem, classical approaches include subspace methods [6] such as MUSIC [7] or ESPRIT [8] which estimate the frequencies based on an estimate of the signal covariance matrix. These approaches must be augmented with a method for estimation of the model order. Popular choices include generic information theoretic criteria (e.g. AIC, BIC) or more specialized methods such as SORTE [9] , which is based on the eigenvalues of the estimated signal covariance matrix. Subspace methods typically perform extremely well if the model order is known, but the estimation accuracy can degrade significantly if the model order is unknown.
The stochastic maximum likelihood (ML) method [2] is known to be asymptotically efficient (it attains the Cramér-Rao bound as the problem size tends to infinity) [2] . Unfortunately it also requires knowledge of the model order and involves the maximization of the highly multi-modal likelihood function [10] , [11] .
Inspired by the ideas of sparse estimation and compressed sensing, many papers on sparsity-based LSE algorithms have appeared in recent years, e.g. [1] , [12] . In particular, the LSE problem is simplified to a finite sparse reconstruction problem by restricting the frequencies to a grid. Such methods inherently estimate the model order, alleviating the issues arising from separate model order and frequency estimation in classical methods. The granularity of the grid leads to a non-trivial trade-off between accuracy and computational requirements. To forego the use of a grid, so-called off-the-grid compressed sensing methods have been proposed [13] - [15] . These methods provably recover the frequencies in the noisefree case under a minimum separation condition. They suffer from prohibitively high computational requirements even for moderate problem sizes M (typically M ≥ 1024), see Sec VI.
In [16] , [17] a probabilistic view is taken on the LSE problem. Inspired by probabilistic methods for compressed sensing [18] , the model used in stochastic ML is extended with a sparsity-promoting prior on the sinusoid component coefficients. Thereby inherent estimation of the model order is achieved. The resulting algorithms have high estimation accuracy, but suffer from large computational complexity (it grows as O(M 3 ) in the problem size M ). In this work we use a variant of the probabilistic models in [16] , [17] .
In this contribution we introduce a novel low-complexity algorithm for solving the LSE problem. The method is rooted in a so-called superfast Toeplitz inversion algorithm [19] , [20] (thereof the name of our algorithm), low-complexity Capon beamforming [21] , the Gohberg-Semencul formula [22] and non-uniform fast Fourier transforms [23] , [24] . The Superfast LSE algorithm has the following virtues: It inherently estimates the model order, has no parameters to be selected by the user and has low computational complexity. For large problem size M our algorithm has computation time orders of magnitude lower than that of current methods; specifically it scales as O(M log 2 M ) in the complete data case. It does so without any penalty in estimation accuracy: Our numerical experiments show that Superfast LSE has high estimation accuracy across a wide range of scenarios, being on par with or better than state-of-the-art algorithms.
Outline: In Sec. II we present our modelling and algorithm for LSE. Our low-complexity computational methods are presented in Sec. III (complete date case) and IV (incomplete data case). In Sec. V the algorithm is extended to the case of multiple measurement vectors. Numerical experiments are presented in Sec. VI and conclusions are given in Sec. VII.
Notation:
We write vectors as a and matrices as A. The ith entry of vector a is denoted a i or [a] i ; the i, jth entry of matrix A is denoted A i,j . Vector and matrix indices are 1-indexed. Let b be a binary vector (containing only zeros and ones) of the same dimension as a, then a b denotes a vector which contains those entries in a where the corresponding entry in b is one. The Hadamard (entrywise) product is denoted by .
II. AN ALGORITHM FOR LINE SPECTRAL ESTIMATION
We now detail the observation model and the specific objective of the LSE problem. The observation vector y ∈ C M contains time-domain samples and is given by
where the steering vector function
gives a Fourier vector, i.e., it has nth entry [ψ(θ k )] n exp(j2π(n − 1)θ k ) for n = 1, . . . , N . We also define
M ×N is a sub-sampling matrix, i.e., it is either the identity matrix (M = N , complete data case) or made of a subset of rows of a diagonal matrix (M < N , incomplete data case). The vector w is a white Gaussian noise vector with component variance β. The LSE problem is that of recovering the model order K along with the frequencyθ k ∈ [0, 1) and coefficientα k ∈ C of each component k = 1, . . . , K.
A. Estimation Model
The estimation model and inference approach we present in the following are adaptions of ideas currently available in the literature. We have carefully combined these ideas to obtain an iterative scheme which can be implemented with low complexity as described in Secs. III and IV, while achieving a performance comparable to that of state-of-the-art algorithms.
Our algorithm is based on Bayesian inference in an estimation model which approximates (1) . Specifically, to enable estimation of the model order K, we follow [17] and employ a model with K max ≥ K components 1 . Each component has an associated activation variable z k ∈ {0, 1} which is set to 0 or 1 to deactivate or activate it. The activation variables are collected in the sparse vector z. The effective estimated model order is given by the number of active components. Based on (1) we write our estimation model
where θ k ∈ [0, 1) and α k ∈ C are frequencies and coefficients for k = 1, . . . , K max and we have defined A(θ) ΦΨ(θ). Due to the Gaussian noise assumption we have
A Bernoulli prior is used to promote deactivation of some of the components:
where ζ ∈ [0, 1/2] is the activation probability. The restriction ζ ≤ 1/2 ensures that the prior is sparsity inducing. The coefficients are assumed to be independent zero-mean Gaussian
1 In our implementation we select Kmax = M .
where γ k is a per-component signal-to-noise ratio (SNR). The active-component variance is thus βγ k . We use this specification because it enables low-complexity estimation of the noise variance [16] , [25] , [26] . Sparsity-promoting priors have previously been used for both basis selection [18] and LSE [16] . The Bernoulli-Gaussian prior structure that we have adopted above was first used for LSE in [17] . Even though each α k is modelled as Gaussian in (5), the prior specification is significantly more general than that because the variance of each component is estimated through the per-component SNR γ k . In the numerical investigation we demonstrate that our method works well even when the true density of each coefficient is not Gaussian.
We finally use an independent and identically distributed (i.i.d.) uniform prior on the entries in θ:
If further prior information about the frequencies is available, it can easily be incorporated through p(θ).
B. Approach
By integrating the component coefficients we obtain the marginal likelihood
with C I + A(θ z )Γ z A H (θ z ) and Γ z diag(γ z ). Based on the marginal likelihood we can write the objective L − ln p(z, θ|y; β, γ, ζ)
The variables (z, θ) and model parameters (β, γ, ζ) are estimated by minimizing (8), i.e., we seek the maximum aposteriori (MAP) estimate of (z, θ) and the ML estimate of (β, γ, ζ). Our algorithm employs a block-coordinate descent method to find a local minimum (or saddle point) of (8) .
For fixed z the first three terms in (8) are equal to the objective function of stochastic ML [2] , and our approach can therefore be viewed as stochastic ML extended with a variable model order and the prior terms ln p(z; ζ) and ln p(θ).
When the above estimates have been computed, the estimated model order is given by the number of active components, i.e.K = ||ẑ|| 0 , and the entries ofθẑ are the estimated frequencies. The corresponding coefficients α z can be estimated as follows. First, write its posterior as p(α|y,ẑ,θ;β,γ) ∝ p(y|α,ẑ,θ;β)p(α;β,γ)
where
As expected the posterior of the coefficients corresponding to inactive components (those for whichẑ k = 0) coincides with their prior. These are not of interest (they are inconsequential in the model (2)) and integrating them out gives a Gaussian posterior over αẑ. If a point estimate of α z is needed, the MAP (which is also the LMMSE) estimateαẑ = µ can be used 2 .
C. Derivation of Update Equations
As mentioned, our algorithm is derived as a blockcoordinate descent method applied on L in (8) . The estimates are updated in the following blocks:θẑ,γẑ,β,ζ andẑ. Each update is ensured not to increase L.
1) Estimation of frequencies:
Even when all remaining variables are kept fixed, it is not tractable to find the global minimizer of L with respect to the vector of (active component) frequency variables θẑ. We therefore resort to a numerical method. Writing only the terms of (8) which depend on θẑ, we have
so we need to solveθẑ = arg min θẑ L(θẑ).
In [12] a similar optimization problem is solved by Newton's method. Directly applying that approach in our case leads to high computational complexity. In the following we present a modification of Newton's method with backtracking line search which can be implemented with low complexity. Note that any minimization method which is guaranteed not to increase the objective function can be used instead. Our approach finds a search direction ∆, with kth entry given by
where k ranges over the set of all currently active components. We detail how the first-and second-order partial derivatives are found below. It is seen that when the second derivative is positive, Newton's method provides a descent direction which is used. When all second derivatives are positive, our method corresponds to the multidimensional Newton method with a diagonal approximation of the Hessian. If the second derivative is zero or negative, we resort to the steepest descent direction given by the gradient, with a heuristically chosen step size of (10N ) −1 . Since each entry of the search direction ∆ has the opposite sign of the corresponding entry of the gradient, it is guaranteed that ∆ is a descent direction. Letθ 0 z contain the frequency estimates before the frequency re-estimation stage. The method now iteratively updates the frequencies as follows. Repeat for i = 0, 1, 2, . . . : 1) Set τ = 0.75 and calculate the search direction ∆.
2) Calculate candidate updateθ
=θ. Else divide τ by 2 and repeat from step 2).
The loop is terminated when max(|∆|) < (1000N max(γẑ)) −1 or a maximum number of iterations is reached. Since ∆ is a descent direction (or the zero-vector at a stationary point) each iteration cannot increase the objective L and convergence is guaranteed.
The first and second partial derivatives of L(θẑ) with respect to the kth argument, evaluated at the current estimatê θẑ, are (see [16] for some hints on how these are obtained)
where we have defined vectors
The matrix C is that in (7) evaluated atθẑ andγẑ. We have defined the diagonal matrix
In Secs. III and IV we discuss how the above vectors (15)- (21) can be calculated with low computational complexity.
2) Estimation of model parameters: With all other variables kept fixed, the objective (8) is separable in β and ζ. Observe that for fixed ζ the objective L is continuous in β on (0, ∞) and that lim β→0 L = lim β→∞ L = ∞. It has only a single stationary point in this interval, which must therefore be a global minimum. Differentiating L and setting equal to zero we get that the minimizer iŝ
Similarly for fixed β, the objective (8) is a convex function of ζ ∈ [0, 1]
The global minimizer is then found by differentiating and setting equal to zero:
3) Estimation of per-component SNRs: Even when keeping all remaining variables fixed at their current estimate, the globally minimizing vector of per-component SNRs γẑ in (8) cannot be found in closed form. 3 A gradient descent method is not suitable because the objective function can be rather "flat" in the variable γẑ (the gradient is small far away from any stationary point) and the gradient descent method therefore has slow convergence.
In sparse Bayesian learning [18] a similar estimation problem is solved successfully via the expectation-minimization (EM) algorithm. To use EM, we need to reintroduce α into the estimation problem. In order to show how EM is integrated into our coordinate-block descent method and that the update of γẑ is guaranteed not to increase (8) , it is the easiest to directly use the lower bound associated with EM (see [28] for a derivation of EM which takes a similar approach).
The updated estimate of γẑ is the minimizer of an upper bound on the objective function (8) . To obtain the lower bound we write the terms of the objective function which depend on γẑ, with all other variables kept fixed at their current estimates:
where f (αẑ) ≥ 0 is a function which fulfills f (αẑ) dαẑ = 1. The inequality follows from Jensen's inequality.
Notice that we have
) and the updated value is thus guaranteed not to increase L.
The update (25) could be applied repeatedly since an improved upper bound is used each time. Since we have not observed any advantages by doing so, we simply perform the update (25) once for each pass in the block-coordinate descent algorithm.
4) Deactivation of Components:
We now devise a method to control activation and deactivation of components. To do so, we write the terms of (8) which depend on the variables pertaining to the kth component and fix all other variables at their current estimate. Based on Woodbury's matrix inversion identity and the determinant lemma we get (see [27] for details)
with
andẑ ∼k is equal toẑ with the kth entry forced to zero. The matrixβC ∼k is thus the marginal covariance matrix of the observation vector with the kth component deactivated.
To evaluate if an active component should be deactivated, we test if the objective L is increased by doing so, i.e., we
This gives the deactivation criterion for the kth component:
This criterion is evaluated for currently active components, i.e., for k which has correspondingẑ k = 1.
For computational convenience we note that we can obtain q ∼k (θ k ) and s ∼k (θ k ) from q and s with low complexity. First,
H and use Woodbury's identity to obtain
where q i and s i are the ith entries of (15) and (17) with i denoting the index for which [θẑ] i =θ k .
5) Activation of a Component:
We now describe a method to decide if a deactivated component should be activated. This also involves estimating the frequency and the SNR of this component, because no meaningful such estimates are available before the component is activated. Any of the deactivated components are equally good candidates for activation. In the following k refers to an arbitrary k for whichẑ k = 0. If no such k exists all components are already activated and the activation step is not carried out.
Our method is again based on the decomposition (26), which we minimize jointly over (θ k , γ k ) while setting z k = 1. First we estimate θ k aŝ
where G is a grid of L equispaced values, i.e., G {0, 1/L, . . . , 1 − 1/L}. We use 16N rounded to the nearest power of 2 as the number of gridpoints L.
The minimizer in (30) is
which is obtained by following an approach similar to [27] .
Inserting (31) into (30), we get
where the constant in (26) has been ignored. The frequencŷ θ k is then easily found because the minimization in (29) is over a finite set of L possible values. In Sec. III and IV we show how q ∼k (θ k ) and s ∼k (θ k ) can be evaluated with low complexity for all θ k ∈ G. The restriction of the estimated frequencies to G in the activation step does not mean that the final frequency estimates are restricted to G, because they are refined to be in [0, 1) when updating the frequency vector. When the frequencyθ k has been calculated, the percomponent SNR of the new component is found as the minimizer of
Finally, the component is activated (ẑ k is set to 1) if the estimateγ k is non-zero 4 and
In our numerical investigation of the algorithm, we have observed a tendency to overestimate the number of components. To be specific, a number of "spurious" components with very smallγ k andα k are activated at what seems to be arbitrary frequenciesθ k . To avoid this overestimation, we heuristically modify the criterion for component activation to bê 4 Whenγ k = 0 the kth component is effectively deactivated because the corresponding coefficient α k has a zero-mean prior with zero variance, see (5) . The effective deactivation is also seen in the definition of C in (7) and it further manifests itself as µ k = 0 in (10).
i.e., the right hand side has been multiplied by 3. Our numerical experiments show that this simple approach is very effective at avoiding the inclusion of small spurious components. Since the heuristic criterion (34) is stricter than the derived criterion (33) , it is guaranteed that the activation of a component decreases the objective function. A similar criterion and an analytical interpretation is proposed in [29] .
D. Outline of the Algorithm and Implementation Details
The algorithm proceeds by repeating the following steps until convergence: 1) Check if any components should be deactivated via (28) .
2) Check if any components should be activated via the procedure described in Subsection II-C5. 3) Check if any components should be deactivated via (28). 4) Re-estimate model parameters β and ζ via (22) and (23). 5) Re-estimate the vector of per-component SNRs of active components γẑ via (25). 6) Re-estimate the vector of active component frequencies θẑ via the procedure described in Subsection II-C1. The algorithm terminates when the change in the objective (8) between two consecutive iterations is less than 10 −4 M . In step 1), 2) and 3) the check for component (de)activation is repeated until no more components can be (de)activated.
Steps 1) and 3) are identical. They are both included because their computational cost is insignificant and we have observed that checking for deactivation of components both before and after the activation step slightly reduces the required number of iterations of the algorithm in some cases.
The algorithm is initialized with all components in the deactivated stage (i.e.ẑ = 0). The initial values of the entries inθ andγ do not matter, since they are assigned when their corresponding component is activated (see Sec. II-C5). The noise variance is initialized toβ = 0.01||y|| 2 M −1 (1 % of the energy in y is assumed to be noise). The activation probability is initialized toζ = 0.2.
The maximum number of iterations used for updatingθẑ is set to 5 if any of the components has been activated or deactivated in the current (outer) iteration; otherwise it is set to 20. This is because the algorithm typically exhibits two phases: In the first phase components are activated and deactivated in each iteration, while in the second phase the set of active components does not change. When the algorithm executes the first phase, there is no need to estimate the frequencies with high accuracy, since their estimates change significantly when other components are activated or deactivated.
We note that each step of the algorithm is guaranteed not to increase the objective function (8) . The algorithm is therefore guaranteed to converge.
E. Initial Activation of Components
When the number of sinusoids K in the observed signal (1) is high, the algorithm spends significant time activating components (step 2). This is because each time a component is activated, the values q ∼k (θ k ) and s ∼k (θ k ) must be evaluated for all θ k ∈ G to calculate (29) . To alleviate the computational effort of building the initial set of active components, we propose to let the first iterations use an approximate scheme for activating components in place of step 2). During these iterations, deactivation steps 1) and 3) are not carried out. The approximate activation scheme proceeds as follows: 1) Calculate q ∼k (θ) and s ∼k (θ) for all θ ∈ G, where k is the index of a deactivated component.
which the following criteria are fulfilled:
• The per-component SNR is non-zero.
• The component activation criterion (34) is fulfilled.
• The decrease in the objective L is at least |f min |/5, where f min < 0 is the largest decrease obtained from activating a component at another candidate frequency (in the current iteration).
• All other currently active components have frequency estimates located at least 5 0.1N −1 apart from the candidate frequency.
The above method is a heuristic scheme, which quickly builds a set of activated components. Typically this set is close to the final result and only a few (in our setup less than 15 in most cases) iterations are need before convergence.
III. SUPERFAST METHOD (COMPLETE OBSERVATIONS)
The algorithm presented above has rather large computational complexity, in particular due to the inversion of C and the calculation of q ∼k (θ) s ∼k (θ) for all θ ∈ G. In this section we discuss how all updates of the algorithm can be evaluated with low computational complexity by exploiting the inherent structure of the problem. In particular we discuss how to evaluate ln |C|, y H C −1 y, q, r, s, t, u, v, x and q ∼k (θ), s ∼k (θ) for all θ ∈ G.
The method presented here is only applicable when the complete observation vector is available, i.e., when Φ = I, M = N and A(θ) = Ψ(θ). In this case the observation vector y is a wide sense stationary process and its covariance matrix C is Hermitian Toeplitz. Low-complexity algorithms for inverting such matrices are available in the literature. We also rely on fast Fourier transform (FFT) techniques.
Our approach is based on the Gohberg-Semencul formula [19] , [22] , which states that the inverse of the Hermitian Toeplitz matrix C can be decomposed as
where the entries of T 0 and T 1 are
Note that ρ i = 0 for i < 0 and i > M − 1; thus T 0 is strictly left triangular and T 1 is unit right triangular (ρ M −1 = 1). The values δ i and ρ i for i = 0, . . . , M − 1 can be computed with a generalized Schur algorithm in time O(M log 2 M ) [19] . Alternatively, the Levinson-Durbin algorithm can also be used to obtain the decomposition in time O(M 2 ). The latter algorithm is significantly simpler to implement and is faster for small M . In [20] 
The matrix C is Hermitian positive definite and can therefore be factorized uniquely as
with L being unit left triangular. The diagonal matrix D is computed with the generalized Schur algorithm. Its diagonal entries are given by δ i for i = 0, . . . , M − 1 [19] . Since the determinant of a triangular matrix is the product of its diagonal entries, we have
It follows that once the generalized Schur algorithm has been executed, the objective function (8) can easily be found.
B. Evaluating q, r and u
Note that C −1 y can be evaluated with FFT techniques using (35). We recognize that matrix-vector products involving Ψ H (θẑ) are Fourier transforms evaluated off the equispaced grid. Such products are approximated to a very high precision in time O(M log M ) using the non-uniform fast Fourier transform 6 (NUFFT) [23] , [24] . Then q, r and u are easily found in time O(M log M ) (assuming the decomposition (35) has already been calculated). 6 The NUFFT calculates the Fourier transform at arbitrary points (not lying on an equispaced grid) by interpolation combined with an FFT. It is an approximation, which can be made arbitrarily accurate by including more points in the interpolation. The NUFFT achieves a time complexity of O(M log M +K), where K is the number of off-the-grid frequency points at which it is evaluated. For K ≤ M this complexity is equal to that of the FFT, but the constant hidden in the big-O notation is much higher for the NUFFT. We have found that for M ≥ 512 significant speedups can be achieved by using the NUFFT over a direct computation of A(θẑ) and evaluation of the matrix-vector products involving this matrix. In particular the speedup arises from the fact that A(θẑ) no longer needs to be formed.
C. Evaluating s, t, v and x
Turning our attention to s, we follow [21] and note that (recall that we assume Φ = I)
for k = 1, . . . ,K whereK is the number of entries inθẑ. The function ω s (i) gives the sum over the ith diagonal, i.e.,
It is obvious that (38) can be calculated for all k = 1, . . . ,K via a NUFFT when the values ω s (i) are available. To evaluate t, v and x we follow a similar approach and note that the entries of these vectors can be written as (38) with ω s (i) replaced by
respectively. In Appendix A we demonstrate how {ω s (i)}, {ω t (i)}, {ω v (i)} and {ω x (i)} can be obtained through length-2M FFTs using the decomposition (35).
D. Evaluating q ∼k (θ) and s ∼k (θ) for all θ ∈ G
To calculate the frequency of the component processed in the activation stage, q ∼k (θ) and s ∼k (θ) must be evaluated for all θ ∈ G, where G is a grid of L equispaced points. Defining the vector of gridded frequencies θ
T , we need to find
We have used the fact that in the beginning of the activation step, the kth component is deactivated and thus C ∼k = C. Since G is an equispaced grid, products with Ψ H (θ G ) can be evaluated as a length-L FFT. The vector q G is therefore easy to find. Rewriting s G in the form (38), it is seen that s G also can be evaluated as a length-L FFT. These computations have time-complexity O(L log L) (assuming the decomposition (35) has already been calculated).
E. Algorithm Complexity
In summary, the time complexity of each iteration in the algorithm described in Sec. II is dominated by either the calculation of {ρ i } and δ M −1 with the generalized Schur algorithm or the calculation of q G and s G (we assumeK
With our choice of L we have L ≤ 32N = 32M and the complexity per iteration is thus O(M log 2 M ). Also note that all computations involving Ψ(θẑ) are performed using the NUFFT. This matrix therefore does not need to be stored, so our algorithm only uses a modest amount of memory.
IV. SEMIFAST METHOD (INCOMPLETE OBSERVATIONS)
The method presented in Sec. III is not applicable when an incomplete observation vector is available, i.e., when Φ = I. In the following we introduce a computational method, which can be used when Φ is a subsampling and scaling matrix, i.e., when Φ ∈ C M ×N has non-zero entries only at the locations (m, M m ) for m = 1, . . . , M , where the mapping M gives the sampling pattern. In this case we can still obtain an algorithm with reasonable computational complexity per iteration, assumingK is relatively small (aK ×K matrix must be inverted). For smallK the semifast approach is faster than the superfast method of Sec. III and it may therefore be beneficial to even use it in the complete data case.
The semifast method is based on the following decomposition of C −1 , obtained using Woodbury's matrix identity:
with Σ given by (11) . We can evaluate Σ −1 by noting that
which can be evaluated with a NUFFT in time O(N log N + K 2 ). Forming Σ −1 is then easy and an inversion 7 in time O(K 3 ) is needed to obtain Σ. The approach thus hinges on K being sufficiently small, such that the inverse (really, the Cholesky decomposition) can be calculated in reasonable time.
A. Evaluating y
H C −1 y, ln |C|, q, r and u
Notice that matrix-vector products involving Ψ(θẑ) and Ψ H (θẑ) can be evaluated using a NUFFT. It then immediately follows that the values y H C −1 y, q, r and u can be evaluated using (43) with complexity O(K 2 + N log N ). To evaluate the objective function (8) we need to calculate ln |C|. By invoking the matrix determinant lemma we get
which can be evaluated in time O(K 2 ) once the Cholesky decomposition of Σ −1 is known.
B. Evaluating s, t, v and x
As an example, we demonstrate how to evaluate t. We note that s, v and x can easily be obtained using the same approach. First, insert (43) into (18) to get
Using the same methodology as for computing Σ −1 , theK × K matrices A H (θẑ)A(θẑ) and Ψ H (θẑ)DΦ H ΦΨ(θẑ) can be obtained in time O (N log N +K 2 ). Then, t is found by direct evaluation in time O(K 3 ).
C. Evaluating q ∼k (θ) and s ∼k (θ) for all θ ∈ G To calculate the frequency of the component processed in the activation stage we must evaluate q ∼k (θ) and s ∼k (θ) for all θ ∈ G, where G is a grid of L equispaced points. Defining the vector of gridded frequencies θ
We have used the fact that in the beginning of the activation step, the kth component is deactivated and thus C ∼k = C. Using (43) and the NUFFT, q G can easily be found. We now describe how to evaluate s G . Inserting (43) and following the same approach as used for obtaining (38), we get
Using (43), we have
Notice that Φ H Φ is a diagonal matrix and thus ω s G (i) can be calculated for all i = − (N − 1) , . . . , (N − 1) in time O(N 2 ) when the matrix Ψ(θẑ)ΣΨ H (θẑ) is known. To obtain this matrix we write its entries as 
D. Algorithm Complexity
The above computation is dominated by either the Cholesky decomposition of Σ −1 , the 2-dimensional NUFFT required to calculate Ψ(θẑ)ΣΨ H (θẑ) or the length-L FFT involved in calculating q G and s G . Again with L ≤ 32N we have overall complexity per iteration O(K 3 + N 2 log N ).
V. MULTIPLE MEASUREMENT VECTORS
The algorithm presented in Sec. II assumes a single measurement vector (SMV). We now discuss an extension to the case of multiple measurement vectors (MMV) [30] . This case is of particular importance in array processing, where the number of observation points M is determined by the number of antennas in the array. 8 Typically M is small, which thus limits estimation accuracy. On the other hand it is often easy to obtain multiple observation vectors, across which the entries inθ (the true directions of arrivals) are practically unchanged. The MMV signal model reads
where g = 1, . . . , G indexes the observation vectors. To extend our SMV algorithm to the MMV case, we again impose an estimation model of the form (2) that contains K max components which can be (de)activated based on variables z k , k = 1, . . . , K max . The likelihood for each of the G observation vectors then reads
We impose the same prior as used in the SMV case (5) on each α (g) :
The vectors z and θ are assigned the same priors as in the SMV case, i.e., as given by (4) and (6) . Similarly to the SMV case, the MMV model has parameters γ, β and ζ. The objective to be minimized is the marginal likelihood, which for the MMV model reads
where p(y (g) |z, θ; β, γ) = CN(y (g) ; 0, βC) with C as in (7). The posterior probabilities of the coefficient vectors α (g) , g = 1, . . . , G, are given by (9) with y and α replaced by y (g) and α (g) . The procedure to estimate the variables θ, z, γ, β and ζ follows straightforwardly from the method used in the SMV case. Here we provide a brief discussion of the derivation of the update equations; refer to Sec. II for details.
To estimate θ, the first-and second-order derivatives of L MMV are needed. Denote the derivative (13) with y replaced by y (g) as
. Then we have
A similar result follows for the second derivative. The estimate of β is the minimizer of L MMV :
The estimate of ζ is unchanged from the SMV case (23) .
To estimate the per-component SNRs in γ, we write the following upper bound on L MMV :
The minimizer of the bound is found to bê
where q (g) is given by (15) with y replaced by y (g) . To write the activation and deactivation criteria for the MMV model, we rewrite the objective in terms of the parameters of a single component, analogously to (26):
where q
is given by (27) with y replaced by y (g) . We omit the details of the activation and deactivation stages, as they follow straightforwardly from (50) and the description in Secs. II-C4 and II-C5.
The insightful reader may have noticed that the calculations required for MMV are very similar to those required for SVM. In particular, the matrix C is unchanged and the methods for calculating matrix-vector products involving C −1 presented in Secs. III and IV can be utilized. All expressions which involve y (i.e., q, r, u, q G and yC −1 y) must be calculated for each observation vector y (g) . This means that in the case of complete observations, the generalized Schur algorithm can be used so that the MMV algorithm has complexity O(M log 2 M + GM log M ). With incomplete observations the semifast method can be used with complexity
VI. EXPERIMENTS A. Setup, Algorithms & Metrics
In our experiments we use the signal model (1). In the following the wrap-around distance on [0, 1) is used for all differences of frequencies; we denote this distance as d(x, y) (see Footnote 5) . Unless otherwise noted, the true frequencies are drawn randomly, such that the minimum separation between any two frequencies is 2/N . Specifically, the frequencies are generated sequentially for k = 1, . . . , K with the kth frequency,θ k , drawn from a uniform distribution on the set {θ ∈ [0, 1) : d(θ,θ l ) > 2/N for all l < k}.
The true coefficients inα are generated i.i.d. random, with each entry drawn as follows. First a circularly-symmetric complex normal random variable a k with standard deviation 0.8 is drawn. The coefficient is then found asα k = a k + 0.2 e j arg(a k ) . The resulting random variable has the property |α k | ≥ 0.2, i.e., all components have significant magnitude. We use this specification to ensure that all components can be distinguished from noise. After generating the set of K frequencies and coefficients, the noise variance β is selected such that the desired SNR is obtained, with SNR ||ΦΨ(θ)α|| 2 /(M β).
We compare the superfast LSE algorithm 9 with the following reference algorithms: variational Bayesian line spectral estimation (VALSE) [17] ; atomic soft thresholding 10 (AST) [14] ; gridless SPICE 11 (GLS) [31] ; ESPRIT [6] , [8] ; and a gridded solution obtained with the least absolute shrinkage and selection operator (LASSO) solved using SpaRSA 12 [32] .
We use the variant of GLS [31] which uses SORTE [9] for model order estimation and MUSIC [7] for frequency estimation. ESPRIT requires an estimate of the signal covariance matrix and the model order. The covariance matrix is obtained as the sample covariance matrix estimated from the signal vector split into N/3 signal vectors of length 2/3N , with forward-backward smoothing. The model order is estimated with SORTE [9] .
The LASSO solution is obtained on a grid of size 8N . We have observed that no improvement in performance is achieved with a finer grid. The regularization parameter of LASSO is selected as proposed in [14] with knowledge of the true noise variance. In the evaluation of signal reconstruction mean-squared error, we have also included an oracle estimator (denoted Oracle) which obtains a least squares solution forα with knownθ.
Three performance metrics are used: normalized meansquared error (NMSE) of the reconstructed signal, block success rate (BSR) and component success rate (CSR). The NMSE is defined as
The BSR is the proportion of Monte Carlo trials in which the frequency vectorθ is successfully recovered. Successful recovery is understood as correct estimation of the model order K and that ||d(θ,θ)|| ∞ < 0.5/N , where the association of the entries inθ to those in θ is obtained by using the Hungarian method [33] (also known as Munkres assigment algorithm) minimizing ||d(θ,θ)|| Simulation results for closely located components with complete data (Φ = I). The frequencies are generated as 5 pairs (i.e. K = 10), such that each pair has varying (deterministic) intra-pair separation, while the location of the pairs are generated randomly with non-paired frequencies at least 2/N apart (i.e., the location of the pairs are generated using a procedure similar to the one described in Sec. 
B. Estimation with Complete Data
In Fig. 1 we show performance results versus SNR. We first notice that Superfast LSE is on par with or outperforms all other algorithms in the three metrics shown here for all SNR values. In the low SNR region no algorithm can reliably recover the correct model order and the frequencies. In the plots of the CSR and NMSE, we see that Superfast LSE, VALSE and AST generally achieve the best approximation of the true frequencies. In terms of NMSE, there is a small gap between Oracle and all other evaluated algorithms, due to the uncertainty in frequency estimation (Oracle knows the true frequencies).
ESPRIT and GLS are observed to have the weakest performance at low SNR, especially in terms of CSR and NMSE. Both algorithms use SORTE to estimate the model order from the eigenvalues of the signal covariance. At low SNR it is hard to distinguish the signal eigenvalues from the noise eigenvalues, leading to the observed deterioration in performance.
At medium to high SNR, BSR of AST is about 0.75. The algorithm tends to slightly overestimate the model order (not shown here). This overestimation of model order is only visible in the behaviour of NMSE for SNR ≥ 25 dB. We hypothesise that such systematic overestimation of the model order can be avoided by adjusting the regularization parameter used in AST. Doing so would, however, mean that AST would perform worse in other scenarios. This is exactly the weakness of methods involving regularization parameters.
Finally note that LASSO is never able to successfully estimate the model order, due to the grid. In particular each true frequency component is estimated by a few non-zero entries at neighbouring gridpoints. It is visible in the CSR that LASSO indeed estimates frequencies which lie in the vicinity of the true frequencies. In some applications, e.g. channel estimation in wireless communications, it is the reconstructed signal and not the frequencies themself which are of interest. In this case LASSO may be preferable due to its simplicity. Due to the grid approximation, LASSO performs a little worse than the best of the gridless algorithms in terms of NMSE.
C. Super Resolution
The ability to separate components beyond the Rayleigh limit of 1/N is known as super resolution. The results in Fig. 2 illustrate the super resolution ability of the algorithms. In this experiment we generate 5 pairs of frequencies with varying distance between the two frequencies in each pair. The pairs are well separated (at least 2/N separation between frequencies which are not in the same pair).
The NMSE performance of Superfast LSE, VALSE and LASSO is only slightly worse at low separation when compared to the performance at large separation. It is evident that the model order and the frequencies cannot be recovered in every case (BSR below 1) when the separation is less than 1/N . Since the CSR is close to 1 and the NMSE is close to that of Oracle, these three algorithms handles closely located components well, in the sense that a good approximation of the frequencies is obtained.
AST, GLS and ESPRIT give a CSR below 1 and a rather large NMSE when the separation is small. This is despite the fact that GLS and ESPRIT do not show a significantly worse BSR compared to Superfast LSE. We have observed that this is because these algorithms significantly underestimate the model order in some cases, resulting in a large contribution to NMSE.
ESPRIT shows worse super resolution ability than Superfast LSE, VALSE and GLS (lower BSR for separation below 0.7/N ). This is because a covariance matrix of size 2/3N is formed, thus reducing the effective signal length. Fig. 3 reports the performance in the incomplete data case. The measurement matrix Φ is generated by randomly selecting M rows of the N × N identity matrix. The set of observation indices is chosen to include the first and last indices, while the remaining M − 2 indices are obtained by uniform random sampling without replacement. Only a subset of the algorithms are applicable in this case.
D. Estimation with Incomplete Data
LASSO (implemented using SpaRSA) does not give a sparse result when a fine grid is used (presumably due to numerical issues). We therefore set the grid size to max (4M, 2N ) , i.e. the grid size is at least 2N , going up to 4N when M/N = 1. Due to this coarse grid, we see that the NMSE of LASSO is significantly larger than that of the remaining algorithms.
Superfast LSE and VALSE largely show the same performance, while GLS has a slightly higher NMSE for M/N ≤ 0.5. The higher NMSE is caused by a few outliers (less than 1% of the Monte Carlo trials) where GLS significantly underestimates the model order.
E. Phase Transitions
Inspired by the concept of phase transitions in compressed sensing, we perform an experiment which shows a similar phenomenon for LSE. In particular we demonstrate that for each algorithm there is a region in the space of system parameters where it can almost perfectly recover the frequencies and a region where it cannot, with a fairly sharp transition between the two. The results, in terms of BSR, are seen in Fig. 4 .
We first note that AST has rather poor performance, which is consistent with the observation in Fig. 1 that its BSR is significantly below 1. Turning our attention to VALSE, GLS and ESPRIT, we see that these algorithms generally do not deal well with a large number of components, in the sense that the BSR is significantly below 1 for K/M ≥ 0.15. It is seen in Fig. 4f that Superfast LSE has the largest region with high probability of successful recovery (BSR ≥ 0.75).
F. Computation Times
In Tables I and II we IV, respectively. The results are obtained in MATLAB on a 2011 MacBook Pro. To avoid differences in results based on the amount of parallelism achieved in each implementation, MATLAB is restricted to only use a single computational thread. The part of the code where each algorithm spends significant time is implemented in C via MATLAB's codegen. For complete observations (Tab. I) we see that when the problem size is small (M ≤ 512), there is not much difference between Superfast LSE, LASSO and ESPRIT. For large problem sizes, the O(M 3 ) time complexity of ESPRIT is evident and Superfast LSE and LASSO significantly outperform ESPRIT. The state-of-the-art line spectral estimation methods VALSE, AST and GLS all have O(M 3 ) time complexity or worse, which results in very large runtimes even when the problem size is moderate (e.g. > 100 s for M = 512).
For incomplete observations we observe the same trend (Tab. II): VALSE and GLS have much higher runtimes than Superfast LSE and LASSO. Superfast LSE uses the semifast implementation of Sec. IV. Its computation time is dominated by the 2-dimensional NUFFT of complexity O(N 2 log N ). As a result the runtime is larger than in the complete data case, with very large differences observed for large problem sizes (about a factor of 10 for M = 2048). We note that the low runtime of LASSO is achieved by using a coarse grid, which results in a poor accuracy, c.f. Fig. 3 .
VII. CONCLUSIONS
We have presented a low-complexity algorithm for line spectral estimation. Computational methods for both the complete and incomplete data cases have been presented, along with an extension to the case of multiple measurement vectors.
At the core of the computational method for the complete data case lies the application of the Gohberg-Semencul formula to the Toeplitz signal covariance matrix. Many methods for line spectral estimation have Toeplitz covariance matrices at their core and we conjecture that the computational complexity of some of them can be drastically reduced by applying the techniques we have demonstrated in this paper.
Our numerical experiments show that our Superfast LSE algorithm has very high estimation accuracy. For example, in Fig. 4 we have seen that Superfast LSE attains high frequency recovery rates for a much larger set of scenarios than any of the reference algorithms. At the same time our algorithm has so low computation time that it makes highly-accurate LSE feasible for problems with sizes much larger than methods currently available in the literature can practically deal with.
