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Abstract 
In this paper we discuss combining incremental learn- 
ing and incremental recognition to classify patterns consist- 
ing of multiple objects, each represented by multiple spatio- 
temporal features. Importantly the technique allows for am- 
biguity in terms of the positions of the start and finish of 
the pattern. This involves a progressive classification which 
considers the data at each time instance in the query and 
thus provides a probable answer before all the query in- 
formation becomes available. We present two methods that 
combine incremental learning and incremental recognition: 
a time instance method and an overall best match method. 
1 Introduction 
Learning can be used to improve the recogni- 
tion/classification performance as it allows the knowledge 
base of a system to be expanded and updated when nec- 
essary. There are two types of learning: incremental and 
non-incremental. Non-incremental learning can generate 
effective, efficient and good class definitions from a set of 
training data but has the drawback that the class definitions 
are very difficult and costly to modify. Incremental learn- 
ing is more reactive and allows the concept descriptions to 
be modified to reflect new learning events. For this reason 
incremental learning is also more suited to real-world situ- 
ations where the information is most likely to be received 
sequentially. 
Learning is generally concerned with the recognition of 
independent pattems acquired at a particular time. There 
are however situations where sequences of patterns need to 
be recognised before all the data is known i.e. for each time 
step we have a multidimensional pattem. Furthermore it is 
possible that the start of the sequence is unknown. 
In this paper we explore the issues resulting from at- 
tempting to combine incremental recognition and incremen- 
tal learning. We have developed an incremental learning al- 
gorithm - ILF - to learn and classify the pattern of move- 
ment of multiple labelled objects in a dynamic scene and 
we have augmented it to allow incremental recognition as 
well as incremental learning using two different methods. 
We explore these methods for the 3D application of fighter 
combat i.e. recognise dogfight manouevres. 
2 Incremental Learning with Forgetting 
( I W  
ILF [3] is an incremental learning algorithm that builds 
compact conceptual hierarchies and tracks concept drift. 
The algorithm has been developed for the purpose of learn- 
ing and classifying the pattem of multiple labelled objects 
moving in a dynamic scene and has been applied to do- 
mains involving 2D data (sports - American Football [4] 
and cricket) and 3D data (fighter combat manoeuvres). The 
structure that we use to represent spatio-temporal patterns 
contains the relationships between the objects over time as 
well as the temporal ordering of these relationships. All 
the data in our work is assumed to be represented symbol- 
ically and the algorithm was developed for concepts which 
involve a number of constraints represented by a large num- 
ber of attributes, which can drift over time. To deal with 
these properties, we have focused on developing a forget- 
ting method which increments or decrements differentially 
based on the evidence gathered from the observed data. In 
essence ILF uses features from UNIMEM [5 ]  and COB- 
WEB [ 11 with our own interpretation of forgetting. 
The concepts developed by our algorithm are stored in 
a hierarchy in which all nodes share all the features ob- 
served in the training instances. For example if the instance 
observed has six features, then all nodes in the hierarchy 
will have six features, The nodes in our structure do not 
store any of the observed examples/instances. The range of 
values of a feature is defined with the help of a set which 
covers all the values encountered in the training instances 
which were used in the generalisation process. Each new 
instance is compared with the current concept in the hierar- 
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chy to determine if there is enough evidence to justify the 
update of the concept. Each concept produces an evidence 
score which determines whether the instance does or does 
not match the current concept. The score is computed as a 
function of age. In our concept representation, each feature 
has a set of values associated with it and each one of the 
values in the set has an age associated with it. For a full 
descrition see [2]. 
El 
3 ILF and Incremental Recognition 
m ! 
ILF was augmented to enable it to carry out the incre- 
mental recognition of queries. The main differences be- 
tween the original classification and the augmented classi- 
fication/recognition process used by ILF are that the aug- 
mented recognition processing allows it to search for a start- 
ing point for a sequence of patterns in the models in the 
hierarchy, and that it can backtrack to search for a better 
solution. 
A model (or query) is defined as an ordered collection 
of n time instances Ti where i = 1 ,2 ,3 , .  . . , n. Each Ti 
is a conjunction of p feature-value pairs (Fj,vj) where 
j = 1 ,2 ,3 , .  . . , p  i.e. Ti(F1, Vl), (F2 ,  V2), . . . , (Fp, Vp). 
The features Fj are the spatial relationships between pairs 
of objects in the scene at each time instance. Figure 1 shows 
three models, each with five time instances with features: 
in-front, behind, left-of and right-of, in terms of the z, y 
Tune 




The processing of a query involves a labelling stage as 
the system attempts to address the correspondence problem 
between the objects in the model and query. It is possible 
to have a large number of hypotheses for a single model. A 
hypothesis is one of the valid mappings of the objects in the 
query onto the objects in the model. 
The query consists of three objects and four time in- 
stances (Figure 2). Given the models of Figure 1, the ob- 
jective is to find matches with the query. A match at each 
time instance occurs if more than 75% of features in the 
query and model are the same. 
I 
The system first attempts to determine the equivalent in- 
stance in the model that matches the first instance in the 
query starting with Model 1. Not enough features match 
(< 75%) so Model 1 is discarded. The system analyses the 
first instance of Model 2 and Model 3. The two instances 
do not match and models 2 and 3 are also discarded. The 
system then analyses the second instance in the models. 
The second instance of Model 1 matches the first in- 
stance in the query (100% match) meaning the starting point 
is instance 2 in the models. Model 1 is marked as a match 
for the query and the score generated for the second instance 
is recorded. The first instance in the query also matches the 
second instance in Model 2 but does not match Model 3 so 
Model 2 is also marked as a match and the associated score 
recorded. 
The system attempts to match the second instance in 
the query by comparing it against the third instance in the 
marked models (Model 1 and 2). Both models match the 
query so their scores are updated. When the second instance 
in the query has been considered, the probable solutions are 
still models 1 and 2. 
The system then attempts to match the third instance in 
the query with the fourth instance in the models. Model 
1 matches while Model 2 does not. Therefore the system 
changes the mark on Model 2 to not matched and only the 
score of Model 1 is updated. After the third instance in the 
query has been processed, Model 1 is the only solution. 
The fourth instance in the query is matched by the sys- 
tem against the fifth instance in Model 1 but no match is 
found. The system changes the match mark on Model 1 
to not matched and backtracks to the fourth instance in the 
models (third instance in the query). The system attempts 
to build a new list of candidate models by analysing all 
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the models that are not marked. Both Model 1 and 2 are 
marked, so Model 3 is the only potential candidate. The 
fourth instance in Model 3 matches the third instance in the 
query, so the model is marked as a match and the associ- 
ated similarity score is recorded. The last instance in the 
query also matches the fifth instance of Model 3. Therefore 
at instance 4 in the query the most likely solution is Model 
3. 
As demonstrated with this example, by using the infor- 
mation available at each step, the system generates a list of 
solutions which changes according to the new data. This 
offers the advantage that a solution list is available at all the 
steps in the query and the system can backtrack each time 
the current solutions are determined to be wrong. The dis- 
advantage of this method is that many solutions which ap- 
pear to be accurate for several steps can lead to dead ends. 
This configuration gives the most consistent match for each 
of the time instances in the query and not the overall match 
for the whole query. This allows queries to change halfway 
through, i.e. Models 1 and 3 are the best partial matches. If 
the best overall match is important then in this case, Model 
1 is the best match. 
4 Incremental Learning Methods 
Incremental learning can be used to update the concep- 
tual hierarchy by augmenting ILF in two ways. The first 
way enables it to carry out the incremental recognition of 
queries. The second way enables it to learn using two meth- 
ods - Best Overall Model (learning is done after all time 
instances have been analysed) and Time Instance Based 
(learning is done after each time instance). 
The Best Overall Model method is similar to traditional 
incremental learning where all the modifications (if any are 
necessary) are done after the entire query has been pro- 
cessed. This method searches for the models which best 
match the query over its entire set of instances in three 
stages. First, the system attempts to determine which time 
instance in the query to use in the matching process by com- 
paring the first instance in the query with the first instance 
in the models. If this fails, it tries the next time instance and 
so on until there are no more instances left in the query or 
a match is found. Second, the system attempts to identify 
which candidate model best matches the query. A candi- 
date list is built and dynamically updated based on the ev- 
idence from the matching process. If all solutions lead to 
dead ends, the system backtracks one time instance and at- 
tempts to generate a new list of candidates. The process 
continues until all the query instances are processed or until 
the candidate list is empty. Finally, the system updates the 
model which best matches the query. The update process is 
done if greater than 75% of features match. Therefore the 
main difference between the traditional and the new learn- 
ing method is that the best solutions found match to only 
the latter part of the query and backtracking is necessary. 
The Time Instance Based method involves updating the 
conceptual hierarchy after each instance in the query has 
been processed. The assumption in this case is that once the 
current set of solutions is reinforced at the current instance 
the system has found enough evidence to justify the update 
of the model’s information for the previous time instance. 
The algorithm has two stages and in stage one, the system 
searches for the time instance in the query that can be used 
in the matching process. It starts by comparing the first in- 
stance in the query with the first instance in the models. If 
this fails, it tries the next time instance in the query. The 
process is repeated until there are no more time instances 
left in the query or a match is found. In the second stage, the 
system processes the query and model time instance by time 
instance. At each step it marks each model that matches the 
query at the current time instance. All marked models that 
match the query at the current time instance as well as the 
previous time instance are updated. In case the system does 
not find any matches in the candidate list at a given time, it 
backtracks to the previous time and generates a new list of 
candidates. The matching process continues until all time 
instances in the query are processed or no candidates exist. 
The Best Overall Model method has the advantage that 
it involves the update of the conceptual hierarchy only af- 
ter all the information on the query becomes available and 
when the best solution has been found. The number of mod- 
els updated is kept to a minimum so the conceptual hierar- 
chy remains compact. The dilemma in this method is how 
to update the concepts. The system always selects the best 
candidates but, as shown above, it is possible that the best 
solution only matches part of the query so should the entire 
model be updated or only the parts that match the query? If 
only parts of the model are updated then potentially useful 
information could be lost. If the entire model is updated (all 
instances including the ones which do not match) then it is 
likely that the model will also contain irrelevant or out of 
date information. ILF implements the latter type of updat- 
ing for two reasons. It is the safest method (no potentially 
useful information is lost) and with an effective forgetting 
mechanism the incorrect/noisy data can be “aged out” from 
the models. 
The Time Instance Based method offers the advantage 
that the update operations are done only when there is evi- 
dence to do so and therefore the amount of incorrect or ir- 
relevant data added is kept to a minimum. The update oper- 
ation is also more dynamic and reflects better the incoming 
stream of information from the query. The disadvantage is 
that the number of models modified is potentially very large 
and therefore the amount of memory required to store the 
conceptual hierarchy is increased significantly. 
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5 Results 
The extended version of ILF which uses the Best Overall 
Method was used in a fighter combat application i.e. iden- 
tify such manoeuvres as shown in Figure 3. 
f 
The data used for the fighter combat simulation uses 3D 
spatio-temporal features. The painvise features are derived 
from the z, y, z coordinates of each plane and are: left-of, 
right-of, in-front, behind, below, above, same x, same y and 
same z. We assume the attack is along the y axis. The 
fighter combat manoeuvres have been simulated using in- 
formation gathered from two sources: fighter combat text- 
books and computer flight simulators manuals. The scenar- 
ios simulated have been divided into an easy  set and a hard 
set. The easy set involved between 2 and 6 planes per sce- 
nario and covered four basic fighter manoeuvres: one circle 
tum fight, two circles tum fight, lead pursuit and lag pursuit. 
The difference between query and model was that the query 
contained information where 1 or 2 planes were moving dif- 
ferently when compared with the model. To recognise the 
four manoeuvres the system was trained using 134 exam- 
ples. Once the training stage was completed, the system 
attempted to classify 120 new examples of the manoeuvers. 
The results are shown in Table 1. 
model. To recognise the four manoeuvres the system was 
trained using 172 examples. The system was tested on 120 
new examples of the manoeuvres. The results are shown in 
Table 2. This shows that most cases were correctly classi- 
fied. 
6 Conclusions 
In this paper we have presented two methods: Time In- 
stance Based and Best Model Method, that combine incre- 
mental learning and incremental recognition. This uses a 
progressive classification (possibly involving backtracking) 
which considers the data at each time instance in the query 
and thus provides a probable answer before all the query 
information becomes available. 
The results of the research point to two major issues 
when attempting to combine incremental learning and in- 
cremental recognition. The first issue is that of the overall 
goal. Both methods can produce partial matches for a query 
but if the goal is to find the best overall match for a query, 
the first method is more appropriate. The second issue is 
that of concept update. The concepts used are ordered col- 
lections of time instances, where each time instance had its 
own set of objects having a well defined spatial arrange- 
ment. This type of representation works very well in cases 
where recognition and learning is done after the entire query 
is processed. 
Finally using ILF for a complex task namely fighter com- 
bat has demonstrated the usefulness of the method for com- 
plex 3D symbolic data. Results show that good recognition 
occurs after incremental incremental learning has been used 
for training. 
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The hard set involved between 8 and 14 planes per sce- 
nario and covered the following fighter manoeuvers: pince 
attack, single offset attack, champagne attack and chainsaw 
attack. The difference between query and model was that 
the query contained information where 3 or more of the 
planes were moving differently when compared with the 
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