Logic programming realizes the ideal of \computation is deduction," but not when oating-point numbers are involved. In that respect logic programming languages are as careless as conventional computation: they ignore the fact that oating-point operations are only approximate and that it is not easy to tell how good the approximation is. It is our aim to extend the bene ts of logic programming to computation involving oating-point arithmetic.
Introduction
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need is certainty of correctness. Towards this aim, revolutionaries such as Patrick Hayes and Robert Kowalski advocated radical change, as embodied in Hayes's motto: \Computation is deduction." 14] The declarative programming paradigm satis es Hayes's motto. According to this approach, programs are de nitions in a declarative language and every computation step is a valid inference, so that results are logical consequences of program and data. Logic programming, as realized by pure Prolog and the CLP scheme, is an example of this radical alternative in programming languages and method.
In numerical programming, a similar tension between mainstream thinking and the radicals also exists. In the former, a computation is typically a series of successive approximations, which halts when two consecutive approximations di er by a su ciently small amount. This amount is then used as the error estimate. Of course sophisticated error analyses can be made to suggest more certain knowledge. But such analyses are usually time-consuming and valid only asymptotically. In practice one does not know whether one is close enough to the true value for the asymptotic analysis to be applicable.
The radical alternative in numerical computation is represented by interval methods, where the ideal is to be sure that the true value is contained in an interval. It is then the purpose of iteration to shrink such an interval until it is small enough. Here again the goal is certainty of knowledge.
We bring these two radical streams together in the research reported in this paper. Both streams are, in their present form, de cient. Logic programming lacks control of numerical errors. Interval methods rely on conventional algorithmic languages and hence lack computation as deduction. We show that the two can be combined in such a way that rigorously justi ed claims can be made about the error in numerical computation even if conventional oating-point arithmetic is used.
Problem statement. Many applications involve numerical computations. Thus arithmetic facilities constitute an important component in a programming language. Logic programming languages are no exception. Unfortunately, none of the existing logic programming languages provide arithmetic facilities that are coherent with the relational and deductive paradigm. A major culprit is the occurrence of round-o errors in oating-point arithmetic, which invalidates numerical computations as deduction. In this paper, we consider the CHIP 11] programming language. Through the nite domain concept, CHIP supports a relational form of integer arithmetic. It also has a rational constraint solver, allowing linear equalities, inequalities, and disequalities. The oating-point arithmetic of CHIP, however, is as rudimentary as that of Prolog. The aim of this paper is to improve the arithmetic of CHIP so that its computation steps are valid inferences even when the usual oating-point arithmetic is used.
Solution. Our solution consists of three parts. First, interval arithmetic, introduced by Moore 28] , helps us to tackle the round-o error problem. Instead of operating on individual oating-point numbers, interval arithmetic manipulates intervals. Interval operations and outward-rounding guarantee the inclusion of solution in the answer interval and ensure the soundness of computation.
Second, traditional interval arithmetic is functional and has been embedded in functional or imperative languages. To develop the required relational version, we use an interval narrowing operation based on work by Cleary 5] , which is implemented in BNR- Prolog 30] , and similar to the one used by Sidebottom and Havens 34] .
Finally, we extend the domain concept to include interval domains and show that the interval narrowing operation is an instance of the Looking-Ahead Inference Rule (LAIR) 39], an inference rule used in the proof procedure of CHIP 11] . Thus interval narrowing becomes a logical inference and numerical computation is deduction.
The paper is organized as follows. Section 2 discusses related work. Relational interval arithmetic, which consists of interval narrowing and a relaxation algorithm, is presented in section 3. In section 4, we describe ICHIP, which is CHIP extended with relational interval arithmetic. We suggest further work in section 5.
Related Work
We review the role of interval arithmetic in the imperative (or procedural) and the relational programming paradigms. We also discuss proposals that incorporate interval arithmetic into logic programming systems.
Interval Arithmetic
Accounts of conventional interval arithmetic can be found in 28, 1]. Recent trends are summarized in 29] .
Interval arithmetic contributes methods guaranteeing correctness at the level of a simple arithmetic expression. Although various algebraic and numerical techniques have been developed, we need a programming language that supports interval arithmetic to realize these techniques into computer programs. As embedded in imperative languages, however, interval arithmetic lacks veri cation of an entire algorithm involving conditional statements and iterations. This di culty is caused by the mixing of logic information (what the problem is) and control information (how the problem is solved) in the imperative programming paradigm. Numerical analysts, such as Kirchner and Kulisch 19, page 37] and Rump 33 , page 109], use declarative and mathematical statements of numerical problems to prove correctness of the results of programs. This work shares the goal of logic programming. Thus interval arithmetic is complementary to existing implementations of logic programming. Bundy 3] recognized the importance of sound arithmetic and implemented a functional interval arithmetic package in Prolog, which is part of a system for checking the conditions of rewrite rules and the solutions to equations in an algebraic manipulation program.
Constraint Interval Reasoning
Research in a relational form of interval arithmetic stems from constraint propagation techniques. A constraint network consists of nodes, representing individual parameters having a particular value (known or unknown), connected by constraints, which are relations. We attach a label, the set of possible values for a node, to each node in the network. Constraint propagation is a process that deduces information from a local group of constraints in a network and propagates the information to the rest of the network. A particular kind of constraint propagation is label inference, which uses the constraints to restrict the label. Constraint interval reasoning is a form of label inference, where the labels attached to the nodes of a constraint network are intervals. Davis 7] gives a survey of this topic.
The following are special-purpose systems that use interval label inference. ENVI- SION 8] performs qualitative reasoning about the behavior of physical systems over time. TMM 9] is a temporal constraint system that records and reasons with changes to the world. EMPRESS-A 42] is a temporal reasoning system with lazy evaluation for solving scheduling problems. SPAM 26] performs spatial reasoning. These systems are based on consistency techniques 23] that handle static constraint networks. To generate constraints dynamically during execution, the described systems are equipped with programming languages tailored to the application. A typical language of this kind is not coherent, having separate sub-languages to describe the constraints, the queries, the answers, the nodes in the network, and the labels. TP 15] is a scheme for constraint reasoning on interval arithmetic. It only considers closed intervals but has an approximate representation of open intervals. Its language is similar to LISP.
Although the above systems use interval arithmetic, they do not take into account in their theoretical basis the e ect of outward rounding.
Constraint Logic Programming
There are several proposals to incorporate interval arithmetic into logic programming systems.
Logical Arithmetic. Cleary 5] Echidna. Sidebottom and Havens 35] designed and implemented a version of relational interval arithmetic for the Echidna constraint reasoning system 13]. It is based on hierarchical consistency techniques 24] and can handle unions of disjoint intervals. The direct representation of unions of disjoint intervals avoids situations that otherwise require visiting each disjoint interval in turn by backtracking search. Maintaining and traversing this hierarchical data structure incurs space and time overhead. An analysis of the tradeo s between backtracking and the space and time overhead remains to be done. The hierarchical consistency algorithm used in Echidna is partial in the sense of PLAIR 39] . This is because (1) outward rounding computes a larger interval than that speci ed by the hierarchical consistency algorithm and (2) unions of disjoint intervals are only approximated by a hierarchical data structure. In addition, it is not clear whether Echidna, being a hybrid system of objectoriented and rule-based constraint programming, ts into the constraint logic programming framework. Our method builds on a constraint logic programming language with established semantics.
3 Relational Interval Arithmetic Cleary 5] describes several algorithms to reduce constraints on intervals. These algorithms work under a basic principle: they narrow intervals associated with a constraint by removing values that do not satisfy the constraint. We study the set-theoretic aspect of the algorithms and generalize them for narrowing intervals constrained by any relation p on IR n satisfying certain criterion. We then discuss interval narrowing for some common arithmetic relations. Interval narrowing is designed for the reduction of a single constraint. Typically, several constraints interact with one another by sharing intervals, resulting in a constraint network. We present an algorithm that coordinates the applications of interval narrowing to constraints in a network.
Basics of Interval Arithmetic
A good introduction to interval arithmetic can be found In the above de nition, \a" is the lower bound and \b" is the upper bound. \ " and \]" are used to denote closed bounds; and \(" and \)" are used to denote open bounds. Traditional interval arithmetic only considers closed intervals. Our framework uses also open and mixed intervals so as to obtain a precise set-theoretic characterization of the interval narrowing operation. This characterization is essential in connecting relational interval arithmetic with the operational semantics of CHIP to be discussed in section 4.
We distinguish between real intervals and oating-point intervals, whose bounds are oating-point numbers. Replacing IR by IF in the de nition of I(IR), we obtain the de nition of oating-point intervals I(IF). Note that real and oating-point intervals di er only in the bounds but every interval, real or oating-point, denotes a set of real numbers. For example, e; ) = fx j e x < g, (?1; 4:5] = fx j x 4:5g, and (?1; +1) = IR. An interval can also be empty, as in (4; 1] = ;. We impose a partial ordering on real intervals; an interval I 1 is smaller than or equal to an interval I 2 if and only if I 1 I 2 . Let I be a set of intervals (I I(IR) or I I(IF)). I 2 I is the smallest interval in I if I is smaller than or equal to I 0 for all I 0 2 I.
Floating-point intervals are not closed under interval operations. In oating-point arithmetic, real numbers are approximated by oating-point numbers using rounding or truncation. In interval arithmetic, we approximate real intervals by oating-point intervals using We state without proof the following results, which show that every element of (I) is contained in a neighborhood of I. Cleary 5, 18] gives detailed algorithms to compute the types of the resulting bounds of an interval function application. Each algorithm is of constant overhead for a particular interval function. In practice, the type of the bounds is not very informative, especially in the presence of outward-rounding. Therefore, it is reasonable to choose an implementation with only closed intervals, as suggested by Davis 7] and adopted in BNR Prolog, to avoid this overhead.
Interval Narrowing
An interval constraint, which will be referred to as constraint hereafter, is of the form (p;Ĩ), where p is a relation on IR n andĨ = hI 1 ; : : : ; I n i is a sequence of oating-point intervals.
The constraint (p;Ĩ) means that 9X i 2 I i (i = 1; : : : ; n) such that p(X 1 ; : : :; X n ):
Note that the number of intervals in the sequenceĨ is equal to the arity of p. For 
where i = 1; : : : ; n, the S i 's are sets, and i is the projection function de ned by i (p) = fs i j (s 1 ; : : :; s n ) 2 pg. Proof: Let 1 i n.
I k J k for k = 1; : : : ; n = f(x; y; z) j x; y; z 2 IR; x 0; xy = zg; mult ? = f(x; y; z) j x; y; z 2 IR; x < 0; xy = zg:
As will be seen, the functions F i (mult + ) and F i (mult ? ), with i = 1; 2; or 3 do map intervals to intervals. By restricting interval narrowing to one partition or the other, we can guarantee that the result of interval division is an interval. When a mult constraint is encountered, we choose one of the partitions and perform narrowing; the other partition is visited upon automatic backtracking or under user control.
Because maps intervals to intervals, so do F 3 (mult Relations induced from transcendental functions and the disequality relation, such as sin = f(x; y) j x; y 2 IR; y = sin(x)g and dif = f(x; y) j x; y 2 IR; x 6 = yg, also su er from the same problem as the mult relation. Similarly, we apply the partitioning technique to the relations. However, there are in nitely many partitions for sin, cos, and tan. In practice, we restrict the use of sin to the partitions in ? =2 to 3 =2, cos to those in ? to , and tan to those in ? =2 to =2.
The partitioning scheme creates backtracking points. This ts into the constraint logic programming framework. There can be multiple solutions to a problem, some of which may be duplicates of one another. Existing constraint logic programming systems exhibit the same behaviour.
Constraint Networks
The interval narrowing operation discussed so far reduces individual constraints. In practice, we have more than one constraint in a problem. These constraints may depend on one another by sharing intervals. By naming an interval by a variable and by having a variable occur in more than one constraint, we indicate that constraints share intervals. Note that the material in this section is not related to logic programming but is in conventional notation with destructive assignment.
We de ne an interval network, which will be referred to as a network hereafter, to be a Before we present the reduction of networks, we discuss the following two observations. First, the reduction of a constraint C in the network a ects other constraints that share variables with C. Second, interval narrowing is idempotent as shown in the following lemma. Proof: To prove the equality ofĨ 0 andĨ 00 , we prove I 0 i = I 00 i for i = 1; : : : ; n. A naive approach for network reduction is to reduce each constraint in the network in round-robin fashion until every constraint becomes stable. As suggested by lemma 3.9, this method is ine cient since much computation is wasted in reducing stable constraints. Algorithm 1, which is based on the constraint relaxation algorithm described in 5], is the pseudocode of a more e cient procedure. It is similar to the Waltz algorithm 41] and the arc consistency algorithm AC- 3 23] in that it tries to avoid reducing stable constraints. Without loss of generality, we assume that every constraint in the network is of the form (p; hV 1 ; : : : ; V n i), where the V i 's are interval-valued variables.
The idea is to maintain the constraints of the network in two lists: the active list A and the passive list P. The active list contains constraints that are possibly unstable; whereas the passive list contains stable constraints. Initially, the passive list P is empty and the active list A contains all the constraints in the network. Then each constraint in A is reduced in turn using interval narrowing. If any of the intervals are empty after narrowing, the algorithm exits with failure. We say that the network is inconsistent. If any interval is narrowed, the Proof: Algorithm 1 halts either when interval narrowing of a constraint fails or the list A becomes empty. In the former case, the network is inconsistent. For the latter case, we observe that the size of list A decreases after each iteration of the algorithm unless variables are narrowed and constraints are moved from P to A. However, the precision of a oatingpoint system is nite and thus interval narrowing cannot occur inde nitely due to the use of outward-rounding. Therefore, list A must become empty after a nite number of iterations. All constraints of the network are now in P and are stable. Thus the network is stable.
In A network can be represented implicitly in a CHIP program and the parts of the network are generated dynamically during derivation. Domains in CHIP are nite sets of constants. The restriction to nite sets allows a simple implementation based on enumeration. We extend domains to in nite sets that should satisfy the following criteria. First, the in nite sets can be represented by a nite and small amount of resources. Second, there is a terminating algorithm to compute the intersection of these in nite sets, since intersection is an essential operation in the uni cation of domain variables. Third, there is a terminating algorithm to implement the Looking-Ahead Inference Rule (LAIR) 39] for the in nite domains. It is easy to verify that intervals satisfy the rst two criteria. For the third criterion, we show in the following sections that the interval narrowing operation is an implementation of LAIR. Finally, we show that algorithm 1 is captured in the computation rule of CHIP.
An Overview of CHIP
We review concepts of CHIP necessary for discussion in this paper. Interested readers are referred to 38, 39] for detailed treatment of the subject. 2. If two domain variables have to be uni ed, the uni cation succeeds if the intersection of their domains is non-empty and binds both variables to a new domain variable ranging over this intersection. Otherwise the uni cation fails.
3. If a domain variable and a simple variable have to be uni ed, the uni cation succeeds and binds the simple variable to the domain variable.
SLD-resolution with this extended uni cation algorithm is called SLDD-resolution. The proofs of the soundness and completeness of SLDD-resolution can be based on those of SLD-resolution 22], which do not take into account the fact that uni cations take place in an empty and unsorted equational theory. The proof procedure for logic programming with domains is based on SLDD-resolution and three new inference rules based on consistency techniques 23]: forward checking, looking ahead, and partial looking ahead. Looking ahead is a generalization of forward checking. Partial looking ahead, which is used to justify the implementation of some built-in predicates, is an approximation of looking ahead. For this paper, it is su cient to restrict our discussion to the Looking-Ahead Inference Rule (LAIR).
We begin by de ning the kind of predicates, to which LAIR can be applied. An nary predicate p is a domain constraint if and only if for any ground terms g 1 ; : : :; g n , either p(g 1 ; : : :; g n ) has a successful refutation or p(g 1 ; : : :; g n ) has only nitely failed derivations. In general, it is a semi-decidable problem to decide whether a predicate is a domain constraint. In the CHIP language 11], it is the programmer's responsibility to declare a predicate to be a domain constraint. A domain constraint p(t 1 ; : : :; t n ) is lookahead-checkable if and only if there exists at least one t i that is a domain variable, and each of the other arguments is either ground or a domain variable. The domain variables in t 1 ; : : :; t n are called the lookahead variables. We have now enough concepts to de ne LAIR.
Let P be a program and G i = A 1 ; : : : ; A m ; : : : ; A k be a goal. G i+1 is derived by LAIR from G i and P using the substitution i+1 if the following conditions hold: 1. A m is lookahead-checkable and X 1 ; : : :; X n are the lookahead variables of A m , which range respectively over D 1 ; : : : ; D n .
2. For all 1 j n, E j = fa j 2 D j j 9a 1 2 D 1 ; : : :; a j?1 2 D j?1 ; a j+1 2 D j+1 ; : : :; a n 2 D n such that P j = A m g 6 = ;, where = fX 1 =a 1 ; : : : ; X n =a n g.
3. z i is the constant c if E j = fcg or a new domain variable ranging over E j otherwise.
4. i+1 is fX 1 =z 1 ; : : : ; X n =z n g.
5. G i+1 is either (A 1 ; : : : ; A m?1 ; A m+1 ; : : : ; A k ) i+1 if at most one z i is a domain variable, or (A 1 ; : : : ; A k ) i+1 otherwise.
A soundness result for the LAIR is presented in 38] but the completeness result does not hold in general. However, a sound and complete proof procedure using the LAIR and SLDD-derivation can still be programmed but it may be necessary to use normal derivation for lookahead-checkable predicates.
In CHIP, the programmer is responsible for specifying the inference rule to be used for atoms with particular predicate names and also the preconditions for its use. A lookahead declaration for an n-ary predicate p is a unique expression for p of the following form: lookahead p(a 1 ; : : :; a n ), where each a i is either`g' or`d'. All atoms with predicate p are said to be submitted to this lookahead declaration. Atoms submitted to lookahead declarations are reduced by LAIR during derivations. A lookahead declaration also speci es the preconditions that an atom has to satisfy before it can be reduced. An atom A submitted to a lookahead declaration is lookahead-available if and only if 1. all the arguments of A corresponding to a`g' in the lookahead declaration are ground; 2. A is lookahead-checkable.
The lookahead-e cient computation rule used in CHIP only selects an atom, submitted to a lookahead declaration, after it becomes lookahead-available.
Approximating an Arithmetic Relation
In logic programming, it is essential to know the relations denoted by the predicates in a program. In Prolog and CLP(R) 17], the meaning of the arithmetic predicates is de ned in terms of real arithmetic. The oating-point implementations of these predicates, however, are incorrect with respect to the de nitions of the predicates. We cannot assume real arithmetic on real computers. The e ect of rounding or truncation should be captured in the de nition of arithmetic predicates. Intuitively, p is the union of the \neighbourhoods" of all points in p.
Interval Narrowing as LAIR
We show that interval narrowing and the Looking-Ahead Inference Rule LAIR perform the same amount of narrowing on the input intervals. First, interval narrowing is an instance of LAIR for interval domains. Thus interval arithmetic based on interval narrowing can be incorporated in CHIP without changing its semantics. Second, interval narrowing is the basis of an implementation of LAIR for interval domains.
Programmers, however, should be aware that the arithmetic predicates are de ned in terms of the approximations p of the corresponding relations p IR n .
LAIR for nite domains can be expensive; its cost growing with the size of the domains in a constraint. However, the cost of the interval narrowing operation (LAIR for interval domains) for each arithmetic relation p is constant, regardless of the size of the interval domains.
Constraint Relaxation
The other essential component of relational interval arithmetic is algorithm 1. We show that algorithm 1 is embedded in the proof procedure of CHIP.
Derivations in CHIP consist of SLDD-derivation steps interleaved with LAIR. In logic programming, the computation rule is usually crucial. Prolog always selects the leftmost atom in a goal. The same computation rule is not suitable for CHIP because the leftmost goal may be a stable constraint. As interval narrowing and, thus, LAIR are idempotent, such selection would produce no e ective computation. CHIP uses a computation rule that tries to avoid selecting stable constraints. CHIP uses the lookahead-e cient computation rule in its proof procedure. A computation rule R is lookahead-e cient if and only if:
1. an atom submitted to a lookahead declaration is selected by R only when it is ground or lookahead-available; 17] , is the ability to handle non-linear constraints, which are delayed in CLP(R).
Domain Splitting and Answer Interpretation
It is well-known that arc consistency techniques are \incomplete" 23]: a network can be stable but neither a solution nor inconsistency is found. Therefore, an ICHIP derivation can end with oundered goals 25], goals with atoms that cannot be selected by the computation rule. For example, this behaviour occurs if we use ICHIP to solve the roots of general polynomial and simultaneous equations 5]. In CHIP, oundering is avoided by the built-in predicate indomain, which implements a form of case analysis. The indomain predicate takes as argument a domain variable, and enumerates the elements in the domain of its argument. Intervals are in nite sets. Implementing a similar predicate is not feasible. For interval domains, we use another case analysis technique: domain splitting. Cleary 5] discusses two predicates, linear split and exp split, that split an interval into two partitions, visit one of them, and the other upon backtracking. Linear split and exp split split at di erent points of the interval. CHIP also provides a similar built-in predicate split, which handles nite domains. This can easily be extended to handle interval domains. We can use domain splitting to narrow the interval domains until they reach an acceptable width or the precision of the underlying oating-point system. Domain splitting can be used to narrow intervals to a desirable width but it may not nd solutions either. Floundering can still occur. We call the oundered goals incomplete solutions. Logically, incomplete solutions can be interpreted as quali ed or conditional answers 40, 4]. Let P be a logic program with domain variables and G a goal. Suppose, we have derived from G a non-empty goal G 1 ; : : : ; G n , with being the composition of all substitutions so far. The clause (G G 1 ; : : :; G n ) is a conditional answer to the original goal. From the soundness of SLDD-resolution and LAIR 39], we have P j = 8(G G 1 ; : : : ; G n ) where the universal quanti cation is over all variables that occur in (G G 1 ; : : : ; G n ) .
This interpretation is also adopted for answer constraints in CLP languages 16].
5 Suggestions For Further Work E cient Implementation. We need an implementation of ICHIP to validate the feasibility of our framework. It is also important to conduct empirical study of the performance of the language. There is potential parallelism in algorithm 1. We expect Leung's doctoral dissertation 21] to be the basis of a parallel or distributed implementation of algorithm 1.
Improving the relaxation algorithm. The e ciency of a relational interval arithmetic system depends critically on algorithm 1. As described, our relaxation algorithm is similar to Mackworth's AC-3 and the Waltz algorithm. Techniques, such as those proposed in 27, 10], may be applicable to our relaxation algorithm to improve its e ciency. Another approach is to use heuristics to order interval constraints in the active list A. A useful heuristic is the rst-fail principle 12], which states: to succeed, try rst where failure is most likely.
Complexity Analysis The complexity of an interval narrowing operation is easy to determine since it depends only on the number of oating-point operations performed by each F i (p) function. Besides, it is independent of the size of the interval domains. It is di cult, however, to formulate a complexity measure for algorithm 1 since its termination depends on the precision of the underlying oating-point system. Such a measure must take the precision into account. A starting point for this work is to identify and study some simple classes of interval networks.
Variable identity. Suppose X is the interval ?1; 2]. The result of the interval expression X X is ?2; 4]. Since X X in real arithmetic is the squaring operation, some readers may have anticipated the value of the interval expression to be in the positive region of the real line. The problem is that interval arithmetic simply multiplies ?1; 2] by ?1; 2] without realizing that the same variable X is used as both the multiplier and the multiplicand, resulting in a larger than desirable interval. We call this the variable identity problem of interval arithmetic. To obtain 1; 4] as the answer, we need to use the interval squaring operation SQR(X), where SQR(X) = fx 2 j x 2 Xg. This variable identity problem also occurs in interval narrowing, so that the output intervals are larger than expected. The culprit is multiple occurrences of a variable in an interval constraint. A solution is based on the following observation, using the multiply relation as an example: 8 X; Y : (X; X; Y ) 2 multiply , (X; Y ) 2 square; 8 X; Y : (X; Y; X); (Y; X; X) 2 multiply , (X; Y ) 2 zeroOrOne; 8 X : (X; X; X) 2 multiply , (X) 2 zeroAndOne; where square = f(x; y) j y = x 2 g, zeroOrOne = f(x; y) j x = 0 or y = 1g, and zeroAndOne = f(0); (1)g. When we encounter a multiply constraint at runtime, we select an equiva-lent relation using the instantiation pattern of the variables. For example, the constraint (hX; X; Y i; multiply) becomes (hX; Y i; square). This runtime optimization will help us to obtain smaller output intervals.
Prolog III and CAL. Prolog III and CAL refrain from oating-point arithmetic in order to ensure soundness of their numerical computations. It would be interesting to see if the two constraint logic programming languages can be extended with relational interval arithmetic.
