Abstract. We define a generalized dyadic maximal operator involving the infinite product and discuss weighted inequalities for the operator. A formulation of the Carleson embedding theorem is proved. Our results depend heavily on a generalized Hölder's inequalities.
1. Introduction 1.1. Weighted Inequalities for the Hardy-Littlewood Maximal Operator and the Multisubliear One in R n . Let R n be the n-dimensional real Euclidean space and f a real valued measurable function. The classical Hardy-Littlewood maximal operator M is defined by
where Q is a non-degenerate cube with its sides parallel to the coordinate axes and |Q| is the Lebesgue measure of Q. Let u, v be two weights, i.e., positive locally integrable functions. As is well known, for p ≥ 1, Muckenhoupt [12] showed that the inequality
holds if and only if (u, v) ∈ A p , i.e., for any cube Q in R n with sides parallel to the coordinates 1
Suppose that u = v and p > 1, Muckenhoupt [12] also proved that
holds if and only if v satisfies
But, the problem of finding all u and v such that
is much hard and complicated. In order to solve the problem, Sawyer [13] established the testing condition S p,q , i.e., for any cube Q in R n with sides parallel to the coordinates
where 1 < p ≤ q < ∞. The condition S p,q is a sufficient and necessary condition such that the weighted inequality
Rn
Mf (x) q u(x)dx
holds. Motivated by these results, the theory of weighted inequalities developed rapidly in the last years, not only for the Hardy-Littlewood maximal operator but also for some of the main operators in Harmonic Analysis like Calderson-Zygmund operators (see [3] and [4] for more informations). Recently, the multisublinear maximal function
associated with cubes with sides parallel to the coordinate axes was studied in [11] . The importance of this operator is that it generalizes the Hardy-Littlewood maximal function (case m = 1) and in several ways it controls the class of multilinear Calderon-Zygmund operators as it is shown in [11] . The relevant class of multiple weights for M is given by the condition
It is easy to see that in the linear case (that is, if m = 1), condition A − → p is the usual A p . In [11] the following multilinear extension of the Muckenhoupt A p theorem for the maximal function was obtained: the inequality
holds if and only if (v, − → ω ) ∈ A − → p . The more general case was extensively discussed in [6, 7] .
In order to establish the generalization of Sawyer's theorem to the multilinear setting, a kind of monotone property and a reverse Hölder's inequality on the weights were introduced in [10] and [1] , respectively. They both obtained the multilinear version of Sawyer's result.
In this paper, for suitable − → f = (f 1 , f 2 , ...)(see Remarks 2.7 and 3.1 for two kinds of suitable conditions), we define a new generalized dyadic maximal function
where D is the family of dyadic cubes in R n . This operator involves the concept of an infinite product which will be recalled in Section 2.1. Our main result are weighted inequalities for the operator. In addition, we can define the following operator
associated with cubes with sides parallel to the coordinate axes. Then it is natural to establish weighted inequalities for it. But, the method of [11, Lemma 2.2] is not suitable. One reason is that Calderon-Zygmund decomposition deeply depends on the constant m, which appears in (1.2). However, this is not the end of the story. The related theory in martingale setting was established in [2] . Our paper is organized as follows. Section 2 contains some basic definitions and facts concerning series, Lebesgue's integral, the infinity product and dyadic cubes needed throughout the rest of this paper. This section also contains a generalized Hölder's inequalities borrowed from [2] . Our main results are stated and proved in Section 3.
Preliminaries
2.1. Some Properties of Series, Lebesgue's Integral and the Infinity Product. Let {a i } be a sequence of real numbers. Let {s n } be the sequence obtained from {a i }, where for each n ∈ N, s n = n i=1 a i . If s n converges in R or diverges to +∞ (or −∞), we say that the sum of the series is well defined and we denote the sum as
and let
N ) is a measurable space. By the sequences {λ i } and {b i }, we can define a measure λ and a measurable function b on the space in the following way
N , λ) is a probability space. Applying Levi's Lemma, we have
For simplicity, we denote
Let us recall the concept of an infinite product(see, e.g., [14, p. 298] ).
Definition 2.1. Suppose {c n } is a sequence of complex number,
and p = lim n→∞ p n exists. Then we write
The p n are the partial products of the infinite product (2.1). We should say that the infinite product (2.1) converges if the sequence {p n } converges.
Remark 2.2. Suppose {c n } and {c ′ n } are nonnegative sequences, and the infinite product
Remark 2.3. Suppose {f i } is a sequence of measurable functions on a measurable space (Ω, F ), and suppose that the sequence of numbers { n i=1 f i (x)} converges for every x ∈ Ω. We can then define a function
We should say that the function
where
The above Remark 2.4 can be checked easily(see, e.g., [2, Theorem 2.12]). In addition, we mention that the assumptions in following Remark 2.5 can be found in [5, P.68].
Remark 2.5. Let 1 < p i < ∞, i ∈ N and
2.2. Generalized Hölder's Inequality for Integral. In the subsection, we suppose that (Ω, F , µ) is a measure space and {f i } is a sequence of nonnegative measurable functions on (Ω, F , µ). We recall the following lemma which is a generalized Hölder's inequalities(see, e.g., [2, Theorem 2.11]). This kind of inequality also be discussed on the σ−finite measure space in [9] .
2.3. Dyadic Cubes and the Dyadic Maximal Function in R n . In R n , let [0, 1) n be the unit cube open on the right, and let D 0 be the collection of such cubes with vertices lying on the lattice Z n . Dilating the family by a factor of 2 k , k ∈ Z, we get a family D k of dyadic cubes whose vertices lie on the lattice (2 −k Z) n . We call the members of D = k∈Z D k dyadic cubes. Given a cube B ∈ D, we denote by |B| its Lebesgue measure. Observe that two dyadic cubes are either disjoint, or one is contained in the other. For each x ∈ R n and k ∈ Z, there is a unique element of D k containing x. Moreover, the σ−algebra σ(D k ) of measurable subsets of R n formed by countable unions and complements of elements of D k is increasing as k increases. Given a locally integral function on R n , we define its dyadic maximal function
Recall that the conditional expectation of a locally integrable function f on R n with respect to the increasing family of σ(D k ) is defined as(see, e.g., [5, P. 384])
where we have used Lemma 2.6 and Remark 2.4.
Main Results and Proofs
There are a lot of assumptions and notations which will be used in the section. For convenience, we state them at the beginning of this part.
Assumptions and Notations Let ω i ∈ L 1 loc and 1 < p i < ∞, i ∈ N, and let {f i } be a sequence of nonnegative measurable function on
In addition, we also write
, where G is a measurable set.
We suppose that
Moreover, for all B ∈ D, we assuming
Remark 3.1. It follows from generalized Hölder's inequality for integral that
Hence,
By Hölder's inequality and Remark 2.2, we have
is well defined. 
(2) There exists a positive constant C such that
(3) There exists a positive constant C such that
(4) There exists a positive constant C such that
Moreover, we denote the smallest constants C in (1), (2), (3) and (4) by
Proof. We shall follow the scheme: (1) ⇔ (2), (3) ⇔ (4) and (3) ⇒ (2) ⇒ (4). And (3) ⇔ (4) is trivial.
(1)⇒(2) For B ∈ D, it follows from Hölder's inequality and (1) that
It follows from (3) that
, the maximal operators obtained by taking in the corresponding definition just those cubes whose side length is less than or equal to R.
increases with R. It will be enough to prove the inequality for M
with constant independent of R. But, after fixing R > 0 and λ > 0, observe that {x ∈ R n : M
where Q j are the maximal dyadic cubes of side length less than or equal to R for which
These maximal dyadic cubes do exist because of the restriction on their size. Moreover, they are disjoint. It follows from (2) and the generalized Hölder's inequality that
The following Theorem 3.3 is essentially taken from J. García-Cuerva and J. L. Rubio de Francia [4, P. 423] . In this paper, we refine the result by a limit process. Moreover, combining with Remark 2.5, we can get Corollary 3.5. (1) There exists a positive constant C such that
Moreover, we denote the smallest constants C in (1) and (2) by
Proof. It is clear that (1) ⇒ (2), so we omit it.
(2) ⇒ (1) It suffices to prove (1) for nonnegative functions. Let f be a nonnegative function in L p (ω) and let α > 1. For every integer k, we shall consider the set
Define E k,1 = B k,1 ∩ S k and for j > 1 :
The sets S k form a disjoint collection and each S k is disjoint union of the sets E k,j for varying j. It follows that
We view the sum k∈Z,j∈Z µ k,j g k,j as an integral on a measure space (X, µ) built over the set X = ({(k, j)}) by assigning to each (k, j) the measure µ k,j . For λ > 0, call
We use this to estimate µ k,j ,
Next we shall use the boundedness of M ω d to estimate µ(Γ(λ)).
We say that the weight vector − → ω satisfies the condition A * − → p involving the infinite product, if
Corollary 3.5. Let 1 < p i < ∞, i ∈ N and
< ∞ and the weight vector − → ω satisfies the condition A * − → p , then
3.2. Generalized S p Weight Involving the Infinite Product. Definition 3.6. Let 1 < p i < ∞, i ∈ N and
. Let ω i be weights and let
We say that the weight vector − → ω satisfies the reverse Hölder's condition RH − → p , if there exists a positive constant C such that
Moreover, we denote the smallest constants C in (3.1) by
The following Lemma 3.7 is a formulation of the Carleson embedding theorem involving the infinite product. The linear one can be found in [8] .
Suppose that the nonnegative numbers {a B } B∈D satisfy Define E k,1 = B k,1 ∩ S k and for j > 1 :
Then for all
The sets S k form a disjoint collection and each S k is disjoint union of the sets E k,j for varying j.
where a B = v(E(B))
, if B = B k,j for some (k, j) where E(B) denotes the corresponding set E k,j associated to B k,j , and a B = 0 otherwise. If we apply the Carleson embedding to these a B , we will find the desired result provided that
For G ∈ D, we obtain
