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Summary
3D shape matching has become an attractive research topic as it serves as
the foundation for many real applications in computer vision and computer
graphics. However, the accuracy of most existing approaches remains lim-
ited by the disadvantages like low descriptiveness and symmetry flipping.
In this thesis, we present novel descriptors that largely improve the perfor-
mance for both rigid and non-rigid shape matching.
For rigid shape matching, we introduce a highly descriptive rigid shape
descriptor named Improved Spin Image (ISI) which is an improving version
of the popular descriptor Spin Image (SI). The proposed ISI improves the
standard SI by using angle information between the normal vectors of ref-
erence point and neighboring points. This information largely increases the
robustness of the descriptor to noise without losing the intrinsic advantages
of SI. Moreover, the signs of the angles are defined in order to incorporate
the directions of the angles to further improve the descriptive power. Experi-
ments are conducted to show the superiority of the ISI under different levels
of noise, and good agreements are obtained by comparing with the standard
SI and a recent popular 3D shape descriptor. Additionally, we also propose
an efficient 3D dental identification method based on a rigid shape descriptor
and the learning scheme. Both high accuracy and efficiency are achieved
with 100% rank-1 identification accuracy on both complete and incomplete
test models and 86% rank-1 accuracy on single teeth models.
For non-rigid shape matching, we propose a novel shape descriptor that
is robust in differentiating intrinsic symmetric feature points on 3D geomet-
ric shapes. Our motivation is that even the state-of-the-art shape descrip-
tors and non-rigid surface matching algorithms suffer from symmetry flips.
They cannot differentiate feature points that are symmetric or near symmet-
ric. Hence a left hand of one human model may be matched to a right hand
vi
of another. Our Symmetry Robust Descriptor (SRD) is based on a Signed
Angle Field (SAF), which can be calculated from the gradient fields of the
harmonic fields of two point pairs. Experimental results show that the pro-
posed shape descriptor SRD results in much less symmetry flips compared
to alternative methods. We further incorporate SRD into a stand-alone algo-
rithm to minimize symmetry flips in finding sparse shape correspondences.
SRD can also be used to augment other modern non-rigid shape matching
algorithms with ease to alleviate symmetry confusions. We also observe
that the SAF has the inherent characteristic of sensing symmetry or asym-
metry. Thus, we extends the idea of SAF and SRD to another active dental
application: mandibular asymmetry evaluation. We define a novel mandibu-
lar asymmetry evaluation metric based on which the mandibular asymmetry
can be successfully detected and evaluated.
Keywords: 3D Shape Matching, Descriptors, Rigid, Non-Rigid, Symmetry
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3D shape matching is a fundamental task in both computer vision and com-
puter graphics with the aim to find meaningful mappings or correspondences
between two or more shapes. It serves as the foundation for many real ap-
plications such as shape registration [3][4][5], reconstruction [6][7][8], shape
segmentation [9][10], texture mapping[11][12], shape morphing [13], statis-
tical shape modeling [14], shape recognition [15][16] and retrieval [17][18].
Despite the considerable effort devoted over the past two decades [19], the
performance is still limited by several disadvantages like less descriptive-
ness, low efficiency, and symmetry flips. In this thesis, we will analyze the
current matching approaches and propose novel descriptors for 3D shape
matching which largely improve the performance.
1.1 Motivation
3D shape matching can be broadly classified into rigid shape matching
and non-rigid shape matching. In rigid shape matching the 3D shapes to
be match are related by rigid transformation which includes only rotation
and translation corresponding to six degrees of freedom as shown in Fig-
ure 1.1(a). The 3D shapes can be completely the same or only have partial
overlaps. On the other hand, non-rigid shape matching is a more challenging
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(a) (b)
Figure 1.1: Illustration of rigid (a) and non-rigid (b) shape matching.
problem since the shapes to be matched can be deformed (Figure 1.1(b)).
This can result in a vast number of degrees of freedom because the non-rigid
shapes can undergo a large number of possible deformations.
To match a pair of 3D rigid shapes, one strategy is based on the registra-
tion which aligns one shape onto another, and the mappings or correspon-
dences between the shapes can then be obtained from the proximity of the
aligned shapes. For example, the Iterative Closest Point (ICP) algorithm [2]
and its variants [39] are widely used for registration. In non-rigid matching,
the shapes are usually embedded into a common Euclidean space by Multi-
Dimensional Scaling (MDS) [15][20][21] where the rigid matching algorithms
like ICP can be applied again. Other non-rigid matching methods [22][23]
can even perform registration in the original space. Although registration
based matching is straightforward, the performance is limited by several dis-
advantages. For instance, in the rigid matching, the ICP based methods are
easily converged to the local minimum and thus can result in mismatches.
The efficiency is also decreased when the initial positions of the shapes are
not well aligned. These problems are not severe in non-rigid matching since
the initial positions of the non-rigid shapes after MDS embedding are in the
same coordinate system. However, another problem called ’Symmetry Flip-
ping’ occurs. That is, the left part of the shape is often matched to the right
part of another shape due to the arbitrary sign flips of the eigenvectors in the
2
MDS process.
On the other hand, descriptor or feature based shape matching has
emerged as a popular technique for both rigid and non-rigid shape matching
due to the high efficiency and accuracy. To match two shapes, descriptors
are built at a series of feature points on the shapes. The matching task can
then be accomplished by comparing the descriptors. The shape descriptor
captures the local or global geometric information of the shape and is stored
in a compact structure which is well-suited for comparison. In recent years,
many shape descriptors have been proposed for both rigid shape matching
[24][25][26][27][28][1] and non-rigid shape matching [29][30][31][32][33][34].
However, the usefulness of the descriptors for real applications is hindered
by several limitations such as noise sensitivity, low descriptiveness, and sym-
metry flipping. In rigid matching, for instance, the descriptors are usually
affected by the Local Reference Axis (LRA) or Local Reference frame (LRF)
[26], while in non-rigid matching the symmetry flipping problem still stands
there for most non-rigid shape descriptor since only geometric information
is encoded which is unable to sense the orientation. These challenges mo-
tivate us to develop new shape descriptors. In this thesis we analyze the
problems of the existing shape descriptors, and propose novel shape de-
scriptors for both rigid and non-rigid shape matching that largely improve the
shape matching performance.
1.2 Contributions
We present novel shape descriptors for both rigid and non-rigid 3D shape
matching with applications on dental related works. The contributions can
be summarized as:
(1) We propose a novel rigid shape descriptor called Improved Spin Image
(ISI) [35], which is an improving version of the famous descriptor Spin
3
Image (SI) [24]. ISI improves the traditional SI by encoding the angles
between the normals of the reference point and neighboring points which
prove to be more stable and robust to noise than the pure spatial infor-
mation used in the traditional SI. The signs of the angles which represent
the directions of the normals are also incorporated to further increase the
descriptive power of the proposed descriptor.
(2) We present an efficient dental identification approach [36][37] based on
a rigid shape descriptor and a learning based keypoint detection. The
detected keypoints are described by descriptors, and dental identifica-
tion is accomplished by matching the descriptors followed by ICP re-
finement. Experiential results show that our method achieves superior
performance in both accuracy and efficiency.
(3) We propose a Symmetry Robust Descriptor (SRD) for non-rigid shape
matching [38]. Symmetry flipping problem limits the performance of most
existing non-rigid shape matching algorithms since most of current meth-
ods only focus on the geometric information. Our proposed descriptor
encodes both geometric and orientation information making it robust in
matching symmetric shapes.
(4) We extend the idea of the SRD to another dental related application
’mandibular asymmetry evaluation’ which is an active research topic
in dentistry. We design a novel asymmetry evaluation metric which
is shown to be effective and robust in detecting and evaluating the
mandibular asymmetry.
1.2.1 Publications
(1) Zhiyuan Zhang, Sim Heng Ong, Kelvin W.C. Foong, "Improved Spin
Images for 3D Surface Matching Using Signed Angles", IEEE Interna-
tional Conference on Image Processing (ICIP), 537-540, 2012
(2) Zhiyuan Zhang, KangKang Yin, Kelvin W.C. Foong, "Symmetry Ro-
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bust Descriptor for Non-Rigid Surface Matching", Computer Graphics
Forum, Volume 32, Issue 7, 355-362, 2013
(3) Zhiyuan Zhang, Xin Zhong, Sim Heng Ong, Kelvin W.C. Foong, "An
Efficient Partial Shape Matching Algorithm for 3D Tooth Recognition",
The 15th International Conference on BioMedical Engineering (ICBME),
785-788, 2014
(4) Zhiyuan Zhang, Xin Zhong, Sim Heng Ong, Kelvin W.C. Foong, "Ef-
ficient Dental Identification via Learning Based Keypoint Detection and
a Novel Shape Descriptor", Pattern Recognition (under review), 2015
1.3 Organizations
The remainder of the thesis is organized as follows. Chapter 2 starts with a
review of the related works on rigid and non-rigid shape matching. In Chap-
ter 3, we present a novel rigid shape descriptor which is highly descriptive
and robust to noise. In Chapter 4, we apply the proposed rigid shape de-
scriptor for a real application ’dental identification’, and superior performance
in both accuracy and efficiency is achieved. In Chapter 5, we propose a sym-
metry robust descriptor for non-rigid shape matching, which is used to avoid
the symmetry flipping problem encountered in most non-rigid shape match-
ing algorithms. In Chapter 6, we design a novel asymmetry evaluation metric
which can successfully detect and evaluate mandibular asymmetry. Finally,





In this chapter, we review the related works on 3D shape matching. Based
on the shapes to be matched, the 3D shape matching problem can be clas-
sified into rigid shape matching and non-rigid shape matching. Rigid shape
matching refers to the problem of matching two or more shapes with no
deformation, while non-rigid shape matching means that the shapes to be
matched is deformable. We survey the representative works for each cat-
egory. The works that are more closely related to the contributions are re-
viewed in the subsequent chapters.
2.1 Rigid Shape Matching
In this section, we review the rigid shape matching methods which can be
broadly divided into two groups: registration based methods and descriptor
based methods. Since there is no deformation between the rigid shapes,
shape matching can always be performed by transforming one shape onto
another. The points of original shape are usually processed directly. We call
such kind of methods as registration based methods. For descriptor based
methods, shape matching is usually performed in the descriptor space. The
feature points to be matched are described by shape descriptors. Then, the
shape matching problem is solved by matching the descriptors.
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Figure 2.1: Shape registration via ICP algorithm [2].
2.1.1 Registration based Methods
For registration based methods, the original shapes can be used directly
for registration without feature extraction. Well known algorithms like the It-
erative Closest Point (ICP) [2] and its variants [39] belong to this category
which have been widely used for registration. ICP is an iterative optimization
technique which is guaranteed to converge to a local minimum under certain
distance metric. In case of shape matching it is used to find rigid transforma-
tion in order to align one shape with another (Figure 2.1). In each iteration,
one shape moves closer to the other until convergence. After the alignment,
the correspondences can be easily found via nearest neighboring. However,
ICP based methods are sensitive to noise and outliers. The problem of out-
liers can be alleviated by statistical analysis on the consistency of distances
of the corresponding points [40][41][42]. However, a good initial alignment is
still required. Otherwise, they are easily converged to local minimum rather
than global minimum.
To overcome the above limitations, probabilistic methods were developed
[43][44][45][46], which transform the registration problem into a probability
density estimation problem. In [45], for example, the registration was ac-
complished by fitting the Gaussian mixture model (GMM) centroids. Jian and
Vemuri [46] provided a generic framework which represents the input point
sets using Gaussian mixture models and reformulates registration of points
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sets as the problem of aligning two Gaussian mixtures. Although proba-
bilistic algorithms perform better than the ICP based methods, they usually
require parameter tuning to adapt to different applications, and outlier prob-
lem is still not well solved. Furthermore, the efficiency decreases when the
input shapes are in large size.
2.1.2 Rigid Shape Descriptors
On the other hand, shape descriptors are more suitable for shape matching
problem since they can represent a 3D model as fixed dimensional vec-
tors such that the shape matching problem is reformulated as matching the
shape descriptors. In the literature, numerous rigid shape descriptors have
been proposed that can be broadly classified into global shape descriptors
and local shape descriptors. Representative global shape descriptors like
geometric 3D moments [47], shape distribution[48], and spherical harmon-
ics [49] have been proposed for retrieval and recognition. However, global
shape descriptors are sensitive to occlusion and clutter as they encode the
entire shape geometry information.
In contrast, local shape descriptors are usually built up around certain
feature points and encode the local neighborhood information for the feature
points. So they are robust to clutter and outliers. The correspondences
between shapes can be established efficiently and accurately. To construct
the local descriptor, Local Reference Axis (LRA) or Local Reference Frame
(LRF) is first defined at the feature point. LRA or LRF serves as the reference
based on which the descriptor is able to encode the local information of
the feature point into a canonical form. Thus, we can divide the current
local shape descriptors into two categories: LRA based descriptors and LRF
based descriptors.
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Figure 2.2: LRA based descriptors are built up at three feature points. The
normal vectors indicated as blue arrows serve as LRAs based on which the
descriptors are constructed. The local points around the feature points are
first projected onto 2D planes (blue points) based on the LRAs, which are
then converted into Spin Images [50] by accumulating the points in different
bins.
LRA Based Descriptors In this category, the descriptors are constructed
at the feature points where the normal vectors usually act as the Local Ref-
erence Axes (LRA). For each descriptor, the relationship between the neigh-
boring points and LRA is encoded (Figure 2.2). In [51], a descriptor named
’splash’ was built up by mapping the tangent information between the nor-
mals of the feature point and the neighboring points. In [50][24], Spin Image
was proposed which is a 2D representation of a histogram with one axis
indicates the perpendicular distance from the reference normal ray while
the other axis stands for signed perpendicular distance to the tangent plane
(Figure 2.2). Despite its efficiency and simplicity, the descriptiveness is rel-
atively low. Hetzel et al. [52] introduced a descriptor which is a combination
of histograms of several features including depth values, surface normals
and shape index, and achieved high recognition accuracy on a dataset con-
taining occluded models. Frome et al. [25] introduced a 3D Shape Context
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Figure 2.3: An illustration of LRF based shape descriptor. The LRF usually
comprises x, y, and z axes based on which the descriptor is constructed by
projecting the local 3D shape into another representation.
generated by dividing the local surface into different bins using normal as
LRA and counting the weighted number of points falling into each bin. How-
ever, single LRA cannot fix the degree in the azimuth direction. In [53], a
2D descriptor named LSP was presented which is the histogram of normals
deviations and shape indices. Speed of LSP is faster than Spin Image but
the descriptiveness is not improved. In [54], Taati et al. introduced THRIFT
which is a weighted histogram of the deviation angles between the normals
of the neighboring points and the feature point. However, the matching ac-
curacy is still not high. From the reviewed methods, we see that LRA based
descriptors suffer the limitations such as low descriptiveness and ambigu-
ity on tangent plane. In next paragraph, we can see that a complete Local
Reference Frame (LRF) can alleviate these problems.
LRF Based Descriptors A complete LRF defines a local coordinate sys-
tem (Figure 2.3), based on which the descriptor can be constructed and the
descriptiveness is largely improved. In 1997, Chua and Jarvis [55] proposed
a point signature which encodes the signed distance and rotation angle of
the 3D curve obtained by intersecting a sphere centered in the feature point
with the surface. The construction is based on a LRF formed by the normal
and reference vector of the 3D curve as well as their cross product. Although
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it is more discriminative than LRA based descriptors, the reference direction
may not be unique [26]. That is, multiple descriptors need to be computed
at each feature point to obtain an invariant description. Sun and Abidi [56]
proposed an LRF by using the normal of a feature point and an arbitrarily
chosen neighboring point. Based on the LRF, a descriptor named point’s
fingerprint was constructed by projecting a set of geodesic circles around
the feature point onto the tangent plane. The fingerprint can carry different
features making it descriptive, but the LRF is still not unique [26]. In [57], the
LRF was defined by a pair of points in local region based on which a ten-
sor representation was proposed. Such a representation is robust to noise,
clutter and occlusion, but the pair-wise construction may cause combinato-
rial explosion of vertices when the model is in large size. Novatnack and
Nishino [58] created the LRF by using the surface normal and a projected
eigenvector on the tangent plane, and a scale-dependent and scale-invariant
local 3D shape descriptor was proposed. They also showed that the discrim-
inative power was largely improved. However, the LRF is ambiguity due to
the arbitrary sign flips of the eigenvector. In [59], the LRF was computed as
the eigenvectors of the scatter matrix of the neighboring points of a feature
point. And Intrinsic Shape Signature was constructed based on the LRF. To
solve the sign flipping problem of eigenvectors, four descriptors are gener-
ated for a single feature point. Tombari et al. [26] presented an unique and
unambiguous LRF calculated from the eigenvectors of the weighted scatter
matrix of the neighboring points, and the sign of the eigenvector is disam-
biguated by choosing the direction coherent with the major direction of the
scatter vectors. Based on this LRF, a descriptor called SHOT was introduced
which is highly repeatable. However, such a sign disambiguation for LRF is
not robust and is sensitive to noise and mesh resolution. Guo et al. [60] in-
troduced an unique, unambiguous and robust LRF using all the points lying
on the local surface, based on which a highly descriptive and robust descrip-
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tor named RoPS was proposed. Experimental results showed that RoPS is
highly repeatable and robust to mesh resolution. However, the sign flipping
problem still cannot be completely resolved.
From the above survey, we can see that both LRA and LRF based de-
scriptors have their own limitations. LRA based rigid shape descriptors are
less descriptive, while LRF based descriptors are prone to symmetric flips.
In Chapter 3, we propose a novel LRA based shape descriptor which is de-
scriptive and robust to noise.
2.2 Non-Rigid Shape Matching
Compared to the rigid shape matching, non-rigid shape matching is more
challenging since there can be large number of degrees of freedom that tra-
ditional methods used for rigid shape matching cannot be directly applicable
to non-rigid shape matching. To reduce the difficulty, various approaches
[19] have been proposed which can be roughly categorized into several
classes. In this section, we review the representative works for each class.
2.2.1 Non-Rigid Registration
The ICP [2] algorithm and its invariants [39] are popular registration algo-
rithms in rigid domain which can also be extended to the non-rigid matching
problem. One notable work is the method proposed by Chui and Rangarajan
[44]. They generalized the ICP algorithm by assigning probabilistic values to
establish correspondences between all combinations of points for the given
two shapes, and the registration is done through an alternating update strat-
egy which computes the probabilities and update transformation in each it-
eration. Finally, the shapes are deformed to each other by thin-plate splines.
To improve the robustness, a similar method called the Coherent Point Drift
[45] was proposed which represents one points set as Gaussian mixture
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Figure 2.4: Non-rigid shape matching through embedding: the algorithm
[20] embeds two 3D shapes (left) into a common Euclidean space (middle),
and further deforms the embedded shapes for better alignment (right).
model (GMM) centroids and forcing the GMM centroids to move coherently.
Jain et al. [46] represented both of the given shapes as GMMs and fur-
ther generalized the registration problem as aligning two Gaussian mixtures.
However, all these methods are only robust to shapes with small variation.
Huang et al. [61] introduced a non-rigid registration approach that can han-
dle shape with large deformation which is robust to near isometric shapes
but is sensitive to topological changes. Zhang et al. [23] proposed a robust
non-rigid shape matching method by deforming one shape towards another.
However, the speed is slow and symmetry flipping can happen. Recently,
Papazov and Burschka proposed an efficient non-rigid shape registration
method based on local similarity transforms [62]. However, it requires pre-
alignment and is inapplicable to matching shapes with large deformations.
2.2.2 Shape Embedding
To alleviate the difficulties of non-rigid shape matching, many methods are
proposed to embed the non-rigid shapes into another space where the
matching problem can be easily solved (Figure 2.4). After embedding, the
intrinsic properties (e.g. pairwise geodesic distances) are approximated or
preserved in extrinsic (coordinate) form [63]. The new space is called em-
bedding space. Current embedding algorithms can be classified into Eu-
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clidean embedding and Non-Euclidean embedding depending on the types
of embedding space [63].
Euclidean Embedding
In this setting, the non-rigid shapes to be matched are embedded into a low
dimensional Euclidean space where the pairwise geodesic distances are
approximated by Euclidean ones. There are two types of Euclidean embed-
ding: Multi-Dimensional Scaling embedding and Laplacian embedding.
Multi-Dimensional Scaling (MDS) Embedding MDS based methods
[15][20][21] embed the shapes into a low dimensional Euclidean space
by minimizing a stress function such that the geodesic distances between
points are approximated as accurate as possible in the new space. Elad
and Kimmel [15] compared the performance of different MDS techniques
and proposed a novel signature for object classification. Jain and Zhang
[20] proposed an effective MDS technique based on eigen decomposition to
find correspondences between two non-rigid shapes. In a recent work [21],
MDS embedding was used to find the initial alignment and the matching
performance was largely improved by using EM (Expectation-Maximization)
algorithm in the embedding space. However, MDS based methods [20][21]
suffer the symmetry flipping problem due to the sign flips of the eigenvectors,
and the sensitivity of geodesic distances to the topological changes can also
degrade the performance.
Laplacian Embedding Laplacian embedding has become a more popular
embedding technique which is based on the eigenvectors of the Laplace-
Beltrami operator associated with the shape. Since the computation of
geodesic distances is no longer needed, Laplacian embedding is robust to
the topology changes of the mesh. Since its invention, many shape match-
ing methods have been proposed including the Global Point Signatures [64],
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Heat Kernel Signature [31], Wave Kernel Signature [32] and functional map
[65]. However, these methods still suffer the symmetry flipping problem due
to the flipping signs of the eigenvectors. Another limitation faced by all the
Euclidean embedding methods is the metric distortion as the geodesic dis-
tances are just approximated in the embedding space.
Non-Euclidean Embedding
To decrease the embedding distortion, some researchers suggested non-
Euclidean embedding [22][66]. That is, the non-rigid shapes to be matched
can be embedded into another non-Euclidean space where the shapes ’feel’
more comfortable [63]. Bronstein et al. [22] proposed Generalized mul-
tidimensional scaling (GMDS) which embeds one shape directly onto an-
other shape through minimizing a non-convex stress function. While GMDS
is a minimum-distortion embedding, it is expensive to compute and suffers
the symmetry flipping problem. Recently, Möbius voting [66] was proposed
which conformally embed the shapes into a low dimensional space where
the correspondences can be easily obtained via voting scheme. However, it
only applicable to genus zero surfaces and suffers from bad artifacts.
2.2.3 Non-Rigid Shape Descriptors
Another class of non-rigid shape matching methods reply on descriptors.
A family of descriptors were built based on the eigenvalues and eigenfunc-
tions of the Laplace-Beltrami operator. Rustamov [64] proposed Global Point
Signature(GPS) based on the scaled eigenfunctions of the Laplace-Beltrami
operator. GPS is informative and can be used for multiple tasks like shape
classification, segmentation, and correspondence. However, it is not ap-
plicable to partial matching since it is a global descriptor. Sun et al. [31]
proposed Heat Kernel Signature (HKS) which is a local descriptor computed
from the heat kernel of the Laplace-Beltrami operator. HKS is an isometric
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invariant, informative, multi-scale and stable local descriptor. After its inven-
tion, many variants and improvements have been proposed such as Heat
Kernel Map [67], Persistent Heat Signature [68], and Scale-invariant Heat
Kernel signatures [69]. However, HKS based descriptors are sensitive to the
low-frequency information. Another Laplace–Beltrami operator based de-
scriptor called Wave Kernel Signature(WKS) [32] was proposed which treats
all frequencies equally. All these descriptors suffer the symmetry flipping
problem due to the flipping signs of the eigenvectors of the Laplace-Beltrami
operator. Intrinsic Shape Context [33] is an extension of 2D shape context
[70] created by charting the surface and can be combined with other descrip-
tors for robust matching. However, it is unstable under noise and still cannot
differentiate symmetric feature points.
Pairwise Descriptors
Pairwise descriptors (Figure 2.5) [71][34][72] attracted much attention in re-
cent years. Sun et al. [71] proposed Fuzzy geodesics for a pair of feature
points. Based on two pair of points, Intersection Configuration is defined for
matching sparse feature points of the non-rigid shapes. Zheng et al. [34] cre-
ated a pairwise descriptor that encodes the iso-contours of the harmonic field
constructed from a pair of feature points (Figure 2.5). Based on the pairwise
descriptor an efficient matching algorithm was proposed to match extreme
points. Experiments showed that the proposed method achieves state-of-art
performance. In a recent work, another pairwise descriptor named bilateral
map was introduced in [72]. The surface area of the geodesic path of a pair
of points is divided into different bins, and the area in each bin is accumu-
lated. It was shown that bilateral map can be efficiently built and used for
partial matching. Despite the success of pairwise descriptors, the symmetry
flipping problem still hinders their performance.
There are several works [74][73][75] especially designed to avoid sym-
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Figure 2.5: Pairwise shape descriptor is built upon a harmonic field [34].
The iso-contours are encoded into a pairwise descriptor.
metry flipping. For example, Au et al. [74] performed shape matching
through matching the shape skeleton. The symmetric flips are decreased
by checking spatial relationship but cannot be completely avoided. Liu et al.
[73] perform shape matching by finding the global reflective symmetry axis
curve. It is able to avoid symmetry flips but can fail when the symmetry axis
is asymmetric or too short. The work of [75] is designed to address the sym-
metric ambiguity problem by performs shape matching in a quotient space
of the functional space [65] where the symmetry can be identified and fac-
tored out [76]. But, it needs one reference shape with known symmetry for
each category of models in advance, and cannot handle models with severe
deformation.
Therefore, we see that all the existing non-rigid shape matching algo-
rithms are unable to solve the symmetry flipping well. In Chapter 5, we




Improved Spin Image for Rigid
Shape Matching
In this chapter, we propose a novel shape descriptor named Improved Spin
Image for rigid shape matching. This work has been published in [35]. Spin
Image is a widely used descriptor in rigid matching, but the disadvantages
such as noise sensitivity and low discriminative ability still hinder their useful-
ness in real applications. The proposed method improves the standard Spin
Image by using angle information between the normals of reference point
and neighboring points. This information largely increases the robustness
to noise without losing the intrinsic advantages of spin images. Moreover,
signs are defined to incorporate the directions of angles which are shown
to be able to further improve the descriptive power. Experiments are also
conducted to show the superiority of Improved Spin Image under different
levels of noise, and good agreements are obtained by comparing with the
standard Spin Image and a recent popular 3D descriptor.
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Figure 3.1: A spin image built at the reference point p.
3.1 Introduction
3D rigid shape matching is a fundamental and challenging task in com-
puter vision. With the rapid increasing number of 3D models, its role be-
comes more attractive in various research areas such as shape registra-
tion, retrieval, object detection, biometrics, and 3D recognition. Over the
past decades, a large number of surface matching techniques have been
proposed [18][77], among which matching with local shape descriptors has
become a popular research trend due to its promising ability to handle with
missing data, occlusion, clutter, rotation, translation and resolution variance.
One of the most excellent local shape descriptors is Spin Image (Fig-
ure 3.1) which was first proposed by Johnson and Hebert in 1997 [78] for
surface registration, and has also been used for recognition problem [79][16].
After its first invention, numerous improvements and extensions were made.
For example, authors in [80] and [81] tackled the variant resolution problem
by mapping the surface area rather than surface points. And the sampling
problem was also solved through using distinct landmarks. A multi-resolution
representation for Spin Image was presented by Dinh and Kropac [82] which
was shown to be able to increase the efficiency by comparing Spin Image in
a low-to-high resolution manner, but this technique can also add the risk of
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aliasing. In [82], textured Spin Image was proposed for 3D registration. This
method did not modify the original structure of Spin Image. Instead, the en-
hancement was achieved by adding texture information. Another extension
of Spin Image was 3D shape context [25] which accumulated 3D histograms
of points within a sphere centered at the basis point. This method was shown
to be more robust than Spin Image but incurred significantly higher computa-
tional cost. More recently, Tombari [26] proposed a new descriptor by com-
bining an unique and repeatable local reference frame with a 3D descriptor
of hybrid signature and histogram. But one drawback of this method is that
the supporting angle is not considered while it is well defined in Spin Image.
This may affect its performance under clutter. And the cosine function values
may be also not discriminative enough.
The proposed descriptor aims to further improve the descriptiveness and
robustness of Spin Image and in the mean time preserve the good properties
of Spin Image such as efficient to build and resistant to partial views. In
Section 3.2, the proposed Improved Spin Image is illustrated in detail. A kind
of new descriptive information named Signed Angle is proposed to enhance
the standard spin image. Moreover, a repeatable local Reference Frame
technique is adopted for creating the normals. To validate the advantages
of the proposed method, experiments are conducted with results shown in
Section 3.3 to compare the proposed Improved Spin Image with standard
Spin Image and a recent popular 3D descriptor. Finally conclusions are
drawn in Section 3.4. For simplicity, in the following sections ISI and SI are
short for Improved Spin Image and standard Spin Image respectively.
3.2 Improved Spin Image
For a vertex p on a surface (Figure 3.1 left), a Spin Image (SI) is computed
in a cylindrical coordinate system defined by vertex p and its corresponding
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normal. All points within local support region are encoded into a 2D repre-
sentation which is a histogram with one axis α indicates the perpendicular
distance from the reference normal ray while the other axis β stands for
signed perpendicular distance to the tangent plane (Figure 3.1 right). Nice
properties such as rotation, translation and pose invariant allow SI to work
for many problems. However, less descriptive power and noise sensitivity
are the intrinsic deficiencies of SI. The authors of SI suggested that group-
ing point matches with geometric consistency should be used to enhance
the robustness. But this can decrease the efficiency. In fact, these disad-
vantages are due to the fact that SI solely encodes the geometry information
which is very sensitive to noise and less discriminative. Based on this ob-
servation, an Improved Spin Image (ISI) is proposed in this section, which
encodes a new feature named Signed Angles.
Before establishing ISI, the normals need to be built up first. A popular
way to generate the normal of each feature point on the surface is to cal-
culate the normals of its surrounding faces first, and then the sum of these
normals which are weighted by their corresponding areas is used as the
normal of this feature point. Despite the simplicity, non-unique and ambi-
guity can be introduced when these normals are used as reference axes
to generate SI or ISI, the number of mismatches will thus increase during
matching stage. In this work, a repeatable Local Reference Frame (LRF)
technique [26] is adopted to build up the normals such that both uniqueness
and unambiguity can be achieved. The LRF is computed as the eigenvectors






(R− di)(pi − p)(pi − p)T
We use the z axis of the LRF as the normal vectors of the vertices.
Having built the normals, the ISI can be established by replacing one of
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Figure 3.2: Improved spin image (ISI): each row corresponds to a specific
α (perpendicular distance from the reference normal ray) while each column
corresponds to a specific signed angle.
the axes of SI with angle information. Here, the angle indicates the included
angle between the normals of reference point and the neighboring points. It
seems that either α or β can be replaced. For intuitive understanding, β is
chosen for replacement. And the ISI can be explained as angles’ distribu-
tion among different rings. Here each ring corresponds to a specific α value
(Figure 3.2). There has been similar modification which utilizes cosine func-
tion of these included angles within local grid [26]. This results in a coarser
binning for direction close to the reference normal direction and finer one
for orthogonal directions. Although this representation can limit the noise to
some extent, it is not suitable for a large support region as in SI since in
large support region neighboring points far away from reference point with
small included angles should be treated equally as those with large angles.
Therefore, in our method the included angles are used directly.
In addition to the included angle, the directions of normals should also
be encoded. For example, in Figure 3.3, p is the reference point where
the ISI is to be built, and x1 and x2 are two neighboring points in the local
support. The normal vectors n1 and n2 have the same angle relative to n,
but apparently they point to different directions: n0 points towards n while
n1 points outwards n, and thus should be mapped to different positions in
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Figure 3.3: Angles with different directions are mapped to different positions.
the ISI. Therefore, the angles should be discerned although they hold the
same absolute value. To differentiate their directions, an angle is assigned
positive when it points towards n, otherwise it should be assigned negative.
After defining the signed angles, the local 3D surface can be mapped to 2D
domain as an Improved Spin Image using Equation 3.1 (Figure 3.3).
Sp → (d, θ) = (|x− p| , D · (arccos(n · nx))), (3.1)
where n is the normal vector computed at p, nx is the normal vector of a
neighboring vertex x in the local support, and D is the sign of the angle
determined by
D =
 +1, dot(n, x− p) < dot(nx, x− p)−1, otherwise
That is when nx point towards np the the sign of angle between n and nx is
assigned +1, otherwise it is assigned −1.
Finally, the ISI is generated as is shown in Figure 3.2, in which each
row corresponds to a specific α determined by the perpendicular distance
from the reference point while each column corresponds to a certain signed
angle. From the figure, it is clear that ISI can also be seen as a distribution
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of the signed angles among each ring around the reference point.
3.3 Experimental Results
3.3.1 Dataset and Evaluation Methodology
Figure 3.4: A scene example at 3 different levels of noise.
The dataset for the following experiments includes 6 models and 45
scenes which can be downloaded from [83]. The 6 models are originally
from Stanford 3D scanning Repository [84]. The 45 scenes are built up by
randomly rotating and translating different subsets of the 6 model set to cre-
ate clutter. Similar to [26], three levels of Gaussian noise are added. Three
levels of noise σ1, σ2 and σ3 correspond to 10%, 20% and 30% of the aver-
age mesh resolution (Figure 3.4).
For each model 1000 feature points are randomly selected, and n ∗ 1000
feature points were extracted from each scene (n indicates the number of
models contained in each scene). Feature vectors were built for every fea-
ture point using the shape descriptor. During the matching procedure, all the
feature points of scenes are matched against the feature points of the 6 mod-
els by iterating the models one by one. If the Euclidean distance between
feature vectors for a particular pair of feature points is below a given thresh-
old, this pair is called a match. A correct positive indicates a match where the
two feature points correspond to the same physical location (Figure 3.5(a)),
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(a) (b)
Figure 3.5: Correct positive (a) and false positive (b).
while a false positive is a match where two feature points are from differ-
ent physical locations (Figure 3.5(b)). And the total number of positives is
prior known (number of scenes multiply by number of feature points of each
scene). Having these values, the recall (3.2) vs. 1-precision (3.3) curve can
be generated by varying the threshold.
recall =
number of correct positives
total number of positives
(3.2)
1− precision = number of false positives
total number of matches (correct or false)
(3.3)
3.3.2 Comparisons of ISI With Other Descriptors
In this section, ISI is compared with standard SI and a recent 3D shape
descriptor (SHOT [26]). For these three descriptors, support radius is their
common parameter which determines how many neighboring points will be
involved in calculation of the local descriptor. To ensure a fair comparison,
the same support radius is set for these three descriptors. In this experi-
ment, it is set as 10 times of the mesh resolution. The rest parameters are
set as follows. For ISI and SI, image size is set as 15. This results in a
descriptor with length of 225. And the support angle is set as 90 degree,
which can be used to limit the effects of partial views and clutter. For SHOT,
the performance is also influenced by number of spatial bins which is set
as 32 as is suggested in [26]. And bin number in each shape histogram is
set as 10. These settings give rise to a SHOT descriptor with length of 320.
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The comparison results are presented in Figure 3.6 corresponding to three
levels of noise. The proposed ISI outperforms SHOT and SI in all experi-
ments. With the noise level increases, the advantage of ISI becomes more
distinct. The reason for the success of ISI lies in mainly three aspects. First,
the signed angles include more discriminative information of local surface.
Second, support angle of ISI help limit effects of clutter, while SHOT en-
codes all the neighboring point within the support radius. Third, the normals
generated from the repeatable local Reference Frame technique help further
enhance the performance. It is also worthy to notice that the length of ISI
(225) is shorter than that of SHOT (320), but high accuracy is still achieved.
And a shorter descriptor can allow faster matching when a large number of





Figure 3.6: Recall vs. 1-Precision curves for scenes with noise of 10% (a),
20% (b) and 30% (c) of average mesh resolution.
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3.4 Conclusion
This chapter presented a new 3D surface matching method for improving the
Spin Images (SI). The Improved Spin Images (ISI) used signed angles as a
replacement for the β value (perpendicular distance to the tangent plane) of
the standard SI. The signed angles not only encoded the basic first-order dif-
ferential of the normals between reference points and its neighboring points
within the local support but also the directions of the normals. The α value
(perpendicular distance from the reference normal ray) of the SI is inherited
unchanged in ISI. Each α corresponds to a specific ring. In this way, the dis-
tribution of the signed angles in every ring was encompassed into the ISI. To
eliminate the non-uniqueness and ambiguity, a local Reference Frame tech-
nique was adopted to generate the normals. Finally, experiments showed
that the proposed ISI outperformed standard SI and a latest 3D descriptor




Efficient 3D Dental Identification
Rigid shape matching can be applied in many applications such as object
recognition, retrieval, and 3D reconstruction. In this chapter, we demon-
strate an application of rigid shape matching for dental identification which
is an emerging biometric technique that has drawn tremendous attention in
recent years for its usefulness in identifying victims. However, existing meth-
ods are time-consuming and inaccurate. Some methods require human as-
sistance, e.g. manual segmentation or comparison, while some methods
needs several hours to identify one subject. To overcome the limitations, we
use local rigid shape descriptors to represent the vertices of the 3D model.
Based on this new representation, we design a learning based keypoint de-
tection method to precisely detect a small number of desired keypoints on
both antemortem (AM) and postmortem (PM) dental models. For a given
PM model, the optimal initial alignment to the AM model to be matched can
be found efficiently by matching the descriptors of the keypoints. The final
matching score is obtained by running the iterative closest point algorithm
which can further refines the initial alignment. We have performed experi-
ments on a database of 200 AM dental models and tested the performance
of the proposed approach on 3 different PM datasets comprising complete,
incomplete and single tooth models respectively. The experimental results
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show that both high accuracy and efficiency are achieved with 100% Rank-
1 identification accuracy on both complete and incomplete PM models and
86% Rank-1 accuracy on single tooth PM models. The running time is only
415 seconds on average which is about 60 times faster than many 2D meth-
ods which usually take several hours to identify one subject.
4.1 Introduction
Dental identification has emerged as a new biometric strategy and received
substantial attention in recent years [85][86][87][88][89][90][91][92][93]. Com-
pared to other identifiers such as face, fingerprint and palm print, the dental
record is regarded as the most promising trait for human identification in the
unfortunate and tragic events of homicide and mass disasters as it is the
hardest and the most indestructible part of human body [94]. In the mass
disasters like 9/11 terrorist attack and the Asian tsunami of 2004, dental
identification has shown to be more reliable and effective than other means
[95][96]. It even outperforms DNA identification as about 75% of the victims
were identified using dental records while DNA only helped identify 0.5%
victims in the case of the Asian tsunami [97].
Most existing dental identification approaches rely on 2D radiographs.
Radiographs taken before death are stored in an antemortem (AM) database,
while a radiograph obtained after death is saved as a postmortem (PM)
image which will be used to match against the AM database [98]. Tradi-
tional dental identification usually requires forensic odontologists to manu-
ally search the AM database and find the best match to the given PM image
based on distinctive features such as missing teeth, crown and root morphol-
ogy, pathology and dental restorations [99]. Since such manual process is
less accurate and time-consuming, automatic or semiautomatic approaches
have been developed in the past few years. Jain et al. [85] introduced a
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semiautomatic dental identification method which requires manual selection
of region of interest (ROI). The tooth contours are then extracted and the
identification result is obtained by matching the PM and AM tooth contours.
To make it more efficient, Jain and Chen [86] proposed a segmentation al-
gorithm to detect ROI and a probabilistic method to automatically find the
contours of teeth. However, human intervention is still needed to initialize
certain algorithmic parameters and correct errors for poor quality images.
While these two semiautomatic methods [85][86] were shown to be feasi-
ble on a small database, they performed poorly for blurred images or par-
tially occluded query shapes. In [89], Nomir and Abdel-Mottaleb presented
an automatic teeth segmentation technique based on iterative and adaptive
thresholding. Signature vectors are used to describe the extracted teeth
contours, and the similarities of the AM and PM teeth contours are obtained
by matching the signatures. And in their later work, they showed that the
accuracy and speed can be further improved through a hierarchical contour
matching algorithm [100] or a fusion scheme [101].
Despite the popularity of using contours for dental identification, poor im-
age quality often plagues accurate tooth contour extraction and makes the
identification unreliable. This inspires people to use more features to improve
the robustness. For instance, Nomir and Abdel-Mottaleb [90] showed that
the accuracy could be improved by using both tooth contours and tooth ap-
pearance which are represented by Fourier descriptors and forcefield energy
respectively. Dental works such as crown, bridge, and filling which appear
as bright region and less noisy than teeth can also be used for identifica-
tion [87][91]. Chen and Jain [87] presented a dental identification system
based on matching tooth contours and region of dental work. The tooth con-
tours are matched using a shape registration strategy while the dental work
is matched on overlapping areas using an area-based metric. The matching
accuracy was improved by fusing these two measurements. Lin et al. [91]
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proposed to use both of the contours of teeth and dental works for identifi-
cation. The teeth contours are matched in spatial domain, and the contours
of dental works are matched in both spatial and frequency domains. To re-
duce alignment error, a point-reliability method as well as an outlier detection
and pruning method are designed for contour matching. With these tech-
niques, promising experimental results were obtained. However, these 2D
radiograph based approaches still suffer from several limitations. (1) X-ray
radiographs are usually noisy and blurred, which makes the tooth segmenta-
tion and contour extraction time-consuming and inaccurate. Chen et al. [87]
reported 14 out of 25 subjects in their database could not be identified. Fur-
thermore, human intervention is often required in preprocessing. (2) Some
important features are distorted in radiographs. For example, the dental arch
which is considered to be unique among individuals [102] is usually distorted
in 2D radiographs. (3) 2D radiographs are less informative compared to 3D
records since 2D images are projections of 3D teeth. 3D dental feature de-
tails like the ridges and grooves on each tooth are lost in 2D images.
To overcome the inherent limitations of 2D based methods, 3D den-
tal identification approaches were proposed based on matching 3D dental
records [92][93]. In [93] for example, salient points were automatically de-
tected which are used to register the PM model to the AM model, and the
iterative closest point (ICP) [2] was adopted to compute the matching scores.
It achieved 80% Rank-1 recognition rate on 60 PM to 200 AM subjects, and
took 45 minutes on average to identify one subject from 200 subjects (on a
PC with 2 Duo CPU 2.33 GHz 1.96GB RAM). We can see that there is still
much room for improving the accuracy and speed.
In this work, we propose an efficient 3D dental identification approach
via learning based feature points extraction and a novel shape descriptor
called the Signed Angle Image (SAI). An overview of our approach is shown
in Figure 4.1. In the offline part, we establish a small training dataset which
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Figure 4.1: Block diagram of the proposed 3D dental identification approach.
is a subset of the AM database and label a series of keypoints at the desired
positions. The local surface of every labelling is then described by the SAI
which can be efficiently computed. The labellings along with the descriptors
are used to train a random forest (RF) model, based on which the keypoints
on both AM and PM models can be accurately detected. In the online part,
the given PM model is efficiently identified by matching the SAIs to those of
AM models followed by ICP refinement. The main contributions of this work
are:
• A machine learning based keypoint detection method is used to accu-
rately detect a sparse set of keypoints on the dental models.
• A novel shape descriptor is proposed to describe the local shape which
can be easily and efficiently computed.
• A highly efficient dental identification approach is presented by match-
ing the descriptors of the keypoints followed by ICP refinement.
• Experiments are conducted on 3 different PM dental datasets con-
taining complete, incomplete and single tooth respectively. Both high
accuracy and efficiency are achieved.
This chapter is organized as follows. In Section 4.2, we describe the data
acquisition and processing steps. In Section 4.3, we introduce a machine
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learning approach for keypoint detection and a shape descriptor for repre-
senting the local information of the keypoints. An efficient dental identifica-
tion method is presented Section 4.4. The results of experiments conducted
on three different PM datasets as well as the computational time statistics
are described in Section 4.5. Finally, we conclude our work in Section 4.6.
4.2 Data Acquisition and Preprocessing
In this section we describe the antemortem (AM) and postmortem (PM)
datasets acquisition. We also introduce 3 critical steps in preprocessing:
decimation, segmentation, and remeshing.
4.2.1 Data Acquisition
Ante-Mortem (AM) models Plaster samples are taken from 200 subjects
including 111 males and 89 females whose ages range from 12 to 35 years.
These plaster samples are then scanned using the Minolta VIVID 900 Sur-
face Laser Scanner with the scanning resolution is 0.02 mm.
Post-Mortem (PM) models Postmortem (PM) models are taken indepen-
dently by another investigator in the following year using the same laser
scanner. This time, 22 subjects including 12 males and 10 females are se-
lected from the 200 subjects sampled previously. To verify the effectiveness
of our method, we construct three PM datasets: complete, incomplete and
single tooth datasets. Details can be found in Section 4.5.
4.2.2 Preprocessing
The raw data is noisy and requires between 14-40 MB of storage. We per-
form preprocessing on the AM models and PM models in 3 steps: decima-




Figure 4.2: Preprocessing procedure: (a) original dental model; (b) dental
model after decimation; (c) Principal Component Analysis (PCA)-plane con-
struction; (d) the upper part is kept as segmentation result; (e) final dental
model after remeshing.
Decimation Since the scanning is performed under high resolution, the
resulting models have 340k to 400k triangle faces. Such a large size can
decrease the efficiency of the subsequent steps. So the first preprocessing
step is to reduce the models to 10% of original size to achieve higher com-
putational speed. We use the simplification method proposed in [103] as it
is able to produce a high quality approximation such that primary features of
the model are preserved even after significant simplification. Figure 4.2(b)
shows an example of the decimated model.
Segmentation In the second step, we perform automatic segmentation
to remove the bottom part of the digitized plaster which does not contain
tooth information. The Principal Component Analysis (PCA)-plane passing
through the centroid of the model is established to cut the model into two
parts as is shown in Figure 4.2(c).
Remeshing Remeshing is another important preprocessing step which is
used to make the model vertices regularly distributed (e.g. all edges have
approximately the same lengths). Method in [104] is applied which offers
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much higher visual quality. Comparing Figure 4.2(d) and Figure 4.2(e), we
can see that the vertices appear more regularly distributed after remeshing.
4.3 Learning Based Keypoint Detection
The following criteria are well-recognized for good keypoint detection meth-
ods.
Repeatability The keypoints should be highly repeatable, that is, the key-
points are detected consistently across different instances of the same ob-
ject.
Descriptiveness There should be enough information around keypoints
so that descriptive features can be extracted.
Small quantity Fewer and significantly representative keypoints are pre-
ferred. A small number of keypoints can significantly reduce computational
complexity and improve matching accuracy.
In existing works [105][106][107], keypoints are usually detected based
on high curvature or saliency, resulting in a large quantity that is redundant.
To achieve efficiency, detected keypoints should be of high repeatability and
high descriptiveness but at the same time small in number. To this end, we
propose a learning based keypoint detection scheme which make most sig-
nificant keypoint detection feasible. Our scheme comprises 3 steps: 1) We
label a very small number of representative dental keypoints on the training
datasets. 2) For the labellings we build novel shape descriptors. 3) The
descriptors of the labelled keypoints are fed into Random Forest to train a
model, based on which the keypionts can then be predicted. We detail these
steps in the following subsections.
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Figure 4.3: For each of training model the desired keypoints on incisor,
canine, molar, and premolar are manually labelled, which will be described
using SAIs and trained for keypoint detection.
4.3.1 Keypoints Labelling
We classify the teeth into 4 categories: incisor, canine, molar, and premo-
lar. The center of the masticating surface of each tooth is labelled as the
keypoint (Figure 4.3). Such labelling has mainly two advantages: 1) Useful
information is gathered on the masticating surface. 2) Each model can be
represented by a very small number of keypoints (one keypoint per tooth).
280 keypoints have been labelled for 20 dental models. And each keypoint
will be assigned a local shape descriptor to train a classifier.
4.3.2 An Novel Shape Descriptor
To train the classifier, we need to build the shape descriptors for the key-
points to describe the local characteristics so that we can tell the classifier
what kinds of vertices are keypoints. There are many available descrip-
tors: simple single-value based descriptors like curvature[105] and saliency
map[106][107] to more complex signature or histogram based descriptors
such as spin images[24], shape context[25], SHOT[26], RoPS[1]. Creusot et
al.[108] detected facial keypoints using both simple and complex descriptors
and reported that complex descriptors could affect identification efficiency.
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We propose a novel shape descriptor named Signed Angle Images (SAI)
which could be computed efficiently. The proposed descriptor is an exten-
sion of our previous work[35]. The major improvements lie in two aspects.
First, a highly reliable and repeatable local reference axis has been pro-
posed which enables the establishment of the SAI descriptor. Second, a
more concise expression has been defined for the descriptor to decrease
the computing complexity.
Local reference axis
The Local Reference Axis (LRA) or Local Reference Frame (LRF) is crucial
for robust feature description. The descriptor could become more stable and
discriminative if a transformation invariant LRF or LRA is provided. Some
early works used the single normal vector as LRA [24][25][53] which are lack
of descriptiveness, recent works [26][109][1] emphasized the importance of
the robust LRF.
However, the main problem of LRF is the instability of the x and y axes.
In [109], for example, the x axis is the direction from the keypoint to the point
with largest angle between its normal and the z axis. In [26][1], the sign am-
biguity for the axis is eliminated by finding the major direction of the scatter
vectors. However, the axis instability problem still remains and the repeata-
bility and reliability can be further improved. In addition, LRF costs more
computational time compared to LRA, which is especially obvious when a
large number of descriptors need to be built.
Based on these considerations, we propose a novel LRA which is highly
repeatable and reliable. We use LRA instead of LRF since the former can be
efficiently computed without the sign flipping problem of the x and y axes.
Given a keypoint p on the surface and a support radius r, we construct







where N is the number of triangle faces within the local support, and wi1 and
wi2 are two weights which were introduced in [1]:
wi1 =
|(pi2 − pi1)× (pi3 − pi1)|∑N
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Here, pi1, pi2,and pi3 are the three vertices of the ith triangle face. wi1 is the
ratio of the ith triangle area to the total area of the surface within the local
support, while wi2 measures the distance from the keypoint to the centroid
of the ith triangle. Through this weighting scheme, we assign more weight to
a triangle which is close to the centroid or has larger area, and assign less
weight to a triangle which is far away from the centroid or has smaller area.
Signed angle image
With the Local Reference Axis (LRA), we now are able to construct the shape
descriptor called Signed Angle Image (SAI for short). It is an extension of
the descriptor proposed in previous chapter, which encodes the information
of signed angles and perpendicular distances between the reference point
and neighboring vertices. In this work we modify it using a more concise
expression so that it can be computed more efficiently. For a keypoint p on
the surface (Figure 4.4 left), the local surface within radius r is defined as Sp
which can be mapped into the 2D domain by using the following equation:
Sp → (d, θ) = (|x− p| , D · (arccos(LRAp · LRAx))), (4.2)
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Figure 4.4: Signed Angle Image construction.
where LRAp is the Local Reference Axis (LRA) computed at p, LRAx is the
LRA of a neighboring vertex x in the local support, and D is the sign of the
angle determined by
D =
 +1, LRAp · (x− p) < LRAx · (x− p)−1, otherwise
When LRAx point towards LRAp the the sign of angle between LRAp and
LRAx is assigned +1, otherwise it is assigned −1.
After mapping all the vertices of Sp into the 2D domain, we uniformly
divide the range of the two dimensions into k bins. The SAI can then be
constructed by allocating the vertices of Sp into different bins according to
their 2D values. And the value of a particular bin is the number of vertices
that fall into this bin. The final SAI is shown on the right of Figure 4.4 where
the x axis indicates signed angles while the y axis represents the distances
from p to vertices in the local surface. We build SAIs for all the keypoints in
the training set, which will then be fed into a classifier for learning.
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4.3.3 Learning and Prediction by Random Forest
Random forest developed by Breiman in 2001 [110] is an ensemble classifier
consisting of a collection of decision trees where each individual tree gives
a classification and the final classification result is determined by majority
voting of the ensemble of trees in the forest. After its invention, random
forest has been used and extended for a large variety of applications due
to its desired properties such as computationally efficiency, high accuracy
and capability for small training set. This method is adopted for keypoints
learning and prediction.
SupposeN training keypoints are detected and each is associated with a
feature of length L = k ∗ k, each decision tree is then independently trained
by randomly selecting a training case N times with replacement from all N
available training cases (i.e. take a bootstrap sample). The rest of the cases
is used to estimate the error of the tree, by predicting their classes. For each
node of the tree, l variables out of L are chosen randomly based on which
the best split is calculated. Each tree is fully grown without pruning[110].
The trained random forest is used to predict keypoints. The procedure
is illustrated in Figure 4.5. For example, for a given dental model, Signed
Angle Images (SAI) are built for all the vertices. Then, the SAI of each
vertex is pushed down each decision tree of the Random Forest model. The
class label as well as the class membership probability of current SAI are
generated at the terminal node of the tree. This procedure is iterated over all
trees in the forest. The final class label is determined by the majority votes
of all the trees, and the final class membership probability is obtained by
averaging the class probabilities given by each tree. The class membership
probability of a vertex measures how likely it belongs to a specific class.
Since there are four classes (incisors, canines, premolars or molars), we
have four probability maps as shown in the second row of Figure 4.5. The
vertex with high probability (red) is more likely to be a member of that class,
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and thus should be selected as keypoint. We set a threshold value t and
select vertices with probabilities above t as keypoints. However, such a se-
lection may produce many keypoints as nearby vertices have similar features
(third row of Figure 4.5). To further suppress the non-max probability key-
points, only the local maxima are considered as final keypoints (bottom row
of Figure 4.5).
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Figure 4.5: Keypoint detection procedure: given a dental model (top row),
the probability maps (second row) of the 4 teeth classes are generated using
Random Forest. From left to right are the maps for incisor, canine, premolar
and molar respectively with range from 0 (blue) to 1 (red). The vertices with
higher probability value (e.g. above threshold value t) are considered as
potential keypoints (third row). The forth row shows the aggregation of the
potential keypoints of all 4 classes. The local maxima are then detected as
final keypoints (bottom row).
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4.4 Dental Identification
The identification procedure has been shown in Figure 4.1. This procedure
consists two parts. In the offline part, every model in the AM database is
pre-processed and the keypoints are detected using the method mentioned
above. Local shape descriptors (SAIs) are then built for all the keypoints. In
the online part, the same processes are implemented for a given PM model.
However, the non-max probability keypoints are not suppressed for the AM
models to make sure that each keypoint of a PM model has a corresponding
keypoint on the AM model.
To identify a given PM model, we need to compare it to each of the AM
models and choose the most similar one as the correct match. Given a pair
of AM and PM models (denoted as M1 and M2) to be compared, we denote
their keypoints as K1 and K2 respectively with K2 ⊆ K1. To measure their
similarity the following steps are conducted. First, we build a list containing
L potential correspondences for each keypoint of K2 from K1 (L  |K1|)
by checking the similarities of the SAIs. That is, for each element of K2,
the l2 distances between its SAI and the SAIs of all the elements of K1 are
calculated and sorted in an ascending order. The first L elements from K1
are chosen as the potential correspondences for the current keypoint of K2.
In the second step, we randomly select three different keypoints from K2
whose potential corresponding keypoints are selected from their potential
lists. This results in L∗L∗L different 3-to-3 combinations. For each possible
combination, we compute the rigid transformation matrix to transform the
PM model to the AM model. The mean square error (MSE) between the two
models after transformation is used to estimate the transformation accuracy.
In most cases, the above procedure can output an accurate transformation
based on which we can finally obtain the final similarity between these two
models. However, to enhance the robustness we iterate this procedure N
times and choose the one with minimum MSE as the best initial alignment
46
Algorithm 1 Matching a pair of dental models
Input:
Antemortem (AM) and Postmortem (PM) Models: M1, M2;
Keypoints sets of M1 and M2: K1, K2 with K2 ⊆ K1;
SAIs at the keypoints of M1 and M2: S1, S2;
1: LIST|K2|×L ← 0
2: for each keypoint in K2 do
3: find L potential correspondences from K1 by checking the similarities
of the SAIs, and stored as potential list;
4: end for
5: n← 0; minDist← Inf ; Tbest ← φ;
6: repeat
7: Randomly select 3 keypoints P from K2; For each of their potential
correspondences Q in LIST|K2|×L
8: if COMPATIBLE(P,Q) then
9: Compute the rigid transformation matrix T and do rigid transforma-
tion; Compute the Mean Square Error (MSE) d between the two
models after transformation;
10: if d ≤ minDist then
11: minDist← d; Tbest ← T ;
12: end if
13: end if
14: n← n+ 1;
15: until n > N
16: Do rigid transformation with Tbest and run ICP algorithm for refinement;
compute the MSE S between the two models after ICP refinement.
Output:
The similarity score: S
which is then refined by the iterative closest point (ICP) [2] algorithm. The
ICP result serves as the final measurement of the similarity of the given pair.
The matching procedure is summarized in Algorithm 1, with N = 100, L = 5
in this work.
It worth noting that it is unwise to apply ICP directly for identification as
without good initial alignment ICP is computationally expensive and easy to
get stuck in local minima. Thanks to the learning keypoints and descriptive-
ness of SAI, the initial alignment can be established robustly and efficiently.
In next section, we will conduct experiments to show the performance of our
proposed method using different datasets.
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Algorithm 2 Check the compatibility of two groups of keypoints
1: procedure COMPATIBLE(P, Q)
2: if | P |6=| Q | then
3: return false
4: else
5: n←| Q |;
6: flag ← true;
7: for i = 1→ n− 1 do
8: for j = 2→ n do
9: d1← ‖P (i)− P (j)‖
10: d2← ‖Q(i)−Q(j)‖
11: thr ← 0.2 ∗min(d1, d2)
12: s← abs(d1− d2);
13: if s > thr then








To test the performance of our method, we conduct experiments on three
different PM datasets comprising complete, incomplete and single tooth PM
models. To verify the invariance of our method to the rotation variance, we
apply our method for identifying PM models with large rotation variance. In
each experiment, the PM model is matched against a database containing
200 AM models.
4.5.1 Parameters
Before starting the experiments, we need to set several parameters. For
Signed Angle Image (SAI) calculations two parameters should be set: radius
of local support r and the number of bins n. To make it capable of partial
matching, r cannot be too large. We set r as 6 which is able to capture
sufficient local information. The number of bins n affects the performance of
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Table 4.1: Accuracy of complete dental identification
PM 1 2 3 4 5 6 7 8 9 10 11
Rank 1 1 1 1 1 1 1 1 1 1 1
SAI. More bins can describe local shape more accurately while fewer bins
are more robust to noise. Here, we set each dimension of SAI as 16 result-
ing in a descriptor with length 256. For the ICP algorithm which is used to
refine the initial matching, we need to set the maximum number of iterations
Niter and the minimum error change err. We set them as 200 and 0.0001 re-
spectively since such setting can generate accurate matching scores without
losing the efficiency as we will see in the subsequent experiments.
4.5.2 Performance of Complete Dental Identification
In this experiment, we test the performance of our proposed method on 11
complete PM dental models. The identification results are shown in Ta-
ble 4.1, from which we see that Rank-1 accuracy is achieved for all 11 PM
models. This excellent result is due mainly to stable and distinctive keypoint
detection as well as the effective matching algorithm we have proposed.
Fewer and more salient keypoints detected by our learning scheme are then
described by the signed angle images, based on which the correspondences
between the keypoints of the PM and AM models can be built accurately
using our matching algorithm. With such an accurate keypoints correspon-
dences, the subsequent ICP refinement can robustly converge to the global
minimum and generate an accurate matching score to measure the similarity
of the two dental models. In Figure 4.6, we plot the correspondences found
by our algorithm between the keypoints of the PM model and the desired AM
model. It is clear that the 3-to-3 correspondences are established accurately
for all 11 sets of dental models.
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Figure 4.6: The correspondences (blue lines) found by our method between
the keypoints of the complete PM (cyan) and AM (golden) models.
4.5.3 Performance of Incomplete Dental Identification
Table 4.2: Accuracy of incomplete dental identification
PM 1 2 3 4 5 6 7 8 9 10 11
Rank 1 1 1 1 1 1 1 1 1 1 1
Due to violence or accident, the PM model may become incomplete, e.g.,
for the same person the PM model can only partially match the AM model
(see Figure 4.7). In such cases, an identification method that can handle par-
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Figure 4.7: The correspondences (blue lines) found by our method between
the keypoints of the incomplete PM (cyan) models and AM (golden) models.
tial matching would be required. Most 2D methods relying on tooth contours
assume no missing teeth in the images and the performance may decrease
when this assumption is violated. In the 3D method [93] the authors used
feature matching and the ICP algorithm to match incomplete dental mod-
els. Although promising results were achieved, PM models with too many
missing teeth (e.g. samples with fewer than 5 teeth) cannot be recognized
accurately.
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In this experiment the performance of the proposed method is tested on
11 incomplete PM models. The identification results are shown in Table 4.2.
All the PM models are correctly identified with 100% Rank-1 accuracy. Com-
pared to [93] which matches feature points based on a single value descrip-
tor, our descriptor SAI is more informative and discriminative. Based on the
SAI, the correspondences between the keypoints of AM and PM models can
be robustly established even for a partial model. The matching examples
are shown in Figure 4.7. For some models with very large missing parts like
PM3 PM7 and PM9, our algorithm is still able to accurately find the corre-
spondences.
4.5.4 Performance of Single Tooth Identification
Under certain severe conditions such as fire or collision, the jawbone may
break into pieces, and only one tooth is available. In this case, single tooth
identification becomes imperative. This is a more challenging task since
one tooth contain much less information compared with the complete and
incomplete dental models. To the best of our knowledge, there is no previous
research on this topic.
(a) (b) (c)
Figure 4.8: Single tooth matching procedure: (a) Local Reference Frames
(LRFs) are created at the keypoints of PM single tooth model and the tooth
of AM model using the method proposed in [1]. Here, the x′ y′ and z′ form
the LRF of the PM tooth, while the LRF of the desired tooth is constructed
by x y and z.The rigid transformation comprising rotation R and translation
t is computed with regard to the LRFs. (b) Then, the initial alignment can
be obtained by transforming the single tooth model. (c) The final matching
score is calculated by refining the initial alignment via ICP algorithm [2].
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Figure 4.9: CMC curve of single tooth identification.
In this experiment, we test our method on the single tooth dataset. The
dataset is built by manually clipping the complete PM models. For each of
the 11 PM models we clip four types of teeth (incisor, canine, premolar and
molar) which results in a dataset containing 44 single tooth models. Each
PM tooth is matched against all the AM models. There are 200 AM models
in the database and each contains 14 to 16 teeth. Thus, each PM tooth is
matched against approximately 3000 teeth. Most traditional methods can-
not handle such an identification problem because very little information is
contained in one tooth and there are too many candidates in the database.
With the proposed method, each tooth is described using the SAI descriptor
and potential corresponding AM teeth are found by matching SAI descrip-
tors. The proposed identification approach in Section 4.4 cannot be used
directly since only one keypoint is detected on the given single tooth while
the initial alignment that transforms the given tooth to the potential tooth re-
quires at least three corresponding keypoints to compute the transformation
matrix. To solve this problem, we create local reference frames (LRF) at the
keypoints of the input single tooth and potential teeth respectively using the
method proposed in [1], based on which the initial alignment can be applied
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Figure 4.10: The correspondences (blue lines) found by our method be-
tween the keypoints of the single tooth PM (cyan) models and AM (golden)
models.
by transforming the LRF. The final matching score is then obtained via ICP
refinement.
An illustration of this matching procedure is shown in Figure 4.8. The
Cumulative Match Characteristic (CMC) is used to describe the identification
performance as shown in Figure 4.9, where the horizontal axis represents
the rank of retrieved subjects while the vertical axis indicates the identifica-
tion accuracy. We can see that 86.36% Rank-1 accuracy is achieved. We
also present some of the matching examples in Figure 4.10, from which we
see that most PM single tooth models are matched correctly while some
failures occur on incisor models as indicated by the circles. This is mainly
because an incisor contains too few distinctive features, and thus cannot be
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Table 4.3: Accuracy of complete dental identification under rotations
PM 1 2 3 4 5 6 7 8 9 10 11
Rank 1 1 1 1 1 1 1 1 1 1 1
Table 4.4: Accuracy of incomplete dental identification under rotations
PM 1 2 3 4 5 6 7 8 9 10 11
Rank 1 1 1 1 1 1 1 1 1 1 1
differentiated from other incisors even with a discriminative descriptor.
4.5.5 Dental Identification With Rotation Variance
In previous experiments, both AM and PM dental models are scanned in
the frontal view. Although there is a translation between the AM and PM
models, they are at approximately the same orientation. In reality, the PM
models may be scanned in different views, and thus have large rotation vari-
ations with the AM models. Our proposed method can inherently handle
such situations because descriptor SAI is rotation and translation invariant.
To verify this, we conduct an experiment to identify the PM dental models at
rotations. We define a rotation angle set RS = 30◦, 60◦, 90◦. For each PM
model to be matched, we randomly select a rotation θ from RS, and rotate
the PM model by the angle θ with respect to x, y, and z axes respectively
through the centroid. In Figure 4.12, the rotation examples are shown in
cyan.
The identification results on complete, incomplete and single tooth
datasets are shown in Table 4.3, Table 4.4, and Figure 4.11 respectively,
and the matching examples are shown in Figure 4.12. From the results, we
see that the performance is the same as previous experiments where the
PM model has no large rotation variance. This confirms that our method is
invariant to translation and rotation. Compared to the existing method [93]
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Figure 4.11: CMC curve of single tooth identification under rotations.
which reported more failures cases when rotation was added, our method is
more stable and reliable. This is due to the fact that the signed angle images
used in our method is more informative and discriminative than the single
value descriptor used in [93]. Along with the learning keypoint detection, the
correct correspondences can always be found.
4.5.6 Timing
The timing statistics of each step for complete PM dental model identifica-
tion is shown in Table 4.5. Our code is written in Matlab and timing was
measured on a laptop with Pentium Dual-Core CPU T4300, 2.10GHz and
4G RAM. The preprocessing step takes 1 second on average. The number
of vertices after preprocessing ranges from 9,200 to 13,600. It takes around
14 seconds to construct SAIs for every vertex based on which keypoints are
predicted. Since the random forest has been trained offline, the online key-
points prediction can be finished within 1.5 seconds. The matching step,
which is the most time consuming part, involves searching the database and
matching AM models one by one via initial alignment and ICP refinement. In
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Figure 4.12: Matching examples for complete (first row), incomplete (second
row), and single tooth (third row) models with rotations of 30◦ (left column)
60◦ (middle column) and 90◦ (right column).
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Table 4.5: Dental identification time statistics.
(a)
PM Model 1 2 3 4 5 6
#Vertices 12,000 10,500 13,200 12,800 12,900 14,200
#Keypoints 12 10 9 11 9 8
Preprocess (s) 0.8 0.7 1.1 1.0 1.0 1.3
SAI construction (s) 13.0 6.7 23.1 13.1 15.2 13.4
Keypoint Detection (s) 1.1 0.4 0.8 0.6 0.6 0.7
Matching (s) 402.5 398.4 405.9 400.1 394.2 396.8
Total (s) 418.5 407.5 432.3 416.1 412.8 413.3
(b)
PM Model 7 8 9 10 11
#Vertices 13,600 10,900 12,600 9,200 11,900
#Keypoints 8 8 10 8 10
Preprocess (s) 1.2 1.0 1.1 0.5 0.9
SAI construction (s) 13.2 20.3 25.3 7.2 11.2
Keypoint Detection (s) 0.7 0.6 0.6 0.4 0.5
Matching (s) 395.7 393.4 396.9 390.4 395.3
Total (s) 412.3 416.2 425.1 399.8 409.3
our approach, this step can be done within 450 seconds because of the use
of keypoints and the SAI. In total, the identification time of every PM model is
around 415 seconds. This is 6.5 times faster than the 3D method[93] which
takes 45 min on average, and about 60 times faster than the 2D method
which takes 7 hours for the identification of one subject.
4.6 Conclusions
We introduced an efficient dental identification method based on learning
based keypoint detection and the Improved Spin Image (ISI) proposed in
Chapter 3. A Random Forest (RF) model was trained by pre-labelled key-
points and associated ISIs. Using the RF model the keypoints on both AM
and PM models were precisely detected. Finally, with the detected keypoints
and the associated ISIs, an efficient identification approach was proposed.
To verify the proposed method, we conducted experiments on 3 different
datasets containing complete, incomplete and single tooth models respec-
tively. Experimental results showed that our method achieved superior per-
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formance in both accuracy and efficiency. We got 100% rank-1 accuracy on
both complete and incomplete datasets and 86% rank-1 accuracy on single
tooth dataset. And the running time was only 45 seconds on average to
identify one subject. It is worth noting that our method is not limited to dental
identification. It can also be applied for other 3D biometric problems. As it is




Symmetry Robust Descriptor for
Non-Rigid Shape Matching
In previous two chapters we have focused on the rigid shape matching prob-
lem and its application on 3D identification, while in this chapter we shift at-
tention to non-rigid shape matching problem since the shapes to be matched
are often deformed. We have mentioned in Chapter 2 that even the state-of-
the-art shape descriptors and non-rigid surface matching algorithms suffer
from symmetry flips. They cannot differentiate surface points that are sym-
metric or near symmetric. Hence a left hand of one human model may be
matched to a right hand of another. Thus, in this chapter we are motivated to
propose a novel shape descriptor [38] that is robust in differentiating intrinsic
symmetric points on geometric surfaces. Our Symmetry Robust Descrip-
tor (SRD) is based on a signed angle field, which can be calculated from
the gradient fields of the harmonic fields of two point pairs. Experiments
show that the proposed shape descriptor SRD results in much less symme-
try flips compared to alternative methods. We further incorporate SRD into
a stand-alone algorithm to minimize symmetry flips in finding sparse shape
correspondences. SRD can also be used to augment other modern non-rigid
shape matching algorithms with ease to alleviate symmetry confusions.
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Figure 5.1: Symmetry flips in non-rigid shape matching.
5.1 Introduction
Non-rigid surface matching is the foundation of many shape analysis and
retrieval applications [18][19]. While recent years have seen many advances
on both sparse and dense shape matching [111][112], most existing algo-
rithms are easily confused by intrinsically symmetric features and suffer from
symmetry flips. For example, methods based on geodesic distances or ge-
ometric quantities alone are commonly confused by symmetries present in
humans and animals. Thus points on a left hand of one model may be
matched to points on a right hand of another (Figure 5.1). This is because
geometric information mainly concerns about distances that cannot differen-
tiate symmetric or near symmetric features.
Our intuition is to incorporate surface orientation in differentiating sym-
metric features. Given two pairs of feature points, we construct two harmonic
fields and their gradient fields respectively. We then intersect these gradient
fields to derive a signed angle field that introduces a sense of orientation and
thus is capable of discriminating mirror symmetry. We will detail the signed
angle field computation in Section 5.4. In Section 5.5, we further construct a
Symmetry Robust Descriptor (SRD) using two signed angle fields generated
from different orderings of the same four-point tuples. We also show how
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to incorporate SRD into a sparse matching algorithm to alleviate symmetry
flips in Section 5.6. We conduct two experiments to validate the effective-
ness of our shape descriptor and matching algorithm in Section 5.7. Finally,
we conclude our work with a detailed discussion of its limitations.
In summary, our contributions are: (a) we propose a novel shape descrip-
tor SRD based on signed angle fields that can robustly differentiate two pairs
of points, even when they are symmetric or near symmetric; (b) we demon-
strate that SRD can be integrated into existing non-rigid surface matching
algorithms with ease.
Non-rigid shape matching is a target of extensive research. Due to space
limit, we only discuss prior work most relevant to our own and refer interested
readers to survey papers [18][19] for more complete views of the field.
Multi-Dimensional Scaling (MDS) transforms geodesic distances into Eu-
clidean distances and thus translates the problem of matching deformable
objects into a simpler problem of matching rigid objects [15]. Certain Eigen-
modes can be switched under shape stretching, which is handled with non-
rigid ICP (Iterative Closest Point) alignment based on thin-plate splines in
[20]. Generalized Multi-Dimensional Scaling (GMDS) improves MDS by find-
ing the least distortion embedding of one surface into another directly [22].
More recently [21] rely on MDS to find the initial correspondences and then
refine the results by an EM (Expectation-Maximization) procedure. MDS-
based spectral correspondence techniques, however, generally suffer from
the sign flipping problem in eigenvector computation which results in sym-
metry flips. We will show how to incorporate our descriptor to handle this
problem.
Sun et al. [71] propose a descriptor based on fuzzy geodesics for finding
sparse correspondences for deformable shapes. Although more consistent
than previous methods based on normal geodesic distances, it still suffers
from symmetry flips. We will compare our SRD to their descriptor. The
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strength of our descriptor is that it takes into account the surface orientation.
Recently, descriptors based on pairwise feature points have been adopted
more and more in shape matching. 4 Points congruent sets support robust
rigid surface registration [5]. Zheng et al. [34] propose isolines of harmonic
fields between pairs of interest points as a descriptor for shape analysis. In
[72] another pairwise descriptor aggregates areas of the faces along the path
from one point to the other into different bins. Our SRD is partially inspired
by these pairwise descriptors.
Most recently twisting symmetry flips can be reduced by penalizing trans-
formations that deviate too much from a pure rotation [74] or large deforma-
tion distortions [23]. Global reflective symmetry axis curves are found to be
robust for shape correspondences [73], but fails when the symmetry axis
curves are asymmetric or too short. The work of [75] is designed to ad-
dress the symmetric ambiguity problem present when matching shapes with
intrinsic symmetries, and thus shares the same goal as ours. Their method
performs shape matching in a quotient space of the functional space [65]
where the symmetry has been identified and factored out [76]. It needs one
reference shape with known symmetry for each category of models in ad-
vance, and cannot handle models with severe deformation.
5.2 Problem Definition
The main task of this chapter is to solve the intrinsic symmetry flipping prob-
lem for non-rigid shape matching. Before illustrating the method, it is neces-
sary to give the definition of symmetry. A shape X is called symmetric, if it
is invariant to the transformation f such that f(X) = X. Following [113], the
symmetry can be classified as extrinsic symmetry and intrinsic symmetry.
A shape is extrinsic symmetric if the transformation f is a combination of
reflection, rotation, translation, and scaling, which preserves the Euclidean
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Figure 5.2: Extrinsic symmetries: from left to right are examples of reflection
symmetry, rotation symmetry, and translation symmetry.
distances. Figure 5.2 shows the examples of extrinsic symmetries. Extrinsic
symmetry is used to depict rigid objects since the Euclidean distances are
preserved under transformation as is shown in Figure 5.3 (left).
Figure 5.3: Extrinsic symmetry (left) versus intrinsic symmetry (right). Un-
der symmetry transformation, extrinsic symmetry preserves the Euclidean
distances between features while intrinsic symmetry no longer preserves
Euclidean distances but still preserves geodesic distances.
On the other hand, intrinsic symmetry refers to the transformation that
geodesic distances are preserved, while the Euclidean distances may or
may not be preserved. From this viewpoint, the extrinsic symmetry is a sub-
set of intrinsic symmetry. That is, if a shape is extrinsic symmetric, it must be
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intrinsic symmetric. Figure 5.3 compare the extrinsic symmetry and intrinsic
symmetry.
In last chapter, we have already observed the symmetry flipping problem.
For the single tooth identification, many failure cases are due to symmetry
flipping: a left PM incisor is mismatched to the right AM incisor. This is
due to the fact that local shape descriptors only encode the geometric in-
formation that cannot differentiate symmetric features. This problem can be
alleviated by registration, because the rigid shapes to be matched can be
well registered if they are very similar and thus have small nearest neighbor-
ing distance. However, for non-rigid shape matching, the symmetry flipping
problem becomes more severe since the shape is deformed and traditional
method like registration is no longer valid. In this chapter, we propose a sym-
metry robust shape descriptor which encodes orientation information and is
able to differentiate intrinsic symmetries.
5.3 Overview
The objective of this work is to match non-rigid shape feature points with
emphasis on solving the symmetry flipping problem. To this end, we propose
a Symmetry Robust Descriptor (SRD) which is constructed based on Signed
Angle Field. With SRD a standalone matching algorithm is introduced to
match feature points of non-rigid shapes.
We fist illustrate how to generate the Signed Angle Field (SAF) in Sec-
tion 5.4, which is accomplished in three steps. In the first step, harmonic field
is built up for every pair of feature points. This can be finished efficiently as
the harmonic field is obtained by solving a sparse Laplace matrix. Harmonic
field is a scalar field ranging from zero to one which is invariant to isometric
deformation. Next, we compute the gradient field for the SAF, which is used
to create the orientation from one feature point to the other. However, such
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orientation is still insufficient to differentiate intrinsic symmetric points as we
need a method to describe the orientations between the symmetric features.
Thus, in the third step, we construct the SAF which is computed as the in-
tersection of two gradient fields. SAF is a scalar field ranging from −pi to
+pi and the signs are determined according to right hand screw rule. SAF
is able to discern the intrinsic symmetric features because by changing the
intersection order the SAF from the symmetric features are totally different.
So in this way, the intrinsic symmetries are differentiated. Readers can refer
to Section 5.4 for more details.
Base on the Signed Angle Field (SAF), we propose a 2D descriptor called
Symmetry Robust Descriptor (SRD) for matching non-rigid feature points
in Section 5.5. Since the SAF is a scalar field, each triangle face of the
input shape processes a scalar value indicating its intersection angle. We
uniformly divided the range of the field into different bins and for each bin we
accumulate the number of area of the triangles that fall into this bin. After this
process, the input shape is transformed into canonical 2D representation.
The shape matching problem is converted by matching the 2D descriptors.
In Section 5.6, we illustrate a standalone non-rigid shape matching al-
gorithm which combines the SRD with another algorithm [20]. We use
Heat Kernel Signature [31] to detect extreme points. With the SRD, cor-
respondences can be established efficiently. The matched extreme points
are further extended to match a sparse set of feature points between the
shapes. We test the performance of the algorithm in Section 5.7. The re-
sults show that our method can effectively avoid symmetry flips for non-rigid
shape matching problem and achieve superior performance compared to
the state-of-the-art methods. In the subsequent sections, we will present the
details for the above mentioned parts.
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5.4 Signed Angle Field
Our novel shape descriptor is based on a scalar field that we call signed
angle field. A signed angle field builds upon two gradient fields, which are
vector fields computed from harmonic fields. We now detail the construction
of these fields.
5.4.1 Harmonic Field
Given two points we first construct a harmonic field that is a scalar function
f defined for each vertex of a surface that satisfies ∆f = 0, where ∆ is the
Laplace-Beltrami operator, subject to certain Dirichlet boundary constraints.





where Ni indicates the neighboring vertices of i. wij is the weight of edge




where αij and βij are the angles facing the edge in the two faces sharing the
edge. Rewrite the Laplacian operator equation as a matrix, we get
∆f = −Lf




j wij, if i = j
−wij, if j ∈ Ni
0, otherwise
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For any point pair (p, q), a harmonic field can be constructed by solving the
sparse linear system Lf = 0 with constraints f(p) = 0 and f(q) = 1. We
refer interested readers to [116][117][118] for more details.
Harmonic fields offer many desired properties: they are smooth; their
local extremes coincide with singularities; and they are invariant to isometric
deformations due to the use of cotangent weights that reduces the sensitivity
to noise and tessellation. Figure 5.4(b) shows an example of the harmonic
field from a point on the right foot (red) to a point on the left hand (green).
The field varies smoothly between these two points as indicated by the color
distribution.
5.4.2 Gradient Field
Once we compute the harmonic field between two points p and q, its gradient
field can be derived straightforwardly. For any face (i, j, k) in the triangle















where xi, xj, xk ∈ <3 are the vertices of the face, and ui, uj, uk are the
scalar values from the harmonic field for these vertices. Since the gradient
field is derived from the harmonic field, it possesses the same nice proper-
ties such as smoothness, isometric invariance and insensitivity to noise. In
Figure 5.4(c), we show the gradient fields constructed from two harmonic
fields: one is from the right foot to the left hand and the other is from the left
foot to the right hand.
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5.4.3 Signed Angle Field
Given two normalized gradient fields Ga and Gb, we can construct a signed
angle field through their intersection as follows. On face i of a triangle mesh,
we calculate the included angle between the two gradient vectors (Gai , Gbi).
To determine its sign, we check the directions of the face normal ni and the
two gradient vectors. Thus the signed angle Ai for face i is
Ai = D · acos(Gai ·Gbi) (5.2)
where D is the sign indicator determined by
D =
 +1, if (Gai ×Gbi) · ni > 0−1, otherwise (5.3)
The above signed angle field mainly has two advantages when applied to
non-rigid surface matching for shapes with global intrinsic symmetry. First,
it inherits the nice properties of harmonic fields: smoothness, isometric in-
variance, and insensitivity to noise. In Figure 5.5, we show two examples of
signed angle fields. The shapes in the first row are near-isometric while the
shapes in the second row are not. The signed angle fields for both cases,
however, are similar. This is essential for non-rigid shape matching.
The second strength of the signed angle field is its ability to differentiate
symmetric features. Existing shape matching algorithms usually check the
compatibility of geodesic distances or geometric descriptors between inter-
est points. Thus they cannot tell the correct matches from their symmetrically
flipped ones. For example, when matching the first shape in Figure 5.5 to
itself, the left limbs are easily mismatched to the right limbs by pure geom-
etry based descriptors. In contrast, our proposed signed angle field takes
into account surface directions, e.g., flow from left to right or from right to
left, and thus can differentiate symmetric points. As we can see, the signed
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angle field on top left of Figure 5.5 is different from the field of Figure 5.4(d),




Figure 5.4: Signed angle field computation: (a) a human model; (b) the
harmonic field from the red point on the right foot to the green point on the
left hand; (c) the two gradient fields of the harmonic fields derived from four
points on the hands and feet; (d) the signed angle field ranging from −pi to
pi and visualized from blue to red.
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Figure 5.5: Similarity between signed angle fields for near-isometric(top) and
non-isometric(bottom) shapes.
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5.5 Symmetry Robust Descriptor
We now propose a novel shape descriptor based on the signed angle fields
introduced above. Given four points [rf (right foot), lh (left hand), lf (left foot),
rh (right hand)] on a surface as shown in Figure 5.6(a), we first construct
a signed angle field A[(rf,lh),(lf,rh)] from the two gradient fields G(rf,lh) and
G(lf,rh) as described in the last section. An one dimensional descriptor can
then be built by allocating the faces into k bins according to their signed
angle values uniformly divided in the range (−pi,+pi). Then we accumulate
the areas of all the faces that belong to a particular bin as the bin value.
Next we compute the signed angle fieldA[(rf,lf),(lh,rh)] from gradient fields
G(rf,lf) and G(lh,rh) (Figure 5.6(e)). This switching of the second and third
points gives another 1D descriptor. By combining the above two 1D de-
scriptors from the two angle fields formed by the same set of four points,
although in different orders, we obtain a 2D shape descriptor of size k by k.
Figure 5.7 illustrates this process in more details, where the x axis denotes
the bin values from the first angle field while y axis denotes the bin values
from the second angle field. This descriptor, which we call Symmetry Ro-
bust Descriptor (SRD), is able to differentiate symmetric points on surfaces
undergone non-rigid deformations, as we will show later.
Note that one single signed angle field alone can be ambiguous in the
sense that Figures 5.6(a) and (d) look exactly the same. This ambiguity
of signed angle fields motivates our two dimensional descriptors computed
from two signed angle fields, as shown in Figure 5.7. Similarly, Figures 5.6(a)
and (e) combined is different from Figures 5.6(d) and (h) combined. For ease
of interpretation, we always visualize the two point pairs used for signed
angle field computation in [(red, green),(blue,purple)] in all our figures.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5.6: Eight signed angle fields from different permutations of the same
four-point tuple. We always compute the signed angle fields from the points
in the order of [(red,green),(blue,purple)].
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Figure 5.7: SRD construction: given four points [lf, rh, rf, lh], we can
construct two signed angle fields – (a) from [(lf,rh),(rf,lh)], and (b) from
[(lf,rf),(rh,lh)]. For each signed angle field we can build one 1D descriptor
by allocating the faces into bins according to their signed angle values uni-
formly divided in the range (−pi,+pi), and then accumulating the areas of
the faces that belong to a particular bin. We use different colors to visualize
bin values in the figure. Then the two 1D descriptors are combined into a 2D
descriptor as shown in (d).
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5.6 Sparse Shape Correspondence
In this section, we incorporate SRD into the algorithm of [20] to minimize
symmetry flips in finding correspondences between two sets of sparse inter-
est points on two given shapes.
We first compute Heat Kernel Signature (HKS) for all the surface points
and sort the values at a large instant (t = 100) in descending order [31]. We
then iteratively select a set of sparse points that roughly cover the whole sur-
face evenly. More specifically, we select the point with the largest HKS as the
first sparse point, and mark its neighbors within a radius r as covered. Then
from all the remaining uncovered points, we select the point with the largest
HKS and again mark its neighbors within a radius r as covered. We iterate
this process until all the surface points are covered. For our tested models
and a properly set r, about 100 sparse points are selected this way. Among
all the chosen sparse points, we detect the local maxima as extreme points,
and use their SRDs for symmetry differentiation. These extreme points are
more stable and consistent than the rest of the sparse points, and usually
about 5 ∼ 10 extreme points exist in our tested models.
Next we utilize the method of [20] to embed all the sparse points into a
six dimensional spectral domain. More specifically, we first calculate the pair-
wise geodesic distances between all pairs of sparse points, and construct an
affinity matrix whose entries are the pairwise geodesic distances smoothed
by a Gaussian kernel. We then compute the eigenvectors of the affinity
matrix, and embed all the sparse points into the spectral domain formed
by the six non-constant leading eigenvectors. The sparse points of the two
shapes are then matched based on the L2 distance of their spectral embed-
ding coordinates. We refer interested readers to [20] for more details of the
embedding method.
Due to arbitrary sign flips of eigenvectors, however, there are 2k possi-
ble ways for the embeddings. The embeddings that minimize the summed
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distances of all matched sparse points are selected in [20]. Such em-
beddings, however, can suffer from symmetry flips. We thus compute the
SRD distances from the extreme points, and choose the embeddings that
minimize the summed SRD distances. Note that we do not need to com-
pute the SRD for every 4-point combination of the extreme points. Sup-
pose there are n extreme points on the source shape, we find it sufficient
to just compute n SRDs from tuples [(1, 2), (3, 4)], [(2, 3), (4, 5)], ..., [(n −
1, n), (1, 2)], [(n, 1), (2, 3)]. After the correct embeddings are identified by
SRDs from the extreme points, the rest of the sparse points can then be
easily matched to their nearest neighbors in the chosen spectral embed-
dings.
5.7 Results
To show the effectiveness of the proposed descriptor, we conduct two ex-
periments: a permutation test and a shape matching comparison. The per-
mutation experiment is to testify SRD’s ability to identify the ground truth
from permutations with symmetry flips; the shape matching test compares
our SRD-based algorithm with several state-of-the art algorithms by finding
sparse correspondences between two input meshes. For both experiments,
we use 2D SRD descriptors of size 6 by 6.
5.7.1 Data set
We use a subset of watertight models from the SHREC2007 Bench-
mark [119] which contains 400 meshes in 20 object categories. We select
three categories of objects: human, hand, and Armadillo, which contain 18,
20, and 20 models, respectively. We use the manual labeling provided by
[111] as the ground truth. We do not use models such as octopus in the
dataset because they are highly symmetric shapes with multiple solutions.
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Figure 5.8: Statistics of the permutation test on when the ground truth ap-
pears.
5.7.2 Permutation Test
We conduct a permutation test similar to that of [71], which uses a 4-point
based method for non-rigid shape matching as well. They compute the In-
tersection Configuration Distance (ICD) between two pairs of 4-point tuples,
and showed that ICD is more powerful than GDD (the differences of pairwise
geodesic distances). We thus only compare the performance of SRD to that
of ICD.
We use the human and hand models for comparison with ICD. For each
pair of meshes to be matched, we generate all possible permutations of
their extreme points. We then compute and rank the matching error for each
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permutation. Similar to [71], we check the sorted list and record the first po-
sition when the ground truth appears. The earlier the ground truth appears,
the better the algorithm is in terms of avoiding symmetry flips.
The statistics of our test is shown in Figure 5.8. For both datasets, SRD
outperforms ICD. The ground truth is found as the best match for more than
90% and 70% for humans and hands, respectively, among all the mesh pairs
using SRD. The improvement over ICD, more than 30% and 20% respec-
tively, is significant. Note that this plot is different from those of [71] where
ICD achieved nearly 100% for these datasets. This is because [71] treats the
symmetrically flipped matchings as correct matching. In our experiments,
however, we only accept the ground truth without symmetry flips as correct,
so that the matching should not confuse the left and right sides of a hu-
man. In Figure 5.9, we show examples of matching a man to a woman, and
matching a neutral hand to a deformed hand. The first two best matches are
shown on the right side. We see that SRD usually ranks the ground truth
higher than ICD.
Note that SRD does not perform as well for the hand models as for the
human models, mainly because there are both right hands and left hands
in the hand dataset. In this case, SRD will not rank the manually labeled
“ground truth” (left thumb to right thumb etc.) high up in the returned list. We
treat this as a desirable feature as there are cases where we just need to
retrieve left hands from an input model of a left hand. Still SRD outperforms
ICD, which can be easily confused by symmetry or quasi-symmetry, such as
the last row in Figure 5.9 where the best permutation matched the thumb to
the pinky.
5.7.3 Finding Sparse Correspondences
We evaluate the matching scheme described in Section 5.6 using the pro-
tocol of [111]. We use the Human and Armadillo datasets which contain
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Table 5.1: Performance statistics of each major step of our SRD-based
shape matching. Timing is measured in seconds.
(a)
Model #Vertices #Sparse(Extreme) Points
Human 11015 100 (5)
Armadillo 21774 102 (7)
(b)
Sparse Points Detection Harmonic Fields SRDs Total
4.2 1.9 0.8 8.8
9.3 11.8 2.8 26.9
both symmetric and severely deformed shapes, and compare our method
with four latest shape matching algorithms [20], [66], [111], and [21]. The re-
sults are shown in Figure 5.10. Our method outperforms the sparse match-
ing algorithms but is slightly worse than the BIM (Blended Intrinsic Maps)
method of [111]. As our method is designed for sparse matching only, we
believe its performance can be further improved if appropriate mechanism is
added to extend our sparse matching into dense matching. We also show
some matching examples in Figure 5.11, where matched point pairs are col-
ored the same and symmetry flips are connected by lines. We can see that
both [66] and [21] have symmetry flips, which are avoided with our method.
The performance statistics of our SRD-based shape matching is listed in
Table 5.1. Our code is in Matlab and unoptimized. Timing was measured
in seconds on a laptop with Pentium Dual-Core CPU T4300, 2.10GHz and
4G RAM. For example, for a human model of 11015 vertices, we extracted
100 sparse points in about 4.2 seconds, among which 5 are extreme points.
Harmonic fields computation for all pairs of extreme points took about 1.9
seconds. SRDs computation took about 0.8 seconds. In total, all compu-
tations for one human model took about 8.8 seconds. Thus matching two
human shapes from scratch takes about 18 seconds. However, for shape
retrieval applications, we can pre-compute relevant quantities for shapes in








Figure 5.9: Top two matches for human and hand shape correspondence:
the first row in each subfigure is the result of SRD while the second row is
the result of ICD. Corresponding points are colored the same. As we can
see, SRD usually finds the correct permutation as the best match; while ICD
returns more symmetrically flipped permutations as the best match, even
though it can return the ground truth as one of the top matches.
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Figure 5.11: Comparison of three methods: (a) [66] (b) [21] (c) ours.




We have proposed a symmetry robust descriptor which is able to avoid sym-
metry flips for sparse matching of deformable surfaces. The key to SRD’s
success is its awareness of the surface orientation between two pairs of in-
terest points. We have also incorporated SRD into a stand-alone algorithm
for finding sparse correspondences between non-rigidly deformed surfaces.
Note that SRD can also be used to complement other existing algorithms
with ease. Many shape matching methods search for the best mapping be-
tween two shapes by minimizing an objective function which usually has
similar values for symmetric features. This is the main reason why they
are vulnerable to symmetry flips. Our method can discern the symmetric
features and thus achieve state-of-the-art performance on non-rigid sparse
matching.
Meanwhile, our method still has several limitations. For example, the
Signed Angle Field is not accurate enough. This is due to the fact that the
gradient of harmonic functions may be hard to compute robustly far from the
’sources’. In the experiment we restrict the size of SRD to 6 × 6 or 8 × 8 to
filter out the instability. So the SRD is good at differentiating global intrinsic
symmetries but cannot well local symmetries, such as the center of the palm
and the center of the back of the hand. Moreover, SRD also does not work
well for challenging symmetries that are even hard for humans to detect,
such as multiple arms of an octopus.
Therefore, in future work we plan to increase the descriptiveness of SRD
by extending 2D SRD to 3D SRD. For example, we can introduce another
information like geodesic distance between feature points. In addition, we
also wish to incorporate Regions of Interest, similar to [72], to adapt our
algorithm for partial shape matching. Note that even though our SRD-based
matching does not require complete models, as illustrated by the second row






This chapter presents a novel and effective asymmetry evaluation method
to analyze the mandibular asymmetry which is a very common symptom in
dentistry. The idea of this method is based on the Signed Angle Field (SAF)
and Symmetry Robust Descriptor (SRD) proposed in previous chapter. First,
we set up a 3D mandible model as the reference whose extreme points
are detected by selecting the maxima of a scalar field. We then specify
the indices of these extreme points based on which we compute two SAFs
from two intersections, and a SRD is consequently constructed based on
these two SAFs. For an input mandible model to be analyzed, the extreme
points are detected using the same method. We compute multiple SAFs for
all possible intersections and construct the SRDs. By matching the SRDs
of input model against the SRD of the reference model, we can determine
the indices of the extreme points for the input model. With the indices, we
specify an asymmetric SAF based on which a novel asymmetry evaluation
metric is defined which is able to measure the asymmetry degree of the input
mandible model. We also conduct experiments to show the effectiveness of
this metric in mandibular asymmetry detection and evaluation.
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6.1 Introduction
Symmetry is a very common phenomenon which is ubiquitous in both natural
and man-made objects, and plays a crucial role in biology, physics, design,
engineering, art, and medicine. When we evaluate an object, symmetry of-
ten indicates perfect, beauty and healthy, while its counterpart ”asymmetry”
is often an indication of anomaly or abnormal behavior. Thus, the charac-
teristics of an object can be evaluated through the analysis of the asym-
metry. In this chapter, we present a novel method to detect and evaluate
the mandibular asymmetry based on the Signed Angle Field and Symmetry
Robust Descriptor proposed in the previous chapter.
In fact, the asymmetry evaluation has been researched extensively in nu-
merous practical applications over the past decade, and its importance for
medical applications has attracted special attention since it is not only very
effective for detection of diseases but it can also be used to predict future
risk. For example, early detection of the fatal breast cancer is achievable
by detecting the asymmetry between a pair of mammograms [120]. Tumor
is an abnormal mass of tissue which grows anarchically without following
symmetry an thus can be detected by analyzing the asymmetry of the med-
ical images. There have been promising works on detecting and localizing
breast tumor [121], skin tumor [122], and brain tumor [123]. Facial asym-
metry evaluation is another active research topic since asymmetric faces not
only affect beauty and aesthetics [124] but can also result in various syn-
dromes and disorders [125]. Asymmetric faces are very prevalent and can
be seen everywhere [126]. It is reported that 495 (34%) out of 1460 patients
were found to have clinically apparent facial asymmetry, among which the
asymmetry of the upper face was seen in only 5%, whereas 36% showed
middle third asymmetry and 75% had deviation of the mandible [127]. Other
studies also report the high frequency of the mandibular deformity [125].
For this reason, mandibular asymmetry evaluation attracted much attention
88
Figure 6.1: 3D images of a patient with severe mandibular (lower jaw) asym-
metry. The right side of the lower jaw is the normal side while the left side of
the lower jaw is the abnormal side. The left side is thin and elongated due
to an abnormal growth direction which has resulted in the deviation of the
patient’s chin (the centre of the lower jaw) to the right side.
and a lot of works [128][129][130][131][132][133] have been developed for
mandibular asymmetry analysis. While the conventional methods which are
based on lateral and frontal cephalometric radiographs often suffer the lim-
itations such as image distortion, magnification, and the failure in landmark
location, 3D analysis [132][133] based on Computed Tomography (CT) im-
ages is emerging as a new strategy and receiving more and more interest
in recent years. Figure 6.1 shows an example of 3D views of a patient with
severe mandibular (lower jaw) asymmetry from which we can clearly see the
asymmetric region. Current 3D based methods mainly focus on investigat-
ing the relationship between specific mandibular regions. For example, in
the work of [130], anatomical landmarks were characterized and analyzed.
In [132], the authors quantified the condylar surface size and volume for
asymmetric mandible. Another work [133] constructed 3D vectors of the
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mandibular functional units (condylar, coronoid, body, gonial, and symphy-
seal) to evaluate the asymmetry.
However, local regions contain limited information and maybe not able
to well evaluate the problem. In this chapter, we develop a novel and ef-
fective mandibular asymmetry evaluation method which takes into account
the whole mandible model. Our method is based on the Signed Angle Field
(SAF) and Symmetry Robust Descriptor (SRD) proposed in Chapter 5. The
whole procedure comprises two parts: offline configuration and online evalu-
ation. In the offline part, we configure a 3D mandible model as the reference
whose extreme points are detected on top of the four condyles and their in-
dices are also specified from which two SAFs and one SRD are computed.
In the online part, the extreme points of the input mandible model are de-
tected using the same method, and multiple SAFs and SRDs are computed
from all possible intersections of the extreme points. By matching the SRDs
of the input model against the SRD of the reference model, we determine
the extreme points indices for the input model. We then specify an intersec-
tion order to produce the desired asymmetric SAF based on which a novel
asymmetry evaluation metric is defined. In the following sections, we will
illustrate these steps in detail.
6.2 Data Acquisition
The CT images of patients with different degrees of mandibular asymmetry
were taken from the hospital within the same year. Since our method is
developed for 3D mandible model, we perform two preprocessing steps to
convert the 2D CT images into a 3D model. The first step is to segment the
mandible region out of the CT images, and the second step is to convert the
segmentation result into 3D mandible model.
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6.2.1 Mandibular Segmentation
We use level set segmentation algorithm [134][135] to segment the mandible
region slice by slice. This is a semi-automatic procedure. For each slice, the
user only needs to initialize a coarse contour around the region of interest.
With the aid of the segmentation algorithm [135], the initial contour can con-
verge to the precise boundary of the object.
6.2.2 CT Images To 3D Model
In this step, we convert the segmentation result into a 3D model. This is
achieved by running the Marching Cube algorithm [136]. The algorithm di-
vides the 3D space into cubic boxes, and the corners of every box are tested
to see if they are inside or outside the object. For the boxes having both
inside and outside corners, the precise location of the object surface is cal-
culated through interpolation, and the surface mesh is established by linking
the intersection points according to a specific topology. After the marching
cube process, a 3D mandible model is built up as is shown in Figure 6.2 (a).
6.3 Asymmetry Evaluation
Our mandibular asymmetry evaluation method is inspired by the observation
that the Signed Angle Field (SAF) and the corresponding Symmetry Ro-
bust Descriptor (SRD) have the inherent ability to sense the symmetry and
asymmetry. We divide the whole evaluation procedure into two parts: offline
configuration and online evaluation. In the offline part, a reference mandible
model is set up. The extreme feature points are detected and the indices are
specified, from which two SAFs and the corresponding SRD are computed.
In the online part, the input mandible model to be analyzed is compared with
the reference model to determine the indices of the extreme points. That is,
the extreme points of the input model are detected using the same method,
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(a) (b)
Figure 6.2: Symmetric mandible model (a) versus asymmetric mandible
model (b).
and the indices are determined by matching the SRDs from all possible inter-
sections of the input model against the SRD of the reference model. Having
known the indices, an intersection order is specified to produce the desired
SAF, based on which we define a novel evaluation metric to evaluate the
degree of the asymmetry.
6.3.1 Reference Mandibular Model Configuration
In the offline part, we configure a 3D mandible model as the reference so that
in the online stage the input model can be matched to determine the indices
of the extreme points. In this work we select a mandible model as is shown
in Figure 6.2 (a) as the reference model. It should be noted that we select
a symmetric model as the reference for the sake of illustration, and in reality
an asymmetric mandible model can also serve as the reference because the
objective of this step is to help determine the extreme points indices for the
input model. Thus, the reference model needs not to be symmetric while a
symmetric model is helpful for unveiling the intrinsic properties of the SAF
and the SRD.
With the reference model, the configuration can be accomplished as fol-
lows. First, the extreme points of the reference model are detected based on
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(a) (b) (c)
Figure 6.3: Given the 3D mandibular models (a), the extreme points which
are labeled as blue points (c) are detected by detecting the local maximum
of the HKS [137] (b) on the 3D surface.
the Heat Kernel Signature (HKS) [137]. HKS is an intrinsic local shape de-
scriptor based on the concept of heat diffusion process and thus is invariant
to (near) isometric deformation. This property is useful for our application
since the input mandible models may undergo different levels of deformi-
ties, and deformation invariance can keep the extreme points detected for
the input model consistent with the extreme points of the reference model.
Figure 6.3 describes the process of HKS computations on the reference (top
row) and input (bottom row) models as well as the detected extreme points.
We can see that the HKS fields on the two models are highly consistent. Four
extreme points can be robustly detected on top of the condyles by detecting
the local maxima of the HKS field.
We specify the indices of the four extreme points as tl (top left), tr (top
right), bl (bottom left), and br (bottom right) respectively. There are multiple
possible intersections from these four points. We select two intersections as
shown in Figure 6.4 (a) where the red arrow intersects the blue arrow. With
the specified intersections, we compute two SAFs which can be divided into
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multiple bins, and for each bin we accumulate the area of triangle faces that
fall into that bin to form the 1D SRD. On the top row of Figure 6.4 (a), we plot
two partitions of the two SAFs. By combining the two partitions, we get a 2D
partition which corresponds to a 2D SRD (see the bottom row of Figure 6.4
(a)). Readers can refer to Chapter 5 for the details of these steps. These
steps are computed only once. The indices as well as the SRD are saved
for reuse in the online stage.
6.3.2 Asymmetry Evaluation
In the online part, the input mandible model is compared with the reference
model to determine the indices of the detected extreme points. An inter-
section order is specified to produce the desired asymmetric SAF based
on which a novel asymmetry evaluation metric is defined. For the input
mandible model in Figure 6.2 (b), we evaluate its asymmetry degree in three
steps. First, we detect the extreme points using the same method just men-
tioned in the reference model configuration. Since the HKS is invariant to
(near) isometric deformation, we obtain the HKS field which is highly consis-
tent with the HKS field of the reference model as is shown on the bottom of
Figure 6.3 (b). By extracting its local maxima, we obtain the extreme points
which are also located on top of the four condyles.
In the second step, we wish to determine the extreme points indices for
the input model. To this end, we enumerate all the possible intersection
orders from the extreme points. For each possible intersection we construct
the SRD using the same method (see Figure 6.4 (b)). We then match all the
possible SRDs of the input model against the SRD of the reference model,
and choose the one with smallest error as the correct match (Figure 6.5). In
this way, we can know the indices of the extreme points for the input model.
In the third step we define an evaluation metric based on the SAF com-
puted from a specified intersection order. Since we have determined the
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indices of the extreme points, we compute a new SAF based on the speci-
fied intersection order as is shown in Figure 6.6. We can see that under such
an intersection order the SAF values for the symmetric reference model is
opposite with regard to the medial axis. If we sum up the SAF values, the
result is close to zero. Thus, we define the asymmetry evaluation metric as
s:
s =
∣∣∣∑Npi=1 a+i −∑Nni=1 a−i ∣∣∣∑N
i=1 ai
(6.1)
where a+i is the triangle face area with positive SAF value while a
−
i indicates
the triangle face area with negative SAF value, Np and Nn are the number
of triangle faces with positive and negative SAF values respectively.
For the reference model and input model in Figure 6.6, we apply the
metric defined in Equation 6.1 and get the scores shown in the figure. We
can clearly see the distinction between the scores of the two models. To





Figure 6.4: Symmetry Robust Descriptors are constructed for the reference
mandible model (a) and the input asymmetric mandible model (b) respec-
tively.
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Figure 6.5: The correspondences between the extreme points of the refer-
ence model (top right) and the input asymmetric model (bottom right) are
established by matching their SRDs (left column).
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Figure 6.6: An intersection order (left column) is specified which can produce
a totally asymmetric SAF (right column).
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6.4 Experiments
Figure 6.7: Evaluation scores for symmetric and asymmetric mandibles
In this section we apply the proposed asymmetry evaluation metric
(equation 6.1) in two experiments. In the first experiment, we wish to deter-
mine the threshold value which can be used for asymmetry detection. The
dataset contains four mandible models including two symmetric mandible
models and two asymmetric mandible models. For each model, we compute
its asymmetry score using the equation 6.1 and get the result as is shown in
Figure 6.7. The asymmetry scores for the two symmetric models are 0.002
and 0.0028 respectively, while for the asymmetric models we get 0.0478
and 0.0532 respectively. The mean score of asymmetric models (0.0505) is
approximately 20 times larger than the mean score of the symmetric mod-
els (0.0024). This indicates that a threshold value used to differentiate the
symmetry and asymmetric mandible models can be easily determined. We
believe the threshold value 0.01 is fine for this task. It worth noting that for
the two symmetric models, the scores are very close to zeros but not ex-
actly equals to zero. This is due to the fact that totally symmetric mandible
is rare and small asymmetries are regarded as normal. So, the models with
scores smaller than the threshold are classified as normal otherwise they
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Figure 6.8: Facial symmetry restoration surgery evaluation.
are classified as abnormal.
The second experiment is mandibular symmetry restoration surgery eval-
uation. Surgery is an effective way to restore the mandibular symmetry and
thus is of great concern to the patients. To obtain the quantifiable evaluation
of the surgery result, we conduct an experiment using our evaluation met-
ric. In Figure 6.8, the evaluation results are presented. We can see that
before the first surgery there is a severe deformity on the mandible and the
asymmetry score is 0.0292, and after the first surgery the mandible becomes
more symmetric but the asymmetry score is 0.0151 which is still above the
threshold value we just defined. Thus, the second surgery is conducted and
pleasing result is obtained with the asymmetry score becomes 0.0035. We
also plot the SAF for every status to explicitly show the qualitative variation
(see the bottom row of Figure 6.8).
6.5 Conclusion
In this chapter, we apply the Signed Angle Field (SAF) and Symmetry Robust
Descriptor (SRD) for mandibular asymmetry evaluation which is an active
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research topic in dentistry. We set up a reference mandible model whose
extreme points are detected and the indices are specified. A SRD is con-
structed from two specified intersections. For an input mandible model, we
construct multiple SRDs from all possible intersections of the detected ex-
treme points. The extreme points indices for the input model are determined
by matching the SRDs of input model against the SRD of the reference
model. Then, we specify an intersection order to compute the desired SAF
on that, based on which we define a novel and effective asymmetry evalua-
tion metric. We also conduct experiments to verify the effectiveness of our
metric. Experimental results show that our metric can correctly evaluate the
asymmetry degree.
However, one major limitation of this work is the small dataset used in
the experiments where only seven mandible models were taken from the
hospital. Although our experimental results are consistent with the ground







In this thesis, we examined the problems of current approaches in shape
matching with main focus on the shape descriptors. We classified the shape
matching problem into two categories: rigid shape matching and non-rigid
shape matching. For each category, we have proposed novel shape de-
scriptors which largely improve the matching performance.
In rigid shape matching, we proposed a computationally efficient shape
descriptor named Improved Spin Image (ISI) which is an improving version
of the famous Spin Image (SI) [50]. The proposed ISI modifies the traditional
SI by encoding the signed angle information computed from the normal vec-
tors of reference point and neighboring points. The ISI is highly descriptive
and robust to noise. Experiments were conducted on datasets with different
levels of noise, and the results showed that ISI outperforms the standard SI
and a recent popular 3D descriptor. We also extended the proposed ISI into
a more concise and stable form for an emerging biometric problem ’dental
identification’. We presented a learning based keypoint detection method,
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based on which a desired set of representative keypoints can be detected.
Combined with the rigid shape descriptors, both high accuracy and efficiency
were achieved.
For non-rigid shape matching, we proposed a Symmetry Robust Descrip-
tor (SRD) which is able to differentiate intrinsic symmetric points on 3D ge-
ometric shapes. This is motivated by the fact that most of existing non-rigid
shape matching methods suffer from the symmetry flipping problem. That
is, a feature point on the left hand of a human model may be matched to
the feature point on the right hand of another. The main reason is that most
existing methods are based on pure geometric information and thus can-
not sense the orientation. Our SRD is constructed on a Signed Angle Field
(SAF) which is derived from two scalar fields computed on two pairs of inter-
est points. SAF allows SRD to ’feel’ the orientation, and symmetry flipping
problem can thus be avoided. Based on the SRD, we designed a stand-alone
algorithm for finding sparse correspondences between two non-rigid shapes.
It worth noting that the SRD can also be easily combined with other existing
algorithms to help alleviate the symmetry flips. In addition, we found that
SAF and SRD have the ability to sense the degree of symmetry or asym-
metry. Thus, we designed a novel asymmetry evaluation metric based on
the SAF and SRD. Experiments were conducted to show that our metric can
successfully detect and evaluate mandibular asymmetry with experimental
results consistent with the ground truth.
7.2 Future Directions
Several research directions can be extended from this thesis.
First, it would be desirable that the proposed rigid descriptor Improved
Spin Image (ISI) (Chapter 3) could be invariant to mesh resolution. That is,
the descriptor should not be affected by the variation of the lengths of the
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mesh edges. Although the proposed ISI is descriptive and robust to noise,
it is sensitive to mesh resolution. A possible remedy may be a descriptor
constructed by encoding the information of the mesh faces rather than the
mesh vertices. In the recent work [60], the Local Reference Frame (LRF) is
computed from the local triangle faces which is invariant to mesh resolution,
but their descriptor by itself is nevertheless based on the mesh vertices and
thus not fully invariant to the mesh resolution. In the future work, a complete
resolution invariant descriptor is highly expected.
Second, dental identification (Chapter 4) is just one of the biometric
strategies. In future, we may apply the proposed method to recognize other
3D objects like 3D faces and 3D palms. Additionally, the rigid shape descrip-
tor could also be applied to object retrieval [18]. By increasing the radius of
the descriptor, the whole model can be described. The similarities between
the input model and the models in the database can be obtained by matching
the descriptors.
Third, we also hope that the proposed non-rigid shape matching method
(Chapter 5) would be not only robust to symmetry flips but also applicable to
partial and dense matching. Partial shape matching deals with the shapes
with only partial overlap. Our proposed method can handle the input shapes
with small missing part, but it is incompetent in dealing with the shapes with
small overlap (less than 50%). This is due to the fact that the Symmetry
Robust Descriptor (SRD) is based on a global scalar field. In the future, we
could adapt the SRD to partial matching by restricting the computation on
local region. Dense matching is another important feature. That is, every
vertex of one shape should be mapped to a vertex of another shape. Dense
matching is very useful in applications like shape deformation and attribute
transfer. Our non-rigid matching method which is designed for matching




[1] Y. Guo, F. Sohel, M. Bennamoun, M. Lu, and J. Wan, “Rotational pro-
jection statistics for 3d local surface description and object recogni-
tion,” International Journal of Computer Vision, vol. 105, no. 1, pp. 63–
86, 2013.
[2] P. J. Besl and N. D. McKay, “A method for registration of 3-d shapes,”
IEEE Transactions on Pattern Analysis and Machine Intelligence,
vol. 14, no. 2, pp. 239–256, 1992.
[3] D. Anguelov, P. Srinivasan, H.-C. Pang, D. Koller, S. Thrun, and
J. Davis, “The correlated correspondence algorithm for unsupervised
registration of nonrigid surfaces,” in Neural Information Processing
Systems, vol. 17, pp. 33–40, 2004.
[4] N. Gelfand, N. J. Mitra, L. J. Guibas, and H. Pottmann, “Robust global
registration,” in Symposium on Geometry Processing, vol. 2, pp. 197–
206, 2005.
[5] D. Aiger, N. J. Mitra, and D. Cohen-Or, “4-points congruent sets for
robust pairwise surface registration,” ACM Transactions on Graphics,
vol. 27, no. 3, pp. 1–10, 2008.
[6] N. J. Mitra, S. Flöry, M. Ovsjanikov, N. Gelfand, L. J. Guibas, and
H. Pottmann, “Dynamic geometry registration,” in Symposium on Ge-
ometry Processing, pp. 173–182, 2007.
107
[7] M. Wand, P. Jenke, Q. Huang, M. Bokeloh, L. Guibas, and
A. Schilling, “Reconstruction of deforming geometry from time-varying
point clouds,” in Symposium on Geometry Processing, pp. 49–58,
2007.
[8] A. Sharf, D. A. Alcantara, T. Lewiner, C. Greif, A. Sheffer, N. Amenta,
and D. Cohen-Or, “Space-time surface reconstruction using incom-
pressible flow,” ACM Transactions on Graphics, vol. 27, no. 5, p. 110,
2008.
[9] R. Liu and H. Zhang, “Segmentation of 3d meshes through spectral
clustering,” in Pacific Conference on Computer Graphics and Applica-
tions, pp. 298–305, 2004.
[10] A. Golovinskiy and T. Funkhouser, “Consistent segmentation of 3d
models,” Computers and Graphics, vol. 33, no. 3, pp. 262–269, 2009.
[11] V. Kraevoy, A. Sheffer, and C. Gotsman, “Matchmaker: constructing
constrained texture maps,” ACM Transactions on Graphics, vol. 22,
no. 3, pp. 326–333, 2003.
[12] H. Q. Dinh, A. Yezzi, and G. Turk, “Texture transfer during shape trans-
formation,” ACM Transactions on Graphics, vol. 24, no. 2, pp. 289–310,
2005.
[13] M. Alexa, “Recent advances in mesh morphing,” Computer Graphics
Forum, vol. 21, no. 2, pp. 173–196, 2002.
[14] R. Davies, C. Twining, and C. Taylor, Statistical models of shape: Op-
timisation and evaluation. Springer, 1 ed., 2008.
[15] A. Elad and R. Kimmel, “On bending invariant signatures for sur-
faces,” IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, vol. 25, no. 10, pp. 1285–1295, 2003.
108
[16] A. E. Johnson and M. Hebert, “Using spin images for efficient ob-
ject recognition in cluttered 3d scenes,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 21, no. 5, pp. 433–449, 1999.
[17] V. Jain and H. Zhang, “A spectral approach to shape-based retrieval
of articulated 3d models,” Computer-Aided Design, vol. 39, no. 5,
pp. 398–407, 2007.
[18] J. W. H. Tangelder and R. C. Veltkamp, “A survey of content based 3d
shape retrieval methods,” Multimedia Tools and Applications, vol. 39,
no. 3, pp. 441–471, 2008.
[19] O. van Kaick, H. Zhang, G. Hamarneh, and D. Cohen-Or, “A survey
on shape correspondence,” Computer Graphics Forum, vol. 30, no. 6,
pp. 1681–1707, 2011.
[20] V. Jain and H. Zhang, “Robust 3d shape correspondence in the spec-
tral domain,” in IEEE International Conference on Shape Modeling and
Applications, pp. 19–19, 2006.
[21] Y. Sahillioglu and Y. Yemez, “Minimum-distortion isometric shape cor-
respondence using EM algorithm,” IEEE Transactions on Pattern Anal-
ysis and Machine Intelligence, vol. 34, no. 11, pp. 2203–2215, 2012.
[22] M. M. Bronstein, A. M. Bronstein, and R. Kimmel, “Generalized mul-
tidimensional scaling: a framework for isometry-invariant partial sur-
face matching,” Proceedings of the National Academy of Sciences,
vol. 103, no. 5, pp. 1168–1172, 2006.
[23] H. Zhang, A. Sheffer, D. Cohen-Or, Q. Zhou, O. van Kaick, and
A. Tagliasacchi, “Deformation-drive shape correspondence,” Com-
puter Graphics Forum, vol. 27, no. 5, pp. 1431–1439, 2008.
109
[24] A. E. Johnson and M. Hebert, “Using spin images for efficient ob-
ject recognition in cluttered 3d scenes,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 21, no. 5, pp. 433–449, 1999.
[25] A. Frome, D. Huber, R. Kolluri, T. Bülow, and J. Malik, “Recognizing
objects in range data using regional point descriptors,” in European
Conference on Computer Vision, pp. 224–237, 2004.
[26] F. Tombari, S. Salti, and L. Di Stefano, “Unique signatures of his-
tograms for local surface description,” in European Conference on
Computer Vision, pp. 356–369, 2010.
[27] M. Pauly, R. Keiser, and M. Gross, “Multi-scale feature extraction on
point-sampled surfaces,” Computer graphics forum, vol. 22, no. 3,
pp. 281–289, 2003.
[28] A. Zaharescu, E. Boyer, and R. Horaud, “Keypoints and local descrip-
tors of scalar functions on 2d manifolds,” International Journal of Com-
puter Vision, vol. 100, no. 1, pp. 78–98, 2012.
[29] A. B. Hamza and H. Krim, “Geodesic object representation and recog-
nition,” in Discrete Geometry for Computer Imagery, pp. 378–387,
2003.
[30] D. Anguelov, P. Srinivasan, H.-C. Pang, D. Koller, S. Thrun, and
J. Davis, “The correlated correspondence algorithm for unsupervised
registration of nonrigid surfaces,” Advances in Neural Information Pro-
cessing Systems, vol. 17, pp. 33–40, 2005.
[31] J. Sun, M. Ovsjanikov, and L. J. Guibas, “A concise and provably in-
formative multi-scale signature based on heat diffusion.,” Computer
Graphics Forum, vol. 28, no. 5, pp. 1383–1392, 2009.
110
[32] M. Aubry, U. Schlickewei, and D. Cremers, “The wave kernel signa-
ture: A quantum mechanical approach to shape analysis,” in IEEE
Conference on Computer Vision Workshops, pp. 1626–1633, 2011.
[33] I. Kokkinos, M. M. Bronstein, R. Litman, and A. M. Bronstein, “Intrinsic
shape context descriptors for deformable shapes,” in IEEE Conference
on Computer Vision and Pattern Recognition, pp. 159–166, 2012.
[34] Y. Zheng, C.-L. Tai, E. Zhang, and P. Xu, “Pairwise harmonics for
shape analysis,” IEEE Transactions on Visualization and Computer
Graphics, vol. 19, no. 7, pp. 1172–1184, 2013.
[35] Z. Zhang, S. H. Ong, and W. C. Foong, “Improved spin images for 3d
surface matching using signed angles,” in IEEE International Confer-
ence on Image Processing, pp. 537–540, 2012.
[36] Z. Zhang, X. Zhong, S. H. Ong, and K. Foong, “An efficient partial
shape matching algorithm for 3d tooth recognition,” in International
Conference on Biomedical Engineering, pp. 785–788, 2014.
[37] Z. Zhang, X. Zhong, S. H. Ong, and K. Foong, “Efficient 3d dental
identification via learning based keypoints detection and a novel shape
descriptor,” Pattern Recognition, p. submitted, 2014.
[38] Z. Zhang, K. Yin, and K. W. Foong, “Symmetry robust descriptor for
non-rigid surface matching,” Computer Graphics Forum, vol. 32, no. 7,
pp. 355–362, 2013.
[39] S. Rusinkiewicz and M. Levoy, “Efficient variants of the icp algo-
rithm,” in International Conference on 3D Digital Imaging and Mod-
eling, pp. 145–152, 2001.
[40] Z. Zhang, “Iterative point matching for registration of free-form curves
and surfaces,” International Journal of Computer Vision, vol. 13, no. 2,
pp. 119–152, 1994.
111
[41] S. Granger and X. Pennec, “Multi-scale em-icp: A fast and robust ap-
proach for surface registration,” in European Conference on Computer
Vision, pp. 418–432, 2002.
[42] C. V. Stewart, C.-L. Tsai, and B. Roysam, “The dual-bootstrap iterative
closest point algorithm with application to retinal image registration,”
IEEE Transactions on Medical Imaging, vol. 22, no. 11, pp. 1379–
1394, 2003.
[43] A. Rangarajan, H. Chui, E. Mjolsness, S. Pappu, L. Davachi,
P. Goldman-Rakic, and J. Duncan, “A robust point-matching algorithm
for autoradiograph alignment,” Medical Image Analysis, vol. 1, no. 4,
pp. 379–398, 1997.
[44] H. Chui and A. Rangarajan, “A new point matching algorithm for non-
rigid registration,” Computer Vision and Image Understanding, vol. 89,
no. 2, pp. 114–141, 2003.
[45] A. Myronenko and X. Song, “Point set registration: Coherent point
drift,” IEEE Transactions on Pattern Analysis and Machine Intelligence,
vol. 32, no. 12, pp. 2262–2275, 2010.
[46] B. Jian and B. C. Vemuri, “Robust point set registration using gaussian
mixture models,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 33, no. 8, pp. 1633–1645, 2011.
[47] E. Paquet, M. Rioux, A. Murching, T. Naveen, and A. Tabatabai, “De-
scription of shape information for 2-d and 3-d objects,” Signal Process-
ing: Image Communication, vol. 16, no. 1, pp. 103–122, 2000.
[48] R. Osada, T. Funkhouser, B. Chazelle, and D. Dobkin, “Shape distri-
butions,” ACM Transactions on Graphics, vol. 21, no. 4, pp. 807–832,
2002.
112
[49] T. Funkhouser, P. Min, M. Kazhdan, J. Chen, A. Halderman, D. Dobkin,
and D. Jacobs, “A search engine for 3d models,” ACM Transactions on
Graphics, vol. 22, no. 1, pp. 83–105, 2003.
[50] A. E. Johnson, Spin-images: A representation for 3-d surface match-
ing. PhD thesis, 1997. Adviser-Amato, Nancy M.
[51] F. Stein and G. Medioni, “Structural indexing: Efficient 3-d object
recognition,” IEEE Transactions on Pattern Analysis and Machine In-
telligence, vol. 14, no. 2, pp. 125–145, 1992.
[52] G. Hetzel, B. Leibe, P. Levi, and B. Schiele, “3d object recognition from
range images using local feature histograms,” in IEEE Conference on
Computer Vision and Pattern Recognition, vol. 2, pp. 394–399, 2001.
[53] H. Chen and B. Bhanu, “3d free-form object recognition in range im-
ages using local surface patches,” Pattern Recognition Letters, vol. 28,
no. 10, pp. 1252–1262, 2007.
[54] B. Taati, M. Bondy, P. Jasiobedzki, and M. Greenspan, “Variable di-
mensional local shape descriptors for object recognition in range data,”
in IEEE Conference on Computer Vision, pp. 1–8, 2007.
[55] C. S. Chua and R. Jarvis, “Point signatures: A new representation
for 3d object recognition,” International Journal of Computer Vision,
vol. 25, no. 1, pp. 63–85, 1997.
[56] Y. Sun and M. A. Abidi, “Surface matching by 3d point’s fingerprint,” in
IEEE International Conference on Computer Vision, vol. 2, pp. 263–
269, 2001.
[57] A. S. Mian, M. Bennamoun, and R. Owens, “Three-dimensional
model-based object recognition and segmentation in cluttered
scenes,” IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, vol. 28, no. 10, pp. 1584–1601, 2006.
113
[58] J. Novatnack and K. Nishino, “Scale-dependent/invariant local 3d
shape descriptors for fully automatic registration of multiple sets of
range images,” in European Conference on Computer Vision, pp. 440–
453, 2008.
[59] Y. Zhong, “Intrinsic shape signatures: A shape descriptor for 3d ob-
ject recognition,” in IEEE International Conference on Computer Vision
Workshops, pp. 689–696, 2009.
[60] Y. Guo, F. Sohel, M. Bennamoun, M. Lu, and J. Wan, “Rotational pro-
jection statistics for 3d local surface description and object recogni-
tion,” International Journal of Computer Vision, vol. 105, no. 1, pp. 63–
86, 2013.
[61] Q.-X. Huang, B. Adams, M. Wicke, and L. J. Guibas, “Non-rigid reg-
istration under isometric deformations,” Computer Graphics Forum,
vol. 27, no. 5, pp. 1449–1457, 2008.
[62] C. Papazov and D. Burschka, “Deformable 3d shape registration
based on local similarity transforms,” Computer Graphics Forum,
vol. 30, no. 5, pp. 1493–1502, 2011.
[63] A. M. Bronstein, M. M. Bronstein, and R. Kimmel, Numerical geometry
of non-rigid shapes. Springer, 2008.
[64] R. M. Rustamov, “Laplace-beltrami eigenfunctions for deformation in-
variant shape representation,” in Symposium on Geometry Process-
ing, pp. 225–233, 2007.
[65] M. Ovsjanikovy, M. Ben-Chenz, J. Solomonz, A. Butscherz, and
L. Guibas, “Functional maps: a flexible representation of maps be-
tween shapes,” ACM Transactions on Graphics, vol. 31, no. 4, p. Arti-
cle 30, 2012.
114
[66] Y. Lipman and T. Funkhouser, “Möbius voting for surface correspon-
dence,” ACM Transactions on Graphics, vol. 28, no. 3, p. Article 72,
2009.
[67] M. Ovsjanikov, Q. Mérigot, F. Mémoli, and L. Guibas, “One point iso-
metric matching with the heat kernel,” Computer Graphics Forum,
vol. 29, no. 5, pp. 1555–1564, 2010.
[68] T. K. Dey, K. Li, C. Luo, P. Ranjan, I. Safa, and Y. Wang, “Persis-
tent heat signature for pose-oblivious matching of incomplete models,”
Computer Graphics Forum, vol. 29, no. 5, pp. 1545–1554, 2010.
[69] M. M. Bronstein and I. Kokkinos, “Scale-invariant heat kernel signa-
tures for non-rigid shape recognition,” in IEEE Conference on Com-
puter Vision and Pattern Recognition, pp. 1704–1711, 2010.
[70] S. Belongie, J. Malik, and J. Puzicha, “Shape matching and object
recognition using shape contexts,” IEEE Transactions on Pattern Anal-
ysis and Machine Intelligence, vol. 24, pp. 509–522, 2002.
[71] J. Sun, X. Chen, and T. A. Funkhouser, “Fuzzy geodesics and con-
sistent sparse correspondences for deformable shapes,” Computer
Graphics Forum, vol. 29, no. 5, pp. 1535–1544, 2010.
[72] O. van Kaick, H. Zhang, and G. Hamarneh, “Bilateral maps for partial
matching,” Computer Graphics Forum, vol. 32, no. 6, pp. 189–200,
2013.
[73] T. Liu, V. G. Kim, and T. Funkhouser, “Finding surface correspon-
dences using symmetry axis curves,” Computer Graphics Forum,
vol. 31, no. 5, pp. 1607–1616, 2012.
[74] O. K.-C. Au, C.-L. Tai, D. Cohen-Or, Y. Zheng, and H. Fu, “Electors
voting for fast automatic shape correspondence,” Computer Graphics
Forum, vol. 29, no. 2, pp. 645–654, 2010.
115
[75] M. Ovsjanikov, Q. Mérigot, V. Patraucean, and L. Guibas, “Shape
matching via quotient spaces,” Computer Graphics Forum, vol. 32,
no. 5, pp. 1–11, 2013.
[76] Y. Lipman, X. Chen, I. Daubechies, and T. Funkhouser, “Symmetry
factored embedding and distance,” ACM Transactions on Graphics,
vol. 29, no. 4, p. Article 103, 2010.
[77] K. Mikolajczyk and C. Schmid, “A performance evaluation of local de-
scriptors,” IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, vol. 27, no. 10, pp. 1615–1630, 2005.
[78] A. E. Johnson and M. Hebert, “Surface registration by matching ori-
ented points,” in International Conference on Recent Advances in 3-D
Digital Imaging and Modeling, pp. 121–128, 1997.
[79] A. E. Johnson and M. Hebert, “Recognizing objects by matching ori-
ented points,” in IEEE Conference on Computer Vision and Pattern
Recognition, pp. 684–689, 1997.
[80] O. Carmichael, D. Huber, and M. Hebert, “Large data sets and confus-
ing scenes in 3-d surface matching and recognition,” in International
Conference on 3-D Digital Imaging and Modeling, pp. 358–367, 1999.
[81] A. E. Johnson, “Surface landmark selection and matching in natural
terrain,” in IEEE Conference on Computer Vision and Pattern Recog-
nition, vol. 2, pp. 413–420, 2000.
[82] H. Q. Dinh and S. Kropac, “Multi-resolution spin-images,” in IEEE Con-





[85] A. K. Jain, H. Chen, and S. Minut, “Dental biometrics: human identifi-
cation using dental radiographs,” in Audio-and Video-Based Biometric
Person Authentication, pp. 429–437, 2003.
[86] A. K. Jain and H. Chen, “Matching of dental x-ray images for hu-
man identification,” Pattern Recognition, vol. 37, no. 7, pp. 1519–1532,
2004.
[87] H. Chen and A. K. Jain, “Dental biometrics: Alignment and match-
ing of dental radiographs,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, no. 8, pp. 1319–1326, 2005.
[88] J. Zhou and M. Abdel-Mottaleb, “A content-based system for human
identification based on bitewing dental x-ray images,” Pattern Recog-
nition, vol. 38, no. 11, pp. 2132–2142, 2005.
[89] O. Nomir and M. Abdel-Mottaleb, “A system for human identification
from x-ray dental radiographs,” Pattern Recognition, vol. 38, no. 8,
pp. 1295 – 1305, 2005.
[90] O. Nomir and M. Abdel-Mottaleb, “Human identification from dental x-
ray images based on the shape and appearance of the teeth,” IEEE
Transactions on Information Forensics and Security, vol. 2, no. 2,
pp. 188–197, 2007.
[91] P.-L. Lin, Y.-H. Lai, and P.-W. Huang, “Dental biometrics: Human iden-
tification based on teeth and dental works in bitewing radiographs,”
Pattern Recognition, vol. 45, no. 3, pp. 934–946, 2012.
[92] X. Zhong, D. Yu, T. Sim, Y. San Wong, and H.-l. Cheng, “Towards
automated pose invariant 3d dental biometrics,” in International Joint
Conference on Biometrics, pp. 1–7, 2011.
[93] X. Zhong, D. Yu, Y. S. Wong, T. Sim, W. F. Lu, K. W. C. Foong, and
H.-L. Cheng, “3d dental biometrics: Alignment and matching of dental
117
casts for human identification,” Computers in Industry, vol. 64, no. 9,
pp. 1355–1370, 2013.
[94] P. Lin, Y. Lai, and P. Huang, “An effective classification and numbering
system for dental bitewing radiographs using teeth region and contour
information,” Pattern Recognition, vol. 43, no. 4, pp. 1380–1392, 2010.
[95] P. O’Shaughnessy, “More than half of victims idd,” New York Daily
News, vol. 11, 2002.
[96] P. Thepgumpanat, “Thai tsunami forensic centre produces first ids,”
Reuters, http://www. alertnet. org, vol. 18, 2005.
[97] “New scientist news - dental records beat DNA in tsunami IDs.”
[98] G. Fahmy, H. Chen, O. Nomir, R. Howell, M. Abdel-Mottaleb, A. K.
Jain, H. H. Ammar, J. Zhou, D. Nassar, and E. Haj-Said, “Toward an
automated dental identification system,” Journal of Electronic Imaging,
vol. 14, no. 4, pp. 1–13, 2005.
[99] O. Sweet et al., “Interpol dvi best-practice standards—an overview,”
Forensic science international, vol. 201, no. 1, pp. 18–21, 2010.
[100] O. Nomir and M. Abdel-Mottaleb, “Hierarchical contour matching for
dental x-ray radiographs,” Pattern Recognition, vol. 41, no. 1, pp. 130
– 138, 2008.
[101] O. Nomir and M. Abdel-Mottaleb, “Fusion of matching algorithms for
human identification using dental x-ray radiographs,” IEEE Transac-
tions on Information Forensics and Security, vol. 3, no. 2, pp. 223–233,
2008.
[102] J. A. Kieser, V. Bernal, J. Neil Waddell, and S. Raju, “The uniqueness
of the human anterior dentition: a geometric morphometric analysis,”
Journal of forensic sciences, vol. 52, no. 3, pp. 671–677, 2007.
118
[103] M. Garland and P. S. Heckbert, “Surface simplification using quadric
error metrics,” in SIGGRAPH, pp. 209–216, 1997.
[104] S. Boyé, G. Guennebaud, and C. Schlick, “Least squares subdivision
surfaces,” Computer Graphics Forum, vol. 29, no. 7, pp. 2021–2028,
2010.
[105] T. Gatzke, C. Grimm, M. Garland, and S. Zelinka, “Curvature maps
for local shape comparison,” in International Conference on Shape
Modeling and Applications, pp. 244–253, 2005.
[106] C. H. Lee, A. Varshney, and D. W. Jacobs, “Mesh saliency,” in ACM
Transactions on Graphics, vol. 24, pp. 659–666, 2005.
[107] U. Castellani, M. Cristani, S. Fantoni, and V. Murino, “Sparse points
matching by combining 3d mesh saliency with statistical descriptors,”
Computer Graphics Forum, vol. 27, no. 2, pp. 643–652, 2008.
[108] C. Creusot, N. Pears, and J. Austin, “A machine-learning approach
to keypoint detection and landmarking on 3d meshes,” International
Journal of Computer Vision, vol. 102, no. 1-3, pp. 146–179, 2013.
[109] A. Petrelli and L. Di Stefano, “On the repeatability of the local reference
frame for partial shape matching,” in IEEE International Conference on
Computer Vision, pp. 2244–2251, 2011.
[110] L. Breiman, “Random forests,” Machine learning, vol. 45, no. 1, pp. 5–
32, 2001.
[111] V. G. Kim, Y. Lipman, and T. Funkhouser, “Blended intrinsic maps,”
ACM Transactions on Graphics, vol. 30, no. 4, p. Article 79, 2011.
[112] Y. Sahillioglu and Y. Yemez, “Coarse-to-fine isometric shape corre-
spondence by tracking symmetric flips,” Computer Graphics Forum,
vol. 32, no. 1, pp. 177–189, 2013.
119
[113] D. Raviv, A. M. Bronstein, M. M. Bronstein, and R. Kimmel, “Symme-
tries of non-rigid shapes,” in IEEE International Conference on Com-
puter Vision, pp. 1–7, 2007.
[114] N. J. Mitra, L. J. Guibas, and M. Pauly, “Partial and approximate sym-
metry detection for 3d geometry,” ACM Transactions on Graphics,
vol. 25, no. 3, pp. 560–568, 2006.
[115] D. Raviv, A. M. Bronstein, M. M. Bronstein, and R. Kimmel, “Full and
partial symmetries of non-rigid shapes,” International Journal of Com-
puter Vision, vol. 89, no. 1, pp. 18–39, 2010.
[116] M. Meyer, M. Desbrun, P. Schröer, and A. H. Barr, “Discrete differen-
tial geometry operators for triangulated 2-manifolds,” Visualization and
Mathematics III, pp. 35–57, 2003.
[117] O. Sorkine, D. Cohen-Or, Y. Lipman, M. Alexa, C. Rössl, and H.-P.
Seidel, “Laplacian surface editing,” in Symposium on Geometry pro-
cessing, pp. 175–184, 2004.
[118] S. Dong, S. Kircher, and M. Garland, “Harmonic functions for quadri-
lateral remeshing of arbitrary manifolds,” Computer Aided Geometric
Design - Special issue: Geometry processing, vol. 22, no. 5, pp. 392–
423, 2005.
[119] D. Giorgi, S. Biasotti, and L. Paraboschi, “SHREC2007 3D shape re-
trieval contest,” Tech. Rep. UU-CS-2007-015, Utrecht University, 2007.
[120] A. Mencattini, M. Salmeri, and P. Casti, “Bilateral asymmetry identifi-
cation for the early detection of breast cancer,” in Medical Measure-
ments and Applications Proceedings (MeMeA), 2011 IEEE Interna-
tional Workshop on, pp. 613–618, 2011.
120
[121] T.-K. Lau and W. F. Bischof, “Automated detection of breast tumors
using the asymmetry approach,” Computers and biomedical research,
vol. 24, no. 3, pp. 273–295, 1991.
[122] W. V. Stoecker, W. W. Li, and R. H. Moss, “Automatic detection
of asymmetry in skin tumors,” Computerized Medical Imaging and
Graphics, vol. 16, no. 3, pp. 191–197, 1992.
[123] C.-P. Yu, G. C. Ruppert, D. T. Nguyen, A. X. Falcao, and Y. Liu, “Statis-
tical asymmetry-based brain tumor segmentation from 3d mr images.,”
in Biosignals, pp. 527–533, 2012.
[124] L. Mealey, R. Bridgstock, and G. C. Townsend, “Symmetry and per-
ceived facial attractiveness: a monozygotic co-twin comparison.,”
Journal of personality and social psychology, vol. 76, no. 1, p. 151,
1999.
[125] S. Haraguchi, K. Takada, and Y. Yasuda, “Facial asymmetry in sub-
jects with skeletal class iii deformity,” The Angle orthodontist, vol. 72,
no. 1, pp. 28–35, 2002.
[126] S. Haraguchi, Y. Iguchi, and K. Takada, “Asymmetry of the face in
orthodontic patients,” The Angle orthodontist, vol. 78, no. 3, pp. 421–
426, 2008.
[127] T. Severt and W. Proffit, “The prevalence of facial asymmetry in the
dentofacial deformities population at the university of north carolina,”
The International Journal of Adult Orthodontics and Orthognathic
Surgery, vol. 12, no. 3, pp. 171–176, 1997.
[128] P. Kambylafkas, E. Murdock, E. Gilda, R. H. Tallents, and
S. Kyrkanides, “Validity of panoramic radiographs for measuring
mandibular asymmetry,” The Angle orthodontist, vol. 76, no. 3,
pp. 388–393, 2006.
121
[129] J. Gateno, J. J. Xia, and J. F. Teichgraeber, “New 3-dimensional
cephalometric analysis for orthognathic surgery,” Journal of Oral and
Maxillofacial Surgery, vol. 69, no. 3, pp. 606–622, 2011.
[130] M. Maeda, A. Katsumata, Y. Ariji, A. Muramatsu, K. Yoshida, S. Goto,
K. Kurita, and E. Ariji, “3d-ct evaluation of facial asymmetry in pa-
tients with maxillofacial deformities,” Oral Surgery, Oral Medicine,
Oral Pathology, Oral Radiology, and Endodontology, vol. 102, no. 3,
pp. 382–390, 2006.
[131] A. AlHadidi, L. H. Cevidanes, B. Paniagua, R. Cook, F. Festy, and
D. Tyndall, “3d quantification of mandibular asymmetry using the
spharm-pdm tool box,” International journal of computer assisted radi-
ology and surgery, vol. 7, no. 2, pp. 265–271, 2012.
[132] H. Lin, P. Zhu, Y. Lin, S. Wan, X. Shu, Y. Xu, and Y. Zheng, “Mandibular
asymmetry: a three-dimensional quantification of bilateral condyles,”
Head & face medicine, vol. 9, no. 1, p. 42, 2013.
[133] K.-R. Park, H.-S. Park, Z. Piao, M.-K. Kim, H.-S. Yu, J. K. Seo, and S.-
H. Lee, “Three-dimensional vector analysis of mandibular structural
asymmetry,” Journal of Cranio-Maxillofacial Surgery, vol. 41, no. 4,
pp. 338–344, 2013.
[134] S. Osher and J. A. Sethian, “Fronts propagating with curvature-
dependent speed: algorithms based on hamilton-jacobi formulations,”
Journal of computational physics, vol. 79, no. 1, pp. 12–49, 1988.
[135] A. Tsai, A. Yezzi Jr, W. Wells, C. Tempany, D. Tucker, A. Fan, W. E.
Grimson, and A. Willsky, “A shape-based approach to the segmen-
tation of medical imagery using level sets,” Medical Imaging, IEEE
Transactions on, vol. 22, no. 2, pp. 137–154, 2003.
122
[136] W. E. Lorensen and H. E. Cline, “Marching cubes: A high resolution 3d
surface construction algorithm,” in ACM siggraph computer graphics,
vol. 21, pp. 163–169, 1987.
[137] J. Sun, M. Ovsjanikov, and L. Guibas, “A concise and provably in-
formative multi-scale signature based on heat diffusion,” Computer
Graphics Forum, vol. 28, no. 5, pp. 1383–1392, 2009.
123
