ABSTRACT Summary: This report describes an algorithm (intensity-dependent selection of expression ratios or ISER) developed to analyse DNA array data by optimizing the selection of genes with the most significant variations in expression amongst two RNA samples. The algorithm is designed for use when little or no replication of array hybridizations is available. Availability: ISER is written in R language, and its code and on-line version are freely available at https://ipe.cbmeg.unicamp.br/pub/PMmA Contact: menossi@unicamp.br Supplementary information: https://ipe.cbmeg.unicamp.br/pub/ISER
DNA array technology is the main strategy for assessing gene expression profiles on a large scale. An important application of DNA arrays is the identification of genes that show significant changes in their expression in different RNA samples. However, because of the characteristic noise of array data and the usually limited number of experimental replicates, a statistical framework to select differentially expressed genes is not easily determined (Lee et al., 2000) . This is especially the case in macroarray experiments (Freeman et al., 2000) , where the requirement for larger amounts of RNA for each hybridization can be a limiting factor in the number of replicates, and each labelled cDNA sample is hybridized to a different nylon membrane, thereby increasing the data variability (in contrast to microarrays, in which two samples labelled with different dyes are hybridized on the same slide; Schena et al., 1996) .
Some studies have developed strategies to select differentially expressed genes (Tusher et al., 2001; Kerr et al., 2000) , but they usually require three or more experimental replicates to evaluate the data variability inherent to the method. However, in array experiments, it is often necessary to compare two samples without replicates, and in this case a strategy frequently adopted is to select those genes whose signals from both samples show a fold change of two or more (or any other arbitrarily fixed value; Schena et al., 1996) . Other methods have also been developed to select differentially expressed genes when little experimental replication is available, e.g. the methods described by Mutch et al. (2002) and Loguinov et al. (2004) . In this report, we describe an algorithm (intensity-dependent selection of expression ratios or ISER) designed to optimize the selection of genes that show the most significant variations in expression. One of the novelties of this method is the non-linear transformation to normality via a sliding window of variable size that allows the use of a normal distribution instead of heavier tails distributions and ensures accuracy of the P-values.
The algorithm is based on the commonly adopted assumption that most of the genes probed in arrays have a constant expression in the samples studied (Quackenbush, 2002) so that differentially expressed genes are identified as those that are outliers in the global distribution of expression ratios. Another (empirically supported) aspect that ISER deals successfully with is that the variance of the expression ratios depends on the mean log intensity of the gene (Mutch et al., 2002) . The initial motivation for ISER is to find a data transformation that results in a normal distribution of the expression ratios (Box and Cox, 1964) , which are generally considered to have a lognormal distribution (Friddle et al., 2000) . In this case, ISER will return a log transformation. However, if small or large variations from this transformation are present, the sliding window will adapt it locally to the data.
The input for ISER is a text file containing the signal intensities (raw or normalized, if desired) for both RNA samples of each gene. The algorithm follows the steps below.
(1) To avoid working with zero values, a small constant (10 À4 times the minimum expression value different from zero) is added to all expression values. For each gene, the expression ratio and the geometric mean of the signals from both samples are calculated.
(2) A data transformation is found that provides the transformed ratio values closest to the normal distribution. This is done by Ã To whom correspondence should be addressed. 
The most suitable transformation is then applied to the expression ratios and to the geometric means of the expression values, to yield what are referred to, respectively, as the transformed ratios and transformed intensities.
(3) The genes are sorted according to their transformed intensities, in ascending order. A sliding window over this order is used to locally estimate the mean and standard deviation of the transformed expression ratios. The size of this window is determined locally so as to optimize the value of the KolmogorovSmirnov test for normality (Lehman, 1994) , applied to the transformed ratios of the genes inside the window. Within each sliding window, the algorithm computes the trimmed mean and standard deviation (with respect to the trimmed mean) of the transformed ratios, both based on their 60% central values. These estimates and the P-value defined by the user are employed to determine the local upper and lower limits of the transformed ratios, outside of which the genes are considered as differentially expressed.
(4) A linear spline is used to approximate the relationship between these limits and the mean of the transformed intensities in each sliding window, thereby establishing the intensitydependent limits for the transformed ratios to be selected as differentially expressed.
The performance of ISER was tested on simulated datasets generated based on the ANOVA model applied to DNA arrays described by Kerr et al. (2000) . These datasets mimicked the results of array experiments with 3000 genes in which different numbers of genes were previously assumed as differentially expressed (induced/repressed). The model used also simulated an intensitydependent bias; further details of the model are given in the Supplementary Information. These datasets were also analysed with the algorithm described by Mutch et al. (2002) , as well as with the fixed fold criterion for the selection of differentially expressed genes. Local fitting performance for selecting differentially expressed genes should be superior in cases with few replications. Thus both ISER and the method described by Mutch et al. (2002) achieved better results than the fixed fold criterion (Fig. 1) . Moreover, the ISER algorithm is more sensitive to intensity-dependent bias in the data, thus showing a performance superior to both of the other methods, as can be seen in Figure 1 . This superiority was true for each false positive rate and for each of the dataset specifications analysed. We also tested ISER for its comparative performance when applied to raw or loess-normalized values (see Supplementary  Information) . The results showed no significant difference.
ISER was also tested with real datasets from Nogueira et al. (2003) , studying the genetic response of sugarcane to low temperatures. It confirmed the differential expression of 46 of the 59 genes originally selected by those authors and identified an additional set of 147 genes as differentially expressed (see Supplementary  Information) . This experiment was performed with two replicates, and the original data analysis consisted of calculating, for each replicate and each time point (3, 6, 12, 24 and 48 h), the mean and standard deviation of the logarithms of the expression ratioslog(treated/control) and selecting those genes that, in both replicates, showed a logarithm of the expression more than 1.65 SD distant from the mean, and a fold-change >2. Since this analysis is not sensitive to intensity-dependent bias in the data, it may select more false-positive genes than ISER, and this might be the case of the 13 genes originally selected, which were rejected by the algorithm. In fact, the majority (9) of these genes were selected as induced at the time point of 48 h, although in one of the experimental replicates for this time point, their intensities were contained in a region where ISER detected a greater variability in the data, thus not selecting them. On the other hand, ISER additionally selected several genes of biological relevance, including transcription factors, genes related to cellular communication (transmembrane kinases), stress response (heat shock protein and others) and protein metabolism. A complete table of the differentially expressed genes identified by the algorithm is available in the Supplementary Information.
In several studies using DNA arrays, a subset of the arrayed genes is considered as housekeeping, i.e. genes that are supposed to have a constant expression in the samples being studied. ISER can use this assumption instead of supposing that most of the genes probed in the arrays have a constant expression. In this case, steps 2, 3 and 4 of the algorithm are carried out using only the housekeeping genes, thus establishing the intensity-dependent criterion of selection of the differentially expressed genes, based solely on those genes. This criterion is then applied to all the genes probed in the arrays.
Although ISER is designed to deal with data from single replicated experiments, comparing two RNA samples, it can be used when more samples are compared or replicates are present. In this case, the algorithm is applied separately to the comparison of each pair of samples and to each replicate, thus selecting genes that, for any pair of samples, are identified as differentially expressed on all replicates or on a large (pre-defined) proportion of them. The proposed algorithm avoids lognormal assumptions and shows similar performances for raw and normalized data. ISER is reasonably fast and does not have cumbersome memory requirements, thus providing researchers with a very useful tool for analysing array data.
