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Abstract
Gaussian formulas are among the most often used quadrature formulas in practice. In this survey, an overview is given
on stopping functionals for Gaussian formulas which are of the same type as quadrature formulas, i.e., linear combinations
of function evaluations. In particular, methods based on extended formulas like the important Gauss{Kronrod and Patterson
schemes, and methods which are based on Gaussian nodes, are presented and compared. c© 2001 Elsevier Science B.V.
All rights reserved.
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1. Introduction
1.1. Motivation
The problem of approximating denite integrals is of central importance in many applications of
mathematics. In practice, a mere approximation of an integral very often will not be satisfactory
unless it is accompanied by an estimate of the error. For most quadrature formulas of practical in-
terest, error bounds are available in the literature which use, e.g., norms of higher-order derivatives
or bounds for the integrand in the complex plane. However, in many practical situations such infor-
mation about the integrand is not available. In particular, automatic quadrature routines are designed
such that the user only has to insert the limits of integration, a routine for computing the integrand,
a tolerance for the error and an upper bound for the number of function evaluations (cf. [51,52,18
p. 418]). Functionals based on function evaluations that provide estimates for the quadrature error
are called stopping functionals.
Most quadrature methods used in modern numerical software packages like those of NAG [71]
and IMSL [47] are based on Gaussian (Gauss{Kronrod, Patterson) formulas. Furthermore, both nu-
merical experience and theoretical results show the superiority of Gaussian formulas over many
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other quadrature formulas in many function classes (cf. in particular [11] and the literature cited
therein). For these reasons, the problem of practical error estimates in particular for Gaussian for-
mulas is very important, and many papers are devoted to this subject. Several stopping functionals
for Gaussian quadrature formulas have been proposed in the literature and as computer algorithms.
One may roughly divide these methods into two categories: (1) those based on extensions, i.e., on
the addition of nodes, and (2) those based (essentially) on the nodes of the Gaussian formulas. To
make this distinction more strict, in the following we say that an error estimate for a quadrature
formula Qn with n nodes is based on extension if the number of additional nodes is unbounded
when n!1; otherwise, we call it essentially based on the nodes of Qn. Important prototypes for
the rst category are the Gauss{Kronrod and the Patterson methods (see Section 2). The extension
strategy is also used by many practical implementations of the important Clenshaw{Curtis formulas.
Very often, the extended formula is used for approximating the integral, and the dierence between
the two quadrature values is used to approximate the error. Such extended formulas are the state of
the art, e.g., in the above-mentioned software libraries and in the QUADPACK package [85]. The
second category includes the null rules and the recent Peano stopping functionals (see Section 3).
Such methods deserve special attention, since function evaluations are generally considered the com-
putationally most expensive part of quadrature algorithms.
Methods from both the categories have been used in automatic integration algorithms. In particular,
many automatic integration algorithms use interval subdivision techniques where a xed pair of
a quadrature formula and a stopping functional are used to compute both a local approximation
and an error estimate. Based on this information, a decision is made about further subdivision.
Presently, the most important univariate general-purpose integrators over nite intervals, like the
NAG routine D01AJF, use bisection strategies with pairs of Gaussian and Gauss{Kronrod formulas.
The Gauss{Kronrod scheme was introduced by Kronrod in 1964 [53,54]. Kronrod’s approach was,
for the estimation of the error of an n-point Gaussian formula, to choose n + 1 additional nodes
for the construction of a \better" formula, i.e., a formula that has the highest possible algebraic
degree of exactness using 2n+ 1 function evaluations, among them the n function values that were
computed for the Gaussian formula. There exist exhaustive survey papers on the Gauss{Kronrod
scheme [39,67,69,74] and related quadrature formulas.
Presently, however, a general survey on stopping functionals that have been proposed for the
practical (computational) estimation of the error of Gaussian quadrature formulas does not seem to
exist. From a practical point of view, the most important problems seem to be the availability of
the stopping functional, its computational complexity, and its quality for error estimation. The aim
of this survey is to present the known methods and results with a focus on these practical aspects,
and with a certain emphasis on recent developments and results. For space limitations, we restrict
ourselves to the practically most important (linear) stopping functionals that are of the same type as
quadrature formulas, i.e., linear combinations of function evaluations. We do not include methods
which are based on error bounds from the literature using, e.g., norms of derivatives in conjunction
with automatic dierentiation techniques and interval analysis (cf. [17,32] for more details on this
topic). Furthermore, we do not discuss stopping functionals based on other than Gauss-type formulas
in this survey (cf. [34]). The results on extended Gaussian formulas are summarized in Section 2,
and the stopping functionals based on Gaussian nodes are presented in Section 3. In the following
three subsections, we summarize basic facts on numerical integration and Peano kernels which are
necessary for the presentation in Sections 2 and 3.
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1.2. Basic facts and notation
For a given nonnegative and integrable weight function ! on (a; b); −1<a<b<1, a quadra-
ture formula Qn and the corresponding remainder Rn of (algebraic) degree of exactness s are linear
functionals on C[a; b] dened by
Qn[f] =
nX
=1
a;nf(x;n); Rn[f] =
Z b
a
!(x)f(x) dx − Qn[f];
deg(Rn) = s, Rn[mk]
(
=0; k = 0; 1; : : : ; s;
6= 0; k = s+ 1; mk(x) = x
k ; (1)
with nodes −1<x1; n <   <xn;n <1 and weights a;n 2 R. Without restriction, using ane
transformations, in the following we set [a; b] = [ − 1; 1] wherever not explicitly states otherwise.
Furthermore, we omit the second index in x;n; a;n whenever the meaning is clear from the context.
A quadrature formula is called interpolatory if deg(Rn)>n− 1. The unique quadrature formula with
n nodes and highest possible degree of exactness 2n − 1 is the Gaussian formula (with respect to
the weight !)
QGn [f] =
nX
=1
aG f(x
G
 ):
For an overview on Gaussian formulas, cf. [10,11,95] and, in particular, [37].
1.3. Principles of veried numerical integration
Numerical integration problems in practice are often of the following type. Given the limits of
integration a and b, a routine for computing f(x) at any x 2 (a; b), a tolerance  and an upper
bound N on the number of function evaluations, compute a number Q such thatQ −
Z 1
−1
f(x) dx
6 or jQ −
R 1
−1 f(x) dxjR 1
−1 jf(x)j dx
6; (2)
or give an approximation based on N function values and an estimate for the absolute error which
does not meet the requirement (2). Any software routine for this purpose is called automatic integra-
tion routine (cf. [18, Chapter 6]). In order to decide whether a particular quadrature approximation
Q=Qn[f] fullls (2), most often linear stopping functionals Sm; m>n, of the same type as Qn are
used (cf. [34]),
Sm[f] =
mX
=1
bf(y); b 2 R; −16y1<   <ym61;
fx1; : : : ; xngfy1; : : : ; ymg: (3)
Such linear stopping functionals have a low computational complexity, in particular if n  m.
Natural requirements for an error estimate are its eciency, i.e., an accurate approximation should
be accompanied by a small error estimate, and its reliability, i.e., the error estimate should not be
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smaller than the actual approximation error. However, it is obvious that without knowing more about
f than a nite number of function values it cannot be guaranteed that
jRn[f]j6jSm[f]j: (4)
For nonlinear stopping functionals cf. Section 3.3 as well as [57,85] and the literature cited therein.
A standard method for the construction of a (linear) stopping functional S for Qn is by choosing a
second (reference) quadrature formula Ql and then computing
S = (Ql − Qn); (5)
with some heuristically determined constant  2 R.
1.4. Peano kernels and applications
Let L be a bounded linear functional on C[− 1; 1] with deg(L)>s− 1, where
deg(L) = supfr jL[Pr] = 0; Pr: space of polynomials of degree6rg:
If L= Rn is a quadrature remainder, this denition coincides with (1). For
f 2 As[− 1; 1]:=ff jf(s−1) is absolutely continuous in [− 1; 1]; jjf(s)jj1<1g;
the following representation of L due to Peano is well known,
L[f] =
Z 1
−1
f(s)(x)Ks(L; x) dx;
where Ks(L; ) is the so-called Peano kernel of L of order s,
Ks(L; x) =
1
(s− 1)!L[( − x)
s−1
+ ]; u
s−1
+ =
(
0 for u< 0;
u s−1 for u> 0
(cf. [12]). The constants
cs = cs(L) =
Z 1
−1
jKs(L; x)j dx
are the best possible constants in estimates of the type
jL[f]j6csjjf(s)jj1;
i.e.,
cs(L) = supfjL[f]j j jjf(s)jj161g: (6)
The functional L is said to be positive (negative) denite of order s if the Peano kernel Ks(L; )
is nonnegative (nonpositive) in the interval (a; b). An important example of a (positive) denite
functional is the divided dierence
dvd(t1; : : : ; ts+1)[f] =
s+1X
=1
df(t); d =
s+1Y
=1
 6=
(t − t)−1;
16t1<t2<   <ts+161;
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which is characterized by
dvd(t1; : : : ; ts+1)[mk] =

0; k = 0; 1; : : : ; s− 1;
1; k = s:
We have
Ks(dvd(t1; : : : ; ts+1); ) = 1s!B[t1; : : : ; ts+1]();
where B[t1; : : : ; ts+1]() is the B-spline with respect to the knots t1; : : : ; ts+1, normalized by
kB[t1; : : : ; ts+1]k1 = 1 (cf. [91, Section 4:3]).
Applying Peano kernel theory to quadrature remainders L= Rn is a systematic and standard way
for obtaining error bounds for quadrature formulas (cf. [37, p.115]). In view of (6), the constants
cs(L) can be considered as a measure for the quality of quadrature formulas for the function class
As[−1; 1]. Explicit or asymptotic values for these constants are known for many quadrature formulas
of practical interest and many function classes (cf. in particular [10,11,83]).
2. Extended Gaussian formulas
2.1. Gauss{Kronrod formulas and Stieltjes polynomials
Let ! be nonnegative and integrable in the open interval (−1; 1). It is well known that the nodes of
the Gaussian formula QGn with respect to the weight ! are precisely the zeros of the nth orthonormal
polynomial p!n with respect to the weight ! (see, e.g., [97]). The following fundamental theorem
gives a more general statement.
Theorem 1. Let ! be nonnegative and integrable in (−1; 1). Let −16x1<   <xn61 be xed
numbers. A necessary and sucient condition that for
Qn;m[f] =
nX
=1
Af(x) +
mX
=1
Bf()
we have
deg(Rn;m)>2m+ n− 1 (7)
is that simultaneously (i) the polynomial
Qm
=1(x − ) is orthogonal to all polynomials of degree
6m− 1 with respect to the sign changing weight !Qm=1( − x); i.e.;Z 1
−1
!(x)xk
nY
=1
(x − x)
mY
=1
(x − ) dx = 0; k = 0; 1; : : : ; m− 1; (8)
and (ii) that Qn;m is interpolatory.
The orthogonality conditions (8) are a nonlinear system of equations for the unknown nodes 1; : : : ; m.
The weight A1; : : : ; An; B1; : : : ; Bm are determined by the interpolation condition. Elementary examples
show that the system (8) is not always uniquely solvable. In fact, if x1; : : : ; xn are the roots of the
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nth orthonormal polynomial of degree n, then for m<n=2 every choice of nodes 1; : : : ; m satises
(8), while for n= m there is no choice of 1; : : : ; m (even complex ones) such that (8) is satised
for k = 0. Well-known special instances of Theorem 1 are the Gaussian formula (n= 0), the Radau
formulas (n= 1; x1 =1), and the Lobatto formula (n= 2; x1 =−1; x2 = 1). For these examples, the
function !
Qn
=1(−x) has no change of sign in (−1; 1). For the Gauss{Kronrod formulas, the xed
nodes are the nodes of the n-point Gaussian formula, i.e., the zeros of p!n ,
QGK2n+1[f] =
nX
=1
AGK f(x
G
 ) +
n+1X
=1
BGK f(
K
 );
where K1 ; : : : ; 
K
n+1 and A
GK
1 ; : : : ; A
GK
n , B
GK
1 ; : : : ; B
GK
n+1 are chosen such that (7) is satised with m=n+1.
The polynomials
En+1(x) = cn
n+1Y
=1
(x − K ); cn 2 R;
are called Stieltjes polynomials. These polynomials seem to appear rst in a letter of T.J. Stieltjes to
C. Hermite in 1894 [2]. Stieltjes conjectured that the zeros of En+1, for the Legendre weight !  1,
are all real and in (−1; 1) for each n 2 N, and that they interlace with the zeros of the Legendre
polynomial Pn, i.e., the Gaussian nodes, for all n 2 N,
−1<K1 <xG1 <   <Kn < xGn <Kn+1< 1:
These conjectures were proved by Szeg}o [96] for the wider class of weights !(x) = (1− x2)−1=2,
 2 (0; 2]. Recent results on the location of the zeros of Stieltjes polynomials can be found in
[22,30]. The Gauss{Kronrod formulas have been introduced in 1964 by Kronrod, but there are no
hints that Kronrod was aware of Stieltjes’ and Szeg}o’s work at that time. The connection has been
observed later by Barrucand [4] and by Mysovskih [70].
The most important weight function ! for the application of Gauss{Kronrod formulas in automatic
integration is the Legendre weight. In this case, the positivity of the Gauss{Kronrod formulas was
proved by Monegato in [66]. In [86] (see also [88] for a correction), Rabinowitz proved that the
exact degree of precision of QGK2n+1 is 3n+1 if n is even and 3n+2 if n is odd. The nondeniteness
of Gauss{Kronrod formulas was proved by Rabinowitz in [88]. Results on the convergence of the
interpolation processes based on the nodes of Gauss{Kronrod formulas can be found in [30,31]. For
more general weight functions and other constructions of extended positive quadrature formulas, see
Sections 2.4 and 2.7; cf. also the survey papers of Gautschi [39], Monegato [67,69] and Notaris [74];
for tables of nodes and weights see Piessens et al. [85] and the original work of Kronrod [53,54].
2.2. The Gauss{Kronrod stopping functional
The standard stopping functional for the Gauss{Kronrod method,
SGK2n+1 = Q
GK
2n+1 − QGn =
nX
=1
~df(xG ) +
n+1X
=1
df(
K
 )
is a linear combination of point evaluation functionals which satises
SGK2n+1[mk] = 0; k = 0; 1; : : : ; 2n− 1;
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SGK2n+1[m2n] = R
G
n [m2n] =
22n+1n!4
(2n+ 1)(2n)!2
;
where mk(x) = xk , hence
SGK2n+1 =
22n+1n!4
(2n+ 1)(2n)!2
dvd(K1 ; x
G
1 ; 
K
2 ; : : : ; x
G
n ; 
K
n+1)
and
K2n(SGK2n+1; ) =
22n+1n!4
(2n+ 1)(2n)!3
B[K1 ; x
G
1 ; : : : ; x
G
n ; 
K
n+1]():
Furthermore,
RGK2n+1 = I − QGK2n+1 = I − QGn − SGK2n+1 = RGn − SGK2n+1;
where I [f] =
R 1
−1 f(x) dx, hence
K2n(RGK2n+1; x) = K2n(R
G
n ; x)− K2n(SGK2n+1; x):
Since deg(RGK2n+1)>3n+ 1, we haveZ 1
−1
K2n(RGK2n+1; x)x
k dx = 0; k = 0; 1; : : : ; n+ 1;
and therefore,Z 1
−1
K2n(RGn ; x)x
k dx =
Z 1
−1
K2n(SGK2n+1; x)x
k dx; k = 0; 1; : : : ; n+ 1; (9)
i.e., the Peano kernel of the stopping functional reproduces the rst n + 2 moments of the (2n)th
Peano kernel of QGn . Moreover, 
K
1 ; : : : ; 
K
n+1 are characterized by (9). Hence, the construction of the
Gauss{Kronrod stopping functional SGK2n+1 is essentially the construction of a suitable spline function
with partially free knots which approximates the (2n)th Peano kernel of QGn \best" in the sense
of the maximum number of reproduced moments. The connection of Gaussian quadrature formulas
and moment-preserving spline approximation problems has been investigated in many papers, cf.
[26,35,38,40,46,64]. Other types of approximations lead to other stopping functionals (see Section
3). Peano kernel theory provides a general and very useful framework for the construction and
comparison of stopping functionals.
2.3. Gauss{Kronrod vs. Gaussian formulas
A result from [21, Corollary] states that for all n>1 we have
c3n+2+(RG2n+1)<c3n+2+(R
GK
2n+1);
where  = 0 if n is even and  = 1 if n is odd, and for n>15 we have
c3n+2+(RG2n+1)
c3n+2+(RGK2n+1)
< 3−n+1:
Asymptotically, we have
lim
n!1
 
c3n+2+(RG2n+1)
c3n+2+(RGK2n+1)
!1=n
=
s
66
77
=
1
4:2013 : : :
:
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This relation shows that for \smooth", i.e., innitely often dierentiable functions with all derivatives
uniformly bounded, QG2n+1 can be expected to give much better results than Q
GK
2n+1. This has also been
observed in many numerical examples. A similar relation as above holds true for the error constants
c3n+2+−s(RGK2n+1); s 2 N independent of n. For the case s = s(n), limn!1 s=n = A; 06A< 1, it has
been proved in [20] that
lim sup
n!1
 
c3n+2+−s(RG2n+1)
c3n+2+−s(RGK2n+1)
!1=n
< 1:
Concerning the case A= 1, we have
lim sup
n!1
 
c2n+1(RG2n+1)
c2n+1(RGK2n+1)
!1=n
61;
but the precise value of the lim sup is presently an open problem.
A natural question is how Gauss{Kronrod and Gaussian formulas compare with respect to larger
classes of \nonsmooth" functions. Let s 2 N be independent of n. In this case we have [24]
lim
n!1
cs(RG2n+1)
cs(RGK2n+1)
= 1:
For more results on the error of Gauss{Kronrod formulas, cf. the survey papers [27,74] and the
literature cited therein.
2.4. Existence of Gauss{Kronrod formulas
Simple counterexamples show that the existence of Gauss{Kronrod formulas with real nodes
GK1 ; : : : ; 
GK
n+1 inside the interval [− 1; 1] cannot be guaranteed for general ! under the assumptions
of Theorem 1. In this section, an overview will be given on Gauss{Kronrod formulas for weight
functions which attracted most interest in the literature. Some remarks will also be made on the
existence of Kronrod extensions of Lobatto and Radau formulas. The use of Lobatto formulas and
Kronrod extensions of Lobatto formulas for automatic integration has recently been suggested by
Gander and Gautschi [36] in order to improve the existing automatic quadrature routines of the
Matlab software package [63]. Note that for Lobatto{Kronrod formulas, n Kronrod nodes have to be
chosen for n + 1 Lobatto nodes (including 1), while for the Radau{Kronrod formulas n Kronrod
nodes have to be chosen for n given Radau nodes.
Following Gautschi and Notaris [41], the following properties have to be included in a systematic
study of Gauss{Kronrod formulas:
(a) The nodes xG1 ; : : : ; x
G
n and 
K
1 ; : : : ; 
K
n+1 interlace.
(b) In addition to property (a), all nodes are contained in (−1; 1).
(c) In addition to property (a), all weights AGK1 ; : : : ; A
GK
n and B
GK
1 ; : : : ; B
GK
n+1 are positive.
(d) All nodes, without necessarily satisfying (a) or (b), are real.
Monegato showed in [65] that the interlacing property of the nodes is equivalent to the positivity
of the weights BGK1 ; : : : ; B
GK
n+1 at the additional nodes 
GK
1 ; : : : ; 
GK
n+1. This property holds for general
weights !.
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As mentioned in Section 2.1, for the ultraspherical or Gegenbauer weight function
!(x) = (1− x2)−1=2; x 2 (−1; 1); >− 12 ;
Szeg}o [96] has shown that properties (a) and (b) are valid for  2 (0; 2]. For  = 0, two nodes
are in 1. For < 0, Szeg}o gives the counterexample n = 3, where two nodes are outside of
[ − 1; 1]. Monegato [67] pointed out that for suciently large  extended Gaussian formulas Qext G2n+1
with respect to w, with deg(Qext G2n+1)>[2rn + l]; r > 1 and l integer, and with only real nodes and
positive weights, cannot exist for all n 2 N (as Gautschi [39] and Notaris [74] mention, the proof
is not correct, but can be repaired). Peherstorfer and Petras [82] recently proved that for every
> 3, Gauss{Kronrod formulas do not exist with real nodes for all n 2 N. Gautschi and Notaris
[41] investigated Gauss{Kronrod formulas for ! numerically for n = 1; 2; : : : ; 20; 24; 28; : : : ; 40 and
computed feasible regions for the parameter  for each of the four properties. Existence results for
Lobatto{Kronrod formulas for w;  2 (− 12 ; 1], with real nodes in (−1; 1) that have the interlacing
property with respect to the Lobatto nodes follow from the results about the Gauss{Kronrod formulas.
Monegato [69] conjectures the positivity of all quadrature weights for the Legendre weight function.
A partial (asymptotic) positive answer was given in [23] for weights which are associated with
nodes inside xed subintervals of (−1; 1).
Stieltjes polynomials and Gauss{Kronrod formulas have been considered for the more general
Jacobi weight function
!;(x) = (1− x)(1 + x); x 2 (−1; 1); ; >− 1:
Rabinowitz [87] showed that (b) is not valid for =− 12 ;− 12<6 32 ( 6= 12) and − 12<6 32 ; =− 12 ( 6= 12) for even n and for  =− 12 ; 3266 52 and 32<6 52 ;  =− 12 for odd n. Monegato [69]
derived the relations
E;−1=2n+1 (2t
2 − 1)= tE;2n+1(t)− dn;
E;−1=2n+1 (2t
2 − 1)= (−1)n+1E1=2; n+1 (1− 2t2)E;2n+2(t);
where dn is an explicitly given constant and E

n+1 is the (suitable normalized) Stieltjes polyno-
mial associated with the weight !;. Hence, for  = 12 and − 12<6 32 as well as  = 12 and− 12<6 32 , results can be carried over from the ultraspherical case. Gautschi and Notaris [41]
extended their numerical investigations to the Jacobi weight function and determined feasible regions
in the (; )-plane for the validity of the four properties. It is well known that the left (right) Radau
formula for the weight !; is connected with the Gaussian formula for the weight !+1;  (!;+1).
Numerical results in [3] indicate that Radau{Kronrod formulas for the Legendre weight have positive
weights and hence the interlacing property (see [69]).
The most elementary cases of the Jacobi weight function are those with jj = jj = 12 . For the
Chebyshev weight functions of the rst kind with ==− 12 and of the second kind with == 12 ,
we have the well-known identity
2Tn+1Un(x) = U2n+1(x):
Therefore, the Stieltjes polynomials are identical to (1− x2)Un−1(x) in the rst case and to Tn+1 in
the second case, and the degree of exactness is 4n − 1 in the rst case and 4n + 1 in the second.
The Gauss{Kronrod formula for the Chebyshev weight of the rst kind is therefore the Lobatto
formula with 2n+ 1 nodes for the same weight function, and the Gauss{Kronrod formula QGK2n+1 for
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the Chebyshev weight of the second kind is identical to the Gaussian formula QG2n+1 for this weight.
For  = 12 ;  = − 12 ( = − 12 ;  = 12), the Gauss{Kronrod formula is the (2n + 1)-point left (right)
Radau formula (see [69]).
In case of the Laguerre weight !(x)=xe−x; −1<61; x 2 [0;1), Kahaner and Monegato [48]
showed that no Kronrod extension with real nodes and positive weights exists for n> 23, in the case
 = 0 even for n> 1. Furthermore, Monegato [67] proved that extended Gaussian formulas Qext G2n+1
with respect to this weight, with deg(Qext G2n+1)>[2rn+l]; r > 1 and l integer, and with only real nodes
and positive weights do not exits for n suciently large. In case of the Hermite weight function
!(x)=e−x
2
, real positive Kronrod extensions do not exist for all n 2 Nnf1; 2g (cf. [48]). For n=4, all
nodes are real but two weights are negative. Numerical examples suggest that for all n 2 Nnf1; 2; 4g
complex nodes occur, but this problem is still open. Notaris [73] uses the nonexistence results for
Gauss{Laguerre and Gauss{Hermite quadrature formulas and limit relations for the ultraspherical
and Hermite resp. Jacobi and Laguerre polynomials in order to deduce nonexistence results for
ultraspherical and Jacobi weight functions. Monegato [69] showed the existence of real Gauss{
Kronrod formulas with nodes in (−1; 1) for the weight function
!()(x) =
(1− x2)1=2
1− x2 ; −1<61:
Furthermore, the Kronrod nodes interlace with the Gaussian nodes. We have deg(QGK2n+1)= 4n− 1, if
n> 1 and  6= 0, respectively deg(QGK2n+1) = 4n+ 1 if n> 1; = 0, and deg(QGK3 ) = 5. The weights
are always positive, see Gautschi and Rivlin [44]. Gautschi and Notaris [42], Notaris [72] and
Peherstorfer [79] considered the Bernstein{Szeg}o weight !(x)=
p
1− x2=sm(x), where sm is a positive
polynomial on [−1; 1] of degree m and prove that for all n 2 N the Gauss{Kronrod formulas exists
with nodes in (−1; 1) that interlace with the Gaussian nodes and with positive weights. Gautschi and
Notaris [43] generalized these results to weights for which the corresponding orthogonal polynomials
satisfy a three-term recurrence relation whose coecients an 2 R and bn > 0; n 2 N, are constant
above a xed index l 2 N an =  and bn =  for n>l. More precisely, for such weights and all
n>2l−1, the Gauss{Kronrod formula QGK2n+1 has the interlacing property, and all its weights are pos-
itive. Moreover, deg(RGK2n+1)>4n−2l+2 for n>2l−1. If additionally the support of ! is contained in
[a; b], where a=−2p and b=+2p, then all Kronrod nodes are contained in [a; b] for n>2l−1.
Peherstorfer [79{81] investigated properties (a){(d) for more general classes of weight functions.
In particular, for suciently large n, Peherstorfer proved these properties for all weight functions !
which can be represented by
!(x) =
p
1− x2D(ei)2; x = cos  2 [0; ];
where D is a real and analytic function with D(z) 6= 0 for jzj61 (cf. [80]; see also [81] for
corrections).
Gautschi and Notaris pointed out the relation of Gauss{Kronrod formulas for the weight function
!() = jxj(1− x2); >− 1; >− 1; x 2 (−1; 1);
to those for the Jacobi weight !; (+1)=2. Numerical results support the conjecture of Calio et al. [14]
that Gauss{Kronrod formulas for the weight !(x) =−ln x; x 2 (0; 1), exist for all n>1 and satisfy
(a){(d). Gautschi [39, p. 40] conjectures similar results for the more general weight
!(x; ) =−x ln x; x 2 (0; 1); = 12 ( 6= 12 if n is even):
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Li [60] investigates Kronrod extensions of generalized Radau and Lobatto formulas, which use
function values and, in the rst case, rst derivatives at one boundary and in the second case rst
derivatives at both boundaries. Explicit expressions are proved for the Stieltjes polynomials with
respect to Jacobi weight functions with jj= jj= 12 and for the weights at the interval boundaries.
A three-point Gauss{Kronrod formula for the discrete weight
!(x) =
1X
j=0
e−xxj
j!
(x − j); x 2 (0;1);
has been constructed a long time before Kronrod’s work by Ramanujan in his second notebook
[90]. 1 As Askey reports [1], Ramanujan computed several Gaussian formulas in this notebook, and
his motivation for the Gauss{Kronrod formula for this weight was that the nodes of the three-point
Gaussian formula could not be found as simple expressions.
2.5. Patterson extensions
Patterson [75] computed sequences of embedded quadrature formulas by iterating Kronrod’s method.
The resulting formulas, now called Patterson extensions, are used, e.g., in the NAG routing D01AHF
[71]. More precisely, Patterson extensions are quadrature formulas of the type
Z 1
−1
p(x)f(x) dx  Q2i(n+1)−1[f] =
nX
=1
if(xG ) +
iX
=1
2−1(n+1)X
=1
if();
i>1, where xG1 ; : : : ; x
G
n are the nodes of a Gaussian formula, the nodes of Q2i−1(n+1)−1 are used by
Q2i(n+1)−1, and the free nodes are chosen according to Theorem 1. Hence, the algebraic accuracy of
Q2i(n+1)−1 is at least 3 2i−1(n+1)−2. Very little is known about the existence and positivity of Pat-
terson extensions for p  1 and beyond Kronrod’s extension. Numerical examples in [77] show that
nodes outside the integration interval can occur. The only two weights for which general existence
results are available are the Chebyshev weight of the second kind, for which Patterson formulas
are identical to Gaussian formulas, and weight functions and Bernstein{Szeg}o type [79]. Tables of
sequences of Kronrod{Patterson formulas have been given in [75,85]. Computational investigations
on the existence of the rst Patterson extension are discussed in [89]. Patterson extensions recently
received some attention in the context of sparse grid methods of multivariate numerical integration
[45].
Let Ai; j; k be the weight associated with the ith node (for nodes ordered in increasing magnitude)
which is added in the jth Patterson extension in a (interpolatory) formula which results from a total
of k>j extensions. Krogh and Van Snyder [50] observed that Ai; j; k  0:5 Ai; j; k−1, and used this
property for representing Patterson extensions with fewer function values. Laurie [56] constructed
sequences of stratied nested quadrature formulas of the type
Q(k)[f] = Q(k−1)[f] +
nk−1X
i=0
Ai;kf(xi; k); 0<< 1:
1 I thank Prof. Askey for pointing out this reference.
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Here, only the value Q(k−1) has to be stored from step k−1 to step k. Laurie computed sequences of
embedded quadrature formulas, for = 12 , and with interlacing nodes in (−1; 1) and positive weights.
Hybrid methods are discussed in [78].
2.6. Anti-Gaussian formulas
Laurie [58] introduced the stratied pair of quadrature formulas
L2n+1 = 12Q
G
n [f] +
n+1X
i=1
ai
2
f(i); (10)
where the i; ai are the nodes of the \anti-Gaussian" formula
QAGn+1[f] =
n+1X
i=1
aif(i);
dened by the conditions
RAGn+1[mk] =−RGn [mk]; k = 0; 1; : : : ; 2n+ 1:
An equivalent condition for symmetric formulas is
RAGn+1[m2n] =−RGn [m2n]: (11)
The nodes of QAGn+1 are real for every integrable !, even if (a; b) is unbounded, and they interlace
with the Gaussian nodes. For the ultraspherical weight !, also 1 and n+1 are inside (−1; 1).
There are Jacobi weights for which 1 or n+1 are outside (−1; 1). Laurie [58] proposes the stopping
functional
SAG2n+1[f] =
1
2(Q
AG
n+1[f]− QGn [f]) (12)
for the estimation of the error of L2n+1. This is a multiple of a divided dierence of order 2n. In
particular, for the Legendre weight we have
SAG2n+1 =
22n+1
2n+ 1
n!4
(2n)!2
dvd(1; x1; 2; x2; : : : ; xn; n+1):
The Lobatto formula, for the Legendre weight \almost" satises (11) (cf. [10, p. 149]),
RLn+1[m2n] =−

1 +
1
n

RGn [m2n]:
2.7. Other extensions of Gaussian formulas
\Suboptimal" Kronrod extensions Qr2n+1 have been considered for weight functions where Gauss{
Kronrod formulas do not exist with real nodes and positive weights, in particular, for the Laguerre
and Hermite weight functions (cf. Begumisa and Robinson [6]). Here, using Theorem 1, given the
n Gaussian nodes, one chooses n + 1 additional real nodes such that the degree of the formula is
deg(Rr2n+1)>3n+ 1− r, with r as small as possible and such that all weights are positive. Another
strategy is the extension by more than n+1 nodes (\Kronrod-heavy"); (see [39,49,68]). In terms of
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moment-preserving spline approximation (see Section 2.2), the rst method is based on reproducing
less moments, while for the second method more spline knots are introduced.
Kronrod extensions of Turan type are considered in [7,59,92]. Smith [93,94] considers Kronrod
extensions that use high-order derivatives at 1 but only function values in the interior of the
integration interval. Stieltjes polynomials and Gauss{Kronrod formulas on the semicircle have been
considered in [15,16]. Kronrod extensions of Wilf-type formulas have been considered by Engels
et al. [33]. Rabinowitz [87] considers Gauss{Kronrod-type formulas for the computation of Cauchy
principal value integrals. For !  1, the Stieltjes polynomial has a double zero in the center of the
interval of integration, and hence a derivative value is needed for computing the Gauss{Kronrod
formulas in this case.
3. Stopping functionals based on Gaussian nodes
As already mentioned in Section 1, in practice, most often the Kronrod scheme is used \back-
wards", i.e., the (2n + 1)-point Gauss{Kronrod formula gives the quadrature value, and the error
estimate is based on a comparison with the n-point Gaussian formula. As Laurie points out in [55,
p. 427], \viewed from this angle, it becomes somewhat mystifying why the Kronrod rule should
have been singled out as a candidate for the parenthood of subset rules. Could the (2n + 1)-point
Gaussian rule not equally well (or even better) have been used?" As discussed in detail in Section
2.3, the (2n + 1)-point Gaussian formula often gives better results than the (2n + 1)-point Gauss{
Kronrod formula and is a promising candidate, in particular, for automatic integration, if suitable
stopping functionals are available. Unlike in Kronrod’s approach, several authors considered meth-
ods for estimating the error of quadrature formulas essentially without extra function evaluations,
i.e., on the basis of the function values that have been computed for the quadrature formula. Most
of these stopping functionals can be represented by linear combinations of divided dierences (see
Section 1.4; cf. also [34,55,61]). As for the Gauss{Kronrod formulas (see Section 2.2), a natural
construction principle is the approximation of a Peano Kernel of QGn by a Peano kernel of a suitable
divided dierence (see Section 3.4).
3.1. Successive deletion of alternate nodes
Patterson [76] considered sets of quadrature formulas which are derived from a xed Gaussian
or Lobatto formula with 2r + 1 nodes, r 2 N, by successively deleting alternate points from the
preceding subset. The interpolatory formulas on these sets of nodes are hence nested by denition.
Furthermore, numerical results show that all formulas based on the Gaussian formulas QG33 and Q
G
65
and on the Lobatto formula QL65 are positive (see [76]).
3.2. Dropping the midpoint
Berntsen and Espelid [8] constructed a reference formula QBE2n for the Gaussian formula Q
G
2n+1 by
dropping the node xGn+1;2n+1 = 0. Hence, we have
SBE2n+1 = Q
G
2n+1 − QBE2n = (−1)n
24n+1n!2(2n)!
(4n+ 1)!
dvd(xG1 ; : : : ; x
G
2n+1):
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Numerical results in favor of this stopping functional are given in [55]. In Section 3.4, a stopping
functional will be given which gives smaller estimates (by O(1=n)) but which are still guaranteed
error bounds for functions whose (2n)th derivative does not change sign.
3.3. Null rules
Linear combinations of kth divided dierences are often called null rules (of degree k−1) [9,57,62].
For n+ 1 nodes, the linear space of null rules of degree >n− m has dimension m. For any inner
product on Rn+1, a unique orthonormal basis of null rules can be constructed for this space. In
[9], the standard inner product (a; b) =
Pn+1
i=1 aibi is used for null rules Nn+1[f] =
Pn+1
i=1 aif(xi) and
~Nn+1[f]=
Pn+1
i=1 bif(xi), with a=(a1; : : : ; an+1) and b=(b1; : : : ; bn+1). Laurie [57] considers the inner
product
(a; b)W = aTWb; W = diag[wi];
using the (nonzero) weights wi of a positive quadrature formula Qn+1[f]=
Pn+1
i=1 wif(xi). Denoting the
monic orthogonal polynomials with respect to the discrete inner product (f; g)=
Pn+1
i=1 wif(xi)g(xi) by
pj; j=0; 1; : : : ; n, the null rules (Qn+1[p2k])
−1=2Q[pkf]; k=0; 1; : : : ; n, are mutually orthonormal with
respect to the inner product (; )W−1 . These null rules are used in [57] to construct actual approxi-
mating polynomials fd and in turn for nonlinear error estimates which are based on approximatingR 1
−1 jf(x)− fd(x) j dx.
3.4. Peano stopping functionals
Using the notation from Section 1.4, most stopping functionals Sm used in practice satisfy cs(Rn)
<cs(Sm) for special values of s. This inequality implies deg(Sm)>s − 1. A stronger condition can
be given using Peano kernels,
jKs(Rn; x)j6Ks(Sm; x) for every x 2 (a; b): (13)
For stopping functionals based on Peano kernel theory, cf. [34] and the literature cited therein. Every
functional Sm of the type (3) which satises (13) is called a (s; m) Peano stopping functional for
the quadrature formula Qn. A restriction for Peano stopping functionals is that the endpoints 1
have to be among the nodes of Sm (see [34,61]). An (s; m) Peano stopping functional Soptm is called
optimal for Qn if
cs(Soptm ) = minfcs(Sm) j Sm is an (s; m) Peano stopping functional for Qng:
In view of (13), the construction of optimal Peano stopping functionals is a problem of best one-sided
approximation by spline functions. For every Qn with deg(Rn)>s − 1 and xed nodes y1; : : : ; ym
there exists a unique optimal (s; m) Peano stopping functional (cf. [28]). Condition (13) implies that
Ks(Sm; ); Ks(Sm+Rn; ) and Ks(Sm−Rn; ) are nonnegative in (−1; 1), i.e., Sm; Sm−Rn and Sm+Rn are
positive denite of order s. Hence, deniteness criteria are important for the construction of Peano
stopping functionals (see [34] and in particular [13]); several algorithms are compared in [5].
A characteristic property of (s; m) Peano stopping functionals is that the inequality (4) is guaran-
teed for all
f 2 A+s [− 1; 1] = ff 2 As[− 1; 1]; f(s) has no change of sign in [− 1; 1]g:
S. Ehrich / Journal of Computational and Applied Mathematics 127 (2001) 153{171 167
This feature seems particularly attractive for automatic integration routines. Assuming that a given
function f is s times dierentiable, its sth derivative may often have only a nite number of changes
of sign. Hence, after suciently many recursion steps of an interactive automatic quadrature routine,
\most" of the resulting subintervals [ai; bi] will not contain a change of sign of f(s), such that
f 2 A+s [ai; bi]. Hence, in such subintervals, reliable error bounds can be obtained without explicit
knowledge of f(s).
In view of the well-known deniteness of the Gaussian and Lobatto formulas,
S2n+1 = 12(Q
L
n+1 − QGn )
is a (2n; 2n+ 1) stopping functional for the quadrature formula
Q2n+1 = 12(Q
L
n+1 + Q
G
n ):
In general, pairs of positive and negative denite formulas lead to analogous constructions of Peano
stopping functionals (see also [19] for examples). However, from the point of view of practical
calculations, most interesting are stopping functionals for xed quadrature formulas. In [29], the
following optimal (n; n + 1) Peano stopping formula has been constructed for the Lobatto formula
QLn+1,
SLn+1 =
p

2n−1
 (n)
 (n+ 1=2)
dvd(xL1 ; : : : ; x
L
n+1):
A (n+ 1; n+ 2) Peano stopping functional for the Gaussian formula QGn is given by [29]
SGn+2 =
1
2n−1
 (n) (n=2 + 1)
 (n+ 1=2) (n=2 + 3=2)
dvd(−1; xG1 ; : : : ; xGn ; 1): (14)
This stopping functional gives both guaranteed inclusions for f 2 A+s [− 1; 1] and tight bounds, in
particular, tighter than (12) and tighter than SBE2n+1 in Section 3.2,
c2n(SG2n+1)
c2n(SAG2n+1)
6
C
n
;
c2n(SG2n+1)
c2n(SBE2n+1)
6
C
n
; C 6= C(n):
A (2; n) Peano stopping functional for QGn which is based only on the nodes f−1; 0; 1g can be found
in [84],
SP =
22
3(2n+ 1)2
dvd(−1; 0; 1):
Since K1 >− 1 and Kn+1< 1, the Gauss{Kronrod stopping functional SGK2n+1 is no (s; 2n+ 1) Peano
stopping functional for any s 2 N. In [25], a (2n + 2; 2n + 3) Peano stopping functional has been
constructed for the Gauss{Kronrod formula QGK2n+1,
S2n+3 =
1
22n
cn
n+ 1
dvd(−1; K1 ; xG1 ; K2 ; : : : ; xGn ; Kn+1; 1);
where cn = (
p

p
(6n+ 3)=(2n+ 5))(1 +
p
3(2
p
n+ 2− 2)−1).
4. Conclusion
In this survey, we gave an overview on practical error estimates for Gaussian formulas that
are of the same type as quadrature formulas, i.e., linear combinations of function values. Stopping
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functionals based both on extended Gaussian formulas and on Gaussian nodes are linear combinations
of divided dierences. Peano kernels are a very useful tool for the construction and for the comparison
of both quadrature formulas and stopping functionals. In many cases, the construction of a stopping
functional is essentially the construction of a suitable spline function that approximates best, in a
given sense, a Peano kernel of the Gaussian formula (typically the highest-order Peano kernel). The
sense of \best" governs the type of the stopping functional: moment-preserving approximation leads
to Gauss{Kronrod formulas, while one-sided approximation leads to Peano stopping functionals.
Other types of approximations may be applied in many situations, e.g., on innite intervals, where
Gauss{Kronrod formulas are not available. We shall discuss such methods elsewhere.
Acknowledgements
I thank Prof. Walter Gautschi and an unknown referee for the careful reading of the manuscript.
References
[1] R. Askey, Gaussian quadrature in Ramanujan’s second notebook, Proc. Indian Acad. Sci. (Math. Sci.) 104 (1994)
237{243.
[2] B. Baillaud, H. Bourget, Correspondence d’Hermite et de Stieltjes I,II, Gauthier{Villars, Paris, 1905.
[3] P. Baratella, Un’ estensione ottimale della formula di quadratura di Radau, Rend. Sem. Mat. Univ. Politecn. Torino
37 (1979) 147{158.
[4] P. Barrucand, Integration numerique, abscisse de Kronrod{Patterson et polyno^mes de Szeg}o, C.R. Acad. Sci. Paris,
Ser. A 270 (1970) 147{158.
[5] C. Becker, Peano{Stoppregeln zur numerischen Approximation linearer Funktionale: Theoretische Entwicklung und
praktische Implementierung universeller Algorithmen, Diploma Thesis, Univ. Hildesheim, 1996.
[6] A. Begumisa, I. Robinson, Suboptimal Kronrod extension formulas for numerical quadrature, Numer. Math. 58 (8)
(1991) 807{818.
[7] A. Bellen, S. Guerra, Su alcune possibili estensioni delle formule di quadratura gaussiane, Calcolo 19 (1982) 87{97.
[8] J. Berntsen, T.O. Espelid, On the use of Gauss quadrature in adaptive automatic integration schemes, BIT 24 (1984)
239{242.
[9] J. Berntsen, T.O. Espelid, Error estimation in automatic quadrature rules, ACM Trans. Math. Software 7 (1991)
233{252.
[10] H. Brass, Quadraturverfahren, Vandenhoeck und Ruprecht, Gottingen, 1977.
[11] H. Brass, J.-W. Fischer, K. Petras, The Gaussian quadrature method, Abh. Braunschweig. Wiss. Ges. 47 (1997)
115{150.
[12] H. Brass, K.-J. Forster, On the application of the Peano representation of linear functionals in numerical analysis,
in: G.V. Milovanovic (Ed.), Recent Progress in Inequalities, Kluwer Academic Publishers, Dordrecht, 1998, pp.
175{202.
[13] H. Brass, G. Schmeisser, Error estimates for interpolatory quadrature formulae, Numer. Math. 37 (1981) 371{386.
[14] F. Calio, W. Gautschi, E. Marchetti, On computing Gauss{Kronrod formulae, Math. Comp. 47 (1986) 639{650.
[15] F. Calio, E. Marchetti, On zeros of complex polynomials related to particular Gauss{Kronrod quadrature formulas,
Facta Univ. Ser. Math. Inform. 7 (1992) 49{57.
[16] F. Calio, E. Marchetti, Complex Gauss{Kronrod integration rules for certain Cauchy principal value integrals,
Computing 50 (1993) 165{173.
[17] G.F. Corliss, L.B. Rall, Adaptive, self-validating numerical quadrature, SIAM J. Sci. Statist. Comput. 8 (1987)
831{847.
[18] P. Davis, P. Rabinowitz, Methods of Numerical Integration, 2nd Edition, Academic Press, New York, 1984.
S. Ehrich / Journal of Computational and Applied Mathematics 127 (2001) 153{171 169
[19] L. Derr, C. Outlaw, D. Sarafyan, Upgraded Gauss and Lobatto formulas with error estimation, J. Math. Anal. Appl.
106 (1985) 120{131.
[20] S. Ehrich, Einige neue Ergebnisse zu den Fehlerkonstanten der Gauss{Kronrod{Quadraturformel, Z. Angew. Math.
Mech. 73 (1993) T882{T886.
[21] S. Ehrich, Error bounds for Gauss{Kronrod quadrature formulae, Math. Comp. 62 (1994) 295{304.
[22] S. Ehrich, Asymptotic properties of Stieltjes polynomials and Gauss{Kronrod quadrature formulae, J. Approx. Theory
82 (1995) 287{303.
[23] S. Ehrich, Asymptotic behaviour of Stieltjes polynomials for ultraspherical weight functions, J. Comput. Appl. Math.
65 (1995) 135{144.
[24] S. Ehrich, A note on Peano constants of Gauss{Kronrod quadrature schemes, J. Comput. Appl. Math. 66 (1996)
177{183.
[25] S. Ehrich, Practical error estimates for the Gauss{Kronrod quadrature formula, in: G. Alefeld, J. Herzberger (Eds.),
Numerical Methods and Error Bounds, Akademie-Verlag, Berlin, 1996, pp. 74{79.
[26] S. Ehrich, On orthogonal polynomials for certain non-denite linear functionals, J. Comput. Appl. Math. 99 (1998)
119{128.
[27] S. Ehrich, Stieltjes polynomials and the error of Gauss{Kronrod quadrature formulas, in: W. Gautschi, G. Golub,
G. Opfer (Eds.), Applications and Computation of Orthogonal Polynomials, Proc. Conf. Oberwolfach, International
Series Numerical Mathematics, Vol. 131, Birkhauser, Basel, 1999, pp. 57{77.
[28] S. Ehrich, K.-J. Forster, On exit criteria in quadrature using Peano kernel inclusions, Part I: Introduction and basic
results, Z. Angew. Math. Mech. 75(SII) (1995) S625{S626.
[29] S. Ehrich, K.-J. Forster, On exit criteria in quadrature using Peano kernel inclusions, Part II: Exit criteria for Gauss
type formulas, Z. Angew. Math. Mech. 75(SII) (1995) S627{S628.
[30] S. Ehrich, G. Mastroianni, Stieltjes polynomials and Langrange interpolation, Math. Comp. 66 (1997) 311{331.
[31] S. Ehrich, G. Mastroianni, Weighted convergence of Langrange interpolation based on Gauss{Kronrod nodes,
J. Comput. Anal. Appl. 2 (2000) 129{158.
[32] M.C. Eiermann, Automatic, guaranteed integration of analytic functions, BIT 29 (1989) 270{282.
[33] H. Engels, B. Ley-Knieper, R. Schwelm, Kronrod{Erweiterungen Wilf ’scher Quadraturformeln, Mitt. Math. Sem.
Giessen 203 (1991) 1{15.
[34] K.-J. Forster, A survey of stopping rules in quadrature based on Peano kernel methods, Suppl. Rend. Circ. Mat.
Palermo, Ser. II 33 (1993) 311{330.
[35] M. Frontini, W. Gautschi, G.V. Milovanovic, Moment-preserving spline approximation on nite intervals, Numer.
Math. 50 (1987) 503{518.
[36] W. Gander, W. Gautschi, Adaptive quadrature { revisited, BIT 40 (2000) 84{101.
[37] W. Gautschi, A survey of Gauss{Christoel quadrature formulae, in: P.L. Butzer, F. Feher (Eds.), E.B. Christoel,
Birkhauser, Basel, 1981, pp. 72{147.
[38] W. Gautschi, Discrete approximations to spherically symmetric distributions, Numer. Math. 44 (1984) 53{60.
[39] W. Gautschi, Gauss{Kronrod quadrature { a survey, in: G.V. Milovanovic (Ed.), Numerical Methods of
Approximation Theory III, Univ, Nis, 1988, pp. 39{66.
[40] W. Gautschi, G.V. Milovanovic, Spline approximations to spherically symmetric distributions, Numer. Math. 49
(1986) 111{121.
[41] W. Gautschi, S.E. Notaris, An algebraic study of Gauss{Kronrod quadrature formulae for Jacobi weight functions,
Math. Comp. 51 (1988) 231{248.
[42] W. Gautschi, S.E. Notaris, Gauss{Kronrod quadrature formulae for weight functions of Bernstein{Szeg}o type,
J. Comput. Appl. Math. 25 (1989) 199{224 (Errata: ibid. 27 (1989) 429).
[43] W. Gautschi, S.E. Notaris, Stieltjes polynomials and related quadrature formulas for a class of weight functions,
Math. Comp. 65 (1996) 1257{1268.
[44] W. Gautschi, T.J. Rivlin, A family of Gauss{Kronrod quadrature formulae, Math. Comp. 51 (1988) 749{754.
[45] T. Gerstner, M. Griebel, Numerical integration using sparse grids, Numer. Algorithms 18 (3,4) (1998) 209{232.
[46] L. Gori, E. Santi, Moment-preserving approximations: a monospline approach, Rend. Mat. Appl. 12 (7) (1992)
1031{1044.
[47] IMSL Fortran Numerical Libraries, Version 3.0 (Visual Numerics, 1998).
170 S. Ehrich / Journal of Computational and Applied Mathematics 127 (2001) 153{171
[48] D.K. Kahaner, G. Monegato, Nonexistence of extended Gauss{Laguerre and Gauss{Hermite quadrature rules with
positive weights, Z. Angew. Math. Phys. 29 (1978) 983{986.
[49] D.K. Kahaner, J. Waldvogel, L.W. Fullerton, Addition of points to Gauss{Laguerre quadrature formulas, SIAM
J. Sci. Statist. Comput. 5 (1984) 42{55.
[50] F. Krogh, W. Van Snyder, Algorithm 699: A new representation of Patterson’s quadrature formulae, ACM Trans.
Math. Software 17 (4) (1991) 457{461.
[51] A.R. Krommer, C.W. Ueberhuber, Numerical integration on advanced computer systems, Lecture notes on Computer
Science, Vol. 848, Springer, Berlin, 1994.
[52] A.R. Krommer, C.W. Ueberhuber, Computational Integration, SIAM, Philadelphia, PA, 1998.
[53] A.S. Kronrod, Nodes and Weights for Quadrature Formulae. Sixteen Place Tables, Nauka, Moscow, 1964 (Translation
by Consultants Bureau, New York, 1965).
[54] A.S. Kronrod, Integration with control of accuracy, Soviet Phys. Dokl. 9 (1) (1964) 17{19.
[55] D.P. Laurie, Practical error estimation in numerical integration, J. Comput. Appl. Math. 12 & 13 (1985) 425{431.
[56] D.P. Laurie, Stratied sequences of nested quadrature formulas, Quaestiones Math. 15 (1992) 365{384.
[57] D.P. Laurie, Null rules and orthogonal expansions, in: R.V.M. Zahar (Ed.), Approximation and Computation, a
Festschrift in Honor of Walter Gautschi, International Series Numerical Mathematics, Vol. 119, Birkhauser, Basel,
1994, pp. 359{370.
[58] D.P. Laurie, Anti-Gaussian quadrature formulas, Math. Comp. 65 (1996) 739{747.
[59] S. Li, Kronrod extension of Turan formula, Studia Sci. Math. Hungar. 29 (1994) 71{83.
[60] S. Li, Kronrod extension of generalized Gauss{Radau and Gauss{Lobatto formulae, Rocky Mountain J. Math. 26
(1996) 1455{1472.
[61] F. Locher, Fehlerkontrolle bei der numerischen Quadratur, in: G. Hammerlin (Ed.), Numerische Integration,
Proceedings of Conference on Oberwolfach, International Series Numerical Mathematics, Vol. 45, Birkhauser, Basel,
1979, pp. 198{210.
[62] J. Lyness, Symmetric integration rules for hypercubes III. Construction of integration rules using null rules, Math.
Comp. 19 (1965) 625{637.
[63] Matlab 5.3.1, The MathWorks, Inc., 1999.
[64] C. Micchelli, Monosplines and moment preserving spline approximation, in: H. Brass, G. Hammerlin (Eds.),
Numerical integration III, International Series Numerical Mathematics, Vol. 85, Birkhauser, Basel, 1998,
pp. 130{139.
[65] G. Monegato, A note on extended Gaussian quadrature rules, Math. Comp. 30 (1976) 812{817.
[66] G. Monegato, Positivity of weights of extended Gauss{Legendre quadrature rules, Math. Comp. 32 (1978) 243{245.
[67] G. Monegato, An overview of results and questions related to Kronrod schemes, in: G. Hammerlin (Ed.), Numerische
Integration, Proceedings of Conference on Oberwolfach, International Series Numerical Mathematics, Vol. 45,
Birkhauser, Basel, 1979, pp. 231{240.
[68] G. Monegato, On polynomials orthogonal with respect to particular variable signed weight functions, Z. Angew.
Math. Phys. 31 (1980) 549{555.
[69] G. Monegato, Stieltjes polynomials and related quadrature rules, SIAM Rev. 24 (1982) 137{158.
[70] I.P. Mysovskih, A special case of quadrature formulae containing preassigned nodes, Vesci Akad. Navuk BSSR Ser.
Fiz.-Tehn. Navuk 4 (1964) 125{127 (in Russian).
[71] NAG Fortran Library, Mark 18, NAG, Inc., 1998.
[72] S.E. Notaris, Gauss{Kronrod quadrature formulae for weight functions of Bernstein{Szeg}o type, II, J. Comput. Appl.
Math. 29 (1990) 161{169.
[73] S.E. Notaris, Some new formulae for Stieltjes polynomials relative to classical weight functions, SIAM J. Numer.
Anal. 28 (1991) 1196{1206.
[74] S.E. Notaris, An overview of results on the existence or nonexistence and the error term of Gauss{Kronrod quadrature
formulae, in: R.V.M. Zahar (Ed.), Approximation and Computation, a Festschrift in Honor of Walter Gautschi,
International Series Numerical Mathematics, Vol. 119, Birkhauser, Basel, 1994, pp. 485{496.
[75] T.N.L. Patterson, The optimum addition of points to quadrature formulae, Math. Comp. 22 (1968) 847{856
(Microche CI{CII; Errata; ibid. 23 (1969) 892).
[76] T.N.L. Patterson, On some Gauss and Lobatto based integration formulae, Math. Comp. 22 (1968) 877{881.
[77] T.N.L. Patterson, Modied optimal quadrature extensions, Numer. Math. 64 (1993) 511{520.
S. Ehrich / Journal of Computational and Applied Mathematics 127 (2001) 153{171 171
[78] T.N.L. Patterson, Stratied nested and related quadrature rules, J. Comput. Appl. Math. 112 (1999) 243{251.
[79] F. Peherstorfer, Weight functions admitting repeated positive Kronrod quadrature, BIT 30 (1990) 145{151.
[80] F. Peherstorfer, On the asymptotic behaviour of functions of the second kind and Stieltjes polynomials and on
Gauss{Kronrod quadrature formulas, J. Approx. Theory 70 (1992) 156{190.
[81] F. Peherstorfer, Stieltjes polynomials and functions of the second kind, J. Comput. Appl. Math. 65 (1{3) (1995)
319{338.
[82] F. Peherstorfer, K. Petras, Ultraspherical Gauss{Kronrod quadrature is not possible for > 3, SIAM J. Numer. Anal.
37 (2000) 927{948.
[83] K. Petras, Asymptotic behaviour of Peano kernels of xed order, in: H. Brass, G. Hammerlin (Eds.), Numerical
Integration III, International Series Numerical Mathematics, Vol. 85, Birkhauser, Basel, 1998, pp. 186{198.
[84] K. Petras, Quadrature theory of convex functions, a survey and additions, in: H. Brass, G. Hammerlin (Eds.),
Numerical Integration IV, International Series Numerical Mathematics, Vol. 112, Birkhauser, Basel, 1993, pp.
315{329.
[85] R. Piessens, E. de Doncker, C. Uberhuber, D.K. Kahaner, QUADPACK{a Subroutine Package for Automatic
Integration, Springer Series in Computational Mathematics, Vol. 1, Springer, Berlin, 1983.
[86] P. Rabinowitz, The exact degree of precision of generalized Gauss{Kronrod integration rules, Math. Comp. 35 (1980)
1275{1283.
[87] P. Rabinowitz, Gauss{Kronrod integration rules for Cauchy principal value integrals, Math. Comp. 41 (1983) 63{78
(Corrigenda: ibid. 45 (1985) 277).
[88] P. Rabinowitz, On the deniteness of Gauss{Kronrod integration rules, Math. Comp. 46 (1986) 225{227.
[89] P. Rabinowitz, J. Kautsky, S. Elhay, Empirical mathematics: the rst Patterson extension of Gauss{Kronrod rules,
Internat. J. Computer Math. 36 (1990) 119{129.
[90] S. Ramanujan, Notebooks, Vol. 2, Tata Institute of Fundamental Research, Bombay, 1957.
[91] L.L. Schumaker, Spline Functions: Basic Theory, Wiley-Interscience, New York, 1981.
[92] Y.G. Shi, Generalised Gaussian Kronrod{Turan quadrature formulas, Acta. Sci. Math. (Szeged) 62 (1996) 175{185.
[93] H.V. Smith, An algebraic study of an extension of a class of quadrature formulae, J. Comput. Appl. Math. 37 (1991)
27{33.
[94] H.V. Smith, An extension of a class of quadrature formulae, J. Inst. Math. Comput. Sci. Math. Ser. 4 (1991) 37{40.
[95] A. Stroud, D. Secrest, Gaussian Quadrature Formulas, Prentice-Hall, Englewood Clis, NJ, 1996.
[96] G. Szeg}o, Uber gewisse orthogonale Polynome, die zu einer oszillierenden Belegungsfunktion gehoren, Math. Ann
110 (1934) 501{513 [cf. also R. Askey (Ed.), Collected Works, Vol. 2, pp. 545{558].
[97] G. Szeg}o, Orthogonal polynomials, American Mathematical Society Colloquim Publ., Vol. 23, AMS, Providence,
RI, 1975.
