1 Parameter Estimation: MLE, OLS, and GLS
The Underlying Mathematical and Statistical Models
We consider inverse or parameter estimation problems in the context of a parameterized (with vector parameter θ) dynamical system or mathematical model
d x dt (t) = g(t, x(t), θ)
with observation process y(t) = C x(t; θ).
Following usual convention (which agrees with the data usually available from experiments), we assume a discrete form of the observations in which one has n longitudinal observations corresponding to y(t j ) = C x(t j ; θ), j = 1, . . . , n.
In general the corresponding observations or data { y j } will not be exactly y(t j ) and hence we choose to treat this uncertainty pertaining to the observations with a statistical model for the observation process.
Description of Statistical Model
We consider a statistical model of the form
where f (t j , θ) = C x(t j ; θ), j = 1, . . . , n, corresponds to the solution of the mathematical model (1) . The term j can represent measurement error, "system fluctuations" or other phenomena that cause observations to not fall exactly on the points f (t j , θ) from the smooth path f (t, θ). Since these fluctuations are unknown to the modeler, we will assume j is generated from a probability distribution that reflects the assumptions regarding these phenomena. For instance, in a statistical model for pharmacokinetics of drug in human blood samples, a natural distribution for = ( 1 , . . . , n )
T might be the multivariate normal distribution [2] .
The purpose of our presentation here is to discuss methodology related to the estimation of the true value of the parameters θ 0 from a set Θ of admissible parameters and the variance of the error var( j ). We discuss two inverse problem methodologies that can be used to calculate estimatesθ for θ 0 : the ordinary least-squares (OLS) and generalized least-squares (GLS) formulations as well as the popular maximum likelihood estimate (MLE) formulation in the case one assumes the distributions of the error process { j } are known.
Known error processes: Normally distributed error
In the introduction of the statistical model we initially made no mention of the probability distribution that generates the error j . In many situations one readily assumes that the errors j = 1, . . . , n, are independent and identically distributed. We discuss a case where one is able to make further assumptions on the error, namely that the distribution is known. In this case maximum likelihood techniques may be used. We discuss first one such case for a scalar observation system, i.e., m = 1. If, in addition, there is sufficient evidence to suspect the error is generated by a normal distribution then we may be willing to assume 
The resulting solutions θ MLE and σ 2 MLE are the maximum likelihood estimators (MLEs) for θ 0 and σ 2 0 , respectively. We point out that these solutions θ MLE = θ MLE ( Y ) and σ
are random variables by virtue of the fact that Y is a random variable. The corresponding maximum likelihood estimates are obtained by maximizing (5) with {Y j } replaced by a given realization y = {y j } and will be denote byθ MLE andσ MLE respectively.
Maximizing (5) is equivalent to maximizing the log likelihood
We determine the maximum of (6) by differentiating with respect to θ (with σ 2 fixed) and with respect to σ 2 (with θ fixed), setting the resulting equations equal to zero and solving for θ and σ
We see that solving (7) is the same as the least squares optimization
We next fix θ to be θ MLE and solve
Note that we can solve for θ MLE and σ 2 MLE separately -a desirable feature, but one that won't arise in more complicated formulations discussed below. The 2 nd derivative test (which is omitted here) verifies that the expressions above for θ MLE and σ 2 MLE do indeed maximize (6) . If, however, we have a vector of observations for the j th covariate t j then the statistical model is reformulated as
where 
Using arguments similar to those given for the scalar case, we determine the maximum likelihood estimators for θ 0 and V 0 to be
Unfortunately, this is a coupled system, which requires some care when solving numerically. We will discuss this issue further in Sections 1.4.2 and 1.4.5 below.
Unspecified Error Distributions and Asymptotic Theory
In section 1.3 we examined the estimates of θ 0 and V 0 under the assumption that the error is normally distributed and is constant longitudinally. But what if it is suspected that the error is not normally distributed, or the error's distribution is completely unknown to the modeler (as in most applications)? How should we proceed in estimating θ 0 and σ 0 (or V 0 ) in these circumstances? In this section we will review two estimation procedures for such situations: ordinary least squares (OLS) and generalized least squares (GLS).
Ordinary Least Squares (OLS)
The statistical model in the scalar case takes the form
where the variance var( j ) = σ 2 0 is constant in longitudinal data (note that the error's distribution is not specified). If we define
then θ OLS can be viewed as minimizing the distance between the data and model where all observations are treated as of equal importance. We note that minimizing in (15) corresponds [15] 
We point out that θ OLS is a random variable
is a realization of the random process {Y j } n j=1 then solvinĝ
provides an realization for θ OLS .
Once we have solved for θ OLS in (15), we can replace θ 0 in
byθ OLS to obtain an estimateσ
. Even though the error's distribution is not specified we can use asymptotic theory to approximate the mean and variance of the random variable θ OLS [22] . As will be explained in more detail below, as n → ∞, we have that
where the sensitivity matrix χ( θ) = {χ jk } is defined as
However, θ 0 and σ 2 0 are generally unknown, so one usually will instead use the realization y = {y j } n j=1 of the random process Y to obtain the estimatê (20) and the bias adjusted estimatê
to use as an approximation in (19) .
We note that (21) can be shown to be biased downward and the same behavior can be observed in the general nonlinear case-see Chap. 12 of [22] and p. 63 of [15] ). We remark that (18) is true even in the general nonlinear case (it does not rely on any asymptotic theories).
Bothθ =θ OLS andσ 2 =σ 2 OLS will then be used to approximate the covariance matrix
We can obtain the standard errors SE(θ OLS,k ) (discussed in more detail in the next section) for the k th element ofθ OLS by calculating SE(θ OLS,k ) ≈ Σ kk . Also note the similarity between the MLE equations (8) and (9), and the scalar OLS equations (20) and (21) . That is, under a normality assumption for the error, the MLE and OLS formulations are equivalent.
If, however, we have a vector of observations for the j th covariate t j and we assume the variance is still constant in longitudinal data, then the statistical model is reformulated as
where In this case the formulation is simply a vector OLS (sometimes also called a weighted least squares (WLS)). The problem will consist of finding the minimizer
where the procedure weights elements of the vector Y j − f (t j , θ) according to their variability.
(Some authors refer to (25) as a generalized least squares (GLS) procedure, but we will make use of this terminology in a different formulation in subsequent discussions). Just as in the scalar OLS case, θ OLS is a random variable
provides an estimate (realization)θ =θ OLS for θ OLS . By the definition of variance
However, the estimateθ requires the (generally unknown) matrix V 0 and V 0 requires the unknown vector θ 0 so we will instead use the following expressions to calculateθ andV :
Note that the expressions forθ andV constitute a coupled system of equations, which will require greater effort in implementing a numerical scheme. Just as in the scalar case we can determine the asymptotic properties of the OLS estimator (25). As n → ∞, θ OLS has the following asymptotic properties [2] :
where
Since the true value of the parameters θ 0 and V 0 are unknown their estimatesθ andV will be used to approximate the asymptotic properties of the least squares estimator θ OLS :
The standard errors can then be calculated for the k
Again, we point out the similarity between the MLE equations (12) and (13) , and the OLS equations (28) and (29) for the vector statistical model (23).
Numerical Implementation of the OLS Procedure
In the scalar statistical model (14) , the estimatesθ andσ can be solved for separately (this is also true of the vector OLS) in the case V 0 = σ 2 0 I m , where I m is the m × m identity) and thus the numerical implementation is straightforward -first determineθ OLS according to (20) and then calculateσ 2 OLS according to (21) . The estimatesθ andV in the case of the vector statistical model (23) , however, require more effort since they are coupled:
To solve this coupled system the following iterative process will be followed:
1. SetV when two successive estimates forθ are sufficiently close to one another.
Generalized Least Squares (GLS)
Although in Section 1.4.1 the error's distribution remained unspecified, we did however require that the error remain constant in variance in longitudinal data. That assumption may not be appropriate for data sets whose error is not constant in a longitudinal sense. A common relative error model that experimenters use in this instance for the scalar observation case [15] is
. We will say that the variance generated in this fashion is non-constant variance. The method we will use to estimate θ 0 and σ 2 0 can be viewed as a particular form of the Generalized Least Squares (GLS) method.
To define the random variable θ GLS the following equation must be solved for the estimator θ GLS :
where Y j obeys (36) and
forθ gives an estimateθ GLS for θ GLS . The GLS estimator has the following asymptotic properties [2] :
. where [15] we take the approximation
We can then approximate the standard errors ofθ GLS by taking the square roots of the diagonal elements ofΣ. We will also mention that the solutions to (28) and (38) depend upon the numerical method used to find the minimum or root, and since Σ 0 depends upon the estimate for θ 0 , the standard errors are therefore affected by the numerical method chosen.
GLS motivation
We note the similarity between (16) and (38). The GLS equation (38) can be motivated by examining the weighted least squares (WLS) estimator
In many situations where the observation process is well understand, the weights {w j } may be known. The WLS estimate can be thought of minimizing the distance between the data and model while taking into account unequal quality of the observations [2] . If we differentiate the sum of squares in (41) with respect to θ, and then choose
for θ. However, we note the GLS relationship (38) does not follow from minimizing the weighted least squares with weights chosen as
Another motivation for the GLS estimating equation (38) can be found in [12] . In the text the authors claim that if the data is distributed according to the gamma distribution, then the maximum-likelihood estimator for θ is the solution to
which is equivalent to (38). The connection between the MLE and our GLS method is reassuring, but it also poses another interesting question: What if the variance of the data is assumed to not depend on the model output f (t j , θ), but rather on some function g(t j , θ) (i.e. var(Y j ) = σ 
In their text, Carroll and Rupert [12] briefly describe how distributions belonging to the exponential family of distributions generate maximum-likelihood estimating equations equivalent to (42).
Numerical Implementation of the GLS Procedure
Recall that an estimateθ GLS can either be solved directly according to (38) or iteratively using the procedure outlined in Section 1.4.3. The iterative procedure as described in [15] is summarized below:
using the OLS equation (15) . Set k = 0.
Form the weightsŵ
).
3. Re-estimateθ by solving
4. Set k = k + 1 and return to 2. Terminate the process when two successive estimates forθ GLS are "close" to one another.
One finds in practice that the above procedure sometimes does not adequately estimate θ 0 , so we instead outline a different numerical algorithm with which one often can achieve better results. Recall that the above iterative procedure was formulated by maximizing (over
and then updating the weights w j = f −2 (t j ,θ) after each iteration. Thus, an alternative iterative procedure involves completing the following steps:
). One would hope that after a sufficient number of iterationsŵ j would converge to f −2 (t j ,θ GLS ). Fortunately, under reasonable conditions, if the process enumerated above is continued a sufficient number of times [15] , thenŵ j → f −2 (t j ,θ GLS ).
Re-estimateθ by solvinĝ

Computation of Σ, Standard Errors and Confidence Intervals
We return to the case of n scalar longitudinal observations and consider the OLS case of Section 1.4.1 (the extension of these ideas to vectors is completely straight-forward). These n scalar observations are represented by the statistical model
where f (t j , θ 0 ) is the model for the observations in terms of the state variables and θ 0 ∈ R p is a set of theoretical "true" parameter values (assumed to exist in a standard statistical approach). We further assume that the errors j , j = 1, 2, . . . , n, are independent identically distributed (i.i. Recall that in the ordinary least squares (OLS) approach, we seek to use a realization {y j } of the observation process {Y j } along with the model to determine a vectorθ
Since Y j is a random variable, the corresponding estimator θ n = θ n OLS (here we wish to emphasize the dependence on the sample size n) is also a random variable with a distribution called the sampling distribution. Knowledge of this sampling distribution provides uncertainty information (e.g., standard errors) for the numerical values ofθ n obtained using a specific data set {y j }.
Under reasonable assumptions on smoothness and regularity (the smoothness requirements for model solutions are readily verified using continuous dependence results for differential equations in most examples; the regularity requirements include, among others, conditions on how the observations are taken as sample size increases, i.e., as n → ∞), the standard nonlinear regression approximation theory ( [16, 19, 20] , and Chapter 12 of [22] ) for asymptotic (as n → ∞) distributions can be invoked. As stated above, this theory yields that the sampling distribution for the estimator θ 
. Here χ( θ) = F θ ( θ) is the n × p sensitivity matrix with elements
That is, for n large, the sampling distribution approximately satisfies
There are typically several ways to compute the matrix F θ . First, the elements of the matrix χ = (χ jk ) can always be estimated using the forward difference
where h k is a p-vector with a nonzero entry in only the k th component. But, of course, the choice of h k can be problematic in practice.
Alternatively, if the f (t j , θ) correspond to longitudinal observations y(t j ) = C x(t j ; θ) of solutions x ∈ R N to a parameterized N -vector differential equation system˙ x = g(t, x(t), θ) as in (1), then one can use the N × p matrix sensitivity equations (see [4, 9] and the references therein)
Finally, in some cases the function f (t j , θ) may be sufficiently simple so as to allow one to derive analytical expressions for the components of F θ . Since θ 0 , σ 0 are unknown, we will use their estimates to make the approximation
where the approximationσ 2 to σ 2 0 , as discussed earlier, is given by
Standard errors to be used in the confidence interval calculations are thus given by
. . , p (see [13] ). In order to compute the confidence intervals (at the 100(1 − α)% level) for the estimated parameters in our example, we define the confidence level parameters associated with the estimated parameters so that
where α ∈ [0, 1] and t 1−α/2 ∈ R + . Given a small α value (e.g., α = .05 for 95% confidence intervals), the critical value t 1−α/2 is computed from the Student's t distribution t n−p with n − p degrees of freedom. The value of t 1−α/2 is determined by P {T ≥ t 1−α/2 } = α/2 where
When one is taking longitudinal samples corresponding to solutions of a dynamical system, the n × p sensitivity matrix depends explicitly on where in time the observations are taken when f (t j , θ) = Cx(t j , θ) as mentioned above. That is, the sensitivity matrix
depends on the number n and the nature (e,g., how taken) of the sampling times {t j }. Moreover, it is the matrix [χ
in (46) and the parameterσ 2 in (47) that ultimately determine the SE and CI. At first investigation of (47), it appears that an increased number n of samples will driveσ 2 (and hence the SE) to zero as long as this is done in a way to maintain a bound on the residual sum of squares in (47). However, we observe that the condition number of the matrix χ T χ is also very important in these considerations and increasing the sampling could potentially adversely affect the inversion of χ T χ. In this regard, we note that among the important hypotheses in the asymptotic statistical theory (see p. 571 of [22] ) is 1 n χ
for some nonsingular matrix X ( θ 0 ). It is this condition that is rather easily violated in practice when one is dealing with data from differential equation systems, especially near an equilibrium or steady state (see the examples of [4] ). All of the above theory readily generalizes to vector systems with partial, non-scalar observations. Suppose now we have the vector system (1) with partial vector observations given by (3) , that is, we have m coordinate observations where m ≤ N . In this case, we have
and
where C is an m×N matrix and f ∈ R ,m ) and we may follow similar asymptotic theory to calculate approximate covariances, standard errors and confidence intervals for parameter estimates.
Since the computations for standard errors and confidence intervals (and also the model comparison tests outlined in the next section) depend on an asymptotic limit distribution theory, one should interpret the findings as sometimes crude indicators of uncertainty inherent in the inverse problem findings. Nonetheless, it is useful to consider the formal mathematical requirements underpinning these techniques. Among the more readily checked hypotheses A random pattern for the first is strong support for validity of the independence assumption while a non increasing, random pattern for the latter suggests the assumption of constant variance may be reasonable for the data (measurements) used in the inverse problem calculations. The underlying assumption that the sampling size n must be large (recall the theory is asymptotic in that it holds as n → ∞) is not so readily "verified" and is often ignored (albeit at the user's peril in regard to the quality of the uncertainty findings). Indeed the asymptotic theories are often used in a very heuristic underlying manner to give a loose feeling for the uncertainty involved in the estimates and the level of parametrization used in approximating the underlying mathematical model. It is often the case that the asymptotic results provide remarkably good approximations to the true sampling distributions for finite n. However, in practice there is no way to ascertain whether this holds for a specific example of interest.
Model Comparison Techniques
Motivation
The presentation in this section is motivated by the following questions/needs that arise in modeling studies:
• Frequent QUESTION in modeling studies [7, 8] : can a mathematical model be improved by more detail and/or further refinement?
• EXAMPLE: More detail in a given mechanism (constant rate vs. time or spatially dependent rate-see [1] for questions related to time dependent mortality rates during sub-lethal damage in insect populations exposed to various levels of pesticides).
• EXAMPLE: Does an additional mechanism in the model produce a better fit to datasee [5, 6, 7] for diffusion alone or diffusion plus convection in cat brain transport in grey vs. white matter questions.
Important Remarks
• In model comparison results outlined below, there are really two models being compared: the math model and the statistical model.
• If one embeds the math model in the wrong statistical model (for example, assumes constant variance when it really isn't true), then the math model comparison results will be invalid (e.g., worthless).
• The key to all this is that you must have the math model you want to simplify or improve (e.g., test V = 0 in the example below) embedded in the correct statistical model, so that the comparison really is only with regard to the math model.
EXAMPLE
We illustrate the formulation of hypothesis testing by considering a mathematical model for a diffusion-convection process. This model was proposed for use with experiments designed to study substance (labeled sucrose) transport in cat brains. The cat's brain contains grey and white matter [7] . In general, the transport of substance in cat's brains can be described by a PDE describing change in time and space. This model, which is widely discussed in the applied mathematics and engineering literature, has the form ∂u ∂t
Here, the parameter θ = (D, V), which belongs to some admissible parameter set Θ, denotes the diffusion coefficient D and the bulk velocity V of the fluid, respectively. Our problem: test whether the parameter V plays a significant role in the mathematical model. That is, if the model (51) represents a diffusion-convection process, we seek to determine whether diffusion alone or diffusion plus convection best describes transport phenomena represented in cat brain data sets {y ij } for {u(t i , x j )}, the concentration of labeled sucrose at times {t i } and location {x j }. We then may take H 0 : V = 0 and the alternative H A : V = 0. Consequently, the restricted parameter set Θ H ⊂ Θ defined by
will be important. To carry out these determinations, we will need some model comparison tests from statistics.
ANOVA Type Statistical Tests
In general, assume we have an inverse problem f (t, θ) and are given n observations. We define
where our statistical model again has the form
. Here, θ 0 is the "true" value of θ which we assume to exist. We again use Θ to represent the set of all the admissible parameters θ. We take the standard statistical assumptions;
are identical independent distributed with E( j ) = 0 and var( j ) = σ 
as n → ∞, for continuous functions h. One can then establish a series of useful results (see [6] for detailed proofs).
• Result 1:
Under A1) to A4), θ n −→ θ 0 as n → ∞ with probability 1.
• Remarks: In most calculations, we actually use an approximation f N to f , often a numerical solution to the ODE or PDE for modeling our dynamical system. Here we tacitly assume f N will converge to f as the approximation improves. There are also questions related to approximations of the set Θ when it is infinite dimensional (e.g., in the case of function space parameters such as time dependent parameters) by finite dimensional discretizations Θ M . For extensive discussions related to these questions, see [8] as well as [6] where related assumptions A5), A6) on convergences f N → f and Θ M → Θ are given. We will ignore these issues here, keeping in mind that these approximations will also be of importance in the methodology discussed below in most practical uses.
We will need further assumptions to proceed (these will be denoted by A7)-A11) to facilitate reference to [6] ). These include:
• A7) Θ is finite dimensional in R p and θ 0 ∈ Θ.
• A11) Θ H = { θ ∈ Θ|H θ = c} where H is an r × p matrix of full rank, and c is a known constant.
In many instances, including the motivating example given above, one is interested in using data to questioning whether the the "true" parameter θ 0 can be found in a subset Θ H ⊂ Θ which we assume for discussions here is defined by the constraints of assumption A11). Thus, we want to test the null hypothesis
We define the related non-negative test statistics and their realizations, respectively, by
One can establish asymptotic convergence results for the test statistics T n ( Y ), as given in detail in [6] . These results can, in turn, be used to establish a fundamental result about much more useful statistics for model comparison. We define these statistics by
with corresponding realizationsÛ
We then have the asymptotic result that is the basis of our ANOVA-type tests Major Result [6] : Under the assumptions A1)-A11) above and the assumption that
as n → ∞ where Υ ∼ χ In this figure two parameters (τ, α) of interest are shown. For a given value τ , the value α is simply the probability that the random variable U will take on a value greater than α. That is, P rob{U > τ } = α where in hypothesis testing, α is the significance level and τ is the threshold.
We wish to use this distribution to test the null hypothesis, H 0 , for U n ∼ χ 2 (r). If the test statistic,Û n > τ , then we reject H 0 as false with confidence level (1 − α) The minimum value of α at which H 0 can be rejected, α * , is called the p-value. Thus, the smaller the p-value, the greater the significance of the additional parameters/mechanisms, i.e., the more likely the term should be in the model. Implementation: Once we computeÛ n =τ , then p = α * is the value that corresponds toτ on χ 
Alternative statement
To test the null hypothesis H 0 , we choose a significance level α and use χ 2 tables to obtain the corresponding threshold τ = τ (α) so that P (χ 2 (s) > τ ) = α. We next computeÛ n = τ and compare it to τ . IfÛ n > τ , then we reject H 0 as false; otherwise, we accept the null hypothesis H 0 .
Revisiting the cat-brain problem
There were 3 sets of experimental data examined, under the null-hypothesis H 0 : V = 0.
For the Data Set 1, we found after carrying out the inverse problems over Θ and Θ H , respectively, J n (θ n ) = 106.15 J n (θ n H ) = 180.17, which gives us thatÛ n = 5.579 (noting that n = 8 = ∞), for which p = α * = .0182. Thus, we reject H 0 in this case at any confidence level less than 98.18%. Thus, we should reject that V = 0, which suggests convection is important in describing this data set. 
Conclusions
The difference in conclusions between the first and last sets and that of the second set is interesting. However, when discussed with the doctors who provided the data, it was discovered that the first and last set were taken from the white matter of the brain, while the other was taken from the grey matter. This later finding was conducive to observed microscopic tests on the various matter (micro channels in white matter that promote convective "flow"). Thus, it can be concluded with a reasonably high degree of confidence, that white matter has convective properties, while grey matter does not.
