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Quantum computation using quantum circuit model is based on quantum bits and
gates, which are quantum analogues to the bits and logical gates in classical com-
puting. The computations are carried out by performing single- and two-qubit
quantum gate operations on the input qubits (quantum bits). In this thesis, a
set of computational methods to study these gate operations in the case of semi-
conductor quantum dot based spin qubits is presented. This set consists of three
parts. Lagrange mesh method is used to calculate the single-electron states in
a quantum dot system. These states are then used in an exact diagonalization
calculation to obtain the many-electron ground state, which is then evolved using
exact diagonalization based dynamics. The presented set of methods is used to
simulate single-qubit gates, and it is found to be successful for this purpose. The
Lagrange mesh method is extremely versatile as it can handle an arbitrary quan-
tum dot confinement potential without the need to calculate any integrals. This
feature is achieved by approximating the potential matrix element integrals using
a Gauss quadrature. The high accuracy of the Lagrange mesh method despite
the seemingly crude approximation is investigated, and a reasonable cause for it
in the case of low degree polynomial potentials is found. A hypothesis that the
Gauss quadrature approximation is extremely accurate for an arbitrary polyno-
mial potential is made. The convergence of the states calculated with the Lagrange
mesh method is tested and compared to an alternative method based on localized
Gaussian basis functions.
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Kvanttipiirimallin mukainen kvanttilaskenta perustuu kvanttibitteihin ja -
portteihin, jotka ovat vastine klassisen laskennan biteille ja loogisille porteille.
Laskenta suoritetaan tekema¨lla¨ yhden tai kahden qubitin kvanttiporttioperaatioita
syo¨tekubiteille (kvanttibiteille). Ta¨ssa¨ diplomityo¨ssa¨ esiteta¨a¨n joukko laskennal-
lisia menetelmia¨, joilla voidaan tutkia na¨ita¨ porttioperaatioita, kun kyseessa¨ ovat
puolijohdekvanttipisteisiin perustuvat spin-kubitit. Ta¨ma¨ menetelmien joukko
koostuu kolmesta osasta. Lagrangen hilan menetelma¨a¨ ka¨yteta¨a¨n yksielektron-
itilojen laskemiseen kvanttipistesysteemissa¨. Na¨ita¨ tiloja ka¨yteta¨a¨n eksaktissa
diagonalisoinnissa, jolla lasketaan usean elektronin perustila. Ta¨ta¨ perustilaa
kehiteta¨a¨n eksaktiin diagonalisointiin perustuvalla dynamiikkamenetelma¨lla¨. Es-
itettyja¨ menetelmia¨ ka¨yteta¨a¨n simuloimaan yhden kubitin portteja, ja niiden huo-
mataan sopivan hyvin ta¨ha¨n tehta¨va¨a¨n. Lagrangen hilan menetelma¨ on eritta¨in
monipuolinen, koska silla¨ voidaan ka¨sitella¨ mielivaltaista kvanttipisteen poten-
tiaalia laskematta yhta¨a¨n integraalia. Ta¨ma¨ ominaisuus saavutetaan approksi-
moimalla potentiaalimatriisialkioiden integraalit Gaussin kvadratuurilla. La-
grangen hilan menetelma¨n korkea tarkkuus ta¨sta¨ na¨enna¨isesti karkeasta approksi-
maatiosta huolimatta on tutkinnan kohteena, ja sille lo¨ytyy ja¨rkeva¨ syy alhaisen
asteen polynomipotentiaalien tapauksessa. Hypoteesi, etta¨ Gaussin kvadratuuri
-approximaatio on a¨a¨rimma¨isen tarkka mielivaltaiselle polynomipotentiaalille es-
iteta¨a¨n. Lagrangen hilan menetelma¨lla¨ laskettujen tilojen suppenemista testataan
ja verrataan vaihtoehtoiseen menetelma¨a¨n, joka perustuu lokalisoituihin Gaussisiin
kantafunktioihin.
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Chapter 1
Introduction
The concept of quantum computing was introduced in the beginning of the 1980s.
In 1982, Feynman proposed that computers based on the principles of quantum
mechanics could be used to avoid the difficulties in simulating quantum systems on
classical computers [1]. The difficulties which Feynman refers to lead to the fact
that simulating a quantum mechanical system on a conventional computer is an
extremely heavy task, and only certain systems can be simulated efficiently. These
systems are usually either one or two-dimensional and have up to a few particles.
Therefore, one of the goals of quantum computation is to develop tools to efficiently
study quantum mechanical effects [2]. Another goal is to solve problems outside
quantum mechanics that are too complex for classical computers. Two well-known
examples are the Shor’s algorithm for factoring large numbers [3] and the Grover’s
algorithm for searching an unsorted database [4].
Several different models for quantum computers have been suggested since the
proposition of Feynman. The model that is closest to a conventional classical com-
puter is the quantum circuit, which has quantum analogues for bits, gates and wires
of a classical computer. Quantum circuit has obtained most of the research inter-
est so far and a lot of progress has been made to realize it. The quantum circuit
computing model is independent of the physical realization of the quantum bits,
gates and wires that are needed for the computer. In this thesis, quantum bits,
also known as qubits, that are based on the singlet and triplet spin states of two
electrons are studied by computational means. The physical objective of the thesis
is simulating the ways to control these qubits, i.e. studying the implementation
of the quantum gates that act on single qubits. The simulations are based on the
recent developments in the area. However, the main topic is not the simulation of
the quantum gates, but the analysis of the method that is an important part of the
computational toolkit, the Lagrange mesh method.
The electrons that are used as spin qubits are trapped in so called quantum dots
which can be tuned to hold only one electron in them. Quantum dots based on
electrostatic confinement of the electrons in the two dimensional electron gas that
forms between layers of GaAs and AlGaAs were chosen as the model devices. These
devices are relatively easy to fabricate using the present technology and they can be
readily tuned by adjusting the voltages at the electrostatic gates. From the compu-
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2tational point of view, the GaAs-AlGaAs quantum dots are a good choice because
they are basically two dimensional devices. As was already noted, exact simulation
of a quantum mechanical system using a classical computer is computationally in-
tensive, and only some simple systems can be studied. Luckily, there are efficient
methods for simulating two dimensional systems with up to a few electrons using
the constantly growing computational resources.
The simulations that are done in this thesis consist of three separate steps. First,
the single-electron states in a quantum dot system are solved using the Lagrange
mesh method. Then, a many-body basis is constructed from the single-electron
states and that basis together with the interaction matrix elements between the
single-electron states are used in an exact diagonalization calculation to obtain the
ground state of a two-electron system. Finally, the ground state is evolved by
running exact diagonalization based dynamics.
This thesis is divided into four main chapters. In Chapter 2, some theoretical
background about quantum dots, quantum computing and singlet-triplet qubits is
given. The computational tools that are used in the simulations are introduced in
Chapter 3. Chapter 4 contains mathematical analysis about the Gauss quadrature
approximation on which the Lagrange mesh method relies. All the computational
results are presented in Chapter 5, including evaluation of the used methods and
the simulations of the qubit control.
Chapter 2
Theoretical background
2.1 Semiconductor quantum dots
Quantum dots are nanoelectronic devices that contain a controllable number of
electrons in them. The number of electrons can be accurately controlled because
the quantum dot is separated from the surrounding electron reservoir by a tunnel
barrier and the available electron states in the dot have discrete energies. This
feature is achieved by spatial confinement of the electrons in all three dimensions,
which causes quantization of the electron energy states. The confining potential of
the quantum dot can be tuned in such a way that a desired number of electron states
is below the Fermi level of the reservoir, which results in occupation of those states
by electrons that tunnel from the reservoir.
The quantization of the electron states in quantum dots happens due to two
separate effects, Coulomb blockade and the quantization of the single-electron states.
The Coulomb blockade refers to the blocking mechanism of electrons due to the
quantization of the Coulomb interaction energy between electrons. The quantization
of the Coulomb interaction is caused by the inherent discrete nature of the electron
charge. Therefore, it is essentially a classical effect. The name ”quantum dot” refers
particularly to the quantization of the single-electron orbitals due to the confinement
of the electrons to the length scale of their de Broglie wavelength. This quantum
confinement in all spatial dimensions leaves zero classical degrees of freedom, and,
in that sense, the device is zero dimensional, i.e. a dot. [5]
The quantum dots have also been called artificial atoms because of the resem-
blance between atoms and quantum dots, electron confining potential and the quan-
tization of the electron states [6]. The electrical properties of quantum dots differ
notably from real atoms though, mainly because of the fact that they are typically
much larger than atoms. The separations of the single-electron orbital energies de-
crease faster than the strength of the Coulomb interaction between the electrons
when the size of an atom is increased. Since quantum dots are larger than real
atoms, electron-electron interactions are relatively more important in them.
3
42.1.1 Fabrication
Quantum dots can be fabricated using various different methods, but for the pur-
pose of making spin qubits for quantum computers, quantum dots based on electro-
static confinement of the two dimensional electron gas that forms in semiconductor
heterostructures have been proven to be successful. In this thesis, semiconductor
quantum dots based on GaAs-AlGaAs heterostructure are considered.
Modern semiconductor technology allows growing of gallium arsenide (GaAs)
crystals layer by layer. Layers that have some of the gallium atoms replaced with
aluminium can be grown on top of the pure GaAs layers because the lattice constants
of GaAs and AlAs almost match [7]. Since GaAs has a smaller band gap than
AlGaAs, the conduction band bends at their interface to form a narrow potential well
[8]. The electron states in the well are quantized because of the spatial confinement,
and the separation of the energies is so large that in low temperatures only the
ground state is occupied [6]. The electrons in the well can move freely parallel to
the interface, because there is still a continuum of available states in that plane, but
not perpendicular to it, and thus they form a two dimensional electron gas [9]. The
two dimensional electron gas can be further confined in the two available dimensions
using metallic electrodes that are deposited on the surface of the semiconductor
heterostructure to form quantum dots. A double quantum dot device based on
GaAs-AlGaAs heterostructure is shown in Fig. 2.1.
Figure 2.1: a) Schematic picture of a double quantum dot device based on GaAs-
AlGaAs heterostructure [10]. b) Scanning electron micrograph of a real double
quantum dot device used by Petta et al. [11]. Gates L and R can be used to
control the levels of the left and right potential minima respectively. Gate T is used
to control the height of the barrier between the two minima. The quantum point
contact conductance gs is primarily sensitive to the charge in the right dot.
2.1.2 Computational model
The electrons that are confined to the quantum well at the interface of the semi-
conductors interact with the nuclei and the bound electrons of the neighbouring
5semiconductor atoms. Therefore, they cannot be treated as if they were free elec-
trons in a vacuum. They can be treated as if they were free, however, by giving
them an effective mass that takes into account all the interactions with the sur-
rounding nuclei and core electrons. The permittivity of GaAs must also be taken
into account when the Coulomb interaction between the electrons is considered. The
effective mass of electrons in GaAs is m∗ ≈ 0.067me and the permittivity of GaAs
is  ≈ 12.7 0, where me is the true mass of the electron and 0 is the permittivity
of the vacuum. An electron in a quantum dot that is placed in a uniform magnetic
field can be described using the Hamiltonian
H0 =
(p + eA(r))2
2m∗
+ V (r) + VZ(S), (2.1)
where A(r) is a vector potential corresponding to the magnetic field and VZ(S) is
the Zeeman energy due to coupling between the electron spin and the magnetic field.
The Zeeman term can be written as
VZ(S) =
g∗µB
~
B · S, (2.2)
where g∗ is the effective g-factor, which is g∗ = −0.44 for GaAs, and µB is the Bohr
magneton. If the uniform magnetic field is chosen to point to the z-direction, the
corresponding vector potential can be taken to be A(r) = B
2
(yex − xey) and the
Zeeman term simplifies to VZ(Sz) =
g∗µB
~ BSz.
The electrostatic potential that confines the electrons in the plane of the two
dimensional electron gas is assumed to be parabolic in the neighbourhood of the
potential minimum. The parabolic form of the potential was adopted after Kumar
et al. showed that the confinement potential in their device had almost circular
symmetry despite the fact that the confining electrode was square-shaped [5, 8].
The parabolic potential can be written as
V (r) =
1
2
m∗ω20r
2, (2.3)
where ω0 is the confinement strength of the potential. The most straightforward way
to generalize the parabolic potential approximation for a system of several quantum
dots is to use a piecewise parabolic potential,
V (r) =
1
2
m∗ω20 min
1≤j≤n
{|r−Rj|2} , (2.4)
where {rj}nj=1 are the locations of the parabolic minima. Recently, Nielsen et al.
[12] solved the electrostatic potential of an accurately modelled double quantum dot
system and they noticed that it indeed was relatively close to the piecewise parabolic
potential defined in Eq (2.4). However, the min function causes sharp kinks to the
potential at the interfaces of the parabola. These kinks cannot exist in a physical
system because the derivatives of the potential are discontinuous at the kinks. The
kinks also hinder the convergence of the results, but they can be easily smoothed
using a method that is discussed in the results chapter.
6Effective atomic units are used in all calculations to simplify the notation and,
consequently, the computations by removing most of the physical constants. In
effective atomic units, the constants m∗, e, ~ and 4pi are all set to 1. Consequently,
energy is measured in units of Ha∗ ≈ 11.30 meV (effective Hartree) and length in
units of a∗0 = 10.03 nm (effective Bohr radius). Furthermore, the unit conversion
from Teslas to atomic units is given by 1 T ≈ 0.1529 a.u.∗. By transferring to the
atomic units and writing the quantum mechanical momentum operator as p =
−i~∇, the Hamiltonian can be simplified to
H0 = −1
2
∇2 + V (r) + 1
8
ω2cr
2 − iωc
2
(y∂x − x∂y) + VZ(Sz), (2.5)
where ωc = eB/m
∗ = B a.u.∗. The Zeeman term is now VZ(Sz) = g∗µBBSz, where
µB =
1
2
in effective atomic units.
The Hamiltonian for a many-electron system consists of a sum of single-electron
Hamiltonians and a term that describes the Coulomb interaction between the elec-
trons. The electron-electron interaction term can be written as
U =
∑
j<k
e2
4pi|rj − rk| . (2.6)
The complete many-electron Hamiltonian can thus be written as
H =
∑
j
H
(j)
0 +
∑
j<k
1
|rj − rk| , (2.7)
where effective atomic units have been used for the interaction term.
2.2 Quantum computation
Qubits, or quantum bits, are the quantum equivalent of bits in classical informa-
tion. The qubits have two basis states which are generally denoted as |0〉 and |1〉
corresponding to the possible values of a classical bit, 0 and 1. Unlike a classical bit,
however, the state of a quantum bit can be a linear combination, or superposition,
of the two basis states. If |ψ〉 is the state of the qubit, it can be written as
|ψ〉 = α|0〉+ β|1〉, (2.8)
where α and β are complex numbers that satisfy the normalization condition |α|2 +
|β|2 = 1. Because of the normalization condition, the qubit state can be rewritten
as
|ψ〉 = eiγ
(
cos
θ
2
|0〉+ eiφ sin θ
2
|1〉
)
. (2.9)
Since the overall complex phase of the state, eiγ, has no physical meaning, the state
of the qubit is defined by the real numbers θ and φ. These numbers define a point on
a unit sphere, which is known as the Bloch sphere in this context, and thus the state
7of the qubit can be conveniently represented as that point [2]. The Bloch sphere
for a qubit with singlet and triplet states of a two-electron system as basis states is
shown in Fig. 2.2.
In classical computers, the computations are carried out by applying logic gates
to the bits of the input data. A logic gate performs a logical operation, which
depends on the type of the gate, on one or several input bits transforming them
to corresponding output bits. In this respect, quantum circuit computers operate
similarly as the classical ones, by performing gate operations on the input qubits.
Since the state of a qubit is a superposition of two quantum mechanical states, the
quantum gate operations are substantially more complex than the classical ones
though. Fortunately, only single qubit operations and a two-qubit gate are needed
for a functioning quantum computer because of the important universality result:
any multiple qubit logic gate may be composed from two-qubit CNOT gate and
single qubit gates [2].
As the single qubit gates act linearly on the state of the qubit, they can be
represented in a matrix form. In this matrix representation, the state of a qubit
|ψ〉 = α|0〉+ β|1〉 can be written as a vector
|ψ〉 →
[
α
β
]
,
and the single qubit gates are 2 × 2 square matrices. The only restriction for a
single qubit gate is that the corresponding matrix must be unitary to conserve the
normalization of the state it acts on. If U is the matrix representation of a single
qubit gate, it is unitary if
U†U = UU† = I,
where U† is the Hermitian adjoint of U, which is obtained by first complex conju-
gating and then transposing U. Since the unitarity of the gate operator is the only
constraint for a single qubit gate, there are essentially infinite number of possible
gates. However, any single qubit gate can be decomposed into rotations around two
axes of the Bloch sphere [2]. Any single qubit gate can thus be constructed if these
rotations can be done somehow.
2.3 Singlet-triplet qubits
The theory of quantum computation is not tied to any particular physical realization
of a qubit. In principle, any quantum two-level system, i.e. a system with two
available states, is suitable. As a consequence, many possible realizations have
emerged, such as ones based on polarization of photons, states of trapped atoms
and charge, flux or phase of superconducting circuits [10]. The qubits that are
studied in this thesis are based on spin of an electron that is trapped in a quantum
dot. The spin of an electron in a quantum dot was proposed as a possible realization
of a qubit by Loss and DiVincenzo in 1998 [13]. The singlet-triplet qubits based
on two spins in a double quantum dot have been under research recently, because
8they offer some benefits compared to the one spin versions, and therefore, they are
studied in this thesis.
2.3.1 Decoherence and the optimality of singlet-triplet qubits
One of the greatest challenges in quantum computation is the handling of quan-
tum noise, also known as decoherence, which is caused by the coupling between a
quantum computer and its environment [2]. Fortunately, there are quantum error
correction algorithms that allow arbitrarily long quantum computations to be car-
ried out if the ratio of the gate operation time and the decoherence time is within
some tolerance [14]. Gate operation time is the time needed to perform one quan-
tum gate operation, i.e. a manipulation of one or multiple qubits, and decoherence
time is the time over which the phase of a superposition of qubit basis states is well
defined [15].
In GaAs based quantum dots, a major cause of decoherence is the hyperfine
interaction between the spin of an electron in a dot and the spins of the surrounding
Ga and As nuclei [16]. To protect the qubits from the hyperfine interaction, Levy
proposed the singlet and triplet states of the spins of two electrons in a double
quantum dot as another possible realization of qubit basis states [17]. Singlet-triplet
qubits have natural protection for the decoherence due to the hyperfine interaction.
Choosing |S〉 and |T0〉, the spin eigenstates of the two-electron system for which
〈Sz〉 = 0, as the logical basis of the qubit makes it immune to uniform fluctuations
of the magnetic field [18]. The notation 〈Sz〉 means the expectation value of the
spin operator Sz. In addition, decoherence due to spatial variations in the hyperfine
field can be cancelled for the most part by performing a spin echo pulse sequence
[11, 19].
2.3.2 Eigenstates of two-spin system
In the so called uncoupled representation, the system of two spins is presented using
the eigenstates of the single-electron Sz operators S1z and S2z. The spin states in this
representation are thus | ↓↓〉, | ↑↓〉, | ↓↑〉 and | ↑↑〉. The arrows show the alignment
of the spins one and two respectively, and thus define the eigenvalues of the S1z
and S2z operators. The up spin corresponds to the quantum number mS = 1/2
and the down spin to mS = −1/2. If |mS〉 is an eigenstate of Sz with a quantum
number mS, it follows the eigenvalue equation Sz|mS〉 = ~mS|mS〉. Therefore, the
eigenvalue equations for the state | ↓↑〉, for example, are S1z| ↓↑〉 = −~2 | ↓↑〉 and
S2z| ↓↑〉 = ~2 | ↓↑〉.
If the Hamiltonian of the two-electron system commutes with a chosen set of spin
operators, the Hamiltonian and the spin operators have a common set of eigenstates.
This also implies that the total wave function of the system is separable to a product
of spatial and spin parts and can be written [20]
Ψ(r1,S1; r2,S2) = ϕ(r1, r2)χ(S1,S2).
9Since electrons are fermions, the total wave function of two electrons must be anti-
symmetric with respect to the exchange of the electrons. This property is common
to all many-body systems of fermions [21]. The only way to make the total wave
function antisymmetric is to have a symmetric spatial wave function and an anti-
symmetric spin wave function or the other way around.
As the single-electron Hamiltonian (2.5) contains spin operator in the Zeeman
term, it does not commute with a general spin operator. However, since the mag-
netic field is chosen to have only z-component, only the Sz part of the spin operator
remains, and the Hamiltonian obviously commutes with the single-electron spin op-
erators S1z and S2z. Although these spin operators commute with the Hamiltonian,
the spin states | ↑↓〉 and | ↓↑〉 in the uncoupled representation are not properly
symmetrized with respect to exchange of the spins and thus they cannot be proper
two-electron states. The solution is to switch to the coupled representation of the
spin states.
In the coupled representation, the state of a two-spin system is presented using
the eigenstates of the spin operators S2 and Sz, which are of the form
S2 = (S1 + S2)
2 = S21 + S
2
2 + 2S1 · S2
Sz = S1z + S2z.
(2.10)
These spin operators also commute with the Hamiltonian because of the commutator
relation [Sz, S
2] = SzS
2 − S2Sz = 0, and they have four common eigenstates, a
singlet state |S〉 and three triplet states |T−〉, |T0〉 and |T+〉. These states can be
represented as linear combinations of the eigenstates of the single-electron operators
S1z and S2z, and they become
|S〉 = 1√
2
(| ↑↓〉 − | ↓↑〉)
|T−〉 = | ↓↓〉
|T0〉 = 1√
2
(| ↑↓〉+ | ↓↑〉)
|T+〉 = | ↑↑〉.
(2.11)
The spin quantum number of the singlet state is s = 0 and that of the triplet states
is s = 1. Another difference between the singlet state and the triplet states is their
exchange symmetry. If P12 is a permutation operator that exchanges the particles
1 and 2, |S〉 is an eigenstate of P12 with eigenvalue equation
P12|S〉 = 1√
2
(| ↓↑〉 − | ↑↓〉) = − 1√
2
(| ↑↓〉 − | ↓↑〉) = −|S〉.
The singlet state is thus antisymmetric with respect to the exchange of the spins,
whereas the triplet states are symmetric. The quantum numbers corresponding to
the Sz operator are mS = 0 for |S〉 and |T0〉, mS = −1 for |T−〉 and mS = 1 for
|T+〉.
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Figure 2.2: Representation of the singlet-triplet qubit state in the Bloch sphere.
2.3.3 Single qubit control
As was noted earlier, the optimal basis states for a singlet-triplet qubit are the
singlet state |S〉, obviously, and the triplet state |T0〉. Since mS = 0 for both of
these states, the expectation value of the Sz operator is 〈Sz〉 = 0, which makes the
|S〉 and |T0〉 states insensitive to uniform fluctuations of the magnetic field. The
state of the singlet-triplet qubit can be written in form
|ψ〉 = cos θ
2
|S〉+ eiφ sin θ
2
|T0〉, (2.12)
which is the same as Eq. (2.9) with substitutions |0〉 → |S〉 and |1〉 → |T0〉. The
global phase factor has also been omitted because it has no physical meaning. This
state can be represented as a point in the Bloch sphere shown in Fig. 2.2. The states
at the intersections of the sphere and the x-axis have been calculated by plugging
in the corresponding angles, φ = 0, θ = pi/2 and φ = pi, θ = pi/2, to the angle
representation of the state and writing |S〉 and |T0〉 as in (2.11).
In the earlier section on quantum computing, it was noted that any single qubit
gate can be decomposed into rotations around two axes of the Bloch sphere. Rota-
tions around the z-axis (|S〉 − |T0〉) are driven by the exchange splitting J between
the singlet and triplet states. The exchange splitting is the energy difference between
the lowest singlet and triplet states,
J = ET0 − ES, (2.13)
which is caused by the exchange interaction between the two electrons. The exchange
interaction is a purely quantum mechanical effect that affects indistinguishable par-
ticles, such as electrons. The two-electron system was shown to have four possible
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spin eigenstates, an antisymmetric singlet state and three symmetric triplet states.
Since the total wave function of indistinguishable fermions must be antisymmetric,
the spatial wave functions corresponding to the singlet state must be symmetric and
that of the triplet state must be antisymmetric. The spatial wave function that is
antisymmetric with respect to the interchange of the position coordinates of the elec-
trons must be zero if the electrons are at the same position. Therefore, the electrons
behave as if they repel each other, and they are statistically further away from each
other. For the symmetric wave function, the effect is opposite. As a consequence,
the singlet state has a higher probability density between the two quantum dots
than the triplet states. This, in turn, has two opposite effects on the energies of
the states. On one hand, Coulomb repulsion increases and raises the total energy,
and on the other hand, the electron density is more centred to the area with low
external potential, which lowers the total energy. In the GaAs double quantum dot
system that is studied in this thesis, the second effect overcomes the first one, and
thus the singlet energy is always lower than the triplet energy (assuming that the
global magnetic field is zero).
The exchange splitting is sensitive to the distance and barrier height between
the two parabolic quantum dots as well as to the detuning of the dots, i.e. to
the energy difference ε between the minima of the two dots. Since detuning is the
easiest to control, it is used to turn on the exchange splitting and, in consequence,
the rotation around the z-axis of the Bloch sphere [11]. The effect of detuning on
the exchange splitting is based on the mixing of the two-electron states |(1, 1)S〉
and |(2, 0)S〉, where (1, 1) denotes the spatial part of the wave function where both
dots are occupied by one electron and (2, 0) denotes the wave function where both
electrons are in the same dot (the left one in this case). When the potential minimum
of one dot is lowered with respect to the other, the singlet state allows the mixing
of charge states (1, 1) and (2, 0), which offers lower total energy than a pure (1, 1)
state. The triplet state needs a substantially higher detuning than the singlet state
before the charge state (2, 0) becomes available because the antisymmetric spatial
wave function prevents the electrons from being in a same position, which results in
an effective mutual repulsion of the electrons.
Rotation of the qubit state around the x-axis of the Bloch sphere (| ↑↓〉 − | ↓↑〉)
can be driven by the z component of a magnetic field gradient between the two
quantum dots. The magnetic field can be generated using dynamic nuclear polar-
ization, i.e. by transferring spin from the electronic system to the underlying Ga
and As nuclei [22]. The combined axis of rotation can be written
nˆ = J eˆz + g
∗µB∆Bzeˆx (2.14)
and the rotation frequency is given by
f =
√
J2 + (g∗µB∆Bz)2/h, (2.15)
where ∆Bz is the z component of the magnetic field difference between the dots [22].
Chapter 3
Computational methods
3.1 Lagrange mesh method
Lagrange mesh method is used in this work to solve the Schro¨dinger equation with
the Hamiltonian (2.5). The Lagrange mesh method is an approximately variational
calculation method that resembles a mesh calculation. This means that, in contrast
to traditional variational method, no integrals need to be calculated. The integrals
are approximated by a Gauss quadrature instead, which makes the Lagrange mesh
method extremely versatile, as almost arbitrary potentials can be handled. The
mesh calculation properties are achieved by using a basis of Lagrange functions [23].
3.1.1 Lagrange basis
A set of N Lagrange functions Lk defined over an interval (a, b) is associated with
N mesh points xk ∈ (a, b). A Gauss quadrature∫ b
a
dxLi(x) ≈
N∑
k=1
λkLi(xk) (3.1)
is associated to the mesh. Lagrange functions are infinitely differentiable functions
which satisfy Lagrange conditions
Li(xj) = λ
−1/2
i δij. (3.2)
Additionally, the Gauss quadrature for a product of Lagrange functions Li(x)Lj(s)
is exact. From the exactness of the Gauss quadrature and the conditions (3.2), it
follows that the Lagrange functions are orthonormal∫ b
a
dxLi(x)Lj(x) =
N∑
k=1
λkLi(xk)Lj(xk) = δij. (3.3)
There are many possible functions that can be used in Lagrange mesh calcula-
tions. In this work, one of the most simple ones, a sinc function, is used. The sinc
mesh is defined over the interval (−∞,∞), but it treats only fairly well localized
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wave functions. Sinc functions are used as the Lagrange functions in this thesis be-
cause they have the exponentially decaying asymptotic behaviour that the electron
states are expected to have [24]. The mesh points are distributed uniformly around
the origin
xa = a, a ∈
{
−N − 1
2
, −N − 1
2
+ 1, . . . ,
N − 1
2
}
, (3.4)
and the weights in the Gauss quadrature are λa = 1. The Lagrange-sinc functions
are defined as
La(x) = sinc(x− a) = sin[pi(x− a)]
pi(x− a) . (3.5)
For the quantum dot calculations, a two-dimensional Lagrange grid is needed.
The one-dimensional grid is easily generalized to two dimensions as
La(x, y) = Lax(x)Lay(y) = sinc(x− ax) sinc(y − ay). (3.6)
If the minimum of the potential is inside the area (−L
2
, L
2
) × (−L
2
, L
2
), the wave
function of the electron tends to zero outside it. When the area is chosen to be
large enough, the wave function outside the square nearly vanishes. Now the grid
points, where the Lagrange functions are centered at, should be scaled so that they
are located inside the chosen area. The scaled mesh points are
ra =
L
N
a, ax, ay ∈
{
−N − 1
2
, −N − 1
2
+ 1, . . . ,
N − 1
2
}
, (3.7)
where N is the number of mesh points in one dimension. The scaled two-dimensional
Lagrange functions are
La(r) =
N
L
sinc
[
N
L
(x− xax)
]
sinc
[
N
L
(y − yay)
]
. (3.8)
These scaled functions satisfy the Lagrange conditions, if the weights are chosen to
be λa = h
2, where h = L/N is the grid spacing.
3.1.2 Hamiltonian matrix elements
Using the derived Hamiltonian (2.5), the corresponding time-independent Schro¨dinger
equation can be written as(
−1
2
∇2 + V (r)− iωc
2
(y∂x − x∂y)
)
ψ(r) = Eψ(r), (3.9)
where the external potential and the parabolic term from the magnetic field have
been combined to V (r). A variational trial wave function is expanded in the or-
thonormal basis of Lagrange functions
ψ(r) =
∑
a
caLa(r). (3.10)
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Substituting the trial wave function to the Schro¨dinger equation, multiplying by
La′(r) and integrating over the whole domain leads to a set of variational equations∑
a
(Ta′a + Va′a +Ba′a)ca = Eca′ . (3.11)
The potential energy matrix elements are approximated using the Gauss quadrature
(3.1)
Va′a ≈ V (ra)δa′xaxδa′yay . (3.12)
The kinetic energy matrix elements are
Ta′a = −1
2
∫ ∞
−∞
dx
∫ ∞
−∞
dy La′(r)
(
∂2
∂x2
+
∂2
∂y2
)
La(r) (3.13)
and the magnetic field induced matrix elements Ba′a are
Ba′a = −iωc
2
∫ ∞
−∞
dx
∫ ∞
−∞
dy La′(r)(x∂y − y∂x)La(r) . (3.14)
The matrix elements Ta′a and Ba′a can be both calculated analytically using
contour integration techniques in the complex plane, but those calculations are not
shown here. After calculating the kinetic energy matrix elements Ta′a and the mag-
netic field induced elements Ba′a, the complete Hamiltonian matrix elements become
[24, 25]
Ha′xa′yaxay =

pi2
3h2
+ V (ra) , a
′
x = ax, a
′
y = ay
(−1)a′y−ay
[
1
h2(a′y−ay)2 +
iωc
2
ax
a′y−ay
]
, a′x = ax, a
′
y 6= ay
(−1)a′x−ax
[
1
h2(a′x−ax)2 −
iωc
2
ay
a′x−ax
]
, a′x 6= ax, a′y = ay
0 , a′x 6= ax, a′y 6= ay.
Diagonalizing this Hamiltonian matrix gives the single-particle states and their en-
ergies. The global magnetic field is not used in any part of this thesis, and therefore,
ωc = 0 and the imaginary part of the Hamiltonian disappears.
3.2 Exact diagonalization
The Lagrange mesh method provides the eigenstates of a single electron in a quan-
tum dot system, and these single-electron states are used as a basis for constructing
the many-electron states. The quantum many-body problem is computationally de-
manding because the size of the many-body basis grows extremely fast as a function
of the number of single-electron states and the number of particles. If one takes Ns
single-electron states and builds a basis for N electrons, the size of this basis is
(
Ns
N
)
.
When building the many-body basis, the proper symmetrization of the many-body
states must be taken into account.
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If the number of electrons is sufficiently small, it is possible to build the many-
body basis and solve the ground state of the system without making any simplifying
approximations. This approach is called exact diagonalization method. The exact
diagonalization technique that is used in this thesis relies on the second quantization
formalism of quantum mechanics, where the many-body basis states are represented
as occupations of the single-particle states, and all operators are written using cre-
ation and annihilation operators that create or destroy a particle in a certain single-
particle state. The second quantization Hamiltonian matrix is simple to create on a
computer, and the result is a huge, but sparse, matrix. The lowest eigenvalue and
the corresponding eigenvector of the Hamiltonian matrix, i.e. the ground state, can
be solved efficiently using the Lanczos diagonalization algorithm.
3.2.1 Second quantization
Since we are dealing with electrons, which are fermions, the many-body eigenstates
must be antisymmetric. In the case of no interactions, the correct antisymmetriza-
tion can be achieved by writing the N-body states using Slater determinants
Ψ(ξ1, ξ2, ..., ξN) =
1√
N !
∣∣∣∣∣∣∣∣∣
ψs1(ξ1) ψs2(ξ1) · · · ψsN (ξ1)
ψs1(ξ2) ψs2(ξ2) · · · ψsN (ξ2)
...
...
. . .
...
ψs1(ξN) ψs2(ξN) · · · ψsN (ξN)
∣∣∣∣∣∣∣∣∣ . (3.15)
Here ξi = (ri, σi) hold both the space coordinates and the spin coordinate of a
particle, and S = {s1, s2, . . . , sN} ⊆ {1, 2, . . . , Ns} is a subset of single-particle
state indices. The Slater determinant gives all N ! possible permutations of particles
and the correct sign for each term. To get all possible many-body states, one
must consider all N -combinations of the set of Ns single-particle states. The Slater
determinant is not a correct form of a wave function when interaction between
particles exists, but the set of determinants with all possible combinations of single-
electron states can be used as a many-particle basis in a variational calculation.
Slater determinant formalism is notationally and computationally heavy though,
and therefore, a different approach is taken.
A convenient notation in the presence of interactions is the so called second quan-
tization. In the second quantization formalism, many-body states are represented
by occupation numbers of each single-particle state, and each many-body state is
characterized by a sequence of creation operators, which create the particles to the
single-particle states. Thus, we can write a general N-particle state as
|n1n2 . . . 〉 = (a†1)n1(a†2)n2 . . . |0〉, (3.16)
where a†i is the creation operator of the i’th single-particle state, and |0〉 = |00 . . . 〉
is the vacuum state with no particles. The bra-states are created similarly but using
the annihilation operators,
〈. . . n2n1| = 〈0| . . . (a2)n2(a1)n1 . (3.17)
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The annihilation operators have of course the property ai|0〉 = 0. The possible
occupation numbers for fermions are either 0 or 1, because of the Pauli exclusion
principle. The occupation number states are orthogonal and normalized, and thus
fulfill
〈. . .m2m1|n1n2 . . . 〉 = δm1n1δm2n2 . . . . (3.18)
The Fermionic annihilation and creation operators satisfy the anticommutation
relations
[a†j, a
†
k]+ = [aj, ak]+ = 0, [a
†
j, ak]+ = δjk, (3.19)
where [a, b]+ = ab + ba. The anticommutation relations guarantee the correct anti-
symmetrization of the states. The Hamiltonian (2.7) is expressed completely using
the creation and annihilation operators, which results in [21]
H =
∑
j,k
hjka
†
jak +
1
2
∑
i,j,k,l
Uijkla
†
ia
†
jakal. (3.20)
Here
hjk = 〈ψj|H0|ψk〉 (3.21)
are the matrix elements of the single-particle Hamiltonian and
Uijkl = 〈ψiψj|U |ψkψl〉 (3.22)
are the matrix elements of the interaction term in the single-particle basis.
3.2.2 Interaction matrix elements
The calculation of the interaction matrix elements Uijkl of Eq. (3.22) is quite tricky,
because of the 1/r form of the interaction. The following analytical manipulations
are needed to calculate those elements [25].
Let ψi be the single-particle eigenfunctions expanded in the sinc basis of Eq. (3.8),
ψi(r) =
∑
a
αiaLa(r) .
The interaction matrix elements are then
Vijkl =
∫
R2
dr1
∫
R2
dr2Ψ
∗
i (r1)Ψ
∗
j(r2)
1
r12
Ψk(r1)Ψl(r2)
=
∑
a,b,c,d
αi∗a α
j∗
b α
k
cα
l
d
∫
R2
dr1
∫
R2
dr2
× La(r1)Lb(r2) 1
r12
Lc(r1)Ld(r2)
=
∑
a,b,c,d
αi∗a α
j∗
b α
k
cα
l
dvabcd ,
(3.23)
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where the expansion coefficients α multiply the interaction matrix elements vabcd be-
tween the sinc basis functions. To calculate these, we start with the two-dimensional
Fourier transform of 1/r12, namely
F
[
1
r12
]
(k) =
∫
R2
dr12
e−ik·r12
r12
=
∫ ∞
0
dr12
∫ 2pi
0
dθeikr12 cos(θ+pi) ,
(3.24)
where θ is the angle between r12 and k. Using the Jacobi-Anger identity of Bessel
functions,
eiz cosφ =
∞∑
n=−∞
inJn(z)e
inφ ,
leads to
F
[
1
r12
]
(k) =
∫ ∞
0
dr12
∫ 2pi
0
dθ
∞∑
n=−∞
(−i)nJn(kr12)einθ
= 2pi
∫ ∞
0
dr12J0(kr12) =
2pi
k
.
The potential 1/r12 can now be written as the inverse Fourier transform of F
[
1
r12
]
as:
1
r12
=
(F−1 ◦ F) [ 1
r12
]
=
1
(2pi)2
∫
R2
d2k
2pi
k
eik·r12
=
1
2pi
∫
R2
dkxdky
1
k
eikx(x2−x1)eiky(y2−y1) .
(3.25)
With the identity of Eq. (3.25), the integrations over different coordinates factorize
in the interaction matrix element:
vabcd =
1
2pih
∫
R2
dk
1
k
×
∫ ∞
−∞
dx1 sinc(x1 − ax) sinc(x1 − cx)eikxx1
×
∫ ∞
−∞
dy1 sinc(y1 − ay) sinc(y1 − cy)eikyy1
×
∫ ∞
−∞
dx2 sinc(x2 − bx) sinc(x2 − dx)e−ikxx2
×
∫ ∞
−∞
dy2 sinc(y2 − by) sinc(y2 − dy)e−ikyy2 .
(3.26)
The sinc functions can be replaced by their integral representation
sinc(x) =
1
2pi
∫ pi
−pi
d t eixt ,
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and the integrals over x and y coordinates are of the form
Iab(k) =
∫ ∞
−∞
dx sinc(x− a) sinc(x− b)eikx
=

i sign(k)
2pi(a−b)(−1)a−b
(
eika − eikb) , |k| ≤ 2pi, a 6= b
1
2pi
eika(2pi − |k|) , |k| ≤ 2pi, a = b
0 , |k| > 2pi .
By substituting this result into Eq. (3.26), the original four-dimensional integral over
two planes reduces into a two-dimensional integral over a finite square in k-space,
vabcd =
1
2pih
∫ 2pi
−2pi
dkx
∫ 2pi
−2pi
dky
1
k
× Iaxcx(kx)Iaycy(ky)Ibxdx(kx)Ibydy(ky)
=
1
2pih
∫ 2pi
0
dθ
∫ K(θ)
0
dk
× Iaxcx(−k cos(θ))Iaycy(−k sin(θ))
× Ibxdx(k cos(θ))Ibydy(k sin(θ)) ,
(3.27)
where K(θ) = 2pi/max(| cos(θ)|, | sin(θ)|) is the radial integration limit correspond-
ing to the square. The last form can be used in numerical calculations.
One can see that in Eq. (3.27), one obtains five different integrals depending
on how many of the four functions Iab have the same indices. In addition, the
case with two equal index pairs is naturally split into two cases, depending on
whether the equal indices belong to the same Cartesian component of k. In most
cases, some further analytic work can be done to handle the angular integral. For
instance, in the case when all the index pairs differ, such that ax 6= cx, bx 6= dx,
ay 6= cy and by 6= dy, the integrand can be written as a sum of terms of the form
cos {k[m cos(θ) + n sin(θ)]}, and the angular part can be integrated analytically, and
we are left with a one-dimensional numerical integral. In this way, we are able to
calculate the interaction matrix elements between the sinc basis functions, and then
for any external confinement potential, Eq. (3.23) can be used to construct Vijkl.
3.2.3 Many-particle basis
The basis for many-particle states is formed using the calculated single-particle
states. The basis states are written in the occupation number formalism as explained
in the second quantization section. Since the basis in computations must be finite,
a set of Ns lowest energy single-particle states is used. Therefore, the basis states
for N electrons are
|n〉 = |n1n2 . . . nNs〉,
Ns∑
k=1
nk = N (3.28)
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and the size of the basis is
Nmb =
(
Ns
N
)
=
Ns!
N !(Ns −N)! .
A trial wave function in this basis can be written as
|Ψ〉 =
∑
n
αn|n〉. (3.29)
When the occupation number states are written in the basis of the eigenstates of
the single-particle Hamiltonian, the single-particle part of the second quantization
Hamiltonian is diagonal
H =
∑
j
Eja
†
jaj +
1
2
∑
i,j,k,l
Uijkla
†
ia
†
jakal, (3.30)
and Ej are the single-particle energies. The time independent Schro¨dinger equation
is written using the trial wave function
H
∑
n
αn|n〉 = E
∑
n
αn|n〉. (3.31)
Operating on this equation by 〈m| leads to a set of equations∑
n
Hmnαn = Eαm, (3.32)
where
Hmn = 〈m|H|n〉.
The matrix form of these equations is
Hα = Eα , (3.33)
which is the eigenvalue equation of the many-body Hamiltonian matrix H. The coef-
ficients αn, which define the many-particle states, can thus be found by diagonalizing
H. However, the size of the basis can be enormous, and thus the diagonalization
of the matrix by standard means may be impractical or even impossible. Since the
many-body Hamiltonian matrix is sparse, i.e. most of the elements are zero, itera-
tive Lanczos diagonalization algorithm offers effective means to calculate the ground
state of the many-particle system.
Different spins of particles must be taken into account in the exact diagonal-
ization calculation, because particles with the same spin cannot occupy the same
single-particle state, but particles with different spins can. Thus, there can be two
particles in the same single-particle state if the spins of the particles are opposite.
This can be handled by treating particles with different spins in separate compo-
nents, i.e. by using two separate sets of single-particle states.
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3.2.4 Dynamics
The exact diagonalization technique gives the ground state of a many-body system,
but the interesting part is often the dynamics of the system, i.e. the time evolution
of the ground state. The time evolution of a quantum mechanical state is given by
the time dependent Schro¨dinger equation
i~
d
d t
|ψ(t)〉 = H(t)|ψ(t)〉. (3.34)
Assuming that the Hamiltonian of the system is time-independent, the solution of
this differential equation is simply
|ψ(t)〉 = e− i~Ht|ψ(0)〉. (3.35)
If the Hamiltonian is time-dependent, a good approximation for the time evolution
is obtained by discretizing the time to steps of ∆t. Assuming that the Hamiltonian
is approximately constant during time ∆t, at time t+ ∆t the state is given by
|ψ(t+ ∆t)〉 ≈ e− i~H(t)∆t|ψ(t)〉. (3.36)
In practise, the initial many-body state |ψ(0)〉 is represented by the eigenvector
α0 that corresponds to the lowest eigenvalue of the many-body Hamiltonian matrix
in Eq. (3.33). More generally, the vector representation of the state at time t is
|ψ(t)〉 → αt =

αt,1
αt,2
...
αt,Nmb
 , (3.37)
where αt,i are the coefficients of the many-body state expansion in Eq. (3.29). In
this matrix representation, the time evolution of the state given by
αt+∆t = e
−i∆tHtαt , (3.38)
where Ht is the Hamiltonian matrix at time t and ~ has been removed due to the
use of effective atomic units. Calculation of the matrix exponential e−i∆tHt poses
a serious issue because Ht is typically huge. Since full diagonalization of Ht is
impractically slow, the standard way of calculating the matrix exponential through
the diagonal form of the matrix is impossible. An effective algorithm for the matrix
exponential problem is presented in section 3.3.2.
3.3 Algorithms for large, sparse matrices
3.3.1 Lanczos diagonalization
The idea of the Lanczos algorithm [26] is to map the original enormous eigenvalue
problem to a much smaller tridiagonal problem. This is done using Krylov subspaces
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as a basis. The original matrix must be Hermitian, which should of course be true
for a Hamiltonian matrix. A Krylov subspace of dimension m is defined by
Km(b,H) = span{b,Hb,H2b, . . . ,Hm−1b} (3.39)
assuming that b is not orthogonal to any of the eigenvectors of H. The assumption
is realistic if b is chosen randomly. The basis vectors of the Krylov subspace are
orthonormalized using the Gram-Schmidt orthonormalization process to form the
Lanczos basis {b0, ...,bm−1}.
The Gram-Schmidt orthonormalization process of the basis vectors starts by
choosing the random vector b and normalizing it, i.e. b0 =
b
|b| . The next basis
vector can be solved from the equation
Hb0 = α0b0 + β1b1,
where α0 = (Hb0,b0) and β1 = (Hb0,b1). The equation states that the next Krylov
subspace basis vector Hb0 is a linear combination of the previous vector b0 and a
new vector b1, which is orthogonal to the previous one. The coefficient β1 is chosen
so that b1 is normalized. The next vector is given by the equation
Hb1 = β1b0 + α1b1 + β2b2,
where the assumption that the matrix is Hermitian has been used as β1 = (Hb0,b1) =
(Hb1,b0). After the calculation of j basis vectors, the complete process at step j+1
can be written in matrix form
HBj = BjTj + βj+1bj+1e
T
j , (3.40)
where Bj has the j orthonormal basis vectors as its columns, e
T
j = [0 0 · · · 1] and
Tj is a tridiagonal matrix,
Tj =

α0 β1 · · · 0
β1 α1
. . .
...
...
. . . . . . βj
0 · · · βj αj
 . (3.41)
If H ∈ Cnxn, and all n orthonormal basis vectors could be calculated, the B matrix
is unitary and T is a square matrix, and therefore, the Hamiltonian matrix could be
written in form
H = BTB∗. (3.42)
In this case, the eigenvalues of the tridiagonal matrix T would be exactly the eigen-
values of H.
When n is very large, it becomes impossible to calculate n basis vectors that are
all orthogonal to each other because of the numerical errors, and orthogonalizing
a large number of vectors would be too time consuming anyway. Fortunately, the
eigenvalues of Tj are good estimates of the eigenvalues of H already when j  n.
This is due to the optimality of the Krylov subspace as the basis [27]. Especially
the lowest and highest eigenvalues converge fast, and thus the energy of the ground
state can be calculated accurately with a reasonable computational effort.
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3.3.2 Matrix exponentiation
A great deal of algorithms have been developed for the matrix exponentiation prob-
lem, but there is no universal solution for it [28]. The optimal algorithm depends
on various properties of the matrix, such as the size and density, and whether the
matrix is Hermitian (or symmetric) or not. The standard way to calculate the ma-
trix exponential ecH of a n× n Hermitian matrix H is to diagonalize the matrix to
get the decomposition
H = UΛU∗,
where U is a unitary matrix with the orthonormal eigenvectors of H as its columns
and the diagonal matrix Λ has the eigenvalues of H as its elements. Since c is just
some complex number, the exponential simplifies to
ecH = UecΛU∗ , (3.43)
where the exponential of the diagonal matrix Λ is obtained simply by exponentiating
its diagonal entries, i.e.
ecΛ = diag(ecλ1 , ecλ2 , . . . , ecλn).
However, if the size of the matrix H is so large that the complete diagonalization can-
not be made, which is the case for the many-body Hamiltonian matrix in Eq. (3.38),
some approximative algorithm is needed.
To calculate the time evolution of a state vector, one needs to calculate the
product e−i∆tHtαt, or more generally ecHb. Since Ht is a large but sparse matrix
and only the product is wanted, not the matrix exponential itself, Krylov subspace
methods are extremely effective [28].
As H is Hermitian, the same Lanczos tridiagonalization algorithm as in the
previous section is used to obtain Eq. (3.40) at step j + 1. It turns out that a good
approximation for ecHb is given by
ecHb ≈ |b|Bj ecTje1 , (3.44)
where Bj and Tj are as in Eq. (3.40), and e1 = [1 0 · · · 0]T. A derivation and error
analysis of the Lanczos exponentiation method are presented by, for example, Saad
[29] and Hochbruck and Lubich [30]. Since the approximation (3.44) is typically good
already at step j  n, the j × j tridiagonal matrix Tj can be readily diagonalized
to form Tj = UjΛjU
∗
j . The matrix exponential e
cTj can then be calculated in the
same way as Eq. (3.43), and the complete formula for ecHb becomes
ecHb ≈ |b|BjUj ecΛjU∗je1 . (3.45)
Chapter 4
Gauss quadrature approximation
As the Hamiltonian matrix elements due to kinetic energy and magnetic field can be
calculated analytically, only the potential matrix elements (3.12) are approximated
by the Gauss quadrature (3.1). This approximation is crucial since it allows the
potential elements to be calculated simply by evaluating the potential at the mesh
points. It is important that the Gauss quadrature approximation is reasonable for
any chosen potential. Otherwise, the most essential advantage of the Lagrange mesh
method, handling of an arbitrary potential, is lost. Curiously enough, the parabolic
potential, which is used to model the quantum dots in this thesis, seems to be
problematic to handle for the chosen sinc-mesh. If the potential matrix elements
for a parabolic potential are calculated analytically, instead of using the Gauss
quadrature, one of the integrals diverges, which renders the elements useless. The
matrix elements that one gets using the Gauss quadrature, however, produce highly
accurate results.
The effect of the Gauss quadrature approximation to the eigenstates of a Hamil-
tonian with a parabolic potential is studied in this chapter. A perfectly reasonable
cause for the high accuracy of the Gauss quadrature approximation is found, and
the analysis also leads to a method for completely eliminating the effect of the ap-
proximation. It seems that these results can be easily generalized to higher degree
polynomials, but a rigorous proof for that is beyond the scope of this thesis. If
one assumes that the Gauss quadrature approximation works well for a polynomial
potential of an arbitrary degree, it is easy to argue that the Lagrange mesh method
works for any potential, and the convergence rate depends on how well the potential
can be approximated by a polynomial.
4.1 Analytical matrix elements of parabolic po-
tential
First, the potential matrix elements are calculated analytically ignoring the Gauss
quadrature. The potential energy matrix elements are defined as
Va′a =
∫ ∞
−∞
dx
∫ ∞
−∞
dy La′(r)V (r)La(r). (4.1)
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The parabolic potential in effective atomic units is given by V (r) = 1
2
ω2r2. When
this is plugged in Eq. (4.1) and the definition of the scaled two-dimensional Lagrange
functions (3.8) is used, the matrix elements become
Va′a =
1
2
ω2
∫ ∞
−∞
dx
∫ ∞
−∞
dy La′(r)(x
2 + y2)La(r)
=
1
2
ω2
(
1
h
∫ ∞
−∞
dx x2 sinc[
1
h
(x− xa′x)] sinc[
1
h
(x− xax)] δa′yay
+
1
h
∫ ∞
−∞
dy y2 sinc[
1
h
(y − ya′y)] sinc[
1
h
(y − yay)] δa′xax
)
=
1
2
ω2(Ra′xaxδa′yay +Ra′yayδa′xax).
(4.2)
Since the integrals in the x and y dimensions are equal, it is enough to handle
only one of them. Using the definition of the sinc functions, the integration in the
x-dimension becomes
Ra′a =
1
h
∫ M
−M
dx x2
sin[pi
h
(x− xa′)]
pi
h
(x− xa′)
sin[pi
h
(x− xa)]
pi
h
(x− xa)
=
h
pi2
∫ M−xa′
−M−xa′
dt (t+ xa′)
2 sin(
pi
h
t) sin[pi
h
(t+ xa′ − xa)]
t(t+ xa′ − xa) ,
(4.3)
where the x-subscripts have been dropped for readability, and a change of variable
t = x−xa′ has been made. The integration limits have also been changed from −∞
and ∞ to −M and M , where M → ∞, because the improper integrals will cause
trouble ahead. Expanding (t+ xa′)
2 yields three terms
Ra′a =
h
pi2
(∫ M−xa′
−M−xa′
dt t
sin(pi
h
t) sin[pi
h
(t+ xa′ − xa)]
t+ xa′ − xa
+ 2xa′
∫ M−xa′
−M−xa′
dt
sin(pi
h
t) sin[pi
h
(t+ xa′ − xa)]
t+ xa′ − xa
+ x2a′
∫ M−xa′
−M−xa′
dt
sin(pi
h
t) sin[pi
h
(t+ xa′ − xa)]
t(t+ xa′ − xa)
)
=
h
pi2
(I1 + I2 + I3).
Making a change of variable s = t + xa′ − xa, it can be seen that the integrand in
the second term, I2, is odd, and since the integration is done in the limit M →∞,
the integration results in I2 = 0. The third term, I3, can be easily calculated owing
to the orthogonality of the Lagrange functions, and it gives
I3 =
pi2
h
x2a′ δa′a. (4.4)
The I3 term clearly gives the diagonal contribution to the potential matrix, which
is the part that the Gauss quadrature approximation takes into account.
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The first term, I1, is the one that causes all the trouble. The integrand in I1 can
be first simplified by noting that
sin[
pi
h
(t+ xa′ − xa)] = sin[pi
h
t+ pi(a′ − a)] = (−1)a′−a sin(pi
h
t),
where the definition (3.7) has been used, i.e. xa = ha, where a ∈ Z. Using this and
making another change of variable, s = t+ xa′ − xa, leads to
I1 = (−1)a′−a
∫ M−xa′
−M−xa′
dt t
sin2(pi
h
t)
t+ xa′ − xa
= (−1)a′−a
∫ M−xa
−M−xa
ds (s− xa′ + xa)
sin2[pi
h
s+ pi(a′ − a)]
s
= (−1)a′−a
(∫ M−xa
−M−xa
ds sin2(
pi
h
s) + (xa − xa′)
∫ M−xa
−M−xa
ds
sin2(pi
h
s)
s
)
.
(4.5)
The second term goes to zero when M → ∞ because the integrand is odd. Using
the trigonometric identity sin2(pi
h
s) = (1− cos(2pi
h
s))/2, I1 becomes
I1 =
(−1)a′−a
2
(∫ M−xa
−M−xa
ds−
∫ M−xa
−M−xa
ds cos(
2pi
h
s)
)
= (−1)a′−a[M − sin(2pi
h
M)]
= (−1)a′−aM.
(4.6)
To get rid of the latter term, M is defined as M = nh, where n ∈ Z and n → ∞.
That term makes no difference anyway, because it is bounded by −1 ≤ sin(2pi
h
M) ≤
1.
Combining the terms I1 (4.6) and I3 (4.4) gives
Ra′a = x
2
a′ δa′a + (−1)a
′−a h
pi2
M. (4.7)
As M → ∞, the potential matrix elements become infinitely large in magnitude.
Therefore, it seems that the sinc basis would fail if the potential is parabolic. How-
ever, if the potential elements are approximated using the Gauss quadrature, the
elements are finite, and the resulting single-particle states are reasonable. It will
be shown next that the additional matrix with infinitely large elements alters the
majority of the eigenvalues and eigenstates of the Hamiltonian matrix only slightly.
The extremely regular form of the matrix is the reason for this.
4.2 Effect of Gauss quadrature in 1-D
4.2.1 Difference matrix and its eigendecomposition
For the sake of simplicity, the case of a one-dimensional Lagrange mesh is handled
first and then the result is generalized to two dimensions. For a one-dimensional
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mesh, the potential matrix elements are
Va′a =
1
2
ω2Ra′a =
1
2
ω2(x2a′ δa′a + (−1)a
′−a h
pi2
M)
= V (xa)δa′a + (−1)a′−ahω
2
2pi2
M.
(4.8)
The differences to the elements that are obtained using the Gauss quadrature are
given by
∆a′a = (−1)a′−ahω
2
2pi2
M. (4.9)
Using these differences, the Hamiltonian with analytically calculated potential ma-
trix elements can be written as
H = H0 + ∆, (4.10)
where H0 is the Hamiltonian that contains only the diagonal part of the potential
matrix, i.e. the part that the Gauss quadrature approximation gives. Therefore, the
effect of the Gauss quadrature approximation on the eigenvalues and eigenvectors
of the Hamiltonian is given by the difference between those of H0 and H. Since the
elements of ∆ are infinitely large in magnitude, one would guess that the eigenvalues
of H would also be infinitely large, or at least the difference between the eigenvalues
of H0 and H would be enormous. Fortunately, this is not the case.
Generally, the eigenvalues of a sum of matrices are difficult to estimate based
on the eigenvalues of the separate matrices. However, some boundaries for the
eigenvalues of the sum of two matrices can be obtained using the theorems explained
by Wilkinson [31]. The regular form of the difference matrix ∆,
∆ =
hω2
2pi2
M

1 −1 1 · · · (−1)N−1
−1 1 −1 · · · (−1)N
1 −1 1 · · · (−1)N−1
...
...
...
. . .
...
(−1)N−1 (−1)N (−1)N−1 · · · 1
 , (4.11)
is the key to the calculation of the boundaries. In addition to being symmetric, this
matrix has three distinctive properties:
1. ∆ is a rank-1 matrix,
2. ∆ is a circulant matrix, if N is even,
3. ∆ is a skew right circulant (or -1-factor circulant) matrix, if N is odd [32].
In the one dimensional case, the rank-1 property is enough, but it should be noted
that the circulant property becomes handy in the two dimensional case. Since ∆
is a rank-1 matrix, i.e. it has only one linearly independent column, it has exactly
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one non-zero eigenvalue. This fact is stated by the rank-nullity theorem, which says
that for a n× n matrix A [27]
dim(null(A)) + rank(A) = n,
where null(A) denotes the null space of A. Null space is defined as
null(A) = {y ∈ Rn : Ay = 0},
i.e for any vector y in the null space, Ay = 0. Since ∆ is an N × N matrix and
rank(∆) = 1, dim(null(∆)) = N − 1. Therefore, there must be N − 1 orthogonal
vectors yi that span the null space of ∆, i.e.
∆yi = 0, i ∈ {1, 2, . . . , N − 1}.
These vectors are eigenvectors of ∆ with a zero eigenvalue. The vector x ∈ RN
that is orthogonal to all yi must be the only eigenvector of ∆ which has a non-zero
eigenvalue. As the matrix is also symmetric, it can be factorized to the form
∆ = xσ xT, (4.12)
where σ is the only non-zero eigenvalue and x is the corresponding normalized eigen-
vector. The eigenvector must be parallel to the only linearly independent column
and, properly normalized, it can be written as
x =
1√
N
[1 − 1 1 · · · (−1)N−1]T. (4.13)
It can be easily seen that the corresponding eigenvalue must be
σ =
hω2
2pi2
MN. (4.14)
Since the other eigenvalues are zero, N − 1 mutually orthonormal vectors can be
chosen in addition to x to form a basis in which ∆ is diagonal, i.e.
∆ = UΣUT, (4.15)
where Σ = diag(σ, 0, 0, . . .) and the first column of U is x. The complete Hamiltonian
in (4.10) can be transformed into the basis of U to obtain
H = UH′UT, (4.16)
where
H′ = UT(H0 + ∆)U = H′0 + Σ. (4.17)
Since H and H′ are similar, they share the same eigenvalues. In this basis, the
difference between the Hamiltonians, H′ and H′0, is only in the first diagonal element
because
H′ = H′0 +

σ 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 . (4.18)
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4.2.2 Perturbation of eigenvalues with infinite diagonal ele-
ment
The Wilkinson’s treatment of a perturbation of eigenvalues by a symmetric rank-1
matrix [31] also proceeds through the form where the perturbation matrix has only
one diagonal element, and after a few further steps it results in
λi(H
′) ∈ [λi(H′0), λi−1(H′0)], i ∈ [2, N ] (4.19)
and {
λi(H
′) = λi(H′0) +miσ, i ∈ [1, N ]∑N
i=1 mi = 1
(4.20)
where λi(H
′) denotes the ith eigenvalue of H′. The eigenvalues are sorted in decreas-
ing order. From the bounds of Eq. (4.19), it is evident that the eigenvalues from
λ2(H
′
0) to λN(H
′
0) can grow only as large as the next largest eigenvalue of H
′
0 when
the rank-1 matrix is added. λ1(H
′) is the only eigenvalue that is not bounded by
the eigenvalues of H′0. Since the eigenvalues of H
′ are determined by Eq. (4.20) and
the eigenvalues from λ2(H
′) to λN(H′) must be finite, the coefficients mi must be
chosen so that
mi ∼ 1
σ
, i ∈ [2, N ]. (4.21)
This, together with the sum condition for the mi, implies that m1 = 1, because
σ → ∞ when M → ∞. Therefore, the largest eigenvalue of H′ approaches infinity,
whereas the others stay finite.
The previous result for the eigenvalues of H′ only states that N − 1 of the
eigenvalues are bounded by the eigenvalues of H′0, whereas the largest one approaches
infinity. Since the gap between two consecutive eigenvalues, λi(H
′
0) and λi−1(H
′
0),
can be very large, this result is obviously not good enough. For the Gauss quadrature
approximation to be reasonable, the difference between the eigenvalues of H′ and
H′0, omitting the infinite eigenvalue of H
′, should be small and it should converge
to zero in the limit L → ∞ and h → 0. A qualitative proof will be given next to
convince that this indeed is true.
Adding the one infinitely large diagonal element σ to the Hamiltonian H′0 causes
the first basis vector of the Hamiltonian matrix to become one of the eigenvectors of
the matrix. This is quite obvious since the off-diagonal elements in the first column of
the Hamiltonian are negligibly small compared to the infinite diagonal element and
thus they can be ignored. The first basis vector of the original Hamiltonian H is the
first column of U, which is x, the eigenvector corresponding to the nonzero eigenvalue
of ∆. Consequently, the eigenvector corresponding to the infinite eigenvalue of H is
x, and the other eigenvectors must be orthogonal to it. The eigenvectors of H0 are
thus transformed due to the infinite diagonal element so that their component to
the direction of x is removed. It is safe to assume that the eigenvectors which are
almost orthogonal to the vector x to begin with do not change notably.
The following analysis shows that especially the eigenvectors that correspond
to the lowest eigenvalues of H0 are approximately orthogonal to x and, therefore,
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they stay almost unchanged when the ∆ matrix is added. The measure for the
orthogonality of the eigenvectors of H0 and the vector x is given by the inner product
vTj x, where vj is the jth eigenvector of H0. In Appendix A it is shown that the
magnitude of the inner product is bounded by
|vTj x| ≤
1√
N
[
h1/2
1
2
|Ψj(tN+1)−Ψj(t1)|+ h3/2 3
4
|Ψ′j(tN+1)−Ψ′j(t1)|+
+h5/2
(
L
4
max
ξ∈[t1,tN+1]
|Ψ′′′j (ξ)|+
1
4
|Ψ′′j (tN+1)−Ψ′′j (t1)|
)
+
+h7/2
L
12
max
ξ∈[t1,tN+1]
|Ψ(4)j (ξ)|
]
,
(4.22)
where t1 is the first mesh point and tN+1 the mesh point next to the last one.
As h → 0, each term approaches zero, the first one being the slowest. Another
argument can be applied to prove that the terms with values of wave function or
its derivatives at the mesh points t1 and tN+1 should be negligible. The values
of the wave function at the edges of the simulation area, t1 and tN+1, should be
approximately zero because, otherwise, the simulation area is not large enough and
the basis functions cannot represent the wave function properly. Since the Lagrange
functions are infinitely differentiable, the wave function is a smooth function, and
therefore, the derivatives of the wave function should also be approximately zero at
the edges of the simulation area. Although the derived upper bound for the inner
product vTj x is rather crude, it clearly shows that the inner product goes to zero as
h→ 0 and it is small even for h ≈ 1.
The previous analysis shows that the magnitude of the inner product vTj x can
be made arbitrarily small by reducing the mesh spacing. Increasing the size of the
simulation area also makes the inner product smaller because the values of the wave
function and its derivatives at the outermost mesh points decrease. As the wave
functions of the higher electron states tend to oscillate more and extend further
than the lower ones, they may be nonzero at the edges of the simulation area and
the maximum values of the derivatives are higher. Therefore, the inner product vTj x
is typically small for a number of lowest states but significant for the higher ones.
The interpretation of this result is that the vector x, the eigenvector of the ∆ matrix,
is almost orthogonal to the eigenvectors corresponding to a certain number of lowest
eigenvalues of the Hamiltonian H0. As was reasoned before, these eigenvectors stay
almost constant when the ∆ matrix is added to the Hamiltonian H0. As the change
in the eigenvectors is negligible, one would guess that the eigenvalues are not altered
significantly either. The change in the eigenvalues is studied numerically in the next
section.
4.2.3 Numerical study
The eigenvalues of the Hamiltonians with and without the Gauss quadrature ap-
proximation, H0 and H respectively, were calculated with Mathematica computer
algebra system. The Hamiltonian matrices were constructed for a 1-D parabolic po-
tential which was in the center of the simulation area. The length of the simulation
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area was chosen to be sufficient for a couple of first eigenstates and kept constant,
and the number of basis functions was varied. When the confinement strength of the
potential was chosen to be ~ω0 = 3 meV, a simulation area length of L = 200 nm
was found to be adequate. The eigenvalues of H were calculated analytically and
the limit M →∞ was taken in the end.
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Figure 4.1: The convergence of the third eigenvalue of H0 and H towards the correct
energy of the third state as a function of the number of basis states, N . The
confinement strength was chosen to be ~ω0 = 3 meV and the simulation area length
L = 200 nm. The correct energy of the third state of a quantum harmonic oscillator
is Eexact = 7.5 meV.
The exact energies of a particle in a parabolic potential, i.e. the quantum har-
monic oscillator, are known. Fig. 4.1 shows the convergence of the third eigenvalue
of H0 and H towards the correct energy of the third state, which is Eexact = 7.5 meV.
The convergence is clearly different depending on whether Gauss quadrature approx-
imation is used or not. The eigenvalue which is calculated without the quadrature
approximation is always above the correct one, whereas the other one goes below the
correct eigenenergy. Therefore, the Gauss quadrature approximation clearly breaks
up the variational principle, which states that the energy of each trial wave function
is above the energy of the correct one.
Fig. 4.2 shows the absolute differences between eigenvalues calculated with and
without the Gauss quadrature approximation. The differences were calculated for
the four lowest eigenvalues. When N is even, it makes no difference which way
the first and the third eigenvalues are calculated as ∆E1 ≈ 0 and ∆E3 ≈ 0 up to
numerical precision. When N is even, ∆E1 and ∆E3 decrease exponentially fast as
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Figure 4.2: The absolute difference between four eigenvalue pairs calculated with
and without the Gauss quadrature approximation. ∆Ei = |EHi − EH0i |.
a function of N . ∆E2 and ∆E4 behave the same way except that the parity of N is
the other way around. Both dependences on N can be related to the magnitude of
the inner product vTj x.
The dependence on the parity of N can be explained by writing the inner product
as
vTj x =
1√
N
√
h
N∑
i=1
(−1)i−1Ψj(x−N+1
2
+i), (4.23)
which can be derived by following the beginning of Appendix A. The discretized
position variable x−N+1
2
+i can be also written as
x−N+1
2
+i = −
L
2
− h
2
+ hi.
When N is even, the sum can be divided into two parts and the sum indices can be
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conveniently manipulated to derive
vTj x =
1√
N
√
h
N/2∑
i=1
(−1)i−1Ψj(x−N+1
2
+i) +
N∑
i=N/2+1
(−1)i−1Ψj(x−N+1
2
+i)

=
1√
N
√
h
N/2∑
i=1
(−1)iΨj(x 1
2
−i) +
N/2∑
i=1
(−1)i−1Ψj(x− 1
2
+i)

=
1√
N
√
h
N/2∑
i=1
(−1)i
[
Ψj(−x− 1
2
+i)−Ψj(x− 1
2
+i)
]
.
(4.24)
Since the potential is symmetric and centred at the origin, the wave functions must
be either symmetric or antisymmetric. In particular, the first and the third eigen-
states of the quantum harmonic oscillator are symmetric and the second and the
fourth eigenstates are antisymmetric. For a symmetric wave function, Ψj(−x) =
Ψj(x). Therefore, v
T
j x = 0 for symmetric wave functions when N is even. Similar
arguments can be applied to show that vTj x = 0 for antisymmetric wave functions
when N is odd. This shows that there clearly is a connection between the magni-
tude of the inner product vTj x and the difference between the eigenvalues that are
calculated with and without the Gauss quadrature approximation. When the inner
product is zero, it makes no difference whether the quadrature approximation is
used or not.
If the points where ∆Ei ≈ 0 are ignored, the values of ∆Ei decrease exponentially
fast as a function of N . In the last section, a bound for the magnitude of vTj x was
introduced in Eq. (4.22). The bound shows that |vTj x| decreases when the mesh
spacing h decreases. Since h = L/N , |vTj x| decreases as a function of N . Therefore,
the magnitude of the inner product and the values of ∆Ei are clearly correlated and
the numerical results agree with the reasoning of the previous section.
4.3 Generalization to 2-D
Now that the error due to Gauss quadrature approximation in 1-D has been shown to
vanish when h→ 0 and to be small for a number of lowest eigenstates for reasonably
small h, the result is generalized to 2-D. The analytically calculated potential matrix
elements for a two dimensional mesh are given by
Va′a =
1
2
ω2(Ra′xaxδa′yay +Ra′yayδa′xax)
=
1
2
ω2
[
(xa′x + xa′y)δa′xaxδa′yay +
h
pi2
M
(
(−1)a′x−axδa′yay + (−1)a
′
y−ayδa′xax
)]
= V (ra)δa′xaxδa′yay +
hω2
2pi2
M
(
(−1)a′x−axδa′yay + (−1)a
′
y−ayδa′xax
)
,
(4.25)
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which is obtained by combining Eq. (4.2) with Eq. (4.7). The differences to the
elements calculated using the Gauss quadrature approximation are given by
∆a′xa′yaxay =

hω2
pi2
M , a′x = ax, a
′
y = ay
(−1)a′y−ay hω2
2pi2
M , a′x = ax, a
′
y 6= ay
(−1)a′x−ax hω2
2pi2
M , a′x 6= ax, a′y = ay
0 , a′x 6= ax, a′y 6= ay
. (4.26)
Therefore, the Hamiltonian matrix with the analytically calculated potential matrix
elements can be written as
H = H0 + ∆. (4.27)
For the following analysis, the ∆ matrix is written as
∆ =
hω2
2pi2
MB, (4.28)
where B is a block matrix
B =

C −I I · · · (−1)N−1I
−I C −I · · · (−1)N I
I −I C · · · (−1)N−1I
...
...
...
. . .
...
(−1)N−1I (−1)N I (−1)N−1I · · · C
 . (4.29)
The C blocks are N ×N matrices
C =

2 −1 1 · · · (−1)N−1
−1 2 −1 · · · (−1)N
1 −1 2 · · · (−1)N−1
...
...
...
. . .
...
(−1)N−1 (−1)N (−1)N−1 · · · 2
 , (4.30)
and I are N ×N identity matrices.
The additional matrix ∆ in the 1-D case was a rank-1 matrix for which the
only non-zero eigenvalue and the corresponding eigenvector were easy to obtain.
In the 2-D case, one must calculate the non-zero eigenvalues and the eigenvectors
of the block matrix B. Fortunately, B is a factor block circulant matrix and the
diagonalization of it is relatively simple and can be done analytically.
4.3.1 Diagonalization of factor block circulant matrix B
A square matrix is called circulant if each subsequent row is obtained from the
previous one by a cyclic shift. A factor circulant matrix is a circulant matrix where
each element below the diagonal is multiplied by a common factor. An A-factor
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block circulant matrix of size mn×mn is defined as [33]
circA(C1,C2, . . . ,Cm) ≡

C1 C2 C3 · · · Cm
ACm C1 C2 · · · Cm−1
ACm−1 ACm C1 · · · Cm−2
...
...
...
. . .
...
AC2 AC3 AC4 · · · C1
 , (4.31)
where the factor A is a n × n matrix. The blocks Ci can in general be any n × n
matrices, but for the current purposes they are assumed to be a-factor circulant
matrices defined as
Ci = circa(c1, c2, . . . , cm) ≡

c1 c2 c3 · · · cn
acn c1 c2 · · · cn−1
acn−1 acn c1 · · · cn−2
...
...
...
. . .
...
ac2 ac3 ac4 · · · c1
 . (4.32)
The matrix B is a block circulant, i.e. I-factor block circulant, matrix if N is
even,
BI = circI(C,−I, I, . . . ,−I), (4.33)
and a −I-factor block circulant matrix if N is odd,
B−I = circ−I(C,−I, I, . . . , I). (4.34)
The C matrix is also a circulant or a −1-factor circulant matrix depending on the
parity of N , and the identity matrix can be interpreted either as a circulant or a
−1-factor circulant matrix. Therefore, the blocks of B are also circulant if N is even
and −1-factor circulant if N is odd.
Claeyssen and dos Santos Leal [33] have derived the diagonalized form for a
general A-factor block circulant matrix. Since the factor matrix of B is either I or
−I, the most general result is not needed. Therefore, a simpler result for I and −I
is derived by following the steps of the article.
The block Vandermonde matrix of the n× n matrices Hk is defined as
Vn(H1,H2, . . . ,Hm) ≡

I I I · · · I
H1 H2 H3 · · · Hm
H21 H
2
2 H
2
3 · · · H2m
...
...
...
. . .
...
Hm−11 H
m−1
2 H
m−1
3 · · · Hm−1m
 . (4.35)
Let
ω = e2pii/m
denote the basic mth root of unity and K the principal mth root of the factor matrix
A. K is thus defined as [34]
K ∈ Cn×n, Km = A, arg[σ(K)] ∈ [−pi/m, pi/m],
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where σ(K) = λi, i = 1, . . . , n is the eigenspectrum of K. Principal root of a matrix
is thus the root for which the complex arguments of the eigenvalues are as small as
possible.
The most important basic result that Clayessen and dos Santos Leal proved is
that the A-factor block circulant matrix C = circA(C1,C2, . . . , Cm) can be block
diagonalized as
C = VAP(DA)V−1A , (4.36)
where
VA = Vn(K, ωK, . . . , ωm−1K), (4.37)
DA = diag(K, ωK, . . . , ωm−1K) (4.38)
and
P(DA) =
m−1∑
k=0
Ck+1DkA. (4.39)
The product of an n×n matrix Ck+1 with an mn×mn block matrix DkA is understood
as a block-wise operation.
The following properties of block diagonal matrices are needed in the subsequent
manipulations. Let X = diag(X1,X2, . . . ,Xm) and Y = diag(Y1,Y2, . . . ,Ym) be
mn×mn block diagonal matrices, where the blocks are n×n matrices. The product
of these two block diagonal matrices is
XY = diag(X1Y1,X2Y2, . . . ,XmYm),
i.e. the multiplication is done block by block. This can be verified by expanding the
blocks Xi and Yi and performing a direct multiplication of the X and Y matrices.
From this block-wise multiplication, it follows that
X k = diag(Xk1,Xk2, . . . ,Xkm).
Also
X diag(X−11 ,X−12 , . . . ,X−1m ) = diag(X1X−11 ,X2X−12 , . . . ,XmX−1m )
= diag(I, I, . . . , I) = I,
which indicates that the inverse matrix of X is
X−1 = diag(X−11 ,X−12 , . . . ,X−1m )
Due to these properties of block diagonal matrices
DkA = diag(Kk, (ωK)k, . . . , (ωm−1K)k),
and P(DA) can be written as
P(DA) = diag(P(K),P(ωK), . . . ,P(ωm−1K)) = diag(M1,M2, . . . ,Mm). (4.40)
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If X is a block diagonal matrix as previously, it is easy to see that the following
equivalence holds
X−1P(DA)X = diag(X−11 M1X1, X−12 M2X2, . . . , X−1m MmXm).
This means that each block Mi in the block diagonal matrix P(DA) can be diag-
onalized individually by choosing the blocks Xi in the block diagonal matrix X so
that
X−1i MiXi = Λi,
where Λi = diag(λ1, λ2, . . . , λm) and λi are the eigenvalues of Mi.
In our case, B is an NN ×NN block matrix that is I-factor circulant when N is
even and −I-factor circulant when N is odd. The principal Nth roots of I and −I
are KI = e
0pii/N I = I and K−I = epii/N I = ω1/2I.
Let us assume that N is even so that B is a I-factor circulant matrix. The
block matrix B with an odd N , i.e. a −I-factor block circulant matrix, can be
diagonalized using the principal Nth root K−I = ω1/2I instead of KI = I. The
diagonalization of the −I-factor block circulant matrix is not presented in this thesis,
but the eigenvalues and eigenvectors turn out to have the same form as those of the
I-factor block circulant matrix. The blocks of the block diagonal matrix P(DI) are
Mi = P(ωi−1I) =
N−1∑
k=0
Ck+1(ω
i−1I)k =
N−1∑
k=0
Ck+1ω
(i−1)k. (4.41)
Since the matrices Ck are circulant, they are diagonalized similarly as the block
circulant matrix, i.e.
Ck = VaPk(Da)V−1a , (4.42)
where
Va = V(
N
√
a, ω N
√
a, . . . , ωN−1 N
√
a), (4.43)
Da = diag(
N
√
a, ω N
√
a, . . . , ωN−1 N
√
a) (4.44)
and
Pk(Da) =
N−1∑
l=0
ckl+1D
l
a. (4.45)
ckl are the elements of the circulant matrix Ck, i.e.
Ck = circ(c
k
1, c
k
2, . . . , c
k
N).
V(h1, h2, . . . , hN) denotes the basic, block size 1, Vandermonde matrix. Since the
matrices Ck are basic circulant matrices, the factor a is 1 and N
√
a = 1. The matrices
Mi can now be diagonalized by diagonalizing the circulant matrices Ck in the sum
Mi =
N−1∑
k=0
Ck+1ω
(i−1)k =
N−1∑
k=0
V1Pk+1(D1)V−11 ω(i−1)k
= V1
(
N−1∑
k=0
N−1∑
l=0
ck+1l+1 D
l
1ω
(i−1)k
)
V−11 = V1ΛiV
−1
1 ,
(4.46)
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where
Λi = diag(λ
i
1, λ
i
2, . . . , λ
i
N)
and
λij =
N−1∑
k=0
N−1∑
l=0
ck+1l+1 ω
(j−1)lω(i−1)k. (4.47)
The diagonalized form of P(DI) is now
P(DI) = V1ΛV−11 , (4.48)
where
V1 = diag(V1,V1, . . . ,V1)
and
Λ = diag(Λ1,Λ2, . . . ,ΛN).
The complete diagonalization of the I-factor block circulant matrix B is thus
B = VIP(DI)V−1I = VIV1ΛV−11 V−1I = VIV1Λ(VIV1)−1. (4.49)
4.3.2 Explicit eigenvalues
The expression for the eigenvalues can be simplified by taking into account the form
of the circulant blocks of B,
C1 = circ(2,−1, 1, . . . ,−1)
and
Ck =
{
I = circ(1, 0, . . . , 0) , if k is odd and k 6= 1
−I = circ(−1, 0, . . . , 0) , if k is even .
Therefore, the components of the circulant blocks depend on the indices k and l so
that
ck+1l+1 =

0 , k > 0, l > 0
2 , k = 0, l = 0
(−1)l , k = 0, l > 0
(−1)k , k > 0, l = 0
. (4.50)
The eigenvalues are thus given by
λij =
N−1∑
k=0
N−1∑
l=0
ck+1l+1 ω
(j−1)lω(i−1)k
= 2 +
N−1∑
l=1
(−1)lω(j−1)l +
N−1∑
k=1
(−1)kω(i−1)k
=
N−1∑
l=0
(−1)lω(j−1)l +
N−1∑
k=0
(−1)kω(i−1)k.
(4.51)
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These two properties of ω, the basic Nth root of unity, are needed for the fol-
lowing manipulation
ωNl = e2piiNl/N = (e2pii)l = 1 (4.52)
and
ωml = e2piiml/N = (epii)l = (−1)l, (4.53)
where N = 2m. Now the sums in Eq. (4.51) can be written as
N−1∑
l=0
(−1)lω(j−1)l =
N−1∑
l=0
ωmlω(j−1)l =
N−1∑
l=0
ω(m+j−1)l, (4.54)
which is a geometric sum and, assuming that ωm+j−1 6= 1, equals
N−1∑
l=0
ω(m+j−1)l =
1− ω(m+j−1)N
1− ωm+j−1 =
1− 1
1− ωm+j−1 = 0.
If ωm+j−1 = 1, however, m+ j − 1 = N ⇔ j = m+ 1 and the sum becomes
N−1∑
l=0
ω(m+j−1)l =
N−1∑
l=0
1 = N.
Plugging in these two possible outcomes for the sums in Eq. (4.51) gives the possible
eigenvalues
λij =

2N , i = m+ 1, j = m+ 1
N , i = m+ 1, j 6= m+ 1
N , i 6= m+ 1, j = m+ 1
0 , i 6= m+ 1, j 6= m+ 1
. (4.55)
If i = m + 1, it is possible to choose N − 1 values of j so that j 6= m + 1 and
vice versa. Therefore, the multiplicity of the eigenvalue N is 2N − 2, and the total
number of non-zero eigenvalues of B is 2N − 1.
Since the ∆ matrix is the block matrix B multiplied by the scalar factor hω2
2pi2
M ,
the eigenvalues of ∆ are those of B multiplied by the scalar factor and they share
the same eigenvectors. M is the integration limit in Eq. (4.3) and thus M → ∞.
Therefore, all the non-zero eigenvalues of B correspond to infinitely large eigenvalues
of ∆. As in 1-D, the Hamiltonian H = H0 + ∆ can be transformed to the basis of
the eigenvectors of ∆, which gives
H = VIV1(H′0 +
hω2
2pi2
MΛ)(VIV1)−1, (4.56)
where Λ is the diagonal matrix with the eigenvalues of B as its elements. As was
reasoned in the 1-D case, adding the 2N − 1 infinite diagonal elements forces the
corresponding basis vectors to become eigenvectors of the Hamiltonian H and the
eigenvalues of these eigenvectors are infinite. The rest of the eigenvectors, which are
the reasonable eigenstates with finite eigenvalues, must obviously be orthogonal to
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the eigenvectors corresponding to the infinite eigenvalues. Consequently, the addi-
tion of the ∆ matrix to H0, which is the Hamiltonian where the Gauss quadrature
approximation is used, effectively removes the components to the directions of the ∆
matrix eigenvectors with infinite eigenvalues from the eigenvectors of H0. Therefore,
those eigenvectors of H0 that are almost orthogonal to the eigenvectors of ∆ do not
change significantly when the ∆ matrix is added. It will be shown next that the
eigenvectors of ∆ that have infinite eigenvalues are analogous to the x eigenvector
of the one dimensional ∆ matrix, and thus a number of eigenvectors corresponding
to the lowest eigenvalues of H0 are approximately orthogonal to those eigenvectors
of ∆.
4.3.3 Eigenvectors corresponding to non-zero eigenvalues
The eigenvectors of ∆ are given by the columns of the matrix W = VIV1, where
VI = VN(I, ωI, . . . , ωN−1I) =

I I · · · I
I ωI · · · ωN−1I
I ω2I · · · ω2(N−1)I
...
... · · · ...
I ωN−1I · · · ω(N−1)(N−1)I

and
V1 = diag(V1,V1, . . . ,V1),
where
V1 = V(1, ω, . . . , ω
N−1) =

1 1 · · · 1
1 ω · · · ωN−1
1 ω2 · · · ω2(N−1)
...
... · · · ...
1 ωN−1 · · · ω(N−1)(N−1)
 .
The eigenvectors are not normalized, but that is not a problem because it is enough
to show that the eigenvectors with non-zero eigenvalues are similar to the x eigen-
vector in the 1-D case. Performing the matrix multiplication block by block results
in
W = VIV1 =

V1 V1 V1 · · · V1
V1 ωV1 ω
2V1 · · · ωN−1V1
V1 ω
2V1 ω
4V1 · · · ω2(N−1)V1
...
...
...
. . .
...
V1 ω
N−1V1 ω2(N−1)V1 · · · ω(N−1)(N−1)V1
 . (4.57)
W is an NN ×NN block matrix and can be rewritten as
W = [w1 w2 · · · wN ],
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where
wi =

V1
ωi−1V1
ω2(i−1)V1
...
ω(N−1)(i−1)V1

are the NN ×N block vectors of W . As can be verified from the diagonalized form
of B in Eq. (4.49), the index i corresponds to the one in the eigenvalue formula of
Eq. (4.51). Therefore, i in the eigenvalue formula is constant for each block vector
wi
The block vector wi can in turn be written using its component vectors as
wi = [v
i
1 v
i
2 · · · viN ],
where the component vectors are
vij =

xj
ωi−1xj
ω2(i−1)xj
...
ω(N−1)(i−1)xj
 , where xj =

1
ωj−1
ω2(j−1)
...
ω(N−1)(j−1)
 . (4.58)
vij are the eigenvectors of B with the corresponding eigenvalues λij given by Eq. (4.55).
The eigenvector vij can be written using its components as
vij = [v1 v2 · · · vN2 ].
The components of the eigenvector vij correspond to the coefficients of the wave
function expansion in Eq. (3.10) so that
vk = cak ,
where
ak = (ax,k, ay,k), ax,k, ay,k ∈
{
−N − 1
2
,
N − 1
2
+ 1, . . . ,
N − 1
2
}
.
The two dimensional Hamiltonian matrix is formed so that ax runs through the
possible values and ay stays constant. Then ay is increased by one and ax runs
again, and so on. The index k can thus be defined as
k =
(
ay +
N − 1
2
)
N + ax +
N − 1
2
+ 1.
Consequently, the y-coordinate is constant for the N successive components of vij
for which
k ∈ [iN + 1, iN +N ], i ∈ {0, 1, . . . , N − 1}.
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2
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2
−1
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2
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2
+1
−N−1
2
+2
N−1
2
−1
N−1
2
N−1 N1 2 3
N +1 N +2 N +3 2 N−1 2 N
3 N2 N +1 2N +2 2 N +3 3 N−1
(N−2)N +1
(N−2)N +2
(N−2)N +3 (N−1)N−1 (N−1)N
(N−1) N +1
(N−1) N +2
(N−1) N +3 N 2−1 N 2
Figure 4.3: The indexing of the mesh points in the Lagrange mesh method. The
numbers inside the mesh denote the k indices of the eigenvector components.
The schematic drawing of the mesh in Fig. 4.3 illustrates the indexing more clearly.
If i is chosen so that i = m+ 1, the component vectors become
vm+1j =

xj
ωmxj
ω2mxj
...
ω(N−1)mxj
 =

xj
−xj
xj
...
−xj
 . (4.59)
vm+1j is an eigenvector of B with an eigenvalue λm+1j = N , assuming that j 6= m+1.
The mesh of basis function coefficients corresponding to the eigenvector vm+1j is
shown in Fig. 4.4. It has been obtained by placing the elements of the vector vm+1j
at the mesh points where the corresponding Lagrange functions are centered. For
each x-coordinate, the magnitude of the coefficient is constant but the sign alternates
in the y-direction. The eigenvector vm+1j is clearly analogous to the x eigenvector
of the ∆ matrix in the 1-D case, which given by Eq. (4.13). The only difference is
the coordinate of the extra dimension which can have N distinct values. If u is an
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xN−1 xNx1 x2 x3
−x1 −x2
x1
−x1
x1
x2
x2
−x2
x3
x3
−x3
−x3
xN−1
xN−1
−x N−1
−x N−1
xN
xN
−x N
−x N
Figure 4.4: The mesh of Lagrange basis function coefficients corresponding to
the eigenvector vm+1j . xk are the components of the vector xj, i.e. xj =
[x1 x2 · · · xN ]T and xk = ω(k−1)(j−1).
eigenstate of the Hamiltonian H0, the inner product of u with v
i
j is
uTvij =
N2∑
k=1
ukvk
=
N−1
2∑
ax=−N−12
N−1
2∑
ay=−N−12
d(ax,ay)c(ax,ay),
(4.60)
where d(ax,ay) are the basis function coefficients corresponding to the components of
the eigenvector u and c(ax,ay) are those corresponding to v
i
j. The inner product is
thus separable to sums where either x or y-coordinate is constant. Now the inner
product of u and vm+1j can be obtained by reading the coefficients c(ax,ay) from the
coefficient mesh in Fig. 4.4, and it becomes
uTvm+1j =
N∑
bx=1
xbx
N∑
by=1
(−1)by−1 d(
t(bx),t(by)
)
=
N∑
bx=1
xbx
N/2∑
by=1
[
d(
t(bx),t(2by−1)
) − d(
t(bx),t(2by)
)]
where t(x) = x− N−1
2
− 1 is a coordinate translation to simplify the notation. The
sum over by is essentially the same as the sum in Eq. (A.4), which gives the inner
product in the 1-D case. Therefore, the sum could be manipulated in the same way
as in Appendix A to obtain a sum of wave function derivatives in the y-direction,
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and relate that to an integral of the derivative over the length of the simulation area.
The magnitude of the inner product uTvm+1j is thus bounded so that |uTvm+1j | → 0
when the mesh spacing h→ 0 and should be small for the lowest eigenstates of H0
for a reasonable value of h.
yN−1
yN
y1
y2
y3
y1 y1−y1 −y1
y2 y2−y2 −y2
y3 y3−y3 −y3
yN−1 yN−1−yN−1 −yN−1
yN yN−y N −y N
Figure 4.5: The mesh of Lagrange basis function coefficients corresponding to the
eigenvector vim+1. yk = ω
(k−1)(i−1).
If j = m+ 1 instead of i = m+ 1, the eigenvectors are
vim+1 =

xm+1
ωi−1xm+1
ω2(i−1)xm+1
...
ω(N−1)(i−1)xm+1
 =

y1 xm+1
y2 xm+1
y3 xm+1
...
yN xm+1
 , (4.61)
where
xm+1 =

1
ωm
ω2m
...
ω(N−1)m
 =

1
−1
1
...
−1
 . (4.62)
vim+1 is an eigenvector of B with an eigenvalue λim+1 = N , assuming that i 6=
m + 1. The mesh of the basis function coefficients corresponding to vim+1 is shown
in Fig. 4.5. Now the sign alternates in the x-direction and the inner product with
a eigenvector of the Hamiltonian H0 would lead to an integral of the x-derivative of
the wave function.
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1 −1 1
−1
1 −1 1
−1 1 −1
1 −1
1 −1
1 −1
−1 1
−1 1
Figure 4.6: The mesh of Lagrange basis function coefficients corresponding to the
eigenvector vm+1m+1.
There is still the case i = m + 1 and j = m + 1 left. The eigenvector for these
index values is
vm+1m+1 =

xm+1
ωmxm+1
ω2mxm+1
...
ω(N−1)mxm+1
 =

xm+1
−xm+1
xm+1
...
−xm+1
 , (4.63)
where xm+1 is given by Eq. (4.62). v
m+1
m+1 is an eigenvector of B with an eigenvalue
λm+1m+1 = 2N . The coefficient mesh is shown in Fig. 4.6. Now the sign alternates in
both x and y-direction and the inner product with a eigenvector of the Hamiltonian
H0 would lead to an integral of the combined x and y-derivative of the wave function
over the whole simulation area.
The previous analysis of the eigenvectors of the ∆ matrix shows that the eigen-
vectors corresponding to the infinite eigenvalues are analogous to the x eigenvector
of the ∆ matrix in 1-D case. Therefore, the same arguments can be used to show
that they are approximately orthogonal to a number of lowest eigenvectors of the
Hamiltonian H0. Consequently, the lowest eigenvectors of H0 stay approximately
the same when the components of vm+1j , v
i
m+1 and v
m+1
m+1 are removed from them.
All this reasoning leads to the fact that the addition of the ∆ matrix to H0 does
not notably affect the lowest eigenstates of H0 if the mesh spacing h is small enough
and the size of the simulation area is sufficient. The suitable values can be found
by performing numerical convergence tests.
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4.3.4 Eliminating the effect of the approximation
The analysis that is performed in this chapter shows that the error caused by the
Gauss quadrature approximation decreases as the mesh spacing h is decreased and
the size of the simulation area is increased. According to the convergence tests
performed in Section 5.1, the energies of the single-particle states in a parabolic
potential converge very fast towards the exact energies of the Fock-Darwin states.
Therefore, the error caused by the Gauss quadrature approximation seems to be
extremely small in the range of reasonable mesh spacings. However, since the Gauss
quadrature approximation breaks the variational principle, as was noted in Sec-
tion 4.2.3, the energies given by the Lagrange method can be smaller than correct
ones. Consequently, one cannot, for example, find the optimal size of the simulation
area when the number of mesh points is fixed by minimizing the energies of the
single-particle states. If it is important that the variational principle is preserved,
the following method can be used to eliminate the effect of the Gauss quadrature
approximation.
The analysis of the effect caused by the Gauss quadrature approximation leads
directly into a way for completely eliminating that effect. As a short revision, the
difference between the Hamiltonians that are calculated with and without the Gauss
quadrature is given by the ∆ matrix, which in 2-D is as in Eq. (4.28). The ∆ matrix
was shown to have 2N − 1 infinite eigenvalues, and the rest of them are zero. If the
whole Hamiltonian, H = H0 + ∆, is transformed to the basis of the eigenvectors of
∆, the difference between H and H0 resides in 2N − 1 diagonal elements, and the
differences are the infinite eigenvalues of ∆. Adding these infinite diagonal elements
to H0 forces the corresponding basis vectors, i.e. the corresponding eigenvectors of
∆, to become eigenvectors of H with an infinite eigenvalue. Since the rest of the
eigenvectors must be orthogonal to these, the eigenvectors of H0 are altered so that
any component in the direction of the eigenvectors with the infinite eigenvalues are
removed from them.
The addition of the ∆ matrix to the Hamiltonian H0, where the potential matrix
elements are approximated using the Gauss quadrature, seems to have the same ef-
fect as if the components of the eigenvectors of ∆ that have the infinite eigenvalues
would be removed from the Hamiltonian. This offers a numerically stable way to
compute the eigenvalues of H. The Lagrange mesh Hamiltonian H0 is first trans-
formed to the basis of the eigenvectors of the ∆ matrix. In 2-D, the eigenvectors of
∆ are the columns of the block matrixW , which is given by Eq. (4.57). It is assumed
that N , the number of mesh points in one direction, is even. Since W consists of
the orthogonal eigenvectors of the symmetric matrix ∆, normalization of the eigen-
vectors simplifies the inversion of W , because Wˆ−1 = Wˆ∗ if the eigenvectors are
normalized. It is easy to see that the normalization factor of each vector is simply
1/N , and thus Wˆ =W/N . The Hamiltonian can be transformed by performing two
matrix products
H′0 =W∗H0W , (4.64)
where W is normalized. Now, it is possible to represent the original Hamiltonian
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with respect to the orthonormal basis given by W
H0 =W H′0W∗.
As the addition of the ∆ matrix to H0 effectively removes the components to
the directions of the eigenvectors of ∆ that have infinite eigenvalues, the same effect
should be achieved by manually removing the corresponding basis vectors from W .
The infinite eigenvalues of ∆ are the non-zero eigenvalues of B, which are given in
Eq. (4.55). The eigenvalue λij of B is zero if i 6= N/2 + 1 and j 6= N/2 + 1. If k
denotes the index of a column vector in ∆, it can be related to the indices i and j
by
k = (i− 1)N + j.
The new Hamiltonian is built by taking into account only the eigenvectors in the
basis W that have a zero eigenvalue, i.e. those columns of W for which the index
k is such that i 6= N/2 + 1 and j 6= N/2 + 1. Consequently, the fixed Hamiltonian
can be written as
Hfix = W˜ H˜′0 W˜∗, (4.65)
where W˜ consists of those columns of W for which i 6= N/2 + 1 and j 6= N/2 + 1,
and H˜′0 consists of columns and rows of H
′
0 with the same condition for i and j. The
eigenvalues and eigenvectors of the Hamiltonian Hfix should be the same as those of
H = H0 +∆, except that the infinite eigenvalues are replaced by zeros, because those
components have been removed. This method to eliminate the effect of the Gauss
quadrature approximation is tested in Section 5.1, and it seems to work perfectly.
4.4 Beyond the simple parabolic potential
The analysis of the Gauss quadrature approximation in the case of a single parabolic
potential led to an excellent understanding of how the approximation affects the
eigenstates and their energies. Even a method for eliminating the effect completely
was derived. However, there is no point in solving the single-particle states in
a single parabolic potential using the Lagrange mesh method because the states
are analytically solvable. These analytically solved states are the so called Fock-
Darwin states. The interesting applications of the Lagrange mesh method are in
more complex systems such as a double quantum dot consisting of two parabolic
minima, which is studied in this thesis, or even a system of two double quantum
dots consisting of four parabolic minima. It is thus obvious that study of the Gauss
quadrature approximation must be extended to more complicated potentials.
As the exact form of the electrostatic potential in semiconductor quantum dots is
unknown and varies somewhat from device to device, the potential is usually approx-
imated to be parabolic at the minimum of the potential. The most straightforward
way to extend this approximation to systems consisting of two or more quantum
dots is to make the potential piecewise parabolic. In that case, the potential can
be defined to be the minimum of the parabolic functions centred at different points.
This piecewise definition produces sharp edges at the intersections of the parabolic
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minima, which means that the derivatives of the potential are not continuous at
the intersections. The derivatives, or at least the first one, can be made continuous
by rounding the intersections somehow. An extremely simple way for doing this is
presented in Section 5.1. One could also consider using a fourth degree polynomial,
which can be tuned to have two identical minima, to model a double quantum dot.
Building a sensible model for more than two quantum dots from a higher degree
polynomial becomes a tricky task, however.
In this thesis, the double quantum dot potentials are modelled as piecewise
parabolic potentials. The convergence rates of single-particle energies and the two-
particle ground state energy for rounded and non-rounded double quantum dot
potentials are compared in Section 5.1. The convergence of single-particle states in
double quantum dot modelled by a fourth degree polynomial is also checked for com-
parison. These tests show that the convergence rates are substantially faster for the
rounded piecewise parabolic potential than for the non-rounded one. Furthermore,
the convergence of the single-particle energies in a fourth degree polynomial poten-
tial are in their own league when compared to the piecewise parabolic potentials. It
would seem that the error due to the Gauss quadrature approximation is extremely
small for the fourth degree polynomial, and this raises the question, whether the
results that were presented for the parabolic potential are generalizable for higher
degree polynomials.
4.4.1 Matrix elements for arbitrary degree polynomials
Suppose that the two dimensional potential is a polynomial of arbitrary degree
V (x, y) =
m∑
i=1
aix
nx(i)yny(i), (4.66)
where nx(i) ∈ N and ny(i) ∈ N. The matrix elements for such a potential are given
by
〈La′ |V (x, y)|La〉 =
m∑
i=1
ai〈La′ |xnx(i)yny(i)|La〉
=
m∑
i=1
ai〈La′x|xnx(i)|Lax〉〈La′y |yny(i)|Lay〉 .
(4.67)
As each term separates with respect to the position variables x and y, and the
integrals over the variables are identical, the matrix elements are easily obtained if
one finds a simple expression for the integrals of type
Ra′a(n) = 〈La′ |xn|La〉 = 1
h
∫ ∞
−∞
xn
sin[pi
h
(x− xa′)] sin[pih(x− xa)]
pi
h
(x− xa′)pih(x− xa)
. (4.68)
Ra′a(2) corresponds to the integral that was needed in the calculation of the matrix
elements for the parabolic potential. Now the integral will be solved for arbitrary n
using recursion.
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First, the integral is simplified by making a change of variable x = ht,
Rab(n) =
hn
pi2
∫ M ′
−M ′
tn
sin[pi(t− a)] sin[pi(t− b)]
(t− a)(t− b) dt =
hn
pi2
F (n, a, b) . (4.69)
Here, a = x′a/h and b = xa/h, and the integration limit M
′ = M/h. The limit
M → ∞ will be taken in the end. A recursive form for the integral F (n, a, b) can
be found by making the following manipulations
F (n, a, b) =
∫ M ′
−M ′
tn−2 (t− a+ a) 1
t− a(t− b+ b)
1
t− b
× sin[pi(t− a)] sin[pi(t− b)] dt
=
∫ M ′
−M ′
tn−2
(
1 +
a
t− a +
b
t− b +
ab
(t− a)(t− b)
)
× sin[pi(t− a)] sin[pi(t− b)] dt
=
∫ M ′
−M ′
tn−2 sin[pi(t− a)] sin[pi(t− b)] dt
+ a
∫ M ′
−M ′
tn−2
sin[pi(t− a)] sin[pi(t− b)]
t− a dt
+ b
∫ M ′
−M ′
tn−2
sin[pi(t− a)] sin[pi(t− b)]
t− b dt
+ ab
∫ M ′
−M ′
tn−2
sin[pi(t− a)] sin[pi(t− b)]
(t− a)(t− b) dt
= ab F (n− 2, a, b) + aG(n− 2, a) + bG(n− 2, b) + L(n− 2).
(4.70)
The recursion formula is clearly valid only for n ≥ 2. The base cases n = 0 and
n = 1 can be easily integrated to obtain F (0, a, b) = pi2δab and F (1, a, b) = pi
2aδab. A
recursion formula can be derived also for G(n−2, a) and G(n−2, b), and it becomes
G(n, a) =
∫ M ′
−M ′
tn
sin[pi(t− a)] sin[pi(t− b)]
t− a dt
=
∫ M ′
−M ′
tn−1 sin[pi(t− a)] sin[pi(t− b)] dt
+ a
∫ M ′
−M ′
tn−1
sin[pi(t− a)] sin[pi(t− b)]
t− a dt
=aG(n− 1, a) + L(n− 1).
(4.71)
The base case G(0, a) has been solved in Section 4.1, and it gives G(0, a) = 0. Due
to its simple form, the recursion relation of G(n, a) can be written as a sum
G(n, a) =
n−1∑
i=0
an−1−iL(i). (4.72)
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This expression for G(n, a) can be used to simplify the the recursion relation of
F (n, a, b) in Eq. (4.70), and it results in
F (n, a, b) = ab F (n− 2, a, b) +
n−3∑
i=0
(an−2−i + bn−2−i)L(i) + L(n− 2). (4.73)
The integrals L(n) in the recursion relation are still unknown and will be solved
next. The product of two sine functions can be expressed as a sum of cosine functions
using a trigonometric identity
L(n) =
∫ M ′
−M ′
tn sin[pi(t− a)] sin[pi(t− b)]dt
=
∫ M ′
−M ′
tn
cos[pi(b− a)]− cos[2pit− pi(a+ b)]
2
dt
=
(−1)a−b
2
∫ M ′
−M ′
tndt− (−1)
a+b
2
∫ M ′
−M ′
tn cos(2pit)dt.
(4.74)
Since a and b are unscaled mesh points, and thus defined as ax in Eq. (3.7), it is
obvious that b − a ∈ Z and a + b ∈ Z. Consequently, the relation above has been
simplified using cos[pi(b− a)] = (−1)b−a and cos[2pit− pi(a+ b)] = (−1)a+b cos(2pit).
The integrands in both integrals of Eq. (4.74) are odd when n is odd, and therefore,
L(n) = 0 when n is odd. The integral L(n) has thus two possible outcomes
L(n) =
{
0 , n odd
(−1)a−b
[
1
n+1
M ′n+1 − H(n)
2
]
, n even.
(4.75)
Since the integration limit M ′ is taken into infinity at the end, the integral L(n)
diverges and only the asymptotic behaviour of L(n) as a function of M ′ is interesting.
One can partial integrate H(n) to cast it into recurrence form
H(n) =
∫ M ′
−M ′
tn cos(2pit)dt
=
1
pi
M ′n sin(2piM ′) +
n
2pi2
M ′n−1 cos(2piM ′)− n(n− 1)
4pi2
H(n− 2).
(4.76)
From this recurrence form, it is easy to see that H(n) = O(M ′n), where O(M ′n) is
the big O notation and means that
H(n) = O(M ′n)⇒ |H(n)| ≤ C|M ′n| for all M ′ > M ′0,
where C is some positive constant. Therefore, when M ′ is larger than the threshold
value M ′0, the growth of H(n) as a function of M
′ can be described by the leading
term M ′n. L(n) can now be written as
L(n) =
{
0 , n odd
(−1)a−b [ 1
n+1
M ′n+1 +O(M ′n)
]
, n even.
(4.77)
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Using the derived expression for L(n), the recursion relation of F (n, a, b) in
Eq. (4.73) can be further simplified to obtain
F (n, a, b) = ab F (n− 2, a, b)
+ (−1)a−b

(n−4)/2∑
i=0
(an−2−2i + bn−2−2i)
M ′2i+1
2i+ 1
+
M ′n−1
n− 1 , n even
(n−3)/2∑
i=0
(an−2−2i + bn−2−2i)
M ′2i+1
2i+ 1
, n odd .
(4.78)
The notation is somewhat sloppy here because the limit M ′ →∞ has already been
anticipated and thus only the leading term in L(n) has been considered. One could
now argue that only the term with the highest degree of M ′ is relevant in F (n, a, b)
when the limit M ′ →∞ is taken, but since F (n, a, b) describes the potential matrix
elements, one must be careful not to remove any dependency on a and b. a and
b define the position of the element in the matrix, and thus they are extremely
important when the eigenvalues and eigenvectors of the matrix are calculated.
4.4.2 Example cases and general hypothesis
The recurrence relation for F (n, a, b) in Eq. (4.78) together with Eq. (4.69) can be
used to calculate exact potential matrix elements for a polynomial potential of arbi-
trary degree. However, the same problem that was noticed in the case of a parabolic
potential, namely the divergence of the elements, persist for any polynomial that
has a degree higher than one. Therefore, the exact potential matrix elements cannot
be used in the numerical calculations and one has to rely on the elements that are
obtained using the Gauss quadrature approximation. The Gauss quadrature was
found to be a good approximation in the case of the parabolic potential, because
the error it causes decreases fast as the mesh spacing h is decreased and the size
of the simulation area is increased. To understand how the Gauss quadrature ap-
proximation affects electron states in a polynomial potential of degree n > 2, two
examples of polynomial potentials in 1-D, n = 4 and n = 6, are analysed in this
section.
The potential matrix elements of the fourth and sixth degree polynomial poten-
tials, V4(x) = C4x
4 and V6(x) = C6x
6, are
V4,ab = C4〈La|x4|Lb〉 = C4Rab(4) = C4h
4
pi2
F (4, a, b)
V6,ab =
C6h
6
pi2
F (6, a, b).
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Using the recursion relation of Eq. (4.78), the elements become
V4,ab =
C4h
4
pi2
[
pi2a2b2δab + (−1)a−b
(
M ′3
3
+ (a2 + ab+ b2)M ′
)]
= V4(xa)δab + ∆4,ab
V6,ab =
C6h
6
pi2
[
pi2a3b3δab + (−1)a−b
(
M ′5
5
+ (a2 + ab+ b2)
M ′3
3
+
+ (a4 + a3b+ a2b2 + ab3 + b4)M ′
)]
= V6(xa)δab + ∆6,ab ,
where the delta matrices
∆4,ab = (−1)a−b C4h
4
pi2
(
M ′3
3
+ (a2 + ab+ b2)M ′
)
(4.79)
and
∆6,ab = (−1)a−b C6h
6
pi2
(
M ′5
5
+ (a2 + ab+ b2)
M ′3
3
+
+ (a4 + a3b+ a2b2 + ab3 + b4)M ′
) (4.80)
give the differences between the exact matrix elements and the matrix elements that
are obtained using the Gauss quadrature. If the addition of these matrices leaves the
lowest eigenvalues and eigenvectors of the Hamiltonian almost untouched, as was the
case for the parabolic potential, the Gauss quadrature gives a good approximation
for the potential matrix elements. To investigate the effect of the addition of ∆
matrices, their eigenvalues and eigenvectors must be solved.
The difference matrices for the fourth and sixth degree polynomial potentials
are much more complicated than that for the second degree polynomial. Therefore,
the eigenvalues and eigenvectors of a general N × N ∆ matrix cannot be solved
in these cases, or at least it would require substantial amount of extra work. In-
stead, the eigenvalues and eigenvectors are calculated for 8× 8 matrices, for which
a, b ∈ {−7/2,−5/2,−3/2, . . . , 7/2}. The eigensystems were solved analytically us-
ing Mathematica, carrying the M ′ in the calculations until the limit M ′ → ∞ was
taken in the end. Interestingly, the difference matrix for the fourth degree polyno-
mial, ∆4, has two infinite eigenvalues and the other 6 eigenvalues are zeros. ∆4 has
thus one extra infinite eigenvalue compared to ∆2, which is the difference matrix
for the second degree polynomial. The eigenvectors of the 8 × 8 ∆4 matrix that
correspond to the infinite eigenvalues are
x1 =
1
K1
[1 − 1 1 · · · 1 − 1]T (4.81)
and
x2 =
1
K2
[−7/2 5/2 − 3/2 · · · 5/2 − 7/2]T . (4.82)
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K1 and K2 are the normalization coefficients, which are given by
K1 =
√
8, K2 =
√√√√ 8∑
i=1
(
−7
2
+ i− 1
)2
.
The first eigenvector, x1, is equal to the eigenvector that corresponds to the infinite
eigenvalue of the ∆2 matrix. Solving the eigensystem of ∆6 gives three infinite
eigenvalues, and x1 and x2 are two of the eigenvectors. The third eigenvector is
x3 =
1
K3
[7 − 1 − 3 5 − 5 3 1 − 7]T , (4.83)
which can also be written as
x3 =
1
K3
(
x˜3 − (x1 · x˜3)x1
)
, (4.84)
where the vector x˜3 is
x˜3 =
1
K˜3
[(
7
2
)2
−
(
5
2
)2 (
3
2
)2
· · ·
(
5
2
)2
−
(
7
2
)2]T
. (4.85)
The normalization coefficient K˜3 is
K˜3 =
√√√√ 8∑
i=1
(
−7
2
+ i− 1
)4
.
The eigenvectors of ∆4 and ∆6 matrices of size 8× 8 are so well structured that
it is easy to anticipate the form of the eigenvectors of general N × N matrices. It
seems that the general eigenvectors can be written as
x1 =
1
K1
[1 − 1 1 · · · 1 (−1)N−1] , (4.86)
x2 =
1
K2
[a1 − a2 a3 · · · aN−1 (−1)N−1aN ] , (4.87)
x3 =
1
K3
(
x˜3 − (x1 · x˜3)x1
)
, (4.88)
where
x˜3 =
1
K˜3
[a21 − a22 a23 · · · a2N−1 (−1)N−1a2N ] . (4.89)
Here, ai are the unscaled mesh points of the Lagrange mesh given by
ai = −N + 1
2
+ i . (4.90)
The normalization coefficients are now
K1 =
√
N, K2 =
√√√√ N∑
i=1
a2i , K˜3 =
√√√√ N∑
i=1
a4i . (4.91)
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The formula for the eigenvector x3 in Eq. (4.88) may need some explanation. The
vector x˜3 was found to be a linear combination of the eigenvectors x1 and x3, and
thus it can be written
x˜3 = αx1 + βx3 ,
where α = x1 · x˜3 and β = x3 · x˜3. Since x˜3 is normalized, the condition
α2 + β2 = 1
is required. From these relations, one can derive
x3 =
1√
1− (x1 · x˜3)2
(
x˜3 − (x1 · x˜3)x1
)
, (4.92)
which also shows that the normalization coefficient K3 must be
K3 =
√
1− (x1 · x˜3)2 . (4.93)
It should be noted that this is not a mathematical proof that eigenvectors of the
N ×N matrices ∆4 and ∆6 are the ones shown here, as their form has merely been
derived from the special case of 8 × 8 matrices. However, the derived formulas for
the eigenvectors were found to agree with various choices of matrix sizes, including
N ∈ {6, 7, 8, 9}. It is thus safe to assume that these formulas are correct.
As was reasoned in the case of the parabolic potential, adding the difference
matrix ∆ to the Hamiltonian matrix H0 with the Gauss quadrature approximation
has only minimal effect on those eigenvectors of H0 that are almost orthogonal to
the eigenvectors of ∆. In this context, only the eigenvectors that correspond to the
infinite eigenvalues are meant when the eigenvectors of ∆ are referred. x1, the only
eigenvector of ∆2 that has an infinite eigenvalue, was found to be nearly orthogonal
to the lowest eigenvectors of H0. The measure for the orthogonality is the inner
product vTj xi, where vj is the jth eigenvector of H0 and xi is one of the eigenvectors
of the ∆ matrix. Since x1 has already been handled, it is enough to show that the
inner product is small for x2 and x3.
The inner product vTj x1 is approximated in Appendix A, and products v
T
j x2 and
vTj x3 can be approximated using the same technique. As x3 is a linear combination
of x1 and x˜3, it is enough to approximate the inner product v
T
j x˜3. Going through
the first steps of the appendix for vTj x2 results in an equation that is equivalent to
Eq. (A.4), namely
vTj x2 =
1
K2
h−1/2
N/2∑
i=1
[t2i−1Ψj(t2i−1)− t2iΨj(t2i)] . (4.94)
A similar equation can be derived also for vTj x˜3, and it results in
vTj x˜3 =
1
K˜3
h−3/2
N/2∑
i=1
[t22i−1Ψj(t2i−1)− t22iΨj(t2i)] . (4.95)
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Here, ti is the discrete position variable that defines the positions of the mesh points,
i.e.
ti = xai = hai .
For vTj x1, the sum in the inner product was approximated by an integral of the
derivative of the wave function. As the sum in the inner product vTj x2 has the
wave functions multiplied with the corresponding position variables, but is otherwise
similar to the sum in vTj x1, the sum can be approximated as
vTj x2 ≈ −
1
2K2
h−1/2
∫ tN+1
t1
d
dx
(
xΨj(x)
)
dx
= − 1
2K2
h−1/2
(
aN+1Ψj(tN+1)− a1Ψj(t1)
)
= − 1
2K2
√
h
(
aN+1Ψj(tN+1)− a1Ψj(t1)
)
.
(4.96)
It is thus easy to generalize the bound for the absolute value of the inner product
vTj x1 in Eq. (A.15) to cover v
T
j x2 by making the substitutions
K1 → K2 , Ψj(ti)→ aiΨj(ti) .
Similarly, the inner product vTj x˜3 can be approximated as
vTj x˜3 ≈ −
1
2K˜3
h−3/2
∫ tN+1
t1
d
dx
(
x2Ψj(x)
)
dx
= − 1
2K˜3
√
h
(
a2N+1Ψj(tN+1)− a21Ψj(t1)
)
,
(4.97)
and the upper bound of the absolute value is the same as that of vTj x1 with the
substitutions
K1 → K˜3 , Ψj(ti)→ a2iΨj(ti) .
The upper bounds for |vTj x2| and |vTj x˜3| are now known, and the final task is to
show that they are small regardless of the small differences to the bound of |vTj x1|.
It could potentially be an issue that the values of the wave functions are multiplied
by a1 and aN+1 or a
2
1 and a
2
N+1 because the absolute values of a1 and aN+1 grow
when the number of mesh points is increased, which is evident from Eq. (4.90). This
problem, however, is fixed by considering the normalization coefficients K2 and K˜3.
Very rough lower bounds for these coefficients are
K2 =
√√√√ N∑
i=1
a2i ≥ |a1| = |aN |
and
K˜3 =
√√√√ N∑
i=1
a4i ≥ a21 = a2N .
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Therefore, taking the normalization into account results in
1
K2
a1 ≤ a1|a1| = −1 ,
1
K2
aN+1 ≤ aN + 1|aN | = −1 +
1
|aN |
and
1
K˜3
a21 ≤
a21
a21
= 1 ,
1
K˜3
a2N+1 ≤
(aN + 1)
2
a2N
= 1 +
2
aN
+
1
a2N
.
The normalization thus neutralizes the effect of the multiplications with a1 and aN+1
or a21 and a
2
N+1 in the bounds of |vTj x2| and |vTj x˜3| respectively. Consequently, the
same arguments that were used to conclude that the upper bound for |vTj x1| is small
can be used also for the bounds of |vTj x2| and |vTj x˜3|. The absolute values of the
inner products vTj x2 and v
T
j x˜3 are thus small and vanish at the limit h→ 0.
Based on the previous analysis, it can be concluded that those eigenvectors of
the difference matrices ∆4 and ∆6 that correspond to the infinite eigenvalues are
almost orthogonal to some of the lowest eigenvectors of the Hamiltonian matrix H0,
where the Gauss quadrature approximation has used. Therefore, the addition of ∆4
or ∆6 to H0 has only minimal effect to those lowest eigenvectors, and the Gauss
quadrature proves to be a very accurate approximation. Convergence of single-
electron states in a 2-D fourth degree polynomial potential is tested in Section 5.1,
and the results are indeed promising as the convergence is almost as fast as for the
parabolic potential. Based on the success of the Gauss quadrature approximation
for the polynomials of degree two, four and six, I present a hypothesis that it is
an extremely accurate approximation for any polynomial potential, and it becomes
exact at the limit h→ 0. The numerical results seem to agree with this hypothesis,
but a rigorous proof is beyond the scope of this thesis.
Chapter 5
Computational results
5.1 Convergence tests and comparison
This section is dedicated to testing how well the Lagrange mesh method, combined
with the exact diagonalization, performs in solving the single- and two-electron
eigenstates in a quantum dot system. The convergence rates of the results are
compared to a similar, but more established method, which uses Gaussian basis
functions instead of the Lagrange sinc functions. This method has been used in
the article by Nielsen et al. [12], which contains the derivation of the Hamiltonian
matrix elements. The exact implementation is the same as in [35]. All the tests are
are performed for systems without a global uniform magnetic field, i.e. B = 0.
Lagrange mesh method has two computational parameters that have nothing to
do with the physical system. These are the size of the simulation area Lx × Ly and
the number of mesh points Nx × Ny. The mesh spacing h = Lx/Nx = Ly/Ny, i.e.
the distance between the basis functions, is optimized so that the average relative
error of the energies of 24 lowest eigenstates is minimized. In practice, this done
by calculating the 24 lowest energies with a chosen range of different sizes of the
simulation area, and these energies are compared to the accurate ones. Due to a
restriction in the implementation of the program that was used to calculate the
interaction matrix elements, all the many-particle results, and most of the single-
particle ones also, are calculated using a mesh for which Nx = Ny = N .
The method that uses localized Gaussian basis functions, which will be called
Gauss grid method from now on, has one extra parameter compared to the Lagrange
mesh method, the Gaussian width a. Therefore, both the grid spacing h and the
Gaussian width a must be optimized for each chosen set of Nx×Ny basis functions.
Since the Gauss grid method is purely variational unlike the Lagrange mesh method,
the smallest obtained energy is always the most accurate. This property is exploited
by choosing h and a so that the weighted sum of the 24 first single-particle energies
is minimized. The weights in the sum decrease towards the highest states because
the lowest states are more likely occupied. The grid shape that was used for the
single quantum dot was Nx = Ny = N , and for the double quantum dot it was
chosen to be Nx = 2Ny.
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The term relative error is used throughout this section, and it is defined as
r = |E − Eref |/Eref , (5.1)
where the reference energy Eref is either the exact energy, if that is available, or an
energy that is as accurate as possible with one of the numerical methods. Choosing
Eref wisely is problematic in the case of piecewise parabolic potential because the
exact solution is not available. Since the Gauss grid method seems to be better in
terms of convergence and it can be considered as a generally accepted method, it is
used to calculate the reference energy when the potential is not rounded. However,
the Gauss grid method does not support the rounding method that is used for
the Lagrange mesh potential, and therefore, the reference energies for the rounded
potential have to be calculated using the Lagrange method.
The most time consuming part of the computation of many-electron states using
the Lagrange mesh or Gauss grid method is the calculation of the interaction matrix
elements. The computational effort to calculate these elements depends on the
number of Lagrange or Gaussian basis functions as O(N4basis) and on the size of the
single-electron basis also as O(N4s ). Although the work is heavily parallelized using
a GPU for the computation, it takes a couple of days to compute the interaction
elements for 24 single-electron states using a basis size Nbasis = 400. Since the
computation time depends strongly on the basis size of the single-electron states,
and so does the accuracy of the results, all the computational errors are presented
as a function of it.
5.1.1 Single-electron states in one quantum dot
A quantum dot potential with one parabolic minimum is a good system to start the
tests from because the single-electron states are analytically solvable in this case.
The single-electron states in a parabolic potential are known as the Fock-Darwin
states, and their energies are simply
Enl = ω(2n+ |l|+ 1) , (5.2)
where ω is the confinement strength of the potential, n ∈ N and l ∈ Z. The energies
of the Fock-Darwin states offer the reference energies Eref to which the numerically
calculated energies can be compared.
The single-electron energies of the 24 lowest eigenstates in a parabolic quantum
dot with the confinement strength ~ω = 4 meV were computed using the Lagrange
mesh and the Gauss grid methods, and the relative errors were calculated using the
exact Fock-Darwin energies as reference values. The average of the relative errors as
a function of the number of basis functions is shown in Fig. 5.1. The energies that
were calculated using the Gauss grid method seem to converge substantially faster
than the ones obtained with the Lagrange mesh method. The difference between
the errors for each Nbasis is about two orders of magnitude, and the Lagrange mesh
method needs about twice the amount of basis functions compared to the Gauss grid
method to reach the same accuracy. If the number of basis functions is doubled, the
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Figure 5.1: Convergence of the single-electron energies in one parabolic quantum
dot as a function of the number of basis functions.
computation time increases by almost a factor of 16 because the computational effort
to calculate the interaction elements behaves as O(N4basis). The difference between
the convergence speeds is thus quite dramatic. This comparison is somewhat unfair
though, since the ground state of an electron in a parabolic quantum dot is exactly
a Gaussian function, and consequently, the Gaussian functions are expected to be a
good basis also for the higher states.
The green curve in Fig. 5.1 shows the convergence of the energies that have
been calculated using the fix to get rid of the error caused by the Gauss quadra-
ture approximation. These energies have been obtained by diagonalizing the Hfix
Hamiltonian of Eq. (4.65). The convergence of the energies as a function of basis
size is about as fast as those calculated without the fix. However, the point of the
fix is to restore the variational principle, which is broken by the Gauss quadrature
approximation. Since the Fig. 5.1 shows only the magnitude of the errors, it is
impossible to say whether the energies are above or below the exact ones. For that
purpose, the count of signs of the errors have been plotted in Fig. 5.2 for energies
obtained without and with the Gauss quadrature fix. The red bars indicate that the
sign of the energy difference E −Eref is positive, as it should be, and the blue bars
show if some of the differences have been negative. The signs have been calculated
separately for each of the 24 lowest states and then counted. The error sign counts
for the energies that have been calculated without the fix show that for almost all
values of N (Nbasis = N
2), there are eigenstates that have energy lower than the
exact one, and the variational principle is thus broken. The sign count bars for the
energies that have been obtained using the fix are almost all red, meaning that the
calculated energies have been higher than the exact ones. Only for N = 24 there
have been a couple of states that have had lower energy than they should have, but
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Figure 5.2: Count of signs (blue=-1, red=+1) of the errors of single-electron energies
in a parabolic quantum dot. The energies have been calculated without the Gauss
quadrature fix in the upper plot and with the fix in the lower plot. The signs of the
errors have been calculated for the 24 lowest eigenstates. Nbasis = N
2.
that is probably due to the fact that these energies have reached the numerical pre-
cision, and the lower energy is caused by a numerical error. The Gauss quadrature
fix thus seems to work as it should, but unfortunately it can be used only for a
potential with one parabolic minimum.
5.1.2 Single-electron states in double quantum dot
Since the single-particle states in a single parabolic quantum dot can be solved an-
alytically, there is no point in calculating them numerically. The simplest quantum
dot potential that is not solvable by analytical means is a double quantum dot with
two parabolic minima. This is also a physically interesting system because it can be
used to model the quantum dot based singlet-triplet qubits. The piecewise parabolic
potential is constructed using the minimum function as in Eq. (2.4), and for the case
of double quantum dot it becomes
V (r) =
1
2
ω2 min
1,2
{|r−R1|2, |r−R2|2} , (5.3)
where R1 and R2 are the locations of the minima, and the potential has been
expressed in effective atomic units. In Lagrange mesh method, the simulation area
is square shaped, unless otherwise stated, and the optimal locations of the minima
are at the diagonal of the square. If the wanted distance between the minima is 2d,
the locations of the minima are R1 =
d√
2
(eˆx − eˆy) and R2 = − d√2(eˆx − eˆy). The
Gauss grid method handles only double quantum dot potentials where the minima
are placed along any line that is parallel to either of the coordinate axes. The
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Figure 5.3: Cross-section of a double quantum dot potential where the minima are
located on the x-axis at x = −40 nm and x = 40 nm. The red curve shows the
non-rounded, i.e. δ = 0, potential and the blue curve a potential rounded with
off-diagonal elements δ = 2 meV. The confinement strength of the potential is
ω = 4 meV. The green curve shows the 4th degree polynomial potential described
in Eq. (5.4).
locations of the minima can thus be chosen to be along the x-axis at R1 = deˆx and
R2 = −deˆx.
A cross-section of a potential where the minima are placed along the x-axis at
x = −40 nm and x = 40 nm is shown in Fig. 5.3. Since the minimum function
chooses the parabolic minimum that gives a lower value at each point r, it causes
a point where the derivative of the potential is discontinuous. In this case it is
located at x = 0. The sharp kink caused by the discontinuity of the derivative
can be rounded easily using the following method. The values of each parabolic
minimum at point r are placed on the diagonal of the square matrix V, and the
off-diagonal elements are filled with a constant δ that defines the magnitude of the
rounding. Then the lowest eigenvalue of V is chosen to be the value of the potential
at point r. In the case of a double quantum dot, V is a 2× 2 matrix with diagonal
elements V11 =
1
2
ω2|r−R1|2 and V22 = 12ω2|r−R2|2, and with off-diagonal elements
V12 = V21 = δ. If the minima are located at x = −d and x = d, the eigenvalues of
V are
λ+/− =
1
2
ω2(x2 + y2 + d2)±
√
δ2 + ω4d2x2 ,
and the smaller eigenvalue is obviously λ−. The cross-section of the rounded po-
tential at y = 0 is shown in Fig. 5.3. δ = 2 meV are used as the off-diagonal
elements.
The convergence of the energies of single-electron states was tested for a double
quantum dot potential where the minima are located at a distance of 2d = 80 nm
from each other and the confinement strengths of the parabolic minima were set to
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~ω = 4 meV. The average relative errors of the 24 lowest eigenstates were calculated
using the Lagrange mesh method with and without rounding and the Gauss grid
method and they are shown in Fig. 5.4. The accurate reference energies for the non-
rounded potential were computed using the Gauss grid method with large grid of
50× 25 = 1250 Gaussian basis functions. The energies obtained with the Lagrange
mesh method are comparable to the ones obtained with the Gauss grid method
because the geometry of the minima locations should not affect the energies of the
states. The Gauss grid method cannot handle the potential that is rounded using
the off-diagonal matrix elements though, and thus the energies of the states in the
rounded potential are compared to ones that are calculated using the Lagrange mesh
method with a huge mesh of 70 × 70 = 4900 basis functions and a simulation area
of size L = 250 nm.
Fig. 5.4 shows that Lagrange mesh method handles the piecewise parabolic dou-
ble quantum dot potential even worse than the single dot potential when compared
to the Gauss grid method. The average relative error of the single-electron ener-
gies seems to get stuck at a bit below 10−3, whereas the average relative error of
the energies obtained with the Gauss grid method reaches at least 10−6 and seems
to decrease further if the number of basis functions would be increased. Even if a
mesh size of 66 × 66, which corresponds to Nbasis = 4356, is used for the Lagrange
mesh method, the average relative difference is still 1.51×10−4. The Lagrange mesh
method handles the rounded potential much better, reaching average relative error
in the order of 10−5 and it would still decrease if the basis size would be increased.
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Figure 5.4: Average relative errors of the single-electron energies in a piecewise
parabolic double quantum dot as a function of the number of basis functions. The
distance between the minima is 80 nm and their confinement strength ω = 4 meV.
The off-diagonal elements that were used to round the intersection of the minima in
the rounded version were chosen to be δ = 2 meV.
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Figure 5.5: Convergence of the energies of each single-electron state in a rounded
piecewise parabolic double quantum dot. The gray lines show the relative error of
the energy of each state. The shades of gray have been assigned so that the lowest
state has the darkest line and the lines lighten gradually towards the highest state.
The thick blue line shows the average.
The reason why the piecewise potential without rounding is especially hard for the
Lagrange mesh method is clear. The potential matrix elements that are obtained
using the Gauss quadrature approximation seem to be extremely accurate only for a
polynomial potential. This feature is discussed in Chapter 4. Therefore, the poten-
tial matrix elements are accurate for a polynomial that passes through all the mesh
points. Since the derivative discontinuity of the potential can only be represented
by an infinite degree polynomial, and it cannot be even approximated well by a
polynomial of any reasonable degree, the potential matrix elements of the Lagrange
mesh method are approximated badly. The elements for the rounded potential are
approximated much better because the rounding makes at least the first deriva-
tive of the potential continuous. The potential matrix elements of the Gauss grid
method, on the other hand, are calculated analytically taking the discontinuity of
the potential explicitly into account.
Since the Lagrange mesh method works much better if the potential is rounded,
all the physical results are calculated using the rounded potential. To show that
none of 24 eigenstates converge much worse than they do in average, the relative
errors of each of the states have been plotted in Fig. 5.5.
To strengthen the set of arguments which support the hypothesis that the po-
tential matrix elements of Lagrange mesh are accurate for any polynomial potential,
the double quantum dot potential was constructed from a fourth degree polynomial
V (x, y) = α((x− d)2(x+ d)2 + βy4), (5.4)
where 2d is the distance between the minima and α and β were tuned so that the
resulting potential looked somewhat similar to the piecewise parabolic potential (α =
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Figure 5.6: Average relative errors of the single-electron energies in a fourth degree
polynomial double quantum dot as a function of the number of basis functions.
0.0033, β = 8). Fig. 5.6 shows the convergence of the single-electron state energies
in the polynomial double quantum dot. Since the potential matrix elements for the
Gauss grid method can be calculated analytically for any polynomial, the accurate
reference energies were calculated using a Gauss grid of size 62 × 31. The energies
were calculated also with the same grid sizes that were used with the Lagrange
mesh for comparison. This is the only case where a rectangular Lagrange mesh,
Nx = 2Ny, was used. The single-electron energies in the polynomial double quantum
dot potential converge very fast using either of the two methods. The Lagrange mesh
method actually performs a bit better in relation to the Gauss grid method when
compared to the single quantum dot case. A polynomial potential, or potential that
can be approximated well by a polynomial of a low degree, seems to be the key
to a fast convergence of the Lagrange mesh results. Since the rounded piecewise
polynomial potential is far more flexible than the pure polynomial potential and it
seems to offer reasonably good results, it is used in the computations of the physical
results.
5.1.3 Two-electron states in double quantum dot
To study the control of singlet-triplet qubits, one has to calculate the two-electron
states in the double quantum dot. The convergence of the two-electron states de-
pends largely on the convergence of the single-particle states, but also on the quality
of the interaction matrix elements. Most of the work to calculate the interaction
matrix elements for the single-particle states that are computed using the Lagrange
mesh method can be done analytically. Some numerical integrals are also needed,
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but since the integrals are independent of the simulated system, they need to be
calculated only once, and thus it is no problem to calculate them up to the nu-
merical precision. The interaction matrix elements of the states that are calculated
using the Gauss grid method, on the other hand, can be calculated completely an-
alytically. Therefore, the accuracy of the interaction elements depends only on the
single-electron wave functions in both methods.
The convergence of the eigenvalues and the eigenvectors of the Hamiltonian ma-
trix, i.e. the energies and the wave functions, are obviously correlated, and thus the
accuracy of the two-electron states can be predicted from the convergence status
of the single-electron energies. However, the average relative error of the 24 lowest
single-electron energies and the relative errors of the lowest two-electron states can
differ significantly, because the two electrons are likely to occupy only a few of the
lowest single-electron states. Therefore, the convergence of the lowest singlet and
triplet states was checked by calculating their relative errors. The relative errors of
the singlet and triplet states that were calculated using the exact diagonalization
method from the Lagrange mesh and Gauss grid single-electron states are shown
in Fig. 5.7. The potential is non-rounded in both cases and the accurate reference
energies were calculated from the single-electron states that were obtained using the
Gauss grid method with grid size 34× 17, which corresponds to Nbasis = 578. The
difference between the two methods seems to be even more dramatic than what it
was in the comparison of the average relative error of the single-electron energies.
The relative errors of the Lagrange mesh singlet and triplet states in a non-rounded
potential are not that bad though, as for Nbasis = 400 the errors go a bit below 10
−4,
which should be more than enough for qualitatively correct physical results. On the
other hand, the errors of the Gauss grid singlet and triplet states are remarkably
small, reaching below 10−7 when Nbasis = 450.
Although the Lagrange mesh method seems to give reasonably accurate two-
electron states in a non-rounded piecewise parabolic potential, the single-electron
states in the rounded potential were found to be considerably more accurate than
in the non-rounded potential. Therefore, it is safe presume that the two-electron
states should also converge faster if the rounded potential is used. The convergence
of the singlet and triplet states in the rounded potential is somewhat harder to study
than the convergence of those in the non-rounded potential because the reference
energies cannot be calculated using the Gauss grid method. The energies can only
be compared to those that are calculated using as large mesh as possible. Since
the current implementation limits the largest possible mesh size for the calculation
of the interaction matrix elements to 20 × 20, that mesh was used to calculate the
reference energies for the rounded and non-rounded potential. The relative errors
of the lowest singlet and triplet states in both potentials are shown in Fig. 5.8. The
results are as expected, the two-electron energies converge faster in the case of the
rounded potential.
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Figure 5.7: Convergence of the energies of singlet (solid line) and triplet (dashed
line) states (|S〉 and |T0〉) in a piecewise parabolic double quantum dot without
rounding of the potential. The blue curves show the errors of the Lagrange mesh
method and the red ones the errors of the Gauss grid method. The errors of singlet
and triplet states are so close together that the difference can barely be seen.
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Figure 5.8: Convergence of the energies of singlet and triplet states (|S〉 and |T0〉)
in a piecewise parabolic double quantum dot with rounding compared to potential
without rounding.
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5.2 Control of qubit
5.2.1 Implementation of tunable detuning and magnetic field
gradient
As was discussed in Section 2.3, complete control of a qubit requires a way to carry
out rotations of the state around two axes of the Bloch sphere. In the case of singlet-
triplet qubits, the rotations around the z-axis are driven by the exchange splitting
J between the basis states of the qubit, |S〉 and |T 〉, and the rotations around the
x-axis are driven by a magnetic field gradient between the two quantum dots. The
exchange splitting can be controlled by changing the detuning between the dots, i.e.
by shifting the energy levels of the parabolic minima. To simulate the rotations,
one must implement a way to control the detuning and the magnetic field gradient
efficiently during the time evolution of the state.
When considering the effect of the magnetic field gradient, the corresponding
vector potential is omitted and only the Zeeman term is taken into account. This
approximation is reasonable because difference of the magnetic fields between the
dots is typically quite small and the magnetic fields can be chosen to be parallel
to the plane of the dots, which minimizes the effect on the single-electron orbitals
[36]. The detuning and the energy separation due to the Zeeman effect can be
added to the symmetric base potential by shifting the levels of the two parabolic
minima corresponding to the amount of detuning ε or magnetic field gradient ∆B.
The detuning is defined so that a positive value of ε symmetrically raises the left
potential minimum and lowers the right one. The left minimum is thus shifted by
+ε/2 and the right one by −ε/2. The rounded potential is obtained by adding
the shifts due to the detuning to the diagonal elements of the rounding matrix V,
i.e. V11 =
1
2
ω2|r − R1|2 + ε2 and V22 = 12ω2|r − R2|2 − ε2 . The shifts due to the
Zeeman energy difference are +1
2
g∗µB∆BmS for the left dot and −12g∗µB∆BmS for
the right one. Here, mS = ±12 depending on the z-component of the electron spin.
A potential with a detuning of ε = 4 meV is shown in Fig. 5.9 together with the
symmetric potential.
The effects of the detuning and the magnetic field gradient can added as correc-
tions to the single-electron Hamiltonian
H˜0 = H0 + Vd(r, ε) + 2VZ(r,∆B)Sz , (5.5)
where
H0 = −1
2
∇2 + V (r) .
The corrections Vd(r, ε) and VZ(r,∆B) are calculated as the difference between the
potential where the minima have been shifted due to detuning or magnetic field
gradient and the symmetric base potential. VZ(r,∆B) is calculated for an electron
with mS = +
1
2
and the Sz operator takes the electron spin into account, hence the
correction coefficient 2 has been added. The difference Vd(r, ε) between the base
potential with ε = 0 and ∆B = 0 and a potential with a detuning of ε = 4 meV is
shown in Fig. 5.9. The difference VZ(r,∆B) has exactly the same form. Changing
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Figure 5.9: A non-detuned double quantum dot potential and a potential with a
symmetric detuning of ε = 4 meV. Vd is the difference between the non-detuned and
detuned potentials.
the detuning ε or the field gradient ∆B alters the single-electron states, and thus the
states and the interaction matrix elements would have to be calculated for all values
of ε and ∆B that are used in the dynamics. Therefore, it is not sensible to solve
the single-electron states corresponding to this modified Hamiltonian. Instead, the
single-electron states are calculated for the base Hamiltonian H0 and the corrections
are added to the second quantization Hamiltonian, which can be written as
H =
∑
j,σ
Ej a
†
jσajσ +
∑
i,j,k,l,σ
Uijkl a
†
iσa
†
jσakσalσ +
∑
i,j,σ
(εcVd,ij + ∆BcVZ,ijσ)a
†
iσajσ . (5.6)
σ denotes the spin z-component of the electron, i.e. σ = mS = ±12 . The matrix
elements of the corrections are
Vd,ij = 〈ψi|Vd(r, ε0) |ψj〉
and
VZ,ijσ = 〈ψi,σ| 2VZ(r,∆B0)Sz |ψj,σ〉 = 2σ〈ψi,σ|VZ(r,∆B0) |ψj,σ〉 .
As the single-electron states are constructed from the basis of Lagrange functions,
the integrals of the elements can be approximated using the Gauss quadrature for
the integrals of the Lagrange functions.
The matrix elements for the corrections due to detuning and magnetic field
gradient are calculated using some convenient values of ε0 and ∆B0, such as ε0 = 1
meV and ∆B0 = 1 T, and the relative values εc and ∆Bc are used to control the
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detuning and the field gradient in the dynamics, i.e.
ε = εcε0, ∆B = ∆Bc∆B0 .
This approach is sensible because Vd(r, ε) and VZ(r,∆B) depend approximately
linearly on ε and ∆B0 respectively, and thus
Vd(r, ε) ≈ εcVd(r, ε0), VZ(r,∆B) ≈ ∆BcVZ(r,∆B0) .
5.2.2 Controlling exchange splitting with detuning
The exchange splitting J , which drives the rotations of the state vector around the
z-axis in the Bloch sphere, can be tuned by controlling the detuning ε between the
quantum dots. To have exact control of the qubit rotations, one must know how
J depends on the detuning. The energies of the three lowest two-electron states as
functions of the detuning are shown in Fig. 5.10. The qubit basis states |(1, 1)S〉
and |(1, 1)T0〉 are well separated from the third lowest state |(2, 0)S〉 until the anti-
crossing point of |(1, 1)S〉 and |(2, 0)S〉 at around ε = 4.7 meV. (1, 1) and (2, 0)
denote the possible charge states of the qubit, i.e. one electron in each quantum
dot or both electrons in the same dot respectively. To avoid transition to the higher
singlet state, the detuning should be chosen somewhat below the anti-crossing point.
The exchange splitting, defined as J = ET0 − ES, is shown in Fig. 5.11.
5.2.3 Qubit rotation tests
An effective Hamiltonian will now be created for the singlet-triplet qubit to have a
theoretical basis for the rotations. Coish and Loss have derived the Hamiltonian for
the two-electron states |S〉, |T0〉, |T−〉 and |T+〉 [37]. In the exact diagonalization
calculations, the many-body basis is constructed from the subspace of two-electron
states with 〈Sz〉 = 0. Therefore, |T−〉 and |T+〉 cannot be reached. In real devices,
|T+〉 and |T−〉 are separated from the qubit basis state |T0〉 by applying a strong uni-
form magnetic field B to the same direction as the magnetic field gradient between
the quantum dots. The magnetic field produces a Zeeman splitting of ±g∗µBB for
the |T+〉 and |T−〉 states because those states have mS = ±1. As the lowest |S〉
and |T0〉 states are also energetically separated from the higher ones, which is evi-
dent from Fig. 5.10, the effective Hamiltonian can be constructed for the qubit basis
states |S〉 and |T0〉 only. The effective Hamiltonian in the basis |S〉 and |T0〉 can be
written as [37]
H =
[
0 δh/2
δh/2 J
]
, (5.7)
where J is the exchange splitting and
δh = g∗µB∆B.
The qubit basis states |S〉 and |T0〉 are the eigenstates of the effective Hamiltonian
when δh = 0. In this case, the time evolution operator is
e−itH =
[
0 0
0 e−itJ
]
,
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Figure 5.10: The energies of the lowest two-electron states as a function of detuning.
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Figure 5.11: The exchange splitting J between the qubit basis states |S〉 and |T0〉.
70
and the time evolution of a state vector corresponding to the qubit state |ψ〉 =
α|S〉+ β|T0〉, i.e. [α β]T, is simply
e−itH
[
α
β
]
=
[
α
e−itJβ
]
.
For a singlet-triplet qubit with an exchange splitting J and no magnetic field gradi-
ent, the time evolution operator thus changes the complex phase of the triplet part
of the state by amount −∆tJ . Recalling that β = eiφ sin( θ
2
) in the Bloch sphere
representation, the addition of the complex phase can be written as
e−i∆tJβ = ei(φ−tJ) sin(
θ
2
) ,
i.e. the time evolution rotates the state vector in the Bloch sphere around the z-axis
by angle φrot = −tJ . In SI units, the rotation angle is given by φrot = −tJ/~.
If δh 6= 0, the singlet basis states are no longer the eigenstates of the Hamiltonian.
Diagonalizing the Hamiltonian in the case δh 6= 0 and J = 0 gives the eigenvectors
u1 =
1√
2
[
1
1
]
, u2 =
1√
2
[
1
−1
]
,
which correspond to the eigenvalues λ1 = δh/2 and λ2 = −δh/2. The time evolution
operator can now be decomposed into
e−itH = Ue−itΛU∗
where U = [u1 u2] and Λ = diag(λ1, λ2). The operator e
−itH can be interpreted
in the following way. First, U∗ transforms the state vector to the eigenbasis of
H. Then, the complex phases of the eigenstates are evolved by e−itΛ. Finally, U
transforms the state vector back to the basis of |S〉 and |T0〉. e−itΛ adds a complex
phase difference of t(λ2 − λ1) between the eigenstates of the Hamiltonian. In the
Bloch sphere representation this corresponds to a rotation of angle χ = t(λ2 − λ1)
around the axis defined by the eigenvectors u1 and u2. In the case of δh 6= 0 and
J = 0, u1 and u2 correspond to the states | ↑↓〉 and | ↓↑〉 respectively, and thus the
rotations are around the x-axis of the Bloch sphere.
In a more general case of δh 6= 0 and J 6= 0, the eigenstates of the effective
Hamiltonian are more complex, but they can be shown to correspond to a rotation
axis
n = J eˆz + δheˆx , (5.8)
which is tilted by an angle
θ = arctan
(
δh
J
)
from the z-axis. The rotation angle obtained after time t is
χ = t
√
J2 + δh2/~ .
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Now that the theoretical basis for the rotations is known, the rotations can be
simulated using the exact diagonalization based dynamics and compared with the
theoretical results. The qubit that is studied has a rounded potential with two
parabolic minima with a center to center distance of 80 nm and a confinement
strength of ~ω = 4 meV. The system is thus the same as the rounded double
quantum dot that was used in the convergence tests. The Bloch sphere angles θ and
φ are obtained from the qubit state |ψ〉 = α|S〉 + β|T0〉 using the two-electron S2
operator, which gives
S2|ψ〉 = αS2|S〉+ βS2|T0〉 = 2β|T0〉 ⇒ β = 1
2
〈T0|S2|ψ〉.
The previous formula is based on the fact that |S〉 and |T0〉 are eigenstates of the
S2 operator with the corresponding quantum numbers s = 0 and s = 1, and the
eigenvalue equation of S2 is S2|s〉 = s(s− 1)|s〉. In the Bloch sphere representation,
β = eiφ sin(θ/2), and thus θ can be extracted from |β|2 = sin2(θ/2) and it can be
used to obtain φ.
Simple rotations around the x- and z-axes provide a good starting point for the
simulations. As the exchange splitting cannot be turned completely off, at ε = 0
the exchange splitting is J = 0.189 µeV, the magnetic field gradient ∆B must
be large enough to ensure δh  J which provides accurate rotations around the
x-axis. It has been experimentally shown that ∆B ≈ 200 mT can be obtained
using the dynamic nuclear polarization technique [22]. That is a bit too small to
provide an accurate x-rotation for the qubit that is simulated in this thesis, and thus
∆B = 300 mT, which is not too far from the experimentally obtained value, is used
instead. This value of the magnetic field gradient corresponds to δh = −7.641 µeV.
The rotation around the z-axis is done using a detuning of ε = 4.5 meV, which
corresponds to J = 8.264 µeV. The rotation times are set to obtain rotations of an
angle pi by calculating the needed times from the theoretical formulas tx = ~χ/δh
and tz = ~χ/J , setting χ = pi. The simulated pi rotations are shown in Fig. 5.12,
and they seem to agree well with the theoretical considerations as the used rotation
times produce almost perfect pi rotations.
A more complicated rotation is obtained when J 6= 0 and δh 6= 0. In this case,
the theoretical effective Hamiltonian predicts that the rotation axis is tilted by an
angle θ = arctan(δh/J) relative to the z-axis. The control of a qubit is usually based
on two working points with fixed values of J and δh. In real double quantum dot
devices, the magnetic field gradient is always present during the qubit rotations and
it can be considered to be constant, if fluctuations of the hyperfine field are ignored.
Since the magnetic field gradient cannot be turned off, the other working point
must have rotations that are tilted by the angle θ. Ramon [38] has provided a pulse
sequence that produces arbitrary rotations around the z-axis with working points
J & δh and J = 0. A rotation with J = 3.909 µeV (ε = 4.3 meV) and δh = 3.820
µeV (∆B = 150 mT), which satisfies the condition J & δh for the other working
point, is shown in Fig. 5.12. The duration of the rotation pulse has been adjusted
to obtain a rotation angle of 2pi and it was calculated from t = ~χ/
√
J2 + δh2 with
χ = 2pi. The obtained rotation angle is very close 2pi, and the calculated rotation
axis agrees well with the simulated rotation.
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Figure 5.12: Simulated rotations of the state in the Bloch sphere. In the left plot,
rotations of the state vector by an angle pi around the x and z-axes are shown.
The red curve shows a rotation around the x-axis using a magnetic field gradient
of ∆B = 300 mT, and the green curve shows a rotation around the z-axis using
a exchange splitting J = 8.264 µeV (ε = 4.5 meV). In the right plot, the state is
rotated by angle 2pi around a combined axis n = J eˆz + δheˆx, where J = 3.909 µeV
and δh = −3.820 µeV.
Chapter 6
Conclusions
An exact simulation of a quantum mechanical system on a classical computer is
a difficult problem, as Feynman realized already in 1982. He could not anticipate
the immense speed-up of the computers from those days, however, which has made
simulations of certain simple systems possible. A two-dimensional system of a few
electrons in an external confining potential is one of those, and one possible set of
computational methods to study such a system was presented in this thesis.
The set of computational methods that was used in this work consists essentially
of three parts; the Lagrange mesh method, the exact diagonalization and dynamics.
Unlike exact diagonalization, which is used widely in computational physics, La-
grange mesh method has not achieved similar foothold despite the fact that it was
properly introduced already in 1986 by Baye and Heenen [39]. One major problem
with the Lagrange mesh method is that it is still not known why the method works as
well as it does despite the fact that the Gauss quadrature, the main approximation
used in the method, is generally bad for the individual potential matrix elements
[40]. Therefore, the main goal of this work was to analyse the effect of the Gauss
quadrature approximation on the eigenvalues and eigenstates of the Hamiltonian.
The greatest accomplishments of this work are the rigorous analysis of the Gauss
quadrature approximation for a parabolic potential, the attempt to generalize the
results of the analysis to any polynomial potential, and the comprehensive bench-
mark of the Lagrange mesh method. The mathematical analysis of the effect of the
Gauss quadrature approximation in the case of a single parabolic potential showed
that the error it causes decreases as the mesh spacing is decreased. According to the
numerical convergence tests, the error caused by the Gauss quadrature is extremely
small compared to the error caused by the discretization, but the variational prin-
ciple is lost. A way to neutralize the error due to Gauss quadrature was found,
however, and it can be used the restore the variational principle, if needed.
The effect of the Gauss quadrature was considered also for 4th and 6th degree
polynomials. The analysis was not as rigorous as in the case of the 2nd degree poly-
nomial, but it seems that the Gauss quadrature is a good approximation for those
polynomials as well. Based on this result, a hypothesis that the Gauss quadra-
ture approximation works well for a polynomial of arbitrary degree was made. If
the Gauss quadrature approximation really is an accurate approximation for any
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polynomial, it would imply that the Lagrange mesh method effectively makes a
polynomial fit for the given potential so that it passes through the mesh points.
Consequently, it would guarantee that the potential matrix elements obtained with
the Gauss quadrature are good for any potential that can be approximated well
by a polynomial. This could be the reason why the single-electron states converge
relatively slow in the case of a piecewise parabolic potential, which has a derivative
discontinuity.
The 24 lowest single-electron eigenstates in a single parabolic quantum dot and a
double quantum dot consisting of two parabolic minima were computed for various
mesh sizes using the Lagrange mesh and a more established method, which is called
Gauss grid method in this thesis. For the double quantum dot, also the two lowest
two-electron states were calculated. The convergence of the energies corresponding
to these states was compared to find out which method is more efficient. The
Gauss grid method seems to perform better in all aspects; both the single-electron
states and the two-electron states converge faster for all potentials that were tested.
Especially, the Gauss grid handles the piecewise parabolic potential much better
than the Lagrange mesh. The Lagrange mesh method seems to handle the rounded
double quantum dot potential reasonably well though, but the convergence in the
rounded potential cannot be compared directly to the Gauss grid method because
it can handle only piecewise polynomial potentials.
Although the states calculated using the Gauss grid method were found to con-
verge faster in all potentials that were tried, the Lagrange mesh method is more
flexible in many ways. The Gauss grid method handles only piecewise polynomial
potentials and the geometry of the quantum dot locations is restricted. Further-
more, as the Gaussian basis functions are not orthogonal, the eigenvalue problem
is generalized. The Lagrange mesh method, on the other hand, handles arbitrary
potentials if enough mesh points are used, and the basis functions are orthonormal.
The Lagrange mesh single-electron states in the rounded potential were found
to be accurate enough for the simulations of the qubit state control. The simu-
lated qubit rotations were extremely close to the ones predicted by the theoretical
considerations. The used values of detuning were close to the limit after which
the accurate dynamics breaks, however. This is arguably caused by the fact that
the single-particle states are calculated for a symmetric potential, which produces
states that are either symmetric or antisymmetric. These states are far away from
the highly asymmetric states that are obtained with a high detuning. This problem
could perhaps be solved by calculating the states for a slightly asymmetric potential.
In summary, this thesis provides an explanation for the high accuracy of the
Lagrange mesh method despite the seemingly crude Gauss quadrature approxima-
tion. It seems that the error due to the Gauss quadrature is small for any potential
that can be approximated reasonably well by a polynomial with degree equal to the
number of mesh points per dimension. The qubit rotation tests showed that the
combination of the Lagrange mesh method and the exact diagonalization can be
used to obtain highly accurate dynamics of the qubit state under moderate range
of modifications to the base potential. As these modifications can be time depen-
dent and they are easy to apply, the presented methods suit well for computational
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studies of qubit state control. In addition to single qubits, these methods can be
applied to systems of two qubits [35]. By taking the fluctuations of the hyperfine
field into account as has been done by Sa¨rkka¨ [41], also the decoherence effects could
be studied.
Appendix A
Approximating inner product vTj x
The measure for the orthogonality of the eigenvectors of H0 and the vector x is
given by the inner product vTj x, where vj is the jth eigenvector of H0. A series
approximation for the inner product is derived in this appendix.
As the vector x is given by Eq. (4.13), the inner product can be written as
vTj x =
1√
N
(v1 − v2 + v3 − v4 + · · ·+ (−1)N−1vN), (A.1)
where vi are the components of the vector vj and they correspond to the coefficients
ca in the wave function expansion, Eq. (3.10), so that
vi = c−N+1
2
+i, i ∈ [1, N ].
Using the Lagrange conditions in Eq. (3.2), the wave function expansion can be
written as
Ψj(xa) =
∑
a′
ca′λ
−1/2
a′ δa′a =
ca√
h
. (A.2)
Here, a fact that the weights for the 1-D Lagrange mesh are λa = h, is used. Using
the equations above to solve the vector components vi gives
vi =
√
hΨj(x−N+1
2
+i) =
√
hΨj(−L
2
− h
2
+ hi). (A.3)
Thus, vi√
h
are the discretized values of the wave function Ψj(x). As Ψj(x) consists of
a finite sum of infinitely differentiable functions, the Lagrange functions La(x), also
Ψj(x) is infinitely differentiable. Therefore, the inner product v
T
j x can be related
to an integral of the derivative of Ψj(x).
By substituting the derived relation for the eigenvector components, Eq. (A.3),
to Eq. (A.1), the inner product can be written as
vTj x =
1√
N
√
h
N/2∑
i=1
[Ψj(t2i−1)−Ψj(t2i)], (A.4)
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where the position variable has been substituted with
ti = x−N+1
2
+i
for better readability. It is assumed that N is even because otherwise Ψj(tN) is not
included in the sum. N can be odd, however, because Ψj(tN) should be approxi-
mately zero. Since the position is discretized, it is possible to write t2i = t2i−1 + h.
Now, the terms in the sum can be written in the form of difference quotients, which
can be used as approximations for the derivative of the function,
Ψj(t2i−1)−Ψj(t2i) = Ψj(t2i−1)−Ψj(t2i−1 + h)
h
h ≈ −Ψ′j(t2i−1)h. (A.5)
The inner product can now be written as
vTj x ≈ −
1√
N
√
h
N/2∑
i=1
Ψ′j(t2i−1)h. (A.6)
The terms of the sum are the values of the derivative of the wave function at positions
separated by a distance 2h. The sum can thus be related to the left Riemann sum
of the function Ψ′j(x), which is an approximation for the integral of the function.
Therefore, the sum can be approximated as
N/2∑
i=1
Ψ′j(t2i−1)2h ≈
∫ tN+1
t1
Ψ′j(x) dx = Ψj(tN+1)−Ψj(t1). (A.7)
The error terms arising from the approximations of the derivative with a differ-
ence quotient and the integral with a Riemann sum are now considered. The error
of the left Riemann sum is estimated using the better known error bound of the
trapezoidal rule, which is [42]
trapez = −b− a
12
h2 max
ξ∈[a,b]
f ′′(ξ), (A.8)
where a and b are the start and end points of the integration interval. Since the
trapezoidal rule for the integration is
Itrapez = h[
1
2
f(a) + f(x1) + f(x2) + · · ·+ f(xn−1) + 1
2
f(b)] (A.9)
and the left Riemann sum is
Ilsum = h[f(a) + f(x1) + f(x2) + · · ·+ f(xn−1)], (A.10)
the absolute difference between the methods is
|Ilsum − Itrapez| = 1
2
h|f(a)− f(b)|. (A.11)
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Therefore, the absolute error of the left Riemann sum must be bounded by the error
bound of the trapezoid rule and the absolute difference between the methods, i.e.
|lsum| ≤ b− a
12
h2 max
ξ∈[a,b]
|f ′′(ξ)|+ 1
2
h|f(a)− f(b)|. (A.12)
The exact relation between the difference quotient and the derivative of the
function can be derived using the Taylor’s theorem and it results in
Ψj(t2i−1 + h)−Ψj(t2i−1)
h
= Ψ′j(t2i−1) +
1
2
Ψ′′j (t2i−1)h+
R3(t2i−1)
h
, (A.13)
where R3(t2i−1) is the remainder of the Taylor expansion and can be written in
Lagrange form as [43]
R3(t2i−1) =
1
3!
Ψ′′′j (ξ)h
3, (A.14)
where ξ ∈ [t2i−1, t2i−1 + h]. In Appendix B, it is proved that the Taylor series
of the wave function converges for all h. Therefore, the remainder decreases as
more terms are added to the expansion and adding more terms would improve the
approximation. Adding the second order term and the remainder to Eq. (A.6) gives
vTj x = −
1√
N
√
h
N/2∑
i=1
Ψ′j(t2i−1)h+
1
2
N/2∑
i=1
Ψ′′j (t2i−1)h
2 +
N/2∑
i=1
R3(t2i−1)
 .
The sum of the second order derivatives is also a Riemann sum and can be approx-
imated as an integral. Approximating the sums with integrals results in
vTj x = −
1√
N
√
h
[
1
2
(∫ tN+1
t1
Ψ′j(x) dx+ lsum1
)
+
+
1
4
h
(∫ tN+1
t1
Ψ′′j (x) dx+ lsum2
)
+
N/2∑
i=1
R3(t2i−1)
 ,
where lsum1 and lsum2 are the errors of the first and the second Riemann sums
respectively. The absolute value of the inner product is bounded by
|vTj x| ≤
1√
N
√
h
[
1
2
|Ψj(tN+1)−Ψj(t1)|+ 1
4
h|Ψ′j(tN+1)−Ψ′j(t1)|+
1
2
|lsum1|+
+
1
4
h|lsum2|+
N/2∑
i=1
|R3(t2i−1)|

≤ 1√
N
[
h1/2
1
2
|Ψj(tN+1)−Ψj(t1)|+ h3/2 3
4
|Ψ′j(tN+1)−Ψ′j(t1)|+
+h5/2
(
L
4
max
ξ∈[t1,tN+1]
|Ψ′′′j (ξ)|+
1
4
|Ψ′′j (tN+1)−Ψ′′j (t1)|
)
+
+h7/2
L
12
max
ξ∈[t1,tN+1]
|Ψ(4)j (ξ)|
]
,
(A.15)
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where the absolute errors of the left Riemann sums have been obtained from Eq. (A.12)
and the sum of the remainders has been approximated by
N/2∑
i=1
|R3(t2i−1)| ≤ 1
3!
h3
N/2∑
i=1
max
ξ∈[t1,tN+1]
|Ψ′′′j (ξ)| =
L
12
h2 max
ξ∈[t1,tN+1]
|Ψ′′′j (ξ)|.
Appendix B
Convergence of wave function
Taylor series
As it is not at all obvious that the Taylor expansion of the wave function which is
used in Eq. (A.13) converges, a proof will be given here. The convergence of the
expansion depends on the convergence of the Taylor series of the Lagrange functions,
because the wave function consists of a finite sum of Lagrange functions. Therefore,
it is enough to study the Taylor series of a single Lagrange function. A scaled
Lagrange sinc function in 1-D can be written as
La(x) =
1√
h
sin[pi
h
(x− xa)]
pi
h
(x− xa) =
√
h
pi
f(x)g(x), (B.1)
where the Lagrange function has been separated into a product of two functions,
f(x) = sin[pi
h
(x − xa)] and g(x) = (x − xa)−1. Now, a Taylor expansion of the two
functions is made around some mesh point xb. The Taylor series of f(x) is
f(x) = (−1)(xb−xa)/h
[
pi
h
(x− xb)− 1
3!
(pi
h
)3
(x− xb)3 +O[(x− xb)5]
]
, (B.2)
which can be cast into the basic form of the sine function power series by changing
the variable to z = pi
h
(x− xb). Since the power series of sin(z) is known to converge
for all z, the Taylor series of f(x) converges for all x. If the Taylor expansion is
made around xa, the expansion of the product f(x)g(x) can be simply written as
f(x)g(x) =
∞∑
i=0
1
(2i+ 1)!
(pi
h
)2i+1
(x− xa)2i
=
(pi
h
) ∞∑
i=0
1
2i+ 1
1
(2i)!
(pi
h
)2i
(x− xa)2i
. (B.3)
The expansion is almost the same as the power series of cosine, which converges for
all x, except that each term is divided by 2i+ 1. As 2i+ 1 ≥ 1, each term is smaller
than in the cosine power series and, therefore, the Taylor expansion of f(x)g(x) also
converges for all x.
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If the point around which the expansion is made is chosen so that xb 6= xa, the
Taylor expansion of the product f(x)g(x) is harder to obtain without calculating
the derivatives one by one. In this case, the following theorem from real analysis
can be used [44]. If f(x) =
∑∞
n=0 anx
n and g(x) =
∑∞
n=0 bnx
n for |x| < R, then
f(x)g(x) =
∑∞
n=0 cnx
n for |x| < R, where
cn = anb0 + an−1b1 + · · ·+ a0bn.
In other words, if the power series of f(x) and g(x) converge for |x| < R, also the
power series of the product f(x)g(x) converges for |x| < R. Since the power series
of f(x) converges for all x, the radius of convergence of the power series of f(x)g(x)
depends on that of the power series of g(x). The Taylor series of g(x) can be written
as
g(x) =
1
xb − xa
∞∑
i=0
(−1)i
(
x− xb
xb − xa
)i
. (B.4)
As this is a geometric series, it converges if∣∣∣∣ x− xbxb − xa
∣∣∣∣ < 1 ⇒ |x− xb| < |xb − xa|. (B.5)
|xb−xa| is a distance between two distinct mesh points and thus its minimum value
is the mesh spacing h. Consequently, the minimum radius of convergence for the
power series of g(x) is R = h. According to the convergence theorem above, the
power series of f(x)g(x) thus converges for |x − xb| < h. In the Taylor series in
Eq. (A.13), |x − xb| = h, however, and thus the convergence of the series is still
uncertain. This limiting case where |x− xb| = |xb− xa| must be checked separately.
To see what happens when |x− xb| = |xb − xa|, the terms in the power series of
f(x)g(x) must be calculated explicitely by multiplying the series expansions of f(x)
and g(x). The product of these two series can be written as
f(x)g(x) =
( ∞∑
i=0
a2i+1(x− xb)2i+1
)( ∞∑
j=0
bj(x− xb)j
)
=
∞∑
k=1
ck(x− xb)k, (B.6)
where
a2i+1 = (−1)(xb−xa)/h (−1)
i
(2i+ 1)!
(pi
h
)2i+1
, bj = (−1)j(xb − xa)−j−1.
ck is the sum of all possible products of a2i+1 and bj so that 2i+ 1 + j = k, i.e.
ck = a1bk−1 + a3bk−3 + · · ·+
{
akb0, if k is odd
ak−1b1, if k is even
. (B.7)
Using the definitions of a2i+1 and bj above, the coefficients ck can be written as
ck = (−1)(xb−xa)/h
d k
2
e∑
i=1
(−1)i−1
(2i− 1)!
(pi
h
)2i−1
(−1)k−2i+1 1
(xb − xa)k−2i+2
= (−1)(xb−xa)/h (−1)
k
(xb − xa)k+1
d k
2
e∑
i=1
(−1)i
(2i− 1)!
(pi
h
)2i−1
(xb − xa)2i−1.
(B.8)
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Now, the explicit form of the power series of f(x)g(x) is
f(x)g(x) = (−1)(xb−xa)/h
∞∑
k=1
(−1)k (x− xb)
k
(xb − xa)k+1
d k
2
e∑
i=1
(−1)i
(2i− 1)!
(pi
h
)2i−1
(xb − xa)2i−1.
(B.9)
There are two possible values for x that satisfy |x−xb| = |xb−xa|, x = 2xb−xa
and x = xa. The convergence of the power series of f(x)g(x) is first checked at
x = 2xb − xa using the explicit form of the series
f(2xb − xa)g(2xb − xa) ?=
(−1)(xb−xa)/h 1
xb − xa
∞∑
k=1
(−1)k
d k
2
e∑
i=1
(−1)i
(2i− 1)!
(pi
h
)2i−1
(xb − xa)2i−1.
(B.10)
Due to the ceiling dk
2
e, the inner sum is the same for each pair of subsequent odd and
even values of k, i.e. k = 2j − 1 and k = 2j. Since the terms in the outer sum have
an alternating sign, the odd and even terms cancel each other out. Consequently,
the series converges to zero if the inner sum converges to zero in the limit k → ∞.
Since the inner sum is clearly a partial sum of the series expantion of sine function,
in the limit k →∞ it can be written as
∞∑
i=1
(−1)i
(2i− 1)!
(pi
h
)2i−1
(xb − xa)2i−1 = − sin[pi
h
(xb − xa)] = 0, (B.11)
where sin[pi
h
(xb − xa)] is zero because (xb − xa)/h is an integer. It can be concluded
that the equivalence between f(2xb − xa)g(2xb − xa) and the series expansion is
justified because, assuming that xb 6= xa,
f(2xb − xa)g(2xb − xa) =
sin[pi
h
(2xb − 2xa)]
(2xb − 2xa) = 0,
which is the same value where the series expansion converges.
For the other possible value of x, x = xa, the power series is
f(xa)g(xa)
?
= (−1)(xb−xa)/h 1
xb − xa
∞∑
k=1
d k
2
e∑
i=1
(−1)i
(2i− 1)!
(pi
h
)2i−1
(xb − xa)2i−1, (B.12)
which is exactly same as that for x = 2xb − xa except for the missing alternating
sign in the outer sum. Therefore, none of the terms cancel now. The outer sum
adds up inner sums where the index i runs up to d k/2e. Since the index k increased
after each outer sum term, the inner sum runs further for each subsequent term of
the outer sum. Consequently, the first term of the inner sum is added up in all M
terms of the outer sum, the second term in M − 2 terms of the outer sum, and so
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on. The two sums can thus be simplified to
f(xa)g(xa)
?
= (−1)(xb−xa)/h 1
xb − xa limM→∞
[
M∑
i=0
(M − 2i) (−1)
i+1
(2i+ 1)!
(pi
h
)2i+1
(xb − xa)2i+1
]
= (−1)(xb−xa)/h 1
xb − xa
[
lim
M→∞
(M)
∞∑
i=0
(−1)i+1
(2i+ 1)!
(pi
h
)2i+1
(xb − xa)2i+1−
∞∑
i=0
2i
(−1)i+1
(2i+ 1)!
(pi
h
)2i+1
(xb − xa)2i+1
]
= (−1)(xb−xa)/h 1
xb − xa
[
lim
M→∞
(M)(−1) sin
[pi
h
(xb − xa)
]
−
∞∑
i=0
(2i+ 1− 1) (−1)
i+1
(2i+ 1)!
(pi
h
)2i+1
(xb − xa)2i+1
]
= (−1)(xb−xa)/h
[
pi
h
∞∑
i=0
(−1)i
(2i)!
(pi
h
)2i
(xb − xa)2i+
1
xb − xa
∞∑
i=0
(−1)i+1
(2i+ 1)!
(pi
h
)2i+1
(xb − xa)2i+1
]
= (−1)(xb−xa)/h
[
pi
h
cos
[pi
h
(xb − xa)
]
− 1
xb − xa sin
[pi
h
(xb − xa)
]]
=
pi
h
(B.13)
where series expansions of sin
[
pi
h
(xb − xa)
]
and cos
[
pi
h
(xb − xa)
]
have been noticed
and replaced with the function form. Since (xb−xa)/h is an integer, cos
[
pi
h
(xb − xa)
]
=
(−1)(xb−xa)/h. The series should converge to
f(xa)g(xa) =
sin[pi
h
(xa − xa)]
(xa − xa) =
pi
h
sinc(0) =
pi
h
, (B.14)
and thus the series is again equivalent to the product f(xa)g(xa).
It has now been shown that the Taylor series of the Lagrange functions converge
when |x − xb| ≤ h regardless of the point at which the function is centered. xb
is the point around which the expansion is made. Consequently, the Taylor series
of the wave function, which is a linear combination of the Lagrange functions that
are centered at different mesh points, also converges when |x − xb| ≤ h. In the
Taylor expansion of Eq. (A.13), x− xb is exactly h and, therefore, the series always
converges, regardless of the mesh spacing h.
The fact that the Taylor expansion of the wave function around any mesh point xb
converges when |x−xb| ≤ h is a curious one. It means that the radius of convergence
depends on the mesh spacing h. The reason for this is that the convergence of the
wave function Taylor series depends on that of the Lagrange function Taylor series.
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Since the Lagrange functions are scaled with h, it is their natural length scale and
the radius of convergence thus depends on it.
The length scale of the wave function depends only on physical variables. In this
case, it depends on the confinement strength of the potential. As the convergence
analysis shows, the calculated wave functions ψj(x) seem to converge to the real
ones as h→ 0. Therefore, they should be independent of the mesh spacing h.
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