Abstract. We give a fast numerical algorithm to evaluate a class of multivariable integrals. A direct numerical evaluation of these integrals costs N m , where m is the number of variables and N is the number of the quadrature points for each variable. For m = 2 and m = 3 and for only one-dimensional variables, we present an algorithm which is able to reduce this cost from N m to a cost of the order of O((− log ) µm N ), where is the desired accuracy and µm is a constant that depends only on m. Then, we make some comments about possible extensions of such algorithms to number of variables m ≥ 4 and to higher dimensions. This recursive algorithm can be viewed as an extension of "fast multipole methods" to situations where the interactions between particles are more complex than the standard case of binary interactions. Numerical tests illustrating the efficiency and the limitation of this method are presented.
Introduction.
In this paper, we are concerned with numerical approximations of the following multivariable integrals:
where C is a cube of R d , m is the number of variables, and µ is a positive measure. For instance, the measure µ can be the usual Lebesgue's measure or a discrete measure. The functions f ij are assumed to be sufficiently regular on R d \{0}. The functions φ j and f ij are such that the integrals (1.1) is absolutely convergent.
The basic example is the evaluation of the total interaction energy of a system of N charged particles:
where x i is the position of the ith particle and q i its charge (here r i = q i ), or the continuous version E =
C×C q(x)r(y) |x − y| dµ(x)dµ(y). (1.3)
The classical interactions described by (1.3) are binary in the sense that they correspond to the particular case m = 2 of (1.1). Fast computations of the integrals (1.3) for a large number of functions (q, r) must be performed in quantum chemistry, for "Hartree-Fock" models and "density functional" models involving many electrons, as explained and done in [8, 9] , [18] , or [19] (computation of the "J-matrix").
However, in more precise quantum models the particles are strongly correlated through a wave function Ψ(x 1 , . . . , x m ), where m ≥ 3 is the number of particles. In this case, the determination of the state of the particles leads to the problem of computing the following integrals ("Coulomb energy"): When the variables x i are not correlated (f ij = 1), explicit computations for (1.4) and (1.5) can be done for some particular classes of φ i 's such as Gaussian functions [12, Chapters 1 and 2] . But this specific choice of Ψ is not always sufficient to describe the realistic behavior of the state of the particles [13] . On the other hand, if the particles are correlated (f ij = 1), analytic computations are not possible in general, and Monte Carlo methods are usually used [10] (see also [11] ). The main difficulties with these random methods, or pseudorandom methods, is to control the accuracy because of the presence of oscillations and convergence problems.
Hopefully there are some cases where partial analytic computations are possible. In the "Møller-Plesset perturbation theory of second order with linear r 12 terms," or "MP2-R12 method" [14] , the used typical functions are of the form (1.6) with f ij (x i − x j ) = |x i − x j |. In this case a simple algebraic calculation shows that the computation of the m-particle integral (1.4) reduces to the computation of m = 2, 3 or m = 4 particle integrals of the form (1.1), and of 1-particle integrals. This has been extensively used in order to compute very accurately the energy of small atoms and molecules as in Kutzelnigg and Klopper [15, 16] and Müller, Kutzelnigg, and Noga [17] , or in [23] . Yet, a limitation of this approach is that a particular basis of functions φ j is used in order to avoid or to approximate the computation of multiparticle integrals. It would be useful to be able to rapidly (and accurately) compute such integrals (for m = 2, 3, 4 only) without any particular constraint on the φ j functions.
Note that for most real quantum applications, one should treat the case d = 3. However, quantum model problems on the line (d = 1) are also used [22] .
In this paper we present an alternative approach. This approach is deterministic and is an extension of the well-known fast multiple method (FMM) to more complex systems of particles. The FMM method was introduced by Greengard and Rokhlin [1, 2] to compute the binary interaction (1.2) with a cost of the order of O(N ) instead of the order of O(N 2 ) (see also [5] and [6] , and for instance [20] or [21] for recent developments of the FMM). Here we want to extend this technique to situations where the correlations between particles are stronger, as in multivariable integrals of the form (1.1). We give the details of the algorithm only in the case of two or three variables (i.e., m = 2 or m = 3) and for one-dimensional variables (d = 1). This work gives a first idea of how this algorithm could be used for more general situations (d = 3 for instance). However, a complete generalization is not obvious and is under investigation.
Our aim is to reduce the cost of the numerical evaluation of integrals (1.1). We use a regular mesh of C with N points and consider a discrete measure µ supported by the mesh. This also corresponds to a quadrature formula of the integrals (1.1), and leads to the problem of evaluating the following sums:
A direct evaluation of the sums (1.7) requires a computational cost of the order of O(N m ). The purpose of the paper is to present an algorithm reducing this cost to the order O(log 2 ( 1 ) µ N ), where µ depends only on m and d and will be made precise in what follows (at least for the specific case d = 1 and m ≤ 3), and where is the relative error between the exact value of formula (1.7) and the result obtained by the present algorithm. The parameter is linked to the order of "multipole expansions" through the relation p = log 2 ( 1 ) (when d = 1) and does not depend on N . This result was already announced by the authors in [4] without proof.
In order to simplify the presentation of the algorithm, we shall assume that d = 1, f ij (r) = r αij (with α ij > −1), and C = [0, 1]. We also mention that the approach of [7] using wavelets, for m = 3 variables and with d = 1, can be used to compute some partially correlated sums or integrals. However, it cannot be applied here in general because the variables in the sum (1.7) are completely correlated.
We first present in section 2 the algorithm in the simple case of m = 2 variables. This corresponds to the case of binary interactions for which the multipole method has been widely developed by Greengard and Rokhlin [1, 2] . In sections 3 and 4, we focus on the case m = 3 and state our main results. We point out that this is not a straightforward generalization of the 2-variable case. In section 5, we give some numerical illustrations of the method in the case m = 3, and in section 6 we conclude with some remarks and extensions to the case m ≥ 4.
The case of binary interactions (m = 2).
In this section, we present a brief description of the approach in the case of binary interactions (m = 2). In this case, the used method is strongly related to the ideas of the classical FMM introduced by Greengard and Rokhlin [1, 2] . Even if the case of binary interactions is now classical, the presentation below is a first step in the understanding of the more complex approach for strongly correlated particles (m = 3 for instance). This last case is our main concern in this work and will be developed in the next section.
Consider first the case of binary interactions, i.e., the problem of approximating the following sum:
where α ≥ 0 and
2 ), i = 1, . . . , N, are the points of a regular mesh of C. Note that when −1 < α < 0 we can also consider the sum (2.1) for all pairs (i, j) with i = j. In order to simplify the presentation we restrict ourselves to the case α ≥ 0 (see Remark 3) .
Note that I dis is also equal to the following integral:
where C = [0, 1] and µ is the discrete measure defined on C by µ({x}) = 1 if x = a i , and µ({x}) = 0 otherwise. To simplify, we set d
Our purpose is to reduce this cost to the order O(N ). To achieve this we use a multigrid hierarchy and multipole expansions as follows.
Multigrid hierarchy. We split the interval C = C 1 0 in several parts according to the following hierarchy.
Level k = 0: With this definition we have the following partition of C × C:
From this remark we deduce that (2.3)
C1 C2 
Thus, in order to evaluate I dis , it suffices to evaluate the integrals Notations. We define the moment of φ of order i on the interval C around y by
In the case where y is the center of the interval C, we simply write 1 , and for all
(ii) We have the following expansion, called multipole expansion [1] :
where 
where the constants c α and c α will be made precise in the proof.
Note. By i+j≤p we mean the sum for all pairs (i, j) such that i ≥ 0, j ≥ 0 and
Proof of Lemma 2.2. We write
Since C 1 and C 2 are well separated,
Then we expand (1 + h)
α to the order p with respect to h:
where (
and with an error term δ that we want to bound. Let
We have |(
and
From the definition of q = q(α), we have α ≤ q < α+ 1, and then A α ≤ 1. Now, using the inequality 1−x ≤ e −x , we obtain 0 (2), and Lemma 2.2(i) follows.
(ii) Reporting this bound in the expression of I i , and observing that
|x1−x2| ≤ 2, we obtain the desired bound with c α :
We give also an estimate that will be useful in the next section. There exists a constant L α such that, for |h 1 |F |. Note that taking s =p we obtain a total cost of O(p N). Note also that s is the number of points inside each interval of the finest level n g , and is naturally chosen to be small compared to N .
Remark 2 (elementary operations). For simplicity, we set to one all the costs of each of the following operations: one addition, one multiplication, one power (such as x α or |x| α ), and one evaluation of a known function. The cost of memory access will also be neglected.
Proof of Theorem 2.3. Assume that the moments M φj (i, C) (i = 0, . . . , p and j = 1, 2) have been precalculated for all intervals C of each level of the multigrid hierarchy. Since an interaction list contains at most 3 intervals, it follows from Lemma 2.2 and (2.3) that the total cost of the evaluation of the integrals on well-separated intervals is of the order of
. On the other hand, the integrals on neighboring intervals at level n g are evaluated by direct quadrature formula (because here we cannot use a multipole expansion). The cost of this last evaluation is s 2 for each pair of intervals. There are at most 3 neighbors for each interval. Hence the total cost of these integrals is smaller than 3s 2 2 ng = 3sN . Now we present a recursive algorithm in order to precalculate the moments M φj (i, C) at all levels k = 1, . . . , n g and for i = 0, . . . , p. First, we evaluate the moments at the finest mesh level n g . This costs s2 ng (p + 1) = O(pN ), since there arep = p + 1 moments for each interval, with s points per interval at the finest level. Suppose we have calculated the moments of level k + 1. To evaluate a moment of order k, we use the decomposition of C k into its two children:
, and the formula
The total cost of the evaluation of all moments at all levels is
s N ), which concludes the proof of the first part of Theorem 2.3.
In order to obtain the error estimate of Theorem 2.3, we use the controlled multipole approximation of Lemma 2.2(ii). We obtain for any well-separated intervals C 1 , C 2 of the same level
Summing the above contributions (2.9) at all levels and over all products C 1 × C 2 as in the partition (2.2), and adding the exact contributions at the finest level (for neighbor intervals), we obtain the desired error bound. This concludes the proof of Theorem 2.3. Remark 3. If we consider the sum (2.1) with α ∈ (−1, 0) and for pairs (i, j) such that i = j, then the previous results and algorithm are unchanged except for the calculation of the sums at the finest mesh level (where we must sum only over (i, j) with i = j).
The case of multiple interactions (m = 3 variables).
In this section, we consider the following three-variables integral:
where
, and α, β, γ > −1. We have also denoted d
As for the case m = 2, when µ is the discrete measure, this integral becomes
We shall also restrict ourselves to the case α, β, γ ≥ 0 as in the previous section in order to simplify the presentation of the result. However, as in Remark 3, it is not difficult to extend our results to the case α, β, γ > −1 (in which I dis is defined as in (3.1) but where we sum only on i 1 = i 2 , i 2 = i 3 , and i 3 = i 1 ).
To evaluate I dis one needs O(N 3 ) operations. Our purpose is to reduce this cost to the order O(N ). We use the same hierarchy and the same definitions as in the previous section.
In the following theorem, we state our main result. 
Note that taking s =p we obtain an O(p 2 N ) algorithm, and taking s = 1 we obtain an O(p 3 N ) algorithm. We recall that s is the number of particles in each interval at the finest mesh level n g and that s is a small number compared to N .
Explicit theoretical cost bounds are given by (4.6), (4.7), and (4.8) in section 4.
Proof. To prove this theorem we follow the ideas of the previous section. We will first establish that the cost is proportional to N . We show that the proportionality factor depends only on s andp, and we do not give the exact complexity in this section. In particular, we show that the cost is of the order of O(p 6 N ) when s ≤p. In section 4 we shall establish a more precise cost estimate using only summation techniques.
The proof of Theorem 3.1 is achieved in three steps.
Basic partition.
Our first aim is to obtain a decomposition of I dis in the same way as in (2.3). We then have to define a suitable notion of neighbors (for a set of three intervals), and select intervals which enter in interaction at each level.
Neighbors (or neighboring intervals). See Figure 3 .1 for some examples. We say that a set of three intervals of a given level are neighbors (or neighboring intervals), if each of the three intervals is a neighbor of at least one of the two others. We recall that two intervals are neighbors if there is no interval between them. For instance, the three intervals
are neighboring intervals, even if the two intervals ( Figure 3. 2). We say also that three intervals of a given level are in interaction if they are not neighbors but their fathers are, in the sense defined above. For instance, the following intervals are always in interaction:
Intervals in interaction (see
Note that in this case there is at least one interval which is well separated from the two others.
Partition. Let Int k be the product of intervals of level k which are in interaction:
Let also H k be the product of intervals of level k which are neighbors:
We note that H k = Int k+1 ∪ H k+1 from the definitions, and that H 0 contains only one element:
). Hence we deduce the following partition of C × C × C:
Note that Int k = ∅ for k = 1, because intervals are neighbors. Now, for later use, we decompose Int k into two types of contributions. Let three intervals be in interaction. Since they are not neighbors, we have two cases.
Case (i). Each interval is well separated from the two others. Case (ii). One interval is well separated from the two others, which are neighbors.
For instance, the first example in (3.3) corresponds to case (i), while the second corresponds to case (ii). We then have Int k = E k ∪ F k , where E k and F k are defined by
We finally obtain from (3.4) the following partition:
Then, as in (3.5), we obtain I dis as the sum of all these previous contributions at all levels:
Computation of moments and integrals: One-variable and twovariables moments.
The first difference with the case of binary interactions (m = 2) is that we need to precalculate supplementary moments. In addition to the onevariable moments
(where x 0 is the center of C), we define new moments (two-variables moments) as follows:
where x 10 and x 20 are the centers of C 1 and C 2 , respectively. The above integrals are sums (since µ is discrete), and for instance for M 2 we have the formula
(we exclude the terms k = in the case α < 0). These moments will be used in the computation of the F k integrals. Developed formula with moments. We assume that all the one-variable moments have been calculated, and all the two-variables moments (M
, and at all levels. Starting from this hypothesis, we will determine the (asymptotic) cost of evaluating the total integral I dis . According to the decompositions (3.5) or (3.7), we distinguish three kinds of integrals to compute.
We first consider the case of the E k integrals. These are integrals of the form (3.6) in which the intervals C r1 k , C r2 k , and C r3 k are mutually well separated. The three variables can be mutually separated using Lemma 2.2, and we obtain an expression using only one-variable moments M 1 :
where η E is the resulting error. Using Lemma 2.2 and Remark 1, and after easy calculations we get the following error estimate: 
where η is the error and satisfies |η| ≤ C β,γ p − min(β,γ)−1 2
µ. We point out that a fast computation of the two-variables moments again requires the use of multipole expansion (see below) and then involves an additional error. The error estimate η F in the computation of the F k integrals still follows the same expression as for η E , but the proof of such an estimate is much more technical than for the E k integrals. Because of its limited interest, this proof is omitted. , we obtain a cost of the order of O(p 6 N ). Up to now, we have shown that the total computational cost of the multipole algorithm is asymptotically proportional to N . In situations where N is not large enough, it is useful to know the value of the proportionality coefficient. In the next section, we give more precise expressions of the computational costs (or complexities) of the above-described algorithms. Since the proofs of such expressions are very technical and lengthy, we just present them without any proof. These reduction techniques are essentially based on reordering the terms of the various sums and/or writing them in terms of matrix-matrix products. We point out that these manipulations do not involve any additional error.
Exact cost.
In this section, we give more precise expressions of the costs of the computations involved in the above-described multipole algorithm. These costs will be expressed as functions of the quantities p, s, and N .
Computing the one-variable moments. The computational cost of the one-variable moments, (3.8), M φq (i, C k ) for i = 0, . . . , 2p, and for all levels k = 2, 3, . . . , n g , is Computing the two-variables moments. As explained in the previous section, we need to compute all two-variables moments M 2 φ1,φ2,α (i, j, C 1 , C 2 ) on neighbor intervals, at all levels, for i, j = 0, . . . , p. These moments are expressed by (3.9), and their computation requires a more complicated algorithm than for the one-variable moments. The total cost for this algorithm is bounded by Recursion algorithm. We now proceed in the computation of the integrals corresponding to intervals which are in interaction at all levels, from level k = n g down to the level k = 2. The integrals of level k will be computed assuming that we have already computed the one-and two-variable moments at level k. Counting the number of occurrences of types E k , F k , and H ng , and using the previous costs, we get a total cost of the recursive algorithm (not including the cost induced by the computation of the moments) less than
Note that taking s :=p large enough, this cost is equivalent to 651p 2 N . 
(order of error) is plotted versus p (order of multipole expansions).
In Figure 5 .2, we have plotted e(p − 2)/e(p), for even p, and observe that e(p − 2)/e(p) → 2.7 for large p values. This means that the "observed" order of the method is approximately 2.7 (i.e., e(p) ∼ C/(2. 7) p , for even p values). This is better than our theoretical bounds which predicts the order 2. The reason is that, in the theoretical analysis, the bounds for the multipole expansions are obtained in the worst case. This is a known fact in the usual FMM method [2] that can be used in order to improve the bounds.
We also mention that the CPU time increases very slowly with p (at least for small p values, p ≤ 40). For instance with p = 20 it is roughly three times the CPU time of the case p = 0, and with p = 10 it is roughly 1.5 times the CPU time of p = 0. This is much faster than the predicted theoretical result: O(p 3 s N ) for fixed s and large p. In fact all moments have been computed using products of matrices and vectors, and thus are computed with a similar cost independently of p (for small p values, say p ≤ 30).
In our second test we are interested in the numerical O(N ) behavior. In Table 5 .2 and Figure 5 .3, we have given the CPU time t(n) versus the number of levels n = log 2 (N/s), for different methods. The first method is with n = n g (and s = s 0 ); i.e., the number of levels n for the multipole method is the same as for the discretization mesh. We have fixed p = 10 for these calculations, since in practice the CPU time increases slowly with p as previously remarked. We see that we have t(n)/[2t(n−1)] ∼ 1 for large n, which corresponds to an O(N ) behavior at this scale.
In Figure 5 .3 the CPU time curves are in logarithmic scale for the time. The first curve concerns the CPU time obtained by direct calculations, simply doing a direct computation of the sum I dis (using vectorized computations). For n g ≥ 9, this CPU time has been estimated (only by making a part of the calculation).
The second curve is the CPU time of our method, with n = n g and p = 10. The third curve is obtained with n = max(n g − 5, 0) and s = 2 ng−n s 0 . This means that we have used the first n levels for the multigrid hierarchy of the FMM method, and that, at level k = n, the moments and integrals are directly computed. At this level, there are s = 2 ng−n s 0 points per interval (for n g ≥ 5, this leads to s = 2 5 · s 0 = 32 · s 0 ). This is like a multigrid method where a "rough" scale is used for the first levels k ≤ n (where we use the approximation of multipole expansions), and a refined scale is used at level k = n (where exact computations are made).
We see that the multipole method (for n = n g ) becomes faster than the direct method for n g ≥ 9. The "optimized" multipole method, i.e., with n = max(n g − 5, 0), is faster for n g ≥ 5. For instance, for n g = 10 (N 3 = 8 · 2 30 ∼ 10 10 points), the computation time is 17 s for the "optimized" FMM, which is roughly 90 times faster when compared to the direct computation, and 15 times faster than the FMM method (n = n g ). The fact that for small n g values the time of the optimized multipole method is greater than the direct method is due to the initialization of one-and two-variable moments.
Note on computation and storage of moments. For each type of moments (oneand two-variable moments), and for the three-variable integrals, it is possible to use only one list of 2 ng moments. Initially, the list contains the values of the moments at finest level n g . Then, when we calculate recursively the moments of level n g − 1, we can store them on the same list, using only the first 2 ng−1 elements, and so on. In order not to overwrite on the list of necessary moments, we proceed recursively as follows.
At level k = n g : Initialize the list of one-and second-order moments and the three-variable integrals.
For levels k = n g − 1 to 0 step −1 do:
• Computation of three-variable integrals at level k (requires at level k + 1 the one-and two-variable moments, and three-variable integrals). Storage in the list of three-variable integrals erases the three-variable integrals of level k + 1.
• Computation of two-variable moments at level k (requires one-and two-variable moments of level k + 1). Storage in the list of two-variable moments erases that of two-variable moments at level k + 1.
• Computation of one-variable moments at level k (requires one-variable moments of level k + 1). Storage erases the list of one-variable moments at level k + 1.
Concluding remarks.
For m ≥ 2, we have summarized in Table 6.1 For m = 4, we can prove that the cost of our FMM algorithm is O(p 4 N ), using cost reduction techniques as in section 4, while the error is expected to be bounded Again, we can prove a similar cost bound, of the form C mp δm N , where δ m and C m are some constants that depend only on m. However, we did not compute here an explicit estimate of δ m when using cost reduction techniques.
For d ≥ 2, i.e., for more than one dimension for the particle position, we expect a similar cost, i.e., O(p δ m,d N ) (with δ m,d being some constant). This task has not been addressed in this paper, but the simple case d = 1 should greatly help to treat the higher-dimensional case. In particular, one can see that the partition algorithm of the integration domain (developed in section 3.1) is independent of the variable dimension. This algorithm can be used for the three-dimensional case as it stands. However, the multipole expansions should be more technical for higher dimensions. This last point is under study and we think that this could be done using the techniques in [2] or in [3] where three-dimensional multipole expansions are developed. A complete threedimensional algorithm is under investigation.
We also mention that it is possible to compute in O(p µm N ) the following kind of one-particle operators:
(where x 1 takes values on a mesh with N points, and dµ is the discrete measure on the mesh). In this case, we have to use a "descending" algorithm as in the FMM of Greengard and Rokhlin [1] . Finally we mention that an alternative method based on the use of wavelet bases is the subject of a future work.
