Abstract. ATM networks are used to carry a variety of types of traffic. For some types of traffic, in particular Available Bit Rate (ABR) traffic, the bandwidth of a network is typically insufficient to satisfy the requests of all the sessions, and so some fair allocation scheme must be devised. The ATM Forum, the standards setting body for ATM networks, has specified that the fairness criterion for ABR traffic should be Max-Min Fairness, which intuitively means that raising the bandwidth of any session comes at the expense of some other session of no greater bandwidth.
for, say, lower costs. In this paper we focus on such non-QoS sessions, assuming that all the QoS requests along with the necessary bandwidth are removed from the network.
For non-QoS sessions, a bandwidth allocation protocol, also known as flow control, is a crucial part of an ATM network. In this paper we give such protocols for the two standard forms of non-QoS services. We give the first protocols that have provable convergence and that conform to both the communications standards set by the ATM Forum and the computational limitations of ATM switches.
The ATM Forum has specified two types of non-QoS sessions. In Available Bit Rate (ABR) sessions, each session i has a requested bandwidth ρ i and is allocated a fair amount of the available bandwidth of at most ρ i . In Available Bit Rate with Minimum Cell Rate (MCR) sessions, each session i has a minimum required bandwidth MCR i in addition to the maximum requested bandwidth ρ i . Each session gets a fair amount of available bandwidth, consistent with respecting all session minima and maxima. Without loss of generality, we assume that each session i comes with an infinite bandwidth request by adding an extra link at the source with capacity equal to the actual ρ i .
In this paper we are concerned with the fair allocation of bandwidth to ABR and MCR sessions at all links. (Some admissions control mechanism is assumed to maintain the feasibility of the MCR sessions.) There are many possible notions of a fair bandwidth allocation in an ATM network. The one adopted by the ATM Forum is Max-Min fairness. Informally, an allocation is said to be max-min fair if raising the bandwidth of any session would require that some other session of no greater allocation have its allocation reduced, or have its MCR violated. Formally, we define max-min fairness as follows. Let a = (a 1 , . . . , a η ) be an allocation vector if session i is allocated bandwidth a i . An allocation vector a is feasible if a i ≥ MCR i for every session i, and i∈S j a i ≤ C j for every link j where S j denotes the set of sessions going through j, and C j denotes its capacity. For an allocation vector a, let sort( a) be the sorted sequence of the a i values. An allocation a is max-min fair if it is feasible, and if its sort( a) vector is lexicographically greatest amongst all sorted vectors of feasible allocations.
Finding the max-min allocation in a centralized manner is easy. Bertsekas and Gallager [4] presented a simple iterative algorithm to compute the max-min fair vector for ABR sessions. In the first iteration the algorithm computes the per session bandwidth at each link by dividing the link bandwidth by the number of sessions going through the link. The link that has the lowest such per session bandwidth is identified, and all sessions through that link are allocated that bandwidth. This link is called the bottleneck link for all sessions going through it. All such sessions, along with their allocated bandwidth, are removed from the network. The procedure is repeated on the residual network.
This protocol is easily modified to handle MCR sessions. At each iteration, the algorithm computes the per session bandwidth at each link by dividing the residual link bandwidth by the number of sessions remaining at the link. If the per session bandwidth at a link is lower than the MCR of some session remaining at the link, then this session, along with its MCR, is removed from the network. Otherwise, the algorithm proceeds in the same manner as in the ABR case. This procedure is repeated until every session is removed from the network.
This protocol is useful for gaining some understanding of max-min fairness, but is inadequate for implementation. As the name implies, ATM networks are asynchronous. Furthermore, with the exception of expensive procedures such as admissions control, they are distributed. The ATM Forum has specified that, for the purposes of bandwidth allocation, only communication from link to link and between sessions is through Resource Management (RM) cells. An RM cell consists of a small number (two for ABR, three for MCR) of fields which can be updated upon arrival at each link. One in every 32 packets injected into the network must be an RM cell, so the source sends out new RM cells before receiving old ones. Thus, each session has many RM cells in transit in a network at once. The transmission of an RM cell by the source, and the updating of these small number of fields at each link is all the communication that can take place in the network.
Our Results. In this paper we design fast and frugal protocols to achieve exact maxmin fairness using only RM cell communication, both for ABR and MCR sessions. A protocol is frugal if each update of an RM cell requires O(1) memory per session and a total of O(1) local computation over all sessions. A fast protocol converges to the max-min fair allocation in a small number of round-trip times of the RM cells, where the round-trip time is taken to be the maximum over all sessions in the network. Let b be the number of distinct bottleneck levels at convergence. Let m be the number of links in the network and let η be the number of sessions. Note that b ≤ m and b ≤ η. We provide protocols with the following properties:
Our ABR protocol converges within O(b) round-trips. This convergence time matches the fastest known convergence for a non-frugal protocol, see, e.g., [5] and [6] . No frugal protocols were known to converge at all.
Our MCR protocol converges within a number of round-trips which is O(ηm). (We give a tighter bound in Section 4.) While a non-frugal protocol is known with O(b) round-trip convergence [9] , ours is, to the best of our knowledge, the first frugal protocol for MCR sessions that can be shown to converge.
The difficulty in proving the convergence of these protocols is that many of them tend to oscillate, thus destabilizing already converged parts of the network. If some damping is put into the protocols to reduce the oscillations, then it is tricky to show that the protocols make progress. Thus, we achieve a balance between damping oscillations and non-negligible progress in order to prove our results.
History. Many max-min fair protocols have been designed. Earlier work [7] , [8] , [10] provided distributed protocols for computing the max-min fair vector. However, all these protocols required synchronization of each iteration.
Much effort has been made to design distributed and asynchronous protocols. Mosley [13] and Ramakrishnan et al. [14] were amongst the first to design asynchronous protocols. Unfortunately, Mosely's protocol did not have satisfactory convergence performance. The protocols offered by Charny et al. [5] , [6] were amongst the very few that have provable convergence in the distributed and asynchronous setting. The number of round-trip times required for convergence was O(b). However, Charny's protocol was not frugal. Each update required an amount of work linear in the number of sessions going through the link. Hou et al. [9] Recently, many distributed and asynchronous protocols were invented, see e.g., [11] , [12] , and [15] [16] [17] . In particular, the protocol by Kalampoukas et al. [12] was frugal.
Although their protocol did not have a provable convergence bound, it showed fast convergence in extensive simulations. Other recent work includes [1] which presented a synchronous and convergent protocol for MCR sessions.
Algorithms have been considered for finding an approximate max-min allocation for ABR sessions [3] . However, in [2] Afek et al. prove that the max-min fair vector can be sensitive to small changes. For example, if the allocation to one session is changed by δ, then the allocation to some other session may be changed by (δ2 η/2 ), where η is the number of sessions in the network. This means an approximated max-min fair solution, e.g., bandwidth allocations restricted to integral components only, can be substantially different from the exact solution. 
Preliminaries
For notational simplicity, we denote L s k by L k and refer to the set of sessions that are bottlenecked at link s k as S k . We also assume L k < L k+1 for 1 ≤ k < m, since our proofs upper bound the time for all links with the same bottleneck level to converge, thus we do not really distinguish between them.
RM Cells.
In this paper an RM cell has the form A i , t for an ABR session i and has the form A i , MCR i , t for an MCR session i. The first field A i represents the current requested bandwidth from session i, and the last field represents the current bottleneck link of session i.
Local Labels.
Our protocols locally label sessions at each link. We first focus on ABR sessions. At each link, a session can be labelled either SAT or UNSAT. These labels are given when the session is updated at the link, and thus different sessions are given their labels at different times. Informally, a session is labelled SAT if, given the current state at the link, the protocol can allocate to the session at least its current requested bandwidth, and is labelled UNSAT otherwise. Labelling is a local event, i.e., a session can be labelled SAT at one link but UNSAT at another. At convergence each session is labelled UNSAT at its bottleneck link(s) and SAT elsewhere.
At each link, a number of quantities determine the label of the sessions. The current allocation to session i at link s is A s i . The residual level is the amount of allocation to the UNSAT sessions if all the SAT sessions fulfill their requests. Formally, the residual level R at link s is
where C is the link capacity of s, S is the set the SAT sessions going through link s and U is the set of UNSAT sessions at s. If the allocation to some SAT session is higher than R, then this SAT session is getting more than its fair share. It is important to point out that our protocols compute the residual level at a link in O(1) time by keeping track of the SAT allocation and the number of UNSAT sessions at each link.
In the case where sessions have MCR requirements, a session can be labelled SAT, UNSAT or MCR. In this case the residual level at link s is defined as follows:
where M is the set of MCR sessions at link s, and the other quantities are defined as before.
Other useful quantities include the maximum allocation to a SAT session at a link s, i.e., max i∈S A s i , and the minimum allocation to an MCR session at s, i.e., min i∈M MCR i . However, neither quantity can be updated in O(1) time for every update. Instead, we keep track of MAXSAT, an upper bound for max i∈S A s i , and MINMCR, a lower bound for min i∈M MCR i . This is further explained in Section 2.4.
Local labelling is used in some previous work, [5] , [6] , [12] . The idea of computing the residual level in constant time first appears in [12] .
Phases and Round-trip Time.
In a distributed and asynchronous setting local computations are performed whenever an RM cell arrives at a link. Our protocols make use of the notion of phases for fast local updates. In particular, our protocols partition time into phases at each link independently. A phase at a link s is the time period during which s receives at least one RM cell from every session that goes through s. It is easy to keep track of the beginning and end of each phase. Our protocols keep a bit vector that associates a bit with each session that goes through the link. At the beginning of a phase, each bit is set to the same value, say 0. Whenever an RM cell arrives, the corresponding bit is set to its complement, in this case 1. When all bits are set to the same value (which our protocols can detect by keeping a counter), the current phase ends and a new phase begins.
Our protocols now use phases to keep track of MAXSAT and MINMCR. For example the computation of MAXSAT is performed as follows. During one phase, the maximum bandwidth that is ever allocated to a SAT session is recorded at each link. At the end of the phase MAXSAT is set to this value. During the next phase, MAXSAT is updated whenever a SAT session gets an allocation higher than the current MAXSAT. As we shall see in Sections 3 and 4 our analysis takes this effect into account.
We emphasize again that phases are defined independently for different links. Hence, each link can operate asynchronously. It is also easy to see that only O(1) computation per update is required to keep track of the phases and the max/min values.
We measure the convergence time in round-trip time, i.e., the maximum time taken by an RM cell to go from source to destination and back. Note that a phase is no longer than one round-trip time, and typically much shorter.
A Convergent ABR Protocol
3.1. Protocol Description. We maintain local SAT and UNSAT labels of sessions at each link as described. We break the protocol into two parts: the local computation and the forwarding action. The local computation determines how the session will be labelled locally, and other actions such as how much bandwidth it will be allocated locally. The forwarding action determines the content of the RM cell which will be passed along.
When an RM cell of session i passes through the link we compute the residual level, R, in constant time, according to the current local labels. We use R to determine the new label for session i. The session is labelled SAT if its current request (passed in the RM cell) is smaller than R, and otherwise it is labelled UNSAT.
The forwarding action sets the new request for the session. To determine the new request we compute the "bottleneck level". Intuitively, at convergence we want this level to be equal to the residual level. However, because of the distributed way in which the session labels are updated, the residual level may be artificially low if some sessions are labelled SAT at a level higher than their final max-min fair level. Hence, using the current residual level as a bottleneck may destabilize sessions that are already stable. To keep the bottleneck high enough, we set it to B = max{MAXSAT, R}. If B is lower than the current request, then the new request is updated to be B and the link becomes the bottleneck link for the session.
The bottleneck level B can be higher than the current request for two reasons. The session may have some other bottleneck, and so the session request should not be changed. Otherwise, the current link is the bottleneck, and B has increased since the session was last updated. In this case we should increase the request to B. Thus, only the bottleneck link is allowed to increase the level.
The pseudocode for the local computation is given in Figure 1 and that for the forwarding action is given in Figure 2. 3.2. Convergence of the Protocol. We say that session i is stable if i gets its max-min fair allocation a i at every link on its path, and is labelled UNSAT at its final bottleneck link and SAT at other links. We also say that a link s is stable if every session that goes through s is stable.
We show that the sessions in S 1 become stable first, and then sessions in S 2 , S 3 , etc., become stable. In the end all sessions are stable, which means our protocol converges to max-min fairness. Let S 0 be an empty set. We first observe PROOF. By definition, the bottleneck level B is the maximum of the residual level R and the maximum satisfied allocation MAXSAT. If MAXSAT ≥ L k+1 , then we are done. Otherwise, MAXSAT < L k+1 . Let C r be the remaining capacity at link s after satisfying the requests of the sessions in S 1 , . . . , S k . Let x be the number of all other sessions that go through s. Among these x sessions let y be the number of the SAT ones and let Y be the allocation to these y sessions. We have Figure 2 .) Note that in one round-trip time, session i is certainly updated at such a link t as described in the above paragraph. Hence, the lemma follows. PROOF. We prove by induction on k. Since S 0 is empty, the base case that every session in S 0 remains stable holds trivially. Now we assume that every session in S 1 , . . . , S k remains stable, where 0 ≤ k < m.
We first show that, after three round-trip times, link s k+1 remains the bottleneck of every session in i ∈ S k+1 , i.e., it labels session i UNSAT and allocates L i to it. By Lemma 3.2, every RM cell of session i ∈ S k+1 requests at least L k+1 after one round-trip time. Hence, during the second round-trip time s k+1 either labels i ∈ S k+1 UNSAT or labels i SAT and allocates at least L k+1 to i. At the end of the second round-trip time, the residual level at s k+1 is at most L k+1 since sessions in S 1 , . . . , S k remain stable. During the third round-trip time, s k+1 labels every i ∈ S k+1 UNSAT. At the end of the third round-trip time, the residual level at s k+1 is L k+1 . From now on, s k+1 labels i ∈ S k+1 UNSAT and allocates L k+1 to i. As a result, the RM cells of sessions i ∈ S k+1 remain in the form L k+1 , s k+1 for any subsequent update at any link. This is guaranteed by Lemma 3.1 and line 6 of Figure 2 .
It remains to show that at links s ∈ {s k+2 , . . . , s m } sessions i ∈ S k+1 are labelled SAT and are allocated L k+1 to i. We first show that the residual levels at links s k+2 , . . . , s m become higher than L k+1 at some point. By Lemma 3.2, every RM cell of session i in S k+1 , . . . , S m requests at least L k+1 after one round-trip time. During the second round-trip time if s labels some session i in S k+1 , . . . , S m SAT, then the residual level R must be higher than L k+1 . (See line 2 of Figure 1 .) Otherwise, s labels every session i in S k+1 , . . . , S m UNSAT, in which case R is higher than L k+1 by the end of the second round-trip time.
Finally, we show that the residual levels at links s k+2 , . . . , s m remain higher than L k+1 for every subsequent update. Let A i , t be an RM cell that arrives at s ∈ {s k+2 , . . . , s m }. Figure 1 .) If i is labelled UNSAT both before and after this update, then R is not changed by this update. If i is labelled SAT before and UNSAT after this update, we define the following variables for the configuration at link s right before this update. Let A be the allocation to session i, let R be the residual level, let x be the number of sessions labelled UNSAT and let Y be the total allocation to the SAT sessions. If C is the link capacity of s, then
The second line follows from the observation that A ≥ L k+1 , which is due to Lemma 3.2 and the fact that session i is labelled SAT before this update. To summarize, we have shown the following. First, after three round-trip times, every session in S k+1 is labelled UNSAT and gets L k+1 at link s k+1 , and requests exactly L k+1 in its RM cells. Second, after two round-trip times the residual level at links s k+2 and higher remain higher than L k+1 . Hence, after three round-trip times every session in S k+1 is labelled SAT and gets L k+1 at links s k+2 and higher. Thus, all sessions in S k+1 become and remain stable in three round-trip times.
We have shown 
A Convergent MCR Protocol

Protocol Description.
We perform the protocol independently at each link. As in the ABR case the protocol is composed of two parts. One part carries out the local computation of the SAT, UNSAT and MCR labels at the link, and the other part determines the content of the RM cell that is passed along.
Both parts of the protocol use a threshold level τ . We define the threshold τ to be min{R, MINMCR}. The threshold is computed at the beginning of each phase and remains unchanged throughout the whole phase. As we will see, keeping τ fixed throughout a whole phase allows the protocol to converge to the max-min allocation quickly.
For this protocol, we use the following refined definition of the residual level R:
Here, C is the link capacity, S is the set of SAT sessions, M is the set of MCR sessions and U is the set of UNSAT sessions. We also have the following special cases:
Recall that MINMCR is a lower bound on min i∈M MCR i , which can be computed as described in Section 2.4. Also, let MINMCR = ∞ if M = ∅.
Local Computation. When a session-i RM cell A i , MCR i , t arrives, the new label and allocation of session i are determined by comparing A i with the threshold τ . The session is labelled SAT if its current request A i is smaller than τ , it is labelled MCR if its MCR value MCR i is at least τ , and otherwise it is labelled UNSAT.
The only exception is during a "special phase" which is executed once we end a phase in which τ = MINMCR and R > τ (note that R is the new residual level). During the special phase we relabel MCR sessions with the MCR value equal to MINMCR as UNSAT and do not make any changes to other labels.
Forwarding Action. At a link, the value passed along in the RM cell is dependent on whether the link is currently steady or not.
A link s is said to be steady if the threshold τ , and the label and allocation of every session at s, remain unchanged in the previous two phases. The link keeps track of whether it is steady at the end of a phase.
If the link is steady, then the bottleneck level B is defined to be max{τ, MCR i }; otherwise, B = ∞. The forwarding action is then similar to the ABR case.
In our pseudocode of the protocol we have omitted the code that checks to see if the link is steady or not. We note that this is easily done by keeping track of τ and also the label and allocation for each session. At the end of an update, if any of these quantities change, then the link is declared unsteady.
The pseudocode for the local computation is given in Figure 3 and that for the the forwarding action is given in Figure 4. 
Convergence of the Protocol.
Recall that a link s is stable if every session that goes through s gets its max-min fair allocation and is labelled correctly at s. We proceed to show that links s 1 , s 2 , . . . , s m become and remain stable one by one.
In the max-min fair allocation, let denote the amount of bandwidth allocated to UNSAT sessions at a link, i.e., the numerator of (4.1), and let n denote the number of UNSAT sessions, i.e., the denominator of (4.1). Note that /n is equal to the bottleneck level of the link at convergence. PROOF. When a link is steady, it must be the case that τ = R ≤ MINMCR. Otherwise, the session with MCR request equal to MINMCR would have been labelled SAT or UNSAT.
Local computation: update the label and allocation for session i For the purpose of contradiction, we assume τ < L k+1 and show that the residual level at the end of the phase is greater than τ . Hence, link s j could not have been steady.
We observe that sessions that are MCR in the max-min fair state are correctly labelled, since τ < L k+1 ≤ L j . Furthermore, only the following mislabellings are possible at the end of the current phase:
• A session that is UNSAT in the max-min fair state of s j but is currently labelled SAT. Let n 1 denote the number of such sessions. Each such session has a current allocation at most F 1 , where • A session that is UNSAT in the max-min fair state of s j but is currently labelled MCR.
Let n 2 denote the number of such sessions. Each such session has a current allocation at most F 2 , where F 2 < L j .
• A session that is SAT in the max-min fair state of s j but is currently labelled UNSAT. Let n 3 denote the number of such sessions. Each such session has a max-min allocation at least F 3 , where F 3 ≥ τ .
• A session that is SAT in the max-min fair state of s j but is currently labelled MCR. Recall /n = L j . From the above observations, we have
In the left-hand side of the last expression, if we account for the final SAT sessions that are currently labelled MCR, then its numerator increases. Thus, the residual level R at the end of the current phase is greater than τ . We have thus reached the contradiction. PROOF. The proof is by case analysis. Case 1 is when the current threshold is above L k+1 ; in this case we show that, in at most ( p − r ) round-trip time, the threshold will become at most L k+1 . Case 2 is when the current threshold is at most L k+1 ; in this case we show that, in at most O(q) round-trip time, the threshold will become L k+1 and then s k+1 will become stable.
Case 1: τ > L k+1 . In this case note that, at the end of the current phase, every session, whose max-min share is below L k+1 or above τ , is correctly labelled and gets its max-min share.
Let MAXMCR denote the largest MCR value that is less than τ at the end of the current phase. There are two subcases to handle depending on whether MAXMCR is above or below L k+1 .
(i) MAXMCR > L k+1 . In this case we claim that the threshold τ for the next phase is less than MAXMCR. The proof of this claim follows.
The only sessions that can be mislabelled at the end of this phase are those sessions that are UNSAT in the max-min fair state but are currently labelled SAT and also those sessions that are MCR in the max-min state but are currently labelled SAT or UNSAT. Let n 1 denote the number of final UNSAT sessions that are currently labelled SAT; each of these sessions has current allocation at least F 1 ≥ L k+1 . Let n 2 denote the number of final MCR sessions that are currently labelled UNSAT; each of these sessions has a max-min share F 2 ≤ MAXMCR.
Recall that in the max-min state
If we take into account those final MCR sessions that are currently labelled SAT, then the numerator of the above expression decreases. Thus the residual level R at the end of the current phase is less than MAXMCR. Thus the new τ is less than MAXMCR.
Since there are p − r MCR levels above L k+1 , we note that the above subcase holds true for at most p − r round-trip time after which the following happens.
(ii) MAXMCR ≤ L k+1 . In this case we claim that the threshold for the next phase is less than L k+1 . The proof of this claim follows.
Since every session with the MCR level below τ is labelled either SAT or UNSAT, and since MAXMCR ≤ L k+1 , it follows that every final MCR session is correctly labelled. Thus the only sessions that can be mislabelled are those sessions that are labelled UNSAT in the max-min fair state but are currently labelled SAT; these sessions currently get allocation at least L k+1 .
In the max-min state L k+1 = /n. Let n 1 be the number of sessions that are currently incorrectly labelled SAT. Each of these sessions get allocation at least F 1 (where F 1 ≥ L k+1 ). Then the residual level at the end of the current phase is
Thus the new threshold τ is at most L k+1 . Hence, if we are in Case 1, then, in at most p − r round-trip time, the threshold τ will become at most L k+1 . We note that in Case 1 if # UNSAT = 0, then C − i∈S A s i − i∈M MCR i ≤ 0, and thus R = 0 < L k+1 ; thus, in this case, the threshold is set to 0 for the next phase.
. Let B l (for some l) denote the highest max-min fair allocation at s k+1 that is less than τ . We will show that, at the end of the next phase, the threshold will be greater than min{B l+1 , MINMCR at end of next phase}.
At the end of the current phase, all final MCR sessions are correctly labelled. In addition, all final SAT sessions with max-min shares below τ are correctly labelled with allocations equal to their max-min share. The only possible mislabellings involve final UNSAT sessions that are currently labelled MCR and final SAT sessions that are currently UNSAT or MCR. Let n 1 denote the number of final UNSAT sessions that are currently mislabelled as MCR; each such session has allocation at least F 1 (where current MINMCR ≤ F 1 < L k+1 ). Let n 2 denote the number of final SAT sessions that are currently mislabelled as UNSAT; each such session has a max-min allocation at least F 2 ≥ B l+1 .
In the max-min fair state /n = L k+1 . Suppose MINMCR < L k+1 . Then we have
Now, if MINMCR ≤ B l+1 , then
However, if MINMCR > B l+1 , then
In all of the above computations, if we take into account final SAT sessions that are currently labelled MCR, then the numerator will increase. Suppose MINMCR ≥ L k+1 ; then n 1 = 0. Assuming B l+1 < L k+1 , we have + n 2 F 2 n + n 2 > B l+1 and + n 2 F 2 n + n 2 ≤ L k+1 .
Thus, the residual level R is greater than min{B l+1 , MINMCR}. The above arguments also show that if τ = MINMCR in the current phase and if the protocol executes another phase in which all sessions with the MCR value equal to τ are labelled UNSAT, then the residual level R after that phase is greater than min{B l+1 , MINMCR at the end of that phase}. This raises the threshold for succeeding phases.
Also, from the above arguments, we note that the threshold remains at most L k+1 . The terminating scenario is when the threshold becomes equal to max{MCR j , B r −1 }, where MCR j is the largest MCR level below L k+1 . Then, using arguments similar to above, we can show that the threshold τ becomes equal to L k+1 in at most two additional round-trip times. Once this happens, all sessions will be correctly labelled and will get their max-min share. Thus, s k+1 becomes steady at L k+1 and hence stable.
Thus, if we are in Case 2, then, in at most O(q) round-trip time, the threshold will become L k+1 . In the phase that follows, every session that passes through this link is correctly labelled and also gets its max-min share; thus s k+1 becomes stable.
We now show that s k+1 remains stable. From Lemma 4.1 we see that any link s j (where j > k) that becomes steady has threshold at least L k+1 . We can modify Lemma 4.1 easily to show that the threshold at any steady link s j , where j > k + 1, is greater than L k+1 . Thus, once link s k+1 becomes stable, every session i ∈ S k+1 will be labelled SAT at s j , when s j is steady. Hence, s j will never become the bottleneck link for these sessions. Thus, once link s k+1 becomes stable, it remains stable. 
