Abstract-In the majority of robotic and haptic applications, including manipulation and human-robot interaction, contact force needs to be monitored and controlled. Transparent implementation of bilateral teleoperation or haptic controllers necessitates the exchange of operator and environment contact forces. This requires the use of expensive commercially available force/torque sensors, which are rather bulky, are vulnerable to impact forces, and increase system inertia and compliance. An alternative solution is the use of dynamic force observers, which estimate external forces using system dynamic model. However, due to the uncertainties in system dynamic structure and parameters, these model-based observers do not produce accurate force estimates, and often create a dynamic lag that may cause bandwidth limitation and instability. This paper proposes two neural-network-based force/torque observers that do not require a system dynamic model. The observers can estimate human hand force and environment contact force with up to 98.3% accuracy in the sense of mean-square error, and with negligible dynamic lag. The performance of the proposed observers are extensively analyzed in separate human-robot and robot-environment experimental settings, and in a two-channel bilateral teleoperation control loop with multiple runs with two Planar Twin-Pantograph haptic devices.
In the following, force/torque will be represented by "force." compliance control schemes, such as force control, the measurement of environment contact forces is paramount, and the performance of the system is directly related to the accuracy of the measured forces [1] . Moreover, transparent implementation of bilateral teleoperation controllers require that operator and environment contact forces at master and slave be measured and transmitted to slave and master controllers, respectively [2] [3] [4] [5] . The use of local force feedback at slave also guarantees that contact forces do not rise to dangerous levels, which may cause damage to either the environment or the manipulator [6] .
To measure environment contact forces, force sensors can be installed between the manipulator and the tool. Although accurate, contact force measurement has a number of drawbacks. Force sensors are usually bulky and can often change system dynamics and compliance when added [7] . As well, high-precision force sensors are quite expensive and are not economically feasible for limited budget projects or inexpensive products. Finally, most force sensors are vulnerable to impact and may not be suitable for all environments; thus, their use is rather limited. Therefore, there is a large demand for alternative low-cost force observers.
In the literature, human-robot or robot-environment contact force is dynamically observed by using hand position, velocity, and robot motor torque commands [8] [9] [10] [11] [12] [13] [14] [15] [16] . These observers are designed based on either dynamic state observation or robot inverse dynamics.
Huang and Tzeng proposed a stable model-based state observer to estimate robot contact force and used the estimate in a force-control scheme [8] . Hacksel and Salcudean proposed a dynamic state observer to predict robot contact forces by using an accurate dynamic model [9] . This architecture does well at lowfrequency operations that require only robot joint torque commands and positions. However, in high-frequency situations, such as fast intermittent contact, this observer does not produce accurate force estimation.
Lee et al. employed a joint torque-disturbance observer, assuming knowledge of the robot dynamic model parameters, to estimate the external reaction force and to achieve high accuracy in robot trajectory tracking [10] . In [11] , Murakami et al. implemented a robot compliance controller employing a model-based disturbance observer that estimated the external reaction force, similar to [10] . References [12] and [13] described other disturbance observers in which robot dynamic equations are required. The authors assumed that precise knowledge of the manipulator or haptic interface dynamic model parameters were not available or difficult to identify. Therefore, they proposed a steepest-descent optimization method that adjusted the inaccurate dynamic parameters to improve force estimation.
Previously reported work has employed neural networks (NNs) in force observation in different applications, except these methods still require dynamic system information. Zahn et al. [14] use NNs to predict the Coulomb friction present in manipulator joints to improve the effectiveness of a model-based force observer. Although this method uses NNs, it still requires knowledge of the dynamic system. In [15] , Simões et al. use NNs to predict forces exerted on the mooring lines of a floating production storage and offloading system. The NNs provide a state estimate of the system. Using the system dynamic equations, the mooring forces can be calculated. Matuško et al. [16] propose the use of NNs to observe the friction force between the road and tire on an automobile. The network is used to improve the force estimate by providing real-time state estimates of the system dynamics. Although the above methods use NNs to improve force observations, none employ NNs to fully capture the dynamic system, and are, therefore, restricted by their dynamic model. Mascaro et al. [17] , however, propose using NNs to observe the force applied by a finger using images of the 2-D pattern of blood volume beneath the fingernail. Although this method does observe forces using a NN, it does so using external images rather than information internal to the dynamic system.
The above force observers are generally designed based on the exact knowledge of the robot or haptic interface dynamics and kinematics. In many applications, the robot dynamic model is not provided by the haptic interface manufacturer. Therefore, the model and its parameters have to be identified, which can be a challenge when the system dynamic complexity increases. Moreover, robot dynamic nonlinearities are often ignored in the existing observers. In this paper, we are using NNs to implement two observers, which are independent of the dynamic model of the robot or haptic device. It will be shown that not only do these methods produce results superior to the dynamic methods, but are also simpler to implement. The force observers will be experimentally verified on a three degree-of-freedom (DOF) Planar Twin-Pantograph haptic device. This paper is organized as follows. Section II presents two common force observers and evaluates these benchmark methods on a Planar Twin-Pantograph haptic device that will be described in the same section. Section III introduces our proposed NN-based force observers. Experimental results validating the observers for human-robot and robot-environment contact force estimation are presented and discussed in Section IV. The transparent implementation of a two-channel force-position bilateral teleoperation controller using observed forces is evaluated in Section V. Finally, conclusions are drawn in Section VI.
II. MODEL-DEPENDENT FORCE OBSERVERS
The general dynamics of a robot manipulator can be expressed as (1) (2) where , and denote the joint angle, velocity, and acceleration vectors, and represent the vectors of actuator torque and external force applied to the robot, is the robot Jacobian, and denote the inertia and Christoffel matrices, and and represent the gravity and friction torque vectors. Note that the manipulator dynamic terms on the right-hand side of (1) are, in effect, the joint torque required to move the robot in free motion, i.e., . The two common methods in the literature to estimate robot end-effector contact force use state estimators and/or inverse dynamics techniques. Both methods require an accurate model of robot dynamics and kinematics. The former introduces observer dynamics that adds dynamic lag to the system, causing error in force estimation and possible instability. As well, these observers have difficulty estimating forces in transient phases, especially when dealing with rapidly changing contact forces. As in the inverse dynamics case, these architectures are limited by any unmodeled disturbance or model inaccuracies, thus limiting their implementation to simple or well-documented applications. In the following, an inverse dynamics model-based force observer and Hacksel's [9] state-estimator observer will be explained. The two methods will be used as benchmarks to evaluate our proposed NN-based observers. Fig. 1 illustrates the use of system dynamics to estimate robot end-effector forces. Avoiding singular configurations and knowing system dynamic model parameters, one can use standard inverse dynamics techniques to find the interaction forces at the robot end-effector knowing actuator joint torques [18] , according to
A. Benchmark Observer I-Inverse Dynamics
where robot dynamics are linearly parameterized with robot dynamic parameter vector and regressor matrix . The dynamic compensation is an essential part of sensorless force observation, especially for manipulators with heavy gear friction and significant inertia.
Approximate dynamic parameters provided by robot manufacturers or derived using standard least-squares (LS) algorithms can be used to estimate the contact force according to (6) (7) where is the robot dynamic parameter vector estimate. The accuracy of the LS identification is directly related to the accuracy of the model used to describe the dynamic system, the richness of the dynamic system input, and the accuracy of velocity and acceleration estimates.
B. Benchmark Observer II-Dynamic State Estimator
A block diagram of the Hacksel's benchmark dynamic stateestimator observer is shown in Fig. 2 [9] . The observer employs robot dynamics to obtain angular position and velocity states and according to (8) 
It is shown in [9] that in steady-state, the external force is related to the joint angle-estimation error through the simple relation (10) The state-feedback gains and are determined such that the position error , and hence, converge as fast as possible while maintaining observer stability and low noise sensitivity [5] . The stiffness relationship only provides reasonably accurate force estimation at low operating frequencies or for force setpoint tracking in steady-state.
C. Evaluation of the Benchmark Observers

1) Experimental Setup:
The two model-based observers described above are tested on a 3-DOF Planar Twin-Pantograph haptic device designed at the Robotics and Control Laboratory of the University of British Columbia, Vancouver, BC, Canada, and manufactured by Quanser Consulting Inc., as shown in Fig. 3 . The device consists of two identical pantograph arms, each composed of four linkages and two identical direct-drive motors capable of producing a continuous maximum torque of 0.15 Nm to create a 2-DOF motion in the horizontal plane. The encoders associated with these motors have 20 000 lines of count per revolution. The upper and lower arm structures are connected together, leaving the device free to move in the plane with an additional rotational DOF. An ATI Nano-17 6-DOF force sensor has been attached to the end-effector to evaluate the proposed and benchmark force observers. The angular measurements are retrieved from encoders and passed through two cascaded first-order high-pass filters with cutoff frequency 100 Hz to obtain angular velocity and acceleration. Higher bandwidth introduced significant noise in filters outputs. Data collection and control loops are run at the rate of 1 kHz.
2) Haptic Device Dynamics: To implement the benchmark model-based observers, the robot dynamics need to be derived. Due to the complex nature of the Twin-Pantograph device, the dynamic equations for each arm are first derived separately, and then combined together [5] . Fig. 4 shows a single arm and the associated joint angles. The dynamics of each arm in terms of active joints are (11) where refers to the upper or lower arm , is the applied force to the arm endpoint, is the arm Jacobian, is the inertial matrix, and is the Christoffel matrix. The effect of gravity is cancelled, since the device operates in the horizontal plane. Friction is negligible, as the actuators are direct-drive motors and roller bearings are employed in all passive joints [19] . The endpoint forces are the forces applied to the two ends of the metal bar holding the arms together. Once the endpoint forces for each of the arms are calculated, using the kinematics of the system, one can calculate the external hand force applied by the arm. Given the vector of Cartesian end-effector positions for the lower and upper arms and the Cartesian position and orientation of the end-effector handle as shown in Fig. 3 , one can find a Jacobian such that (12) Therefore, the force applied by the robot to the operator, i.e., , can be calculated as (13) where and are the end-effector forces for the lower and upper arms in (11), respectively.
With the bar and handle connecting the two pantograph arms, the complexity of the robot dynamics increases significantly, and it becomes difficult to identify the robot dynamic parameters. Also, due to the very light inertia of the linkages, the application of LS on each arm produces mixed positive and negative values [20] [21] [22] . Therefore, the mass and inertia of the linkages, measured or calculated by the manufacturer using CAD tools, are used as an approximation of system dynamic parameters. It was found experimentally that the manufacturer-supplied parameters produced a dynamic model equivalent to the model using the identified parameters, in terms of motor torque prediction. Therefore, the manufacturer positive parameters are used due to accurate physical representation. The robot dynamics can then be represented in a form similar to (1) with , and where and is the pseudoinverse of [5] .
3) Experimental Results:
To evaluate the two benchmark observers and to emphasize the need for improved observers, we qualitatively compare the observed forces to the measured force. For simplicity, the measurements and evaluations are done in the Cartesian X direction, as shown in Fig. 3 . The observers and the force sensor can provide contact forces in the Y direction, as well.
During the experiment, the haptic device is commanded to move in its workspace following a random trajectory while the operator applies an arbitrary force to the device end-effector. The random trajectory is generated by scaling and filtering a white-noise signal. The position, velocity, acceleration, and motor commands are measured and applied to the two force observers where required.
Fig . 5 shows the accuracy of the model-based force observer over a 10-s time period. The error, especially when the direction of force changes rapidly, is due to dynamic parameter uncertainties and the approximations made in the robot dynamic model to reduce computational complexity. Therefore, by introducing a new force-observation method with no dependency on the robot dynamic model, we will be able to improve the effectiveness of the observer. Comparing Figs. 5 and 6, the dynamic state observer does not perform nearly as well as the model-based one. The dynamic state estimator remains stable for and . However, the optimal performance is obtained with . Therefore, an observer with low latency and higher bandwidth would pose a significant improvement over this benchmark observer.
III. NN-BASED FORCE OBSERVERS
As it has been explained before, the conventional methods for force estimation require an accurate dynamic model of the robot, which, in many cases, is not available or is difficult to find. Therefore, there exists a demand for force observers that can account for model uncertainties and errors. In this section, two methods based on the use of NNs are proposed.
NNs have been used for a variety of applications including function approximation, pattern recognition, and control [23] . However, to the best knowledge of the authors, NNs have not been used for function approximation in the context of contact force observation for robotic applications using only position and torque measurements.
Among different network structures, the multilayer perceptron NN (MLPNN) architecture has been employed for our purpose, as these networks are most frequently used for function approximation [23] , [24] . Networks are trained in this work using a back-propagation technique with neuron weights iteratively adjusted to minimize the error between the network output and the training set desired output. The Levenberg-Marquardt (L-M) method is commonly used in situations involving function approximations with less than 100 neuron weights where accuracy is paramount [25] , [26] . The aim of this method is to shift from steepest descent towards the more accurate Newton method once the search closes to a minimum. This training method can be implemented with the MATLAB Neural Network Toolbox using the TRAINLM function. The challenging part of using NNs is determining the design parameters. There is no specific recipe for the number of hidden layers, the number of hidden neurons or even which type of activation function to use. All of these parameters vary from application to application, therefore, the designer needs to find the optimal solution by trial and error [23] .
Next, the two proposed NN-based force observers are presented, discussed, and experimentally evaluated.
A. Model-Independent NN (MINN)
The proposed MINN force observer employs angular position, velocity, and acceleration, as well as motor torques to directly estimate the external force applied at the robot end-effector, see Fig. 7 . Since some applications may not have access to clear velocity and acceleration measurements, three types of inputs are considered for the NNs.
• Type I: motor torque, joint angle, and angular velocity . • Type II: motor torque, joint angle, angular velocity, and angular acceleration . • Type III: motor torque, joint angle plus two past samples of joint angle to compensate for the lack of velocity and acceleration readings . The NN types I and III are favorable in cases where acceleration information is contaminated with quantization noise due to the low resolution of position sensors or high sampling frequency. As shown in Fig. 8 , joint position, velocity, acceleration, motor torque, and hand forces are recorded and used as inputs to train the NNs offline. As force-estimation error is used to train the NNs, measured hand force is required. This method is more suitable for applications with a similar nature of operation, for which the observer NN needs to be trained once or only a few times. The force sensor is temporarily used for training, which is conducted in a controlled and safe environment for the force sensor. To ensure richness of the training set, the operator must guarantee that not only does the training cover the entire workspace, but it also covers a broad enough range of contact forces. It is important to monitor the measured force to make sure that the robot motors do not saturate.
The performance of the MINN observer depends on the accuracy of the sensed forces in the training phase. Force sensors amplify and process the strain signals collected from the strain gauge hardware assembled in an enclosure. As a result, one potential problem with force measurement accuracy is that the sensor stiffness, which sets the physical natural frequency of the sensor, may significantly change the robot-sensor natural frequency. However, the ATI Nano-17 has a structural natural frequency of 7200 Hz, which is well beyond any practical operating frequency. In addition, the ATI Nano-17 high physical stiffness of (N/m) in the axes of contact does not affect the total robot-sensor structural stiffness when installed on direct-drive haptic manipulators such as the Twin Pantograph with relatively low structural stiffness of 25 000 N/m. The second potential problem arises from possible sensor output low signal-to-noise ratio (SNR) as the noise signal picked up by the sensor circuitry also gets amplified. The ATI Nano-17 sensor uses Silicon strain gauges that provide signals 75 times stronger than conventional foil gauges, resulting in negligible noise distortion. Finally, the MINN force observer is trained with the force sensor attached, and therefore, the trained NN captures the dynamics of the robot, including the mass of the force sensor. However, for validation purposes and normal operation, the force sensor should be removed.
Therefore, a question arises as how accurately the trained network can represent the dynamics of the robot without the sensor. This overtraining issue may possibly change the effectiveness of the observer. For validation experiments in this paper, the force sensor was also attached, as the true measured forces were necessary to evaluate the performance of the observer. However, in our experimental setup, the mass of the force sensor (10 grams) is approximately 3% of the total mass of the linkages, and is, hence, negligible. Therefore, the removal of the sensor should not affect the performance of the observer in this case. Should a force observer be needed in a situation in which the effect of the force sensor mass cannot be neglected, an equivalent dummy mass can be added to the system to emulate the dynamic effect of the force sensor, when the force sensor is removed.
B. Inverse-Dynamics NN (IDNN)
The proposed IDNN observer makes use of the inverse-dynamics approach with one exception: the robot motors' torques are predicted using a previously trained NN, see Fig. 9 . The position, velocity, and acceleration measurements are passed to the network, which predicts the torque required to follow the desired trajectory in free motion. Therefore, in contact, by subtracting the free-motion torque estimate from the actual torque, one can estimate the force applied by the operator according to (7) . It is important to note that although NNs have been used to model and compute inverse dynamics of robotic manipulators [27] , [28] , and model-based inverse dynamics has been employed for force estimation, the combination of the two methodologies has not been addressed and experimentally examined in the literature.
Similar to the MINN observer, the IDNN observer is trained offline. The training procedure for the IDNN observer has no operator input, and is, therefore, much easier to implement. The procedure is as follows.
• The robot is commanded to follow a persistently exciting random trajectory in free space throughout the workspace.
• Position, velocity, acceleration, and torque signals are recorded and used for offline training, Fig. 10 .
• The training algorithm creates a mapping from position to free-motion motor torques, Fig. 9 . This allows accurate inverse-dynamics estimation without any knowledge of the dynamic model or introduction of dynamic lag into the system.
To explore possible applications where acceleration and velocity are not available, the following three types of inputs are fed to the NN.
• Type I: joint angle and angular velocity . • Type II: joint angle, angular velocity, and angular acceleration . • Type III: joint angle plus two past samples of joint angle to compensate for the lack of velocity and acceleration readings . Although the IDNN observer does not require any knowledge of the robot inverse-dynamics model, as it is shown in (3), it still requires the Jacobian matrix which can accurately be found. The MINN methodology, however, is free from dynamic and kinematic models of the device. On the other hand, IDNN does not require sensed contact forces for training. In addition, since IDNN is trained in free motion, the robot motion trajectory is better controlled, guaranteeing a richer trajectory and more accurate dynamic mapping, if a proper trajectory is chosen.
IV. OBSERVER DESIGN, TRAINING, AND VALIDATION
A. NN Structure
To find an MLPNN structure for the MINN and IDNN observers, preliminary tests are conducted in which networks with different number of layers and neurons are trained and validated. The MINN has two outputs (forces in and directions), whereas IDNN has four outputs (motor-generated torques for free motion). The tangent hyperbolic sigmoid and linear functions are used for hidden layers and output layer activation functions, respectively. The network's input and output data training sets are normalized to and downsampled by 10. This has proved to improve training effectiveness. To avoid the networks from being trapped in local minima in the training process, ten networks are trained for 1000 epochs and the network with the smallest error is chosen. The number 1000 epochs has been chosen, since it has been observed that most networks reach the desired mean-square error or minimum gradient threshold by this iteration. The codes are implemented in MATLAB using the Neural Network Toolbox. The preliminary search for operator and environment contact force observation has resulted in networks with two hidden layers with six and seven nodes in the first and second layers. Two-layer networks have the potential to better capture nonlinear dynamics involved in force observation as opposed to those with one or no hidden layer.
B. Training and Validation for Operator-Robot and Robot-Environment Interaction Applications
After choosing a network structure, the three types of MINN and IDNN observers are trained and validated and their performances are compared with those of the two benchmark observers for environment and operator contact-force observation applications. Since the observers will eventually be tested on master and slave manipulators in a two-channel force-position master-slave teleoperation system, as shown in Fig. 11 , the observers are trained and validated in two separate slave-environment and operator-master settings as shown in Figs. 12 and 13. As will be explained, the desired master input force command is chosen to emulate an environment contact force sent from a remote slave robot. The first reason for separate training is a reduction in the required hardware, such as manipulator and force sensors. The second benefit is to train and validate the observers with a prespecified input command and in a controlled environment that allows for repeatability of the experiments. And finally, separately trained observers are also suitable for single-robot applications, such as haptic simulations or most of the industrial robot-environment operations. It is important to note that all the networks are trained on a Pentium 4 2.4-GHz-based computer with 512 MB of RAM, and each training took 10-12 min on average.
1) Slave Contact-Force Training and Validation:
The observers are trained and evaluated for robot (slave)-environment contact application, as shown in Fig. 12 . The training procedure for the two proposed observers along with the validation results against the benchmark observers will be presented later in the section. The two environments used for training and validation are: "sponge," acting as a soft environment with approximate linear impedance model ; and a 3-mm-thick piece of "plexiglass" acting as a stiff environment with approximate linear impedance model of . It is notable that the sponge environment exhibits nonlinear behavior as the tool presses against and penetrates into the environment. The reason for not trying rigid environments, such as metal pieces, is to protect the sensitive force sensor from possible overload caused by an abrupt large contact force.
MINN Observer Training:
The contact training and validation experiments for the MINN observer incorporates a desired position command that pushes the slave to make intermittent contact with an environment, see Fig. 12 . The angular positions, motor torques, and contact forces are recorded and used for training, as explained in Fig. 8 . The slave position command creates the following three slave contact regimes.
• Contact #1: Free motion (no contact) with random trajectory.
• Contact #2: Intermittent contact with soft and stiff environments while moving randomly. • Contact #3: Constant contact with the stiff environment while following a sinusoidal trajectory with frequency 2.5 Hz. A shortened version of is shown in Fig. 14 . Since the observers are in contact with unilateral passive environments, the forces for training and validation are lower bounded at zero for increased force observation accuracy. However, as will be shown later, the observer is quite accurate at observing negative forces in the operator (master)-robot application.
IDNN Observer Training: The IDNN observer training data is obtained by commanding a proportional-derivative (PD)-controlled Pantograph to follow a desired filtered white noise random trajectory, as shown in Fig. 15 . The experiments take place in free motion and the operator is not involved in the IDNN training. Once trained, the IDNN force observer can be used for either operator or environment force observation; therefore, only one training set is required. 
Observers Validation and Comparison:
All eight MINN, IDNN, and benchmark observers are validated with a similar desired position command in the experimental setting of Fig. 12 . The force-prediction performance of the observers are evaluated based on two criteria: percent relative mean-square error (RMSE%) and percent cross-correlation (CC%) using the following formula:
CC (15) where and are the measured and estimated variables, respectively, and is the number of samples. A CC% closer to 100 implies higher similarity between the actual and estimated signals.
The environment contact experiments are run 20 times, and the average RMSE% and CC% are listed with their corresponding standard deviations in parentheses in Table I . One second of the validation results for the intermittent contact part of the experiments for soft and hard environments are shown in Figs. 16 and 17 , respectively. It can be seen that for both environments, the type-II observers outperform type I, which outperform the type-III observers. In soft contact, the MINN-II observer, followed by the IDNN-II observer, perform better than the benchmark observer. Comparing all three methods with stiff environment, IDNN-II performs better than MINN-II, which, in turn, performs better than the benchmark method. In addition, IDNN-II does not exhibit the free-motion force error that is produced by the other two observers. This behavior can be attributed to the robot unmodeled dynamics that have been captured by the trained network.
As the RMSE% results in Table I are relatively close, a one-way analysis of variance (ANOVA) was conducted using the "anova1" command in MATLAB on IDNN-II and MINN-II, and on the inverse dynamics force observer in contact with the soft and stiff environments [29] , [30] . For the soft environment, a p-value of 0.0271 demonstrates a statistically significant difference between observers. On the other hand, for hard contact, although the p-value of 0.1578 does not suggest any significant difference, it also implies that one in six times, the observers perform similarly. The ANOVA box charts as shown in Figs. 18 and 19 better clarify the conclusions made from Table I . Although the medians are close, considering the interquartile range, the NN-based observers perform slightly better than the benchmark observer.
In general, the above results have shown that the NN-based methods can equally well or better observe the contact forces. This is due to the capability of NN to capture nonlinear and unmodeled dynamics. Especially in cases where an accurate dynamic model is not available, both IDNN and MINN are much easier to develop and apply. However, as a limitation of any force observer, none of the methodologies are capable of reproducing the "minor" impact force as observed in Fig. 17 in . As impact is a high-frequency phenomenon, there is a possibility that networks with higher order derivatives of position and the past samples of acceleration and velocity as inputs, plus richer desired position trajectory profiles, would be able to capture the impact effect.
2) Operator Hand-Force Training and Validation: In this subsection, the training procedure for the two NN-based observers for operator-robot interaction will be explained. Furthermore, the performance of these observers and the two benchmark observers will be evaluated and compared.
MINN Hand-Force Training: Training MINN for hand-force observation requires the emulation of a typical force-position two-channel teleoperation system in which the operator holds the end-effector and applies an arbitrary force disturbance to the device, while the master robot is commanded by a slave robot to follow a slave contact-force trajectory. Fig. 13 shows the block diagram of the experimental setup in which a computer-generated desired-force profile represents the slave contact force. As illustrated in Fig. 14 , the desired force in our experiments applied to the master robot emulates the following operational conditions. 1) Hand #1: Zero input emulating free-motion teleoperation.
2) Hand #2: Position correction force to maintain a stationary position emulating a condition in which the slave is clamped to the environment. 3) Hand #3: Sinusoidal force emulating an in-contact regime. 4) Hand #4:
Step forces of varying amplitude with 5 s duration emulating abrupt changes in the environment. IDNN Hand-Force Training: Since IDNN is only trained in free motion, the training is independent of environment and operator. As a result, once trained, the observer can be used in any application without the need for retraining. Therefore, as an advantage, the same observer used in the contact-force experiments can be used for hand-force experiments.
Observers Validation and Comparison: All eight observers (types I, II, and III of IDNN and MINN and the benchmarks) are validated in the experimental setting of Fig. 13 . To emulate a near two-channel force-position teleoperation condition, the environment contact forces that had been recorded for slave-environment interaction experiments are applied to the master robot as . At the same time, the operator is asked to move the robot Table I . It can be seen that when observing hand forces, the IDNN-II observer outperforms all other observers. This is clearly confirmed in the ANOVA box chart of Figs. 22 and 23, in which the 75% quartile of IDNN is lower than the 25% quartile of the other two methods. The substantially low p-values of and for hand-force observation with soft and hard environments points at the obvious difference between the RMSE% means associated with different observers. It is also noticeable that both the MINN and IDNN observers can observe both positive and negative operator hand forces with high accuracy.
C. Frequency Analysis
The above experiments have compared the observed forces with each other and with the sensed forces in the time domain. Frequency analysis has also been conducted to evaluate the observer's bandwidth in the frequency domain. Since, in general, the human operator force output bandwidth is limited when compared with those of typical environment forces, frequency analysis is only carried out for the slave-environment interaction setting. To this purpose, a 3-min chirp signal covering frequency range [0.2 Hz 200 Hz] is commanded to the motors while the forces of contact are collected. Fig. 24 shows the spectrum of the transfer function from the observed to sensed forces using the "Spectrum" command in MATLAB for the sponge and plastic environments, respectively. It is seen that at low frequencies below 3 Hz, the NN-based observers' output, especially IDNN, are closer to the sensed force (unity value ). At mid-frequencies, IDNN slightly performs better. However, it is also noticed that all three observers have demonstrated the same 80-Hz bandwidth with respect to the sensor output. As the sensor bandwidth is quite large and the velocity and acceleration signals bandwidth is 100 Hz set by the filters, the observers' bandwidth is basically the frequency limit that has been set by the velocity and acceleration filters.
V. TWO-CHANNEL TELEOPERATION EVALUATION
To qualitatively evaluate the effectiveness of the proposed observers in a practical situation, the inverse dynamics benchmark and the two proposed (IDNN-II, MINN-II) observer outputs are used as environment feedback forces from slave to master in a two-channel force-position teleoperation control system, as shown in Fig. 11 . Due to the availability of only one force sensor, either the observed force at master or slave could be validated in each experiment. Therefore, two sets of experiments are conducted, as described next.
A. Operation on Soft and Hard Environments
In this set of experiments, the ATI force sensor is installed on the slave robot and the experiments are conducted four times, each time using either the environment sensed force or observed force obtained from one of the three force observers. Fig. 25 shows typical position and force profiles of an experiment using IDNN-II output as exchanged environment contact force. In the experiment, the slave robot moves briefly in free motion, and then makes contact with sponge (soft) and plexiglass (hard) environments several times, with the purpose of maintaining constant environment force levels of 0, 1, and 2 N for 3, 6, and 3 s at each round of contact. The goal of these tests is to see how different the stability and feel is relative to the case in which sensed force, as opposed to observed force, is used in the control loop. As can be seen from the figure, the environment observed force follows the sensed force faithfully, and observed master force tracks closely. Multiple experiments with five subjects have shown that the overall performance of all three observers are close in terms of stability, transparency feel, and maneuverability, except for one case in which some slight oscillations have been noticed in hard contact, using inverse dynamics-based observed environment force.
B. Operation on Rigid Environment
Due to the rigidity of a metal environment, large environment contact forces may build up at contact. Therefore, to protect against overload, the ATI force sensor is not used on the slave. Instead, the sensor is installed on the master robot, where it is not subjected to large potentially harmful impact forces. In the new set of three experiments, after moving in free motion, the slave robot makes contact with the metal environment several times, with the purpose of maintaining certain constant environment force levels. In each of the experiments, one of the three observers is used at both the master and slave, and the slave observed force is transmitted to the master for remote control. Fig. 26 shows typical position and force profiles in an experiment using IDNN-II output as exchanged environment contact force. In the experiment, the slave robot moves with high speed in free motion, and then makes contact with the metal piece several times, with the purpose of maintaining the environment force levels 0, 1, and 2 N for 3, 6, and 3 s at each round of contact. The goal is to compare the stability and performance of the control systems using different observers when dealing with environment impact forces. Although sensed environment force is not available, the effect of "major" impact force is seen both in master and slave forces , and . In fact, self-induced high-frequency slave contact chattering is felt at the master using the proposed observers. From multiple experiments, it is found that all three observers perform very closely.
VI. CONCLUSION In this paper, two NN-based contact force observers (MINN and IDNN) for robotic manipulators and haptic devices are introduced. These observers do not require any knowledge of the robot dynamic model, which in many cases is not available or is not accurately known. The IDNN observer indirectly observes the contact force by using a NN that is trained to approximate the manipulator inverse dynamics in free motion, whereas the MINN observer estimates the end-effector forces directly. Comparing the two proposed observers, the IDNN observer requires less input data for operation and training, thus making the observer easier to implement. In addition, training is conducted in free motion and is task-independent, making it a suitable method for immediate use on master and slave robots with no requirement for new training. The MINN observer provides more accurate force estimates if it is trained with rich enough input sets. However, it requires the initial use of a force sensor for training, which is not needed for IDNN training.
In comparison with other observers, both IDNN and MINN well outperform the benchmark model-based state-estimator force observer. The NN input set containing joint angles, velocity, and acceleration provided the best estimation performance in terms of RMSE% and CC%. Comparing type I and type III observers, the inclusion of velocity is more effective than using the previous samples of position. Comparing the MINN-II, IDNN-II, and model-based inverse dynamics observers for environment contact applications, MINN-II and IDNN-II provide the best results in soft and hard contacts, respectively, although the performance of all three observers was comparable. With regard to hand-force observation, the IDNN-II observer proved to be the best method, with average RMSE% of only 1.73% compared with 3.47% for the model-based inverse dynamics observer. It was also found that the proposed observers MINN-II and IDNN-II are able to observe both positive and negative forces. The frequency analysis revealed that the proposed observers, especially IDNN-II, were able to observe forces at low-mid frequencies (below 80 Hz), consistent with a force-sensor output.
In a teleoperation application, both the proposed observers and the inverse dynamics observer qualitatively performed the same when in contact with soft and hard environments. It was found that the proposed observers at both the master and slave were also able to observe and convey self-induced slave chattering to the operator, thus improving the performance and stability of the entire system.
What should be recognized is the fact that the two proposed observers do not require any dynamic model, yet they achieve accuracy levels consistent with or better than an observer which uses the dynamic model of the system. We believe both of the proposed observers present practical solutions for force measurement, suitable for many applications, from force monitoring to force control.
