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Abstract
Let (Xt)t>0 be the n-dimensional hyperbolic Brownian motion, that is the diffusion on
the real hyperbolic space Dn having the Laplace-Beltrami operator as its generator. The
aim of the paper is to derive the formulas for the Gegenbauer transform of the Poisson
kernel and the Green function of the ball for the process (Xt)t>0. Under some additional
hypotheses we give the formulas for the Poisson kernel itself. In particular, we provide
formulas in D4 and D6 spaces for the Poisson kernel and the Green function as well.
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1 Introduction
Investigation of the hyperbolic Brownian motion is an important and intensely developed topic
in recent years (cf. [Y3], [BJ]). On the other hand, it is well known that the Poisson kernel
for a region is a fundamental tool in harmonic analysis or probabilistic potential theory. In
the classical situation of the Laplacian in Rn, the exact formula for the kernel leads to many
important results concerning behaviour of harmonic functions. Moreover, probabilistic potential
theory uses Poisson kernel techniques to find solutions to the Schro¨dinger equation ([ChZ]).
Availability of the exact formula for the kernel is often of crucial importance for the argument.
In the case of half-spaces in the model Hn of real hyperbolic spaces (or, equivalently, the
region bounded by a horocycle, in Dn) the form of the Fourier transform of the corresponding
Poisson kernel is known for some time (see [Du] and [BCF]). However, in many applications the
resulting Fourier-Hankel inversion formula is of little use. A satisfactory integral representation
of the Poisson kernel in this case, along with the resulting analysis of the asymptotic behaviour,
was given in [BGS].
The aim of this paper is to provide the Gegenbauer transform for the Poisson kernel and
Green function of a ball in the real hyperbolic space Dn. Next, we determine the formula for
the Poisson kernel itself; first - as a series representation, and, in some cases - as an explicit
integral formula. Results presented here are not that complete as in [BGS]; they depend on the
properties of a hypergeometric function Fk, which appears quite naturally in the Gegenbauer
transform of the Poisson kernel.
Although we are motivated here by the paper [W], where the Gegenbauer transform of the
joint distribution of hitting time and hitting distributions for the ball in the case of classical
Brownian motion in Rn was found, there were very substantial difficulties to adapt the above
approach to the present situation.
We also provide explicit formulas for Poisson kernel and Green function in D4 and D6.
The paper is organized as follows. In Section 2, after some preliminaries, we apply stochastic
calculus to write a ”polar” decomposition of the hyperbolic Brownian motion on Dn. It is the
starting point to obtain, in Section 3, the basic formula for Gegenbauer coefficients of the cosine
between the axis determined by the process and the starting point x 6= 0 (see Theorem 3.1).
We again use here the stochastic calculus; more specifically Feynmann-Kac technique and the
relation with the appropriate Schro¨dinger equation. The series representation theorem of the
Poisson kernel is the main result of this section.
In Section 4, in Theorem 4.1, we provide Gegenbauer coefficients for the Green function
of the ball, restricted to a suitable sphere. In the next theorem we write series representation
theorem for the Green function of the ball. Remark that although the Poisson kernel deter-
mines uniquely the Green function (by sweeping out formula), the substantial computational
complexity forces us to find an alternative approach.
In Section 5 we try to describe an explicit integral representation of Poisson kernel. It turns
out that all depends on the properties of the hypergeometric function Fk. Conditions sufficient
to obtain the desired representation are collected in Conjectures 5.1 and 5.2. Checking the
conditions imposed on the specific hypergeometric functions Fk we exhibit the exact form of
this representation for D4 and D6. In general, the validity of this conjecture depends on the
location of roots of Fk, with respect to the (complex) variable k, which seems to be a difficult
problem. We also provide explicit formulas for the Green function of the ball for D4 and D6.
2
2 Preliminaries
We begin with some basic informations about hypergeometric functions and Gegenbauer poly-
nomials, needed in the sequel. This part of the material is standard and can be found, e.g. in
[E]. After that we identify Brownian motion in real hyperbolic spaces, in terms of Stochastic
Differential Equations (SDE). We then discuss briefly properties of the heat kernel on hyper-
bolic spaces, following approach presented in the monograph of E. B. Davies [D]. In the end we
obtain a kind of ”polar” decomposition of the hyperbolic Brownian motion, in terms of SDE.
We denote here by (x, y) the standard inner product of x, y ∈ Rn and by |x| the Euclidean
length of a vector x. The sphere with center at 0 and the radius r is written as Sr = {x ∈ Rn :
|x| = r}. The (n− 1)-dimensional spherical measure on Sr will by denoted be σr. Put
ωn−1 =
2pi
n
2
Γ(n
2
)
, n = 1, 2, . . .
It is the total mass of the associated (n− 1)-dimensional spherical measure of the unit sphere
S1. Note that for n = 1, S1 is a two-point set and its 0-dimensional measure is equal to the
counting measure by an accepted convention. For the rest of the paper we assume that n > 2.
We will denote by F (α, β; γ; z) the hypergeometric function of variable z with parameters
α, β, γ. For |z| < 1 and α, β, γ ∈ C, γ 6= 0,−1,−2, . . . the function F is defined by the
hypergeometric series
F (α, β; γ; z) =
∞∑
i=0
(α)i(β)i
(γ)ii!
zi,
where (α)i = Γ(α + i)/Γ(α) is the Pochhammer symbol. We shall supplement the definition
in the case α = −l and γ = −m where l = 0, 1, 2, . . . , and m = l, l + 1, l + 2, . . . . Then it is
customary to define
F (−l, β;−m; z) =
l∑
i=0
(−l)i(β)i
(−m)ii! z
i.
To simplify our notation we put ρ = n−2
2
and define
Fk(z) = F (k,−ρ; k + n
2
; z),
and for k > 0 or n/2 /∈ N
Gk(z) = F (−ρ, 2− k − n; 2− k − n
2
; z).
When k = 0 and n is an even number greater than 2 we put
G0(z) = ρ
n−2∑
i=0, i6=ρ
(
n− 2
i
)
(−1)i+1
i− ρ z
i + ρ
(
n− 2
ρ
)
(−1)n2 zρ log z.
The general solution of the hypergeometric equation
z(1− z)u′′ + (γ − (α + β + 1)z)u′ − αβu = 0
for α = k, β = −ρ and γ = k + n
2
is given by
c1 · Fk(z) + c2
zk+ρ
·Gk(z), (1)
3
where c1, c2 are constants and k = 0, 1, 2, . . . . Observe that Fk(z) is bounded and z
−k−ρGk(z)
(the second solution of (1)) is unbounded on the interval (0, a] for every a ∈ (0, 1). It follows
from the fact that the functions Fk(z), Gk(z) are continuous on [0, a].
We also have
Proposition 2.1.
(k + ρ)Fk(z)Gk(z) + zF
′
k(z)Gk(z)− zFk(z)G′k(z) = (k + ρ)(1− z)n−2. (2)
Proof. Let denote by u(z) the function on the left-hand side of (2). Using the hypergeometric
equations which are satisfied by Fk and Gk we find that (1−z)u′(z) = (2−n)u(z). We can also
show that u(0) = k + ρ. So the desired equality follows. The details are left to the reader.
Gegenbauer’s polynomial C
(v)
k (z) for integer value of k and v > 0 is defined to be the
coefficient of hk in the Maclaurin expansion of (1− 2zh+ h2)−v, considered as a function of h.
So we have
(1− 2zh + h2)−v =
∞∑
k=0
C
(v)
k (z)h
k, |z| 6 1, |h| < 1.
Observe that C
(v)
0 (z) = 1, for all v > 0. For v = 0 it is customary to take C
(0)
0 (z) ≡ 1, C(0)k (z) =
limv→0
C
(v)
k
(z)
v
= 2Tk(z)
k
, where Tk is kth Chebyshev polynomial defined by Tk(cosφ) = cos(nφ).
One of generating functions for Tk is given by
log(1− 2zh+ h2)−1 = 2
∞∑
k=1
k−1Tk(z)hk.
We also have the following trigonometric expansion of C
(v)
k (cosφ):
Γ(v)2C
(v)
k (cosφ) =
k∑
l=0
Γ(l + v)Γ(k − l + v)
l!(k − l)! · e
−i(k−2l)φ,
which gives
|C(v)k (cosφ)| 6 C(v)k (1), φ ∈ [0, pi]. (3)
Note that C
(v)
k (1) = Γ(k + 2v)/(k! Γ(2v)). We recall the orthogonal relations of Gegenbauer
polynomials ∫ 1
−1
C
(v)
k (x)C
(v)
l (x)(1− x2)v−
1
2dx = δkl
21−2vpiΓ(k + 2v)
k!(v + k)Γ(v)2
.
In the special case for v = ρ, using the well known relation for gamma function
22z−1Γ(z)Γ(z +
1
2
) =
√
pi Γ(2z),
we obtain ∫ 1
−1
C
(ρ)
k (x)C
(ρ)
l (x)(1− x2)
n−3
2 dx = δkl
ρ
k + ρ
· C(ρ)k (1) ·
ωn−1
ωn−2
. (4)
Note also that the polynomial C
(v)
k (z) is a solution of the Gegenbauer differential equation
(z2 − 1)ω′′ + (2v + 1)zω′ − k(k + 2v)ω = 0. (5)
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Now, we introduce some basic information about measures (functions) on spheres and their
Gegenbauer transforms. For more details see [W] and [E].
We say that a finite Borel measure µ(·) on sphere Sr is axially symmetric (AS) with axis
x ∈ Rn if µ(UA) = µ(A) for each Borel set A and each orthogonal transformation U such that
Ux = x. The definition of AS functions is similar. For AS measures we define its Gegenbauer
coefficient µ̂k by
C
(ρ)
k (1)µ̂k =
∫
Sr
C
(ρ)
k (cos θ)µ(dy),
where θ = ∠x0y if x 6= 0 and θ = ∠u0y, for arbitrary but fixed nonzero vector u, in case x = 0.
We will use the following property of Gegenbauer transform:
Theorem 2.2. The AS measure µ is uniquely determined by its transform {µ̂k}∞k=0.
Clearly, the same is true for AS functions, i.e. any AS function is uniquely determined by
its Gegenbauer transform.
Consider the ball model of the n-dimensional real hyperbolic space
Dn = {x ∈ Rn : |x| < 1}, n > 2.
The Riemannian metric and the distance formula are given by
ds2 =
|dx|2
(1− |x|2)2 , (6)
cosh(2d(x, y)) = 1 +
2|x− y|2
(1− |x|2)(1− |y|2) .
The canonical (hyperbolic) volume element is given by
dVn =
dx
(1− |x|2)n .
Consider the following system of SDE:
dXk(t)
1− |X(t)|2 = dBk(t) + 2(n− 2)Xk(t)dt, k = 1, . . . , n.
For f ∈ C2 by Itoˆ Formula we obtain
f(Xt)− f(X0) =
n∑
i=1
∫ t
0
∂f
∂xi
dXi(s) +
1
2
n∑
i=1
∫ t
0
∂2f
∂xi2
d〈Xi〉(s)
=
n∑
i=1
∫ t
0
∂f
∂xi
(1− |X(s)|2)dBi(s) + 2(n− 2)
n∑
i=1
∫ t
0
∂f
∂xi
(1− |X(s)|2)Xi(s)ds
+
n∑
i=1
∫ t
0
∂2f
∂x2i
(1− |X(s)|2)2ds.
Here B = (B1, . . . , Bn) denotes the standard Brownian motion with scaling such that EB
2
k(t) =
2t, k = 1, . . . , n. Thus, the generator of the process X(t) determined by the above system of
SDE is given by
∆B = (1− |x|2)2
n∑
i=1
∂2
∂x2i
+ 2(n− 2)(1− |x|2)
n∑
i=1
xi
∂
∂xi
,
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and is the canonical Laplace - Beltrami operator associated with the Riemannian metric (6).
Since the Laplace - Beltrami operator commutes with isometries acting on Dn, the heat kernel
kn, i.e. the transition density of the hyperbolic Brownian motion is a function of the (hyperbolic)
distance d(x, y). Fix a ∈ Dn and denote ρ(x) = d(a, x). We have the following explicit form of
the heat kernel k2(t, ρ) on the hyperbolic disc D
2 (see [D]):
k2(t, ρ) = 2
3
2 (4pit)−3/2e−t
∫ ∞
ρ
se−s
2/4t ds
(cosh(2s)− cosh(2ρ))1/2 ,
while on D3 we obtain
k3(t, ρ) = 2(4pit)
−3/2e−4t−ρ
2/4t ρ
sinh(2ρ)
.
In higher dimensions we have the following recursion formula:
kn(t, ρ) =
√
2e(2n−1)t
∫ ∞
ρ
kn+1(t, λ) sinh (2λ)d λ
(cosh (2λ)− cosh (2ρ))1/2 . (7)
We now show that the hyperbolic Brownian motion on D2 is transitive for n > 2 (see, e.
g. [Ch]), a fact which is widely known; we include it for the reader’s convenience. For this
purpose it is enough to show that the potential Un(z) <∞, for almost all 0 < z ∈ R. A direct
computation on D2 yields
U2(ρ) =
∫ ∞
0
k2(t, ρ) dt =
√
2(4pi)−1 ln coth(ρ) .
Note that kn is the density function with respect to the canonical hyperbolic volume element
dVn.
The hyperbolic Brownian motion process on Dn with the measure dVn as the reference
measure fits into context of the so-called ”dual processes” and their potential theory (see [BG],
ch. VI). From this theory it follows, in particular, that single points in Dn are polar, whenever
we show that the potential kernel Un(ρ) < ∞, for ρ > 0. Indeed, by Proposition 3.5, Ch.
II, in [BG] we obtain that {a} = {Un(ρ) = ∞} is polar if and only if it is null (of potential
0). This last condition is obviously satisfied whenever there exists almost everywhere finite
potential kernel Un. Thus, the Brownian motion on D
2 does not hit single points, a.s. For
higher dimensions we use recursion formula (7) to obtain:
∫ ∞
ρ
sinh(2λ)Un+1(λ)
(cosh(2λ)− cosh(2ρ))1/2 dλ =
∫ ∞
ρ
sinh(2λ)
(cosh(2λ)− cosh(2ρ))1/2
∫ ∞
0
kn+1(t, λ) dt dλ
= 2−1/2
∫ ∞
0
e−(2n−1)tkn(t, λ) dt 6 2−1/2
∫ ∞
0
kn(t, λ) dt = 2
−1/2Un(λ) .
By induction, we obtain for n > 2
Un(ρ) <∞ a.e. (8)
For the hyperbolic Brownian motion Xt let x = X(0) be the starting point. We define the
following two processes :
Rt =
n∑
i=1
X2i (t) = |Xt|2, Φt = cos∠x0Xt =
(x,X(t))
|x||X(t)| . (9)
We always assume that x 6= 0. Then also X(t) 6= 0, a.s. (see (8)). Thus, Φt is well defined
almost surely.
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Proposition 2.3. The process (R(t),Φ(t)) satisfies the following system of stochastic differen-
tial equations: dR(t) = 2(1−R(t))
(√
R(t)dW1(t) + ((n− 4)R(t) + n)dt
)
dΦ(t) = (1− R(t))
(
1−Φ2(t)
R(t)
) 1
2
dW2(t)− (n− 1) (1−R(t))
2
R(t)
Φ(t)dt,
(10)
where W1(t),W2(t) are independent Brownian motions on R with variation 2t.
Proof. We define
W1(t) =
∫ t
0
∑n
i=1Xi(s)dBi(s)√
R(s)
,
W2(t) =
∫ t
0
1(Φ(s)<1)
(
R(s)
1− Φ2(s)
) 1
2
n∑
i=1
(
xi
|x||X(s)| −
Xi(s)(x,X(s))
|x||X(s)|3
)
dBi(s)
+
∫ t
0
1(Φ(s)=1)dB˜(s),
where B˜(t) is classical Brownian motion on R (with variation 2t) such thatB1(t), . . . , B2(t), B˜(t)
are independent. It is clear from the definitions and property of the Itoˆ integral that W1(t),
W2(t) are local martingales. We also have
d〈W1,W1〉(t) =
∑n
i=1X
2
i (t)
R(t)
2dt = 2dt,
d〈W2,W2〉(t) = 1(Φ(s)<1) R(t)
1− Φ2(t)
n∑
i=1
(
x2i
|x|2|X(t)|2 −
2xiXi(t) (x,X(t))
|x|2|X(t)|4
+
X2i (t) (x,X(t))
2
|x|2|X(t)|6
)
2dt+ 1(Φ(t)=1)2dt = 2dt,
d〈W1,W2〉(t) = 1(Φ(t)<1)
(
1− Φ2(t))− 12 n∑
i=1
(
xiXi(t)
|x||X(t)| −
X2i (t) (x,X(t))
|x||X(t)|3
)
2dt = 0.
So W1(t),W2(t) are independent Brownian motions on R. Using (2) and Itoˆ Formula we get
dR(t) =
n∑
i=1
2Xi(t)dXi(t) +
n∑
i=1
d〈Xi〉(t)
= 2(1− |X(t)|2)
(
n∑
i=1
Xi(t)dBi(t) + 2(n− 2)
n∑
i=1
X2i (t)dt+ n(1− |X(t)|2)dt
)
= 2(1−R(t))
(√
R(t) dW1(t) + ((n− 4)R(t) + n) dt
)
.
For the function g(y) = (x,y)|x||y| we have
∂g
∂yi
=
xi
|x||y| −
(x, y)yi
|x||y|3 ,
∂2g
∂y2i
= −2 xiyi|x||y|3 −
(x, y)
|x||y|3 + 3
(x, y)y2i
|x||y|5
and
7
n∑
i=1
∂2g
∂y2i
= −(n− 1) (x, y)|x||y|3 .
So Itoˆ Formula gives
dΦ(t) = (1− R(t))
(
1− Φ2(t)
R(t)
) 1
2
dW2(t)− (n− 1)(1−R(t))
2
R(t)
Φ(t)dt.
The following lemma will be useful in the next sections. The proof is standard and is
omitted.
Lemma 2.4. Let W = (W1,W2) be the 2-dimensional Brownian motion. Suppose that Ψ(t) is
a real measurable process adapted to F(W (t)) such that for every t > 0, Ex[∫ t
0
Ψ2(s)ds] < ∞,
x ∈ R2, and Y (t) be square integrable process adapted to F(W1(t)). Then we have
Ex[Y (t)
∫ t
0
Ψ(s) dW2(s)] = 0.
3 Poisson kernel of the ball
Consider a ball D = {x ∈ Dn : |x| < r} for some fixed 0 < r < 1. Recall, using the distance
formula, that D is a hyperbolic ball with center at 0 and the radius 1
2
log 1+r
1−r . Define
τD = inf{t > 0 : X(t) /∈ D} = inf{t > 0 : |X(t)| > r}.
By Pr(x, y), x ∈ D, y ∈ ∂D = Sr we denote the Poisson kernel of D, i.e. the density of the
harmonic measure defined by µx(A) = P
x(X(τD) ∈ A) for every Borel subset A ⊂ Sr and
x ∈ D.
Let U be an orthogonal transformation that leaves the starting point x fixed. It easy to see
that the processes Xt and U
−1(Xt) have the same distribution under P x. Thus, for each Borel
set A ⊂ Sr we get
P x(X(τD) ∈ U(A)) = P x(U−1(X(τD)) ∈ A) = P x(X(τD) ∈ A).
Consequently, the harmonic measure is AS measure with axis x. It follows that the Poisson
kernel Pr(x, ·), as the density function of the harmonic measure, is AS function on Sr with axis
x.
Below we identify the Poisson kernel in terms of its Gegenbauer transform. We give explicit
formula for its Gegenbauer coefficients.
Theorem 3.1. For |x| < r we have
ExC
(ρ)
k (Φ(τD))
C
(ρ)
k (1)
=
( |x|
r
)k
Fk(|x|2)
Fk(r2)
, (11)
with k = 0, 1, 2, . . ..
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Proof. We define
V (t) = exp(
∫ t
0
q(R(s))ds),
Z(t) = ϕ(Φ(t))V (t) = C
(ρ)
k (Φ(t)) exp(
∫ t
0
q(R(s))ds), (12)
where q(x) = k(k + n− 2) (1−x)2
x
and ϕ(z) = C
(ρ)
k (z) is the Gegenbauer polynomial introduced
in Preliminaries. Observe that the process V has bounded variation sample paths so we obtain
dV (t) = q(R(t))V (t)dt.
The Itoˆ formula yields:
dZ(t) = ϕ
′
(Φt)V (t)dΦ(t) + ϕ(Φt)dV (t) +
1
2
ϕ
′′
(Φt)V (t)d〈Φ〉(t)
= ϕ
′
(Φt)V (t)(1− R(t))
(
1− Φ2t
R(t)
) 1
2
dW2(t)
+V (t)
(1− R(t))2
R(t)
(
(1− Φ2t )ϕ′′(Φt)− (n− 1)Φtϕ′(Φt) + k(k + n− 2)ϕ(Φt)
)
dt.
Using (5) we obtain
dZ(t) = ϕ
′
(Φt)V (t)(1− R(t))
(
1− Φ2t
R(t)
) 1
2
dW2(t).
Denote
Tn = inf{t > 0;R(t) 6 1/n}.
Since R(t) > 0 we obtain Tn →∞.
From the definition of Zt and the previous equality we obtain
ExC
(ρ)
k (Φ(t ∧ Tn ∧ τD)) = Ex
(
Z(t ∧ Tn ∧ τD) exp(−
∫ t∧Tn∧τD
o
q(R(s))ds)
)
= C
(ρ)
k (1)E
|x|2 exp(−
∫ t∧Tn∧τD
0
q(R(s))ds) + Ex
(
V −1(t ∧ Tn ∧ τD)
∫ t∧Tn
0
Ψ(s) dW2(s)
)
,
where
Ψ(t) = 1{t∧τD} ϕ
′(Φt)V (t)(1−R(t))
(
1− Φ2t
R(t)
) 1
2
.
Since τD and Tn depend only on Rt (i.e. W1) we can use Lemma 2.4 to show that the last
expectation is equal to zero. Moreover, since t∧Tn∧τD tends to τD as t→∞ and n→∞, and
the functions C
(ρ)
k (Φ(t∧Tn∧ τD) and exp(−
∫ t∧Tn∧τD
0
q(R(s))ds) are bounded by a constant, we
obtain (using dominated convergence theorem) that
ExC
(ρ)
k (Φ(τD)) = C
(ρ)
k (1)E
|x|2e−q(τD), (13)
where e−q(τD) = exp(−
∫ τD
0
q(R(s))ds).
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Observe that the function φ(y) = Eye−q(τD) is by definition the gauge function for the
Schro¨dinger operator based on the generator of the process Rt and the potential (−q). Ac-
cording to the general theory (see [ChZ]) the function φ is the solution of the appropriate
Schro¨dinger equation. Using (10) we obtain the following formula for the generator of Rt:
4(1− x)2x d
2
dx2
+ 2(1− x)((n− 4)x+ n) d
dx
.
Hence, φ satisfies the following equation
4(1− x)2xφ′′(x) + 2(1− x)((n− 4)x+ n)φ′(x)− k(k + n− 2)(1− x)
2
x
φ(x) = 0 (14)
on (0, r2]. Let φ(x) = x
k
2 g(x). Then φ′(x) = k
2
x
k−2
2 g(x)+x
k
2 g′(x) and φ′′(x) = k(k−2)
4
x
k−4
2 g(x)+
kx
k−2
2 g′(x) + x
k
2 g′′(x) and consequently (14) reads as
x(1− x)g′′(x) + (k + n
2
− (k − n− 2
2
+ 1)x)g′(x) + k
n− 2
2
g(x) = 0. (15)
This is the hypergeometric equation with parameters α = k, β = −ρ and γ = k + n
2
. The
general solution of (15) is given by (1) and we infer that
φ(x) = x
k
2
(
c1 · Fk(x) + c2
xρ+k
Gk(x)
)
.
By definition φ(x) is bounded and φ(r2) = 1. Therefore c2 = 0 and the other condition gives
the normalizing constant
c1 =
1
rkFk(r2)
.
This completes the proof.
Theorem 3.2 (Poisson kernel formula). For |x| < r, |y| = r we have
Pr(x, y) =
Γ(n
2
)
2pi
n
2 rn−1
∞∑
k=0
k + ρ
ρ
( |x|
r
)k
Fk(|x|2)
Fk(r2)
C
(ρ)
k (cos θ). (16)
Proof. It is easy to see that the terms of the series (16) are continues functions of y. We will
show that the series is uniformly convergent on the sphere Sr. Indeed, we have for every |x| < 1
|Fk(x)| 6
∞∑
j=0
(k)j
(k + n
2
)j
|(−ρ)j |
j!
|x|j 6
∞∑
j=0
|(−ρ)j |
j!
|x|j <∞
and using the above inequality and uniform convergence we obtain that
lim
k→∞
Fk(x) =
∞∑
j=0
(−ρ)j
j!
xj = (1− x)ρ.
Moreover, as a consequence of the relation Ex(e−q(τ)) =
(
|x|
r
)k
Fk(|x|2)
Fk(r2)
, we get Fk(r
2) 6= 0 for
every k ∈ N. Thus there exists a constant c = c(r, |x|) such that∣∣∣∣Fk(|x|2)Fk(r2)
∣∣∣∣ 6 c.
10
From this and (3) we obtain∣∣∣∣∣
∞∑
k=0
k + ρ
ρ
( |x|
r
)k
Fk(|x|2)
Fk(r2)
C
(ρ)
k (cos θ)
∣∣∣∣∣ < c
∞∑
k=0
k + ρ
ρ
( |x|
r
)k
C
(ρ)
k (1) <∞. (17)
Applying the formula for C
(ρ)
k (1) we obtain C
(ρ)
k+1(1)/C
(ρ)
k (1) = (n + k − 1)/(k + 1). Using
Ratio Criterion for convergence of power series we infer that the above series is convergent
for |x| < r. Consequently, the series (16) represents continues function of y which is axially
symmetric. Using (4) and (17) we can check that the Gegenbauer coefficient of that function
is the same as the Gegenbauer coefficient of the Poisson kernel computed in Theorem 3.1. The
desired equality follows from Theorem 2.2.
4 Green function of the ball
Let (XDt , P
D
t ) be the hyperbolic Brownian motion killed at the boundary ∂D. The Green
function of D is defined by
GD(x, y) =
∫ ∞
0
pDt (x, y)dt x, y ∈ D, x 6= y.
where pDt (x, y) is the density function of P
D
t . Similar arguments as in the case of the Poisson
kernel show that
PDt (U(A)) = P
x(t < τD;Xt ∈ U(A)) = P x(t < τD;Xt ∈ A) = PDt (A),
for each orthogonal transformation U such that Ux = x. Thus, the Green function GD(x, ·) as
a function on the sphere SR, 0 < R < r, is AS function with axis x. Recall that its Gegenbauer
coefficient (̂GD)k(x,R) is defined by
C
(ρ)
k (1)(̂GD)k(x,R) =
1
ωn−1Rn−1
∫
SR
C
(ρ)
k (cos θ)GD(x, y)dσR(y), x 6= 0.
Here cos θ = (x,y)|x||y| . Observe also that (̂GD)k(x,R) = (̂GD)k(|x|, R) = (̂GD)k(R, |x|). So from
now on we write (̂GD)k(|x|, R). Moreover, in view of the above-mentioned symmetry, it is
enough to determine (̂GD)k(|x|, R) for |x| < R.
Theorem 4.1. For |x| < R < r we have
(̂GD)k(|x|, R) = Cn
ρ
k + ρ
· |x|kFk(|x|2)Rk
(
Gk(R
2)
R2k+2ρ
− Gk(r
2)
r2k+2ρ
· Fk(R
2)
Fk(r2)
)
,
where Cn =
Γ(n
2
−1)
4pi
n
2
.
Proof. Let (RD˜t , P
D˜
t ) be the process Rt killed at the boundary of D˜ = {x ∈ (0, 1) : x < r2}.
Observe that RD˜t = |XDt |2 and τD˜ = τD. Let Zt be the process defined in (12). The same
arguments as in the proof of Theorem 3.1 show that
Ex[t < Tn ∧ τD; h(|Xt|2)ϕ(Φt)] = Ex[t < Tn ∧ τD; h(|Xt|2)Zt exp(−
∫ t
0
q(Rs)ds)]
= C
(ρ)
k (1)E
|x|2[t < Tn ∧ τD; h(Rt)e−q(t)].
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for every bounded Borel function h. We have, as before, Tn →∞ so letting n→∞ we obtain
Ex[h(|XDt |2)ϕ(ΦDt ))] = C(ρ)k (1)E|x|
2
[h(RD˜t )e−q(t)].
It means that
(PDt h˜ϕ˜)(x) = C
(ρ)
k (1)T
D˜
t h(|x|2),
where h˜(x) = h(|x|2), ϕ˜(y) = ϕ˜x(y) = ϕ( (x,y)|x||y|), and {T D˜t } is the killed at ∂D˜ = {r2} Feynman-
Kac semigroup based on the process Rt with the potential (−q). Consequently,∫ ∞
0
(PDt h˜ϕ˜)(x)dt = C
(ρ)
k (1)
∫ ∞
0
T D˜t h(|x|2)dt,
and
(GDh˜ϕ˜)(x) = C
(ρ)
k (1)VD˜h(|x|2), (18)
where GD is the Green operator for the process Xt and the set D and VD˜ is the Green operator
for the semigroup {Tt} and the set D˜.
Integrating in polar coordinates we have
(GDh˜ϕ˜)(x) =
∫
D
C
(ρ)
k (cos θ)GD(x, y)h(|y|2)dy
=
∫ r
0
h(R2){
∫
SR
C
(ρ)
k (cos θ)GD(x, y)dσR(y)}dR, (19)
and
VD˜h(|x|2) =
∫ r2
0
h(y)VD˜(|x|2, y)dy =
∫ r
0
h(R2)VD˜(|x|2, R2)2RdR. (20)
Now, comparing (19), (20), (18) and applying the standard continuity arguments, we obtain
(̂GD)k(|x|, R) =
2
σn−1Rn−2
· V (|x|2, R2). (21)
Since the q-Green function VD˜(y, R
2) is q-harmonic in y, for 0 < y < R and for R < y < r
(see [ChZ]), we obtain that φ(y) = VD˜(y, R
2) is a solution of the same Schro¨dinger equation as
in the case of the gauge function in the proof of Theorem 3.1 and the same computations as
before lead to the hypergeometric equation (15). Thus, on each of the intervals (0, R), (R, r],
we can write
VD˜(|x|2, R2) = |x|k
(
c1(k,R
2)Fk(|x|2) + c2(k,R
2)
|x|2k+2ρ Gk(|x|
2)
)
.
We have lim|x|2→r2 VD˜(|x|2, R2) = 0. Therefore, for R < |x| < r
VD˜(|x|2, R2) = c(k,R2) · |x|k
(
Gk(|x|2)
|x|2k+2ρ −
Gk(r
2)
r2k+2ρ
· Fk(|x|
2)
Fk(r2)
)
.
As a consequence of the symmetry property of (̂GD)k(|x|, R) it follows easily that for |x| < R
we have
(̂GD)k(|x|, R) = (̂GD)k(R, |x|)
=
2
ωn−1|x|n−2 · VD˜(R
2, |x|2)
=
2 c(k, |x|2)
ωn−1|x|n−2 ·R
k
(
Gk(R
2)
R2k+2ρ
− Gk(r
2)
r2k+2ρ
· Fk(R
2)
Fk(r2)
)
.
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To find c(k, |x|2) we use relation between Green function and Poisson kernel. Due to Green’s
theorem on hyperbolic space Dn we can obtain the Poisson kernel by differentiating the Green
function in the normal direction (see [C], page 174, theorem 8), i.e. for any y ∈ S1 we get
− d
dR
∣∣
R=r
GD(x,Ry) = (1 − r2)n−2Pr(x, ry). Note that the factor (1 − r2)n−2 appears because
we consider the Poisson kernel as a density with respect to the Lebesque measure σr (not with
respect to the hyperbolic measure on the sphere). By bounded convergence theorem and (11)
we obtain
C
(ρ)
k (1)ωn−1 ·
(
− d
dR
∣∣∣∣
R=r
)
(̂GD)k(|x|, R) =
(
− d
dR
∣∣∣∣
R=r
)∫
S1
C
(ρ)
k (cos θ)GD(x,Ry)dσ1(y)
=
∫
S1
(
− d
dR
∣∣∣∣
R=r
)
C
(ρ)
k (cos θ)GD(x,Ry)dσ1(y)
= (1− r2)n−2
∫
S1
C
(ρ)
k (cos θ)Pr(x, ry)dσ1(y)
=
(1− r2)n−2
rn−1
∫
Sr
C
(ρ)
k (cos θ)Pr(x, y)dσr(y)
=
(1− r2)n−2
rn−1
C
(ρ)
k (1) ·
|x|kFk(|x|2)
rkFk(r2)
.
On the other hand, using (2), we have
− d
dR
∣∣∣∣
R=r
(
Gk(R
2)
R2k+2ρ
− Gk(r
2)
r2k+2ρ
· Fk(R
2)
Fk(r2)
)
=
2(1− r2)n−2
rn−1
· k + ρ
r2k Fk(r2)
.
Thus
2 c(k, |x|2)
ωn−1|x|n−2 = Cn ·
ρ
k + ρ
· |x|k Fk(|x|2).
The proof is completed.
Theorem 4.2 (Green function formula). For |x| < |y| we have
GD(x, y) = Cn
∞∑
k=0
|x|kFk(|x|2)|y|k
(
Gk(|y|2)
|y|2k+2ρ −
Gk(r
2)
r2k+2ρ
· Fk(|y|
2)
Fk(r2)
)
C
(ρ)
k (cos θ). (22)
Proof. We will consider both functions in (22) as a function of y on the sphere SR where
R = |y|. We now prove, under the hypothesis |x| < |y|, that the series is uniformly convergent
on SR. Indeed, it is easy to see that there exist constants c1 = c1(n, z) such that |Gk(z)| 6 c1.
Moreover, we already know that |Fk(z)| 6 c2 and |Fk(R2)/Fk(r2)| 6 c3 where c2, c3 do not
depend on k. Thus the norm of the series is bounded by
c
[
|y|2−n
∞∑
k=0
( |x|
|y|
)k
C
(ρ)
k (1) + r
2−n
∞∑
k=0
( |x||y|
r2
)k
C
(ρ)
k (1)
]
<∞.
Since the terms of the series are continuous functions of y, the series represents continuous func-
tion on the sphere SR which is AS. Its Gegenbauer coefficients are the same as the coefficients
of the Green function computed in Theorem 4.1. This completes the proof.
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5 Examples
In this section we provide an explicit integral formula for the Poisson kernel, under some
additional conditions imposed on our hypergeometric functions Fk. We collect these conditions
as Conjecture 5.1 and 5.2. Checking the validity of these conjectures we compute the exact
form of the integral formula for the Poisson kernel on D4 and D6. We also give an integral
formula for the Green function in these two cases.
We will need the following representations for the classical Newtonian potentials and Poisson
kernels on Rn:
log |x− y|−1 = log |y|−1 + 1
2
∞∑
k=1
( |x|
|y|
)k
C
(0)
k (cos θ), |x| < |y|, (23)
|x− y|2−n = |y|2−n
∞∑
k=0
( |x|
|y|
)k
C
(ρ)
k (cos θ), |x| < |y|, n > 3, (24)
r2 − |x|2
|x− y|n = r
2−n
∞∑
k=0
k + ρ
ρ
·
( |x|
r
)k
C
(ρ)
k (cos θ), |x| < r, |y| = r. (25)
It is easy to obtain the first two formulas using the generating function for Chebyshev and
Gegenbauer polynomials respectively. The last one is the consequence of (24) and the relation
k+ρ
ρ
C
(ρ)
k (x) = C
(ρ+1)
k (x)− C(ρ+1)k−2 (x), where C(ρ)k (x) denotes zero if k is negative. When n = 2
so ρ = 0 we obtain k C
(0)
k (x) = C
(1)
k (x) − C(1)k−2(x), with the same convention as before for the
meaning of negative indices k. From these relations and (23) we obtain
4 log |x− y|−1 = 4 log |y|−1 − |x|
2
|y|2 − 2
∞∑
k=1
( |x|
|y|
)k ( |x|2
|y|2
1
k + 2
− 1
k
)
C
(1)
k (cos θ). (26)
To simplify our notation we introduce the following notation:
fz(k) =
1
Γ(k + n
2
)
Fk(z) .
It is well-known that this is an entire function of complex variable k. Observe that
Fk(|x|2)
Fk(r2)
=
f|x|2(k)
fr2(k)
for k = 0, 1, 2, . . .. We also define the function H|x|2,r2(k) by the following equality
k + ρ
ρ
f|x|2(k)
fr2(k)
=
(
1− |x|2
1− r2
)ρ(
k + ρ
ρ
− n
2
r2 − |x|2
(1− r2)(1− |x|2)
)
+
r2 − |x|2
(1− r2)n−2H|x|2,r2(k). (27)
To proceed further we require two essential properties pertaining this function. First of all, the
function H|x|2,r2 is supposed to have the following property:
H|x|2,r2(k) = O(k
−1) when |k| → ∞ .
This property is a consequence of the following asymptotic expansion for the function Fk, which
we state in the sequel as the first conjecture
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Conjecture 5.1.
F (k,−ρ; k + n
2
; z) = (1− z)ρ +
n
2
ρ
k + n
2
z(1− z)ρ−1 +O(k−2) . (28)
Observe that Conjecture 5.1 holds true for even n as a consequence of the well-known
relation for hypergeometric functions
F (α, β; γ; z) = (1− z)−βF
(
γ − α, β; γ; z
z − 1
)
.
The above relation for odd n is satisfied only for 0 6 z < 1
2
and we do not know if the above
conjecture is satisfied by the function Fk for odd n.
The next conjecture, together with the first one, enable us to invert, in the sense of Laplace
transform, our function H|x|2,r2. We formulate it as follows:
Conjecture 5.2. Fk(z) as a function of (complex) variable k has no zeros in the region {ℜ(k) >
−n/2− ε}, with ε = ε(z, n) > 0.
We now assume in the sequel that these two conjectures hold true. Then we define a
function w|x|2,r2(v) as an inverse Laplace transform (see, e.g. [F]) of the function H|x|2,r2(k) and
consequently we get
H|x|2,r2(k) =
∫ ∞
0
e−kvw|x|2,r2(v)dv (29)
for every complex k such that ℜ(k) > −n/2 − ε. Now we can prove the following integral
formula.
Theorem 5.1. Under assumptions as in Conjecture 5.1 and 5.2 we obtain
Pr(x, y) =
Γ(n
2
)
2pi
n
2 r(1− r2)n−2
r2 − |x|2
|x− y|n
∫ ∞
0
w|x|2,r2(v)L(x, y, v)
|xe−v − y|n−2 dv (30)
where
L(x, y, v) = |xe−v/2 − yev/2|2ρ · ρ h(x, y, v)− |x− y|2 [|xe−v/2 − yev/2|2ρ − |x− y|2ρ]
h(x, y, v) = |xe−v/2 − yev/2|2 − |x− y|2 = |x|2(e−v − 1) + r2(ev − 1).
Proof. Using (16) and (27) we get
Pr(x, y) = A1 −A2 +B,
where
A1 =
Γ(n
2
)
2pi
n
2 rn−1
(
1− |x|2
1− r2
)ρ ∞∑
k=0
k + ρ
ρ
|x|k
rk
C
(ρ)
k (cos θ)
A1 =
Γ(n
2
)
2pi
n
2 rn−1
n(r2 − |x|2)(1− |x|2)ρ−1
2(1− r2)ρ+1
∞∑
k=0
|x|k
rk
C
(ρ)
k (cos θ)
B =
Γ(n
2
)
2pi
n
2 rn−1
r2 − |x|2
(1− r2)n−2
∞∑
k=0
|x|k
rk
H|x|2,r2(k)C
(ρ)
k (cos θ).
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To deal with the series A1 and A2 we use (25) and (24) respectively and obtain
A1 =
Γ(n
2
)
2pi
n
2 r
(
1− |x|2
1− r2
)ρ
· r
2 − |x|2
|x− y|n ,
A2 =
Γ(n
2
)
2pi
n
2 r
· n
2
(r2 − |x|2)(1− |x|2)ρ−1
(1− r2)ρ+1 ·
1
|x− y|n−2 .
We write B, using (29), the Fubini’s theorem and (24), as
B =
Γ(n
2
)
2pi
n
2 rn−1
· r
2 − |x|2
(1− r2)n−2
∞∑
k=0
|x|k
rk
(∫ ∞
0
e−kvw|x|2,r2(v)dv
)
C
(ρ)
k (cos θ)
=
Γ(n
2
)
2pi
n
2 rn−1
· r
2 − |x|2
(1− r2)n−2
∫ ∞
0
∞∑
k=0
|xe−v|k
rk
C
(ρ)
k (cos θ)w|x|2,r2(v)dv
=
Γ(n
2
)
2pi
n
2 r
· r
2 − |x|2
(1− r2)n−2
∫ ∞
0
w|x|2,r2(v)dv
|xe−v − y|n−2 .
Summing up A1 −A2 +B we obtain
Pr(x, y) =
Γ(n
2
)(r2 − |x|2)
2pi
n
2 r(1− r2)n−2
[
(1− |x|2)ρ(1− |y|2)ρ
|x− y|n −
n(1− |x|2)ρ−1(1− |y|2)ρ−1
2|x− y|n−2
+
∫ ∞
0
eρvw|x|2,r2(v)dv
|xe− v2 − ye v2 |n−2
]
.
Recall that h(x, y, v) = |x|2(e−v − 1) + r2(ev − 1). Using (29) and (27) we get∫ ∞
0
eρvw|x|2,r2(v)dv = H(−ρ) = n
2
(1− |x|2)ρ−1(1− r2)ρ−1∫ ∞
0
eρvh(x, y, v)w|x|2,r2(v)dv = |x|2H(−ρ+ 1) + r2H(−ρ− 1) + (|x|2 + r2)H(−ρ)
=
(1− |x|2)ρ(1− r2)ρ
ρ
,
where H = H|x|2,r2 is the function defined in (27). In the last equality we use the following fact
|x|2f|x|2(−ρ+ 1)
fr2(−ρ+ 1) = r
2f|x|2(−ρ− 1)
fr2(−ρ− 1)
which is a consequence of
zfz(−ρ+ 1) = z
∞∑
i=0
(−ρ+ 1)i(−ρ)i
Γ(i+ 1)Γ(i+ 2)
zi =
1
ρ(ρ+ 1)
∞∑
i=0
(−ρ)i+1(−ρ− 1)i+1
Γ(i+ 1)Γ(i+ 2)
zi+1 =
fz(−ρ− 1)
ρ(ρ+ 1)
.
Thus finally we get
Pr(x, y) =
Γ(n
2
)
2pi
n
2
r2 − |x|2
r(1− r2)n−2
[∫ ∞
0
ρeρvh(x, y, v)w|x|2,r2(v)dv
|x− y|n −
∫ ∞
0
eρvw|x|2,r2(v)dv
|x− y|n−2
+
∫ ∞
0
eρvw|x|2,r2(v)dv
|xe− v2 − ye v2 |n−2
]
=
Γ(n
2
)
2pi
n
2 r(1− r2)n−2
r2 − |x|2
|x− y|n
∫ ∞
0
eρvL(x, y, v)w|x|2,r2(v)dv
|xe− v2 − ye v2 |n−2
=
Γ(n
2
)
2pi
n
2 r(1− r2)n−2
r2 − |x|2
|x− y|n
∫ ∞
0
L(x, y, v)w|x|2,r2(v)dv
|xe−v − y|n−2 .
This completes the proof.
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Corollary 5.2. If n = 4 then w|x|2,r2(v) =
2(1+r2)
1−r2 e
− 2v
1−r2 and
Pr(x, y) =
1
2pi2r(1− r2)2 ·
r2 − |x|2
|x− y|4
∫ ∞
0
[|x|2(e−v − 1) + r2(ev − 1)]2w|x|2,r2(v)
|xe−v − y|2 dv.
If n = 6 then w|x|2,r2(v) = w1|x|2,r2(v) + w
2
|x|2,r2(v), where
w1|x|2,r2(v) = 3
[
1− r2|x|2 + 3(r2 − |x|2)] e−bv cosh(cv)
w2|x|2,r2(v) = −3
[
1 + |x|2r2 + 5(|x|2 + r2)] e−bv sinh(cv)
2c
and
L(x, y, v) = [|x|2(e−v − 1) + r2(ev − 1)]2(2|xe− v2 − ye v2 |2 + |x− y|2),
hence
Pr(x, y) =
1
pi3r(1− r2)4 ·
r2 − |x|2
|x− y|6
∫ ∞
0
L(x, y, v)w|x|2,r2(v) dv
|xe−v − y|4 ,
where b = 7−r
2
2(1−r2) , c = c(r) =
√
r4−14r2+1
2(1−r2) .
Proof. For n = 4 we have Fk(z) = 1− kk+2 z = (1−z)+ 2zk+2 (see Preliminaries) and it is obvious
that Conjecture 5.1 is valid in this case. We also have
(k + 1)
Fk(|x|2)
Fk(r2)
= (k + 1)
2 + k(1− |x|2)
2 + k(1− r2)
and it is analytic function of variable k in the region {ℜ(k) > −2− ε} for some ε > 0 because
the denominator has only one zero k0 = − 21−r2 . Thus we can use Theorem 5.1. We have
L(x, y, v) = [|x|2(e−v − 1) + r2(ev − 1)]2
and all we have to do is to find the function w|x|2,r2(v). We compute it using the residue method.
We have
Resk0H = lim
k→k0
(k − k0)(k + 1)Fk(|x|
2)
Fk(r2)
= lim
k→k0
(k − k0)(k + 1) 2 + k(1− |x|
2)
2 + k(1− r2)
=
r2 − |x|2
1− r2 · 2
1 + r2
1− r2
and consequently
w|x|2,r2(v) = 2
1 + r2
1− r2 e
− 2v
1−r2
For n = 6 we have Fk(z) = 1− 2kk+3 z + k(k+1)(k+3)(k+4) z2 and consequently
k + 2
2
Fk(|x|2)
Fk(r2)
=
k + 2
2
· k(k + 1)(1− |x|
2)2 + 6k(1− |x|2) + 12
k(k + 1)(1− r2)2 + 6k(1− r2) + 12 .
Zeros of the dominator are given by k1 = −b − c and k2 = −b + c. It is easy to check that
Conjecture 5.2 is valid also in this case. We have
L(x, y, v) = [|x|2(e−v − 1) + r2(ev − 1)]2(2|xe− v2 − ye v2 |2 + |x− y|2).
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Observe that
Res k1H +Res k2H =
(1− r2)4
r2 − |x|2
[
lim
k→k1
(k − k1)k + 2
2
Fk(|x|2)
Fk(r2)
+ lim
k→k2
(k − k2)k + 2
2
Fk(|x|2)
Fk(r2)
]
= 3(1− |x|2r2 + 3(r2 − |x|2)),
Res k1H −Res k2H =
(1− r2)4
r2 − |x|2
[
lim
k→k1
(k − k1)k + 2
2
Fk(|x|2)
Fk(r2)
− lim
k→k2
(k − k2)k + 2
2
Fk(|x|2)
Fk(r2)
]
= −3
c
[
1 + |x|2r2 + 5(|x|2 + r2)] .
Thus we get
w|x|2,r2(v) =
1
2
(Res k1H +Res k2H) e
−bv cosh(cv) +
1
2
(Res k1H − Res k2H) e−bv sinh(cv)
= w1|x|2,r2(v) + w
2
|x|2,r2(v).
The proof is completed.
Note that the polynomial r4−14r2+1, which appears in the definition of the function c(r),
has zero in the interval (0, 1). More precisely we have
r4 − 14r2 + 1 > 0, 0 < r2 < 7− 4
√
3,
r4 − 14r2 + 1 = 0, r2 = 7− 4
√
3,
r4 − 14r2 + 1 < 0, 7− 4
√
3 < r2 < 1.
If r2 = 7− 4√3 we have c(r) = 0 and consequently
w|x|2,r2(v) =
[
1− r2|x|2 + 3(r2 − |x|2)] e−bv − [1 + |x|2r2 + 5(|x|2 + r2)] ve−bv
2
.
In the case 7 − 4√3 < r2 < 1 the function c(r) has pure imaginary values, i.e. c(r) = ic˜(r)
where
c˜(r) =
√|r4 − 14r2 + 1|
2(1− r2) .
Thus we have
w|x|2,r2(v) =
[
1− r2|x|2 + 3(r2 − |x|2)] e−bv cos(c˜v)− [1 + |x|2r2 + 5(|x|2 + r2)] e−bv sin(c˜v)
2c˜
.
In the following corollary we provide the integral formula for the Green function in D4.
Corollary 5.3. For n=4 we get
GD(x, y) =
1
4pi2
(
(1− |x|2)(1− |y|2)
[
1
|x− y|2 −
r2
|y|2|x− y∗|2
]
(31)
−4
[
log
1
|x− y| − log
r
|y||x− y∗|
]
+ (r2 − |x|2)(r2 − |y|2)
∫ ∞
0
w|x|2,r2(v) dv
|y|2|xe−v − y∗|2
)
,
where w|x|2,r2(v) = 21+r
2
1−r2 e
− 2v
1−r2 and y∗ = r
2y
|y|2 .
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Proof. For n = 4 we have G0(z) =
1
z
+ z + 2 log z and Gk(z) = 1− k+22 z. Thus, using (22) for
n = 4, we obtain
GD(0, y)
C4
=
G0(|y|2)
|y|2 −
G0(r
2)
r2
=
1
|y|2 − |y|
2 + 4 log |y| − 1
r2
+ r2 − 4 log r.
where C4 =
1
4pi2
. Elementary algebraic computation shows that
GD(0, y)
C4
=
(
(1− |x|2)(1− |y|2)
|y|2 +
|x|2
|y|2 + 4 log |y|
)
(32)
−
(
(1− |x|2)(1− |y|2)
r2
+
|x|2|y|2
r4
+ 4 log r − 1 + r
2
r4
(r2 − |x|2)(r2 − |y|2)
)
= c− d.
For n = 4 the formula (22) takes now the form
GD(x, y)
C4
=
GD(0, y)
C4
+
1
|y|2
∞∑
k=1
( |x|
|y|
)k
(1− k
k + 2
|x|2)(1− k + 2
k
|y|2)C(1)k (cos θ)
− 1
r2
∞∑
k=1
( |x||y|
r2
)k
(1− k
k + 2
|x|2)(1− k + 2
k
r2)
(1− k
k+2
|y|2)
(1− k
k+2
r2)
C
(1)
k (cos θ)
=
GD(x, y)
C4
+C−D = (c+C)− (d+D).
Put
f|y|2,r2(k) =
1− k
k+2
|y|2
1− k
k+2
r2
,
g|x|2,|y|2(k) = (1− k
k + 2
|x|2)(1− k + 2
k
|y|2).
Then we have the following relations
f|y|2,r2(k) =
1− |y|2
1− r2 − 2
r2 − |y|2
(1− r2)2 ·
1
k + 2
1−r2
;
g|x|2,|y|2(k) = (1− |x|2)(1− |y|2) + 2 |x|
2
k + 2
− 2 |y|
2
k
;
g|x|2,r2(k)f|y|2,r2(k) = (1− k
k + 2
|x|2)(1− k + 2
k
r2) · 1−
k
k+2
|y|2
1− k
k+2
r2
.
Observe also that the right-hand side of the last equality is equal to
(1− |x|2)(1− |y|2) + 2|x|
2f|y|2,r2(−2)
(k + 2)
− 2r
2f|y|2,r2(0)
k
− 2 (r
2 − |y|2)
(1− r2)2
g|x|2,r2( −21−r2 )
k + 2
1−r2
= (1− |x|2)(1− |y|2) + 2 |x|
2|y|2
r2(k + 2)
− 2r
2
k
− 2(1 + r
2)
r2(1− r2)
(r2 − |x|2)(r2 − |y|2)
k + 2
1−r2
.
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Thus we get (c+C) = C1 +C2 and (d +D) = D1 +D2 −D3 where
C1 =
(1− |x|2)(1− |y|2)
|y|2
∞∑
k=0
( |x|
|y|
)k
C
(1)
k (cos θ) =
(1− |x|2)(1− |y|2)
|x− y|2 ,
C2 = 4 log |y|+ |x|
2
|y|2 + 2
∞∑
k=1
( |x|
|y|
)k ( |x|2
|y|2
1
k + 2
− 1
k
)
C
(1)
k (cos θ) = −4 log
1
|x− y| .
The first equality follows from (24) and the other is just (26). Similarly
D1 =
(1− |x|2)(1− |y|2)
r2
∞∑
k=0
( |x||y|
r2
)k
C
(1)
k (cos θ) =
(1− |x|2)(1− |y|2)r2
|y|2|x− y∗|2 ,
D2 = 4 log r +
|x|2|y|2
r4
+ 2
∞∑
k=1
|x|k|y|k
r2k
( |x|2|y|2
r4
1
k + 2
− 1
k
)
C
(1)
k (cos θ) = −4 log
r
|y||x− y∗| .
To deal with D3 recall that
∫∞
0
e
− 2v
1−r2 e−kvdv = 1
k+ 2
1−r2
. Consequently
D3 =
2(1 + r2)
r4(1− r2)(r
2 − |x|2)(r2 − |y|2)
∞∑
k=0
( |x||y|
r2
)k
1
k + 2
1−r2
C
(1)
k (cos θ)
=
2(1 + r2)
r4(1− r2)(r
2 − |x|2)(r2 − |y|2)
∞∑
k=0
( |x||y|
r2
)k (∫ ∞
0
e
− 2v
1−r2 e−kvdv
)
C
(1)
k (cos θ)
=
2(1 + r2)
r4(1− r2)(r
2 − |x|2)(r2 − |y|2)
∫ ∞
0
∞∑
k=0
( |xe−v||y|
r2
)k
C
(1)
k (cos θ)e
− 2v
1−r2 dv
= 2
1 + r2
1− r2 (r
2 − |x|2)(r2 − |y|2)
∫ ∞
0
e
− 2v
1−r2 dv
|y|2|xe−v − y∗|2 .
Now summing up all the components we finally obtain (31).
It is also possible to obtain an integral formula for the Green function for n = 6.
Corollary 5.4. For n = 6 we have
GD(x, y) =
1
4pi3
(
(1− |x|2)2(1− |y|2)2
[
1
|x− y|4 −
r4
|y|4|x− y∗|4
]
−6(1− |x|2)(1− |y|2)
[
1
|x− y|2 −
r2
|y|2|x− y∗|2
]
+24
[
log
1
|x− y| − log
r
|y||x− y∗|
]
− 12(r
2 − |x|2)(r2 − |y|2)
|y|2|x− y∗|2
+6(r2 − |x|2)(r2 − |y|2)
∫ ∞
0
W|x|2,|y|2(v)dv
|y|4|xe−v − y∗|4
)
,
where
W|x|2,|y|2(v) = f1(x, y)e
−bv cosh(cv) + f2(x, y)
e−bv sinh(cv)
2(1− r2)c
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and
f1(x, y) = r
2 1 + r
2
1− r2 (1− |x|
2)(1− |y|2) + 2(1− |x|2|y|2)− 2(1− r4)
f2(x, y) = r
2 (1 + r
2)2
1− r2 (1− |x|
2)(1− |y|2) + 2(1− 5r2 − 2r4)(1− |x|2|y|2)− 2(1− r2)3.
Proof. We will show only some main steps of the proof of the above formula and explaining all
details are left to the reader. Recall that for n = 6 we have
Fk(z) = 1− 2k
k + 3
z +
k(k + 1)
(k + 3)(k + 4)
z
and
Gk(z) = 1− 2(k + 4)
k + 1
z +
(k + 3)(k + 4)
k(k + 1)
z.
Thus we get
Fk(|x|2)Gk(|y|2) = (1− |x|2)2(1− |y|2)2 − 6(1 + |x|2)(1 + |y|2)
( |y|2
k + 1
− |x|
2
k + 3
)
+12
( |y|4
k
− |x|
4
k + 4
)
= (1− |x|2)2(1− |y|2)2 − 6(1− |x|2)(1− |y|2)
( |y|2
k + 1
− |x|
2
k + 3
)
+12
( |y|4
k(k + 1)
− 2|x|
2|y|2
(k + 1)(k + 3)
+
|x|4
(k + 3)(k + 4)
)
and
Fk(|x|2)Gk(r2)Fk(|y|
2)
Fk(r2)
= (1− |x|2)2(1− |y|2)2
− 6(1− |x|2)(1− |y|2)
[
r2
k + 1
− |x|
2|y|2
r2
1
k + 3
]
+ 12
(
r4
k(k + 1)
− 2|x|
2|y|2
(k + 1)(k + 3)
+
|x|4|y|4
r4
1
(k + 3)(k + 4)
)
+ 12(r2 − |x|2)(r2 − |y|2)
[
1
k + 1
− |x|
2|y|2
r4(k + 3)
]
+
6
r4
(r2 − |x|2)(r2 − |y|2)J(k),
where
J(k) =
[
f1(x, y)
1
2
(
1
k + b+ c
+
1
k + b− c
)
+
f2(x, y)
2c(1− r2)
1
2
(
1
k + b+ c
− 1
k + b− c
)]
.
Observe also that
1
|x− y|2 =
1
|y|2
∞∑
k=1
( |x|
|y|
)k (
1
k + 1
− |x|
2
|y|2
1
k + 3
)
C
(2)
k (cos θ)
4 log |x− y|−1 = 4 log |y|−1 − 2
3
|x|2
|y|2 −
|x|4
6|y|4
+ 2
∞∑
k=1
|x|k
|y|k
[
1
k(k + 1)
− |x|
2
|y|2
2
(k + 1)(k + 3)
+
|x|4
|y|4
1
(k + 3)(k + 4)
]
C
(2)
k (cos θ)
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and
1
r8
∞∑
k=0
|x|k|y|k
r2k
1
2
(
1
k + b+ c
+
1
k + b− c
)
C
(2)
k (cos θ) =
∫ ∞
0
e−bv cosh (cv)dv
|y|4|xe−v − y∗|4
1
r8
∞∑
k=0
|x|k|y|k
r2k
1
2
(
1
k + b+ c
− 1
k + b− c
)
C
(2)
k (cos θ) =
∫ ∞
0
e−bv sinh (cv)dv
|y|4|xe−v − y∗|4 .
Therefore using (22) for n = 6 we can obtain the desired formula.
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