Using rational functions of the form
3) = π/12. We turn the approximations of π into a series that gives about 21 more decimal digits of accuracy with each successive term.
Introduction
Two of the best-known series for π are devised by Ramanujan about a century ago (see [Baruah et al. 2007; for history), and 1 π = √ 10005 4270934400
from the 1980s [Chudnovsky and Chudnovsky 1988] . These series are interesting and important because they converge so rapidly. Indeed, the Ramanujan series gives about 6 more decimal places for π with each successive term and the Chudnovsky series about 13 more decimal places per term [Weisstein n.d.] . The Chudnovsky series was in fact the formula used recently by Yee and Kondo [2011] trillion digits of π, and a modified version of it is used by Mathematica to compute a large number of digits of π [Vardi 1991] . Here, in Theorem 2, we present a new series for π that yields about 21 more decimal places per term. The new series is derived from polynomial approximations to the classical arctangent function that come from the integration of rational functions.
Polynomial approximations to arctangent
The integration of certain rational functions has proven useful in the approximation of the classical arctangent function, and, because of identities such as arctan 1 = π/4, these can produce approximations to π. For example, the family
was recently studied in [Medina 2006] , where it is shown that it can be used to produce polynomial approximations to arctan x on the interval [0, 1] whose error is governed by the size of the rational functions on that interval. In this section, we use these methods to produce polynomial approximations to arctan x on a smaller interval where the size of the integrand is much smaller, and hence the approximations converge much faster. Consider the sequence of rational functions
where a n and b n are integers chosen so that the polynomial division yields a constant remainder, and hence after integration, the arctangent function. We use 2 − √ 3 because arctan(2 − √ 3) = π/12; thus, if we can approximate arctangent at that value, we can approximate π.
Through trial and error, one finds that 12 is the smallest integer value of the b n above that yields a constant remainder when the polynomial division is performed. 1 The smallest value for a n is 2, but in what follows we choose 12 for the sake of symmetry. As Lemma 2 will show, the same is true for multiples of 12; thus, we explore the family of functions
where we let α = 2 − √ 3 to facilitate the notation.
The following two lemmas, whose proofs are immediate via initial computations and induction, will facilitate our exploration of the family of rational functions.
where
, and the q m are polynomials given recursively by
with the initial quotient
+ 12(564719
The following proposition provides a closed-form formula for the quotients.
Proposition 1. For each m ∈ ‫,ގ‬ define the polynomial quotient q m (t) = 24m−2 n=0 a n t n and the polynomial remainder r m ∈ ‫ޒ‬ via (2). Then
(ii) a 24m−2 = 1 and a 24m−3 = − 12m 1 α (these being the coefficients of the two highest powers of t in the quotient);
We can rewrite and simplify the function to get
where p m (t) is some other quotient polynomial; we also note that Lemmas 1 and 2 together imply that the remainder (−1) m (4α) 6m is indeed correct. Using Lemma 1, we make another substitution and obtain
which is the result of (i).
(ii) We write t 12m (t −α) 12m 1+t 2 = t 12m 1+t 2 (t − α) 12m . Use Lemma 1 to obtain
and the binomial theorem to arrive at
The coefficients of the two highest powers of t will come from multiplying the two highest powers of t in (t − α) 12m with t 12m−2 in the first factor above.
(iii) To find each new odd coefficient we take the coefficient of the previous highestorder odd term and pair it with one lower power of t on the left of (3); since the signs of t alternate, we negate this. Each new coefficient will have a new lower-order term from the right paired with the highest power on the left. Adding these two, we get the coefficients of the new odd power of t.
(iv) The same argument as in (iii) gives the coefficients of the even powers.
Since the functions (1) are small in the interval [0, α], integration of (2), after division by r m , will yield approximations to arctangent on [0, α]. That is,
and hence
will approximate arctangent on [0, α] with the error of the approximation given by the integral on the left side of (4), the maximum error occurring when x = α. Proposition 1 provides a way to directly compute (after integration) these approximating polynomials; we will provide examples after we analyze their accuracy. Substituting the largest and smallest values of t into the denominator of the left side of (4), we arrive at the inequality
It is now evident that, to further analyze the approximation, we need to compute
This is done via repeated integration by parts:
Since, as already noted, the left side of (4) is the error when P m (x) approximates arctan x on [0, α], we will use
that is, e m denotes the error when P m (α) is used to approximate arctan α = π/12.
Using this notation, we use (5) with m and m + 1 to get 1 (1 + α 2 )r m I m < e m < 1 r m I m and 1 (1 + α 2 )r m+1 I m+1 < e m+1 < 1 r m+1 I m+1 .
Combining these two inequalities we arrive at e m+1 e m < (1 + α 2 ) r m I m+1 r m+1 I m ,
which provides the estimate on how much better the next iterate is compared to the previous one. That is, each iterate gives about 21 more decimal places of accuracy in approximating π/12.
Proof. Use |r m | = (4α) 6 , 1 + α 2 = 4α, (6) and (8) to get e m+1 e m < ((12(m + 1))!) 2 α 24(m+1)+1 (4α) 6(m+1) (24(m + 1)
As m → ∞, this becomes Then
, and numerically we verify that P 1 (2 − √ 3) − π/12 < 4.81587 × 10 −23 , or, after multiplication by 12, 57423810140 − 22529108583
Example 2. With m = 2,
and P 2 (α) − π/12 ≈ 2.55 × 10 −44 .
Converting the iteration into a series
Theorem 1 requires the computation of a new set of polynomial coefficients when we want to obtain an approximation to π with more accuracy. For example, if we have a polynomial that gives n digits of accuracy for π when evaluated at α, then we need to compute a whole new polynomial, and hence a new set of coefficients, in order to obtain (n + 21) more digits of accuracy. Following a technique first developed in [Dalzell 1944 ] and used recently in [Lucas 2009 ] to produce a rational series that gives 3-4 more decimal places of accuracy for π with each successive term, we now focus on developing a series that provides the same number of digits (i.e., about 21) per term in computing π as each iteration of the polynomial sequence. We know that
which can be rewritten as
Next we factor out (4α) 6 on the denominator to get
Expanding the right side in a geometric series gives
We integrate both sides on [0, α] and bring the integral inside the sum to get
The polynomial q 1 (t) is of degree 22 so we need to compute integrals of the form
for k = 0, . . . , 22. This is done using repeated integration by parts; we get
If we write q 1 (t) = 22 k=0 a k t k , then
Simplification of the inside sum leads to the following theorem.
Theorem 2. We have Proof. Because of Theorem 1, it suffices to show that
Using (9) to substitute for q 1 (t) and interchanging integration and summation in (15), we obtain
which we can simplify to
The sum is a geometric series; after simplification, we get (15), as desired.
The new series (14) gives about 21 more decimal places of accuracy with each successive term, though the terms are significantly more complicated and hence more "computationally expensive" than those in either the Ramanujan and Chudnovsky series. We note that all three series require the computation of a single square root, but the powers of 2 − √ 3 in the new series do slow down numerical computations. Thus, at this stage, it is fair to say that the Chudnovsky series still provides the fastest numerical tool for computing large numbers of digits of π. Nevertheless, it should be noted that the series (14) is very easy to program (in any language) and provides a viable method for computing digits of π; in fact, we have used it to compute a million digits on a desktop computer.
Further remarks
A similar process can be used with the rational functions t 4m (t − 1/ √ 3) 6m 1 + t 2 m∈‫ގ‬ to produce polynomial approximations to arctangent on the interval [0, 1/ √ 3], and hence approximations to π, because arctan(1/ √ 3) = π/6. These approximations yield 5-6 more decimal places of accuracy with each iteration, and the computations are significantly "less expensive" than those of the sequence herein. (Our research in fact began with the exploration of this other family.)
It is our opinion that the series (14) should be seen as a byproduct of the approximating polynomials P m which provide good approximations to arctangent on the entire interval [0, 2 − √ 3]. It is possible that the P m could prove useful for approximating π when used in conjunction with multiple-angle identities such as π/4 = 5 arctan 1 7 + 2 arctan 3 79 [Calcut 2009 ].
