Classical turning surfaces in solids: When do they occur, and what do
  they mean? by Kaplan, Aaron D. et al.
Classical turning surfaces in solids:
When do they occur, and what do they mean?
Aaron D. Kaplan∗
Department of Physics, Temple University, Philadelphia, PA 19122
Stewart J. Clark
Centre for Materials Physics, Durham University, Durham, DH1 3LE, United Kingdom
Kieron Burke
Departments of Chemistry and Physics, University of California, Irvine, CA 92697
John P. Perdew
Departments of Physics and Chemistry, Temple University, Philadelphia, PA 19122
(Dated: July 7, 2020)
Classical turning surfaces of Kohn-Sham potentials, separating classically-allowed regions (CARs)
from classically-forbidden regions (CFRs), provide a useful and rigorous approach to understanding
many chemical properties of molecules. Here we calculate such surfaces for several paradigmatic
solids. Our study of perfect crystals at equilibrium geometries suggests that CFRs are absent in
metals, rare in covalent semiconductors, but common in ionic and molecular crystals. A CFR can
appear at a monovacancy in a metal. In all materials, CFRs appear or grow as the internuclear
distances are uniformly expanded. Calculations with several approximate density functionals and
codes confirm these behaviors. A classical picture of conduction suggests that CARs should be
connected in metals, and disconnected in wide-gap insulators. This classical picture is confirmed
in the limits of extreme uniform compression of the internuclear distances, where all materials
become metals without CFRs, and extreme expansion, where all materials become insulators with
disconnected and widely-separated CARs around the atoms.
I. INTRODUCTION
The most basic property of an ordered solid is whether
or not it is metallic [1–3]. The Sommerfeld free electron
model of metallic conduction [4], which involves quan-
tum mechanics only via a Fermi distribution of veloci-
ties, assumes a homogeneous system (uniform electron
gas), but we wish to understand the effect of inhomo-
geneity. A simple classical picture of conduction is to
consider an electron of energy ε in a single-particle ef-
fective potential, veff(r). If ε > veff(r) everywhere, this
classical electron will move forever throughout the solid
(or at least as far as its mean free path will allow), and
the solid should be a metal. On the other hand, if the
only classically allowed regions are disjoint regions bound
to atoms, the solid should be strongly insulating. Unlike
a classical electron, a quantum electron can tunnel into
a classically-forbidden region.
The standard modern theory of conduction (for or-
dered solids) is that of Bloch bands, with insulators hav-
ing filled bands below finite gaps in the spectrum [5]. At
first glance, this appears to have little in common with
the simple classical picture given above. But quantum
theories derive from classical theories, and are connected
to quantum mechanics via semiclassical approximations
using classical trajectories. Consider what happens to
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a standard band structure as h¯ → 0 keeping the Fermi
energy fixed. For energies above the maximum of the po-
tential everywhere, the bands become more free-electron
like, as the inhomogeneity in the potential becomes less
relevant. On the other hand, for energies below the max-
imum, the band becomes narrower and more localized as
h¯ shrinks. The importance of turning points to semiclas-
sical (and density functional) approximations was prefig-
ured in the cartoon of Fig. 1 of Ref. [6].
The Kohn-Sham (KS) potential [7] is the scalar po-
tential that, acting on non-interacting electrons, yields
a ground-state electron density equal to that of the real
system. While not a physical observable, the KS poten-
tial is extremely useful as an interpretive tool. Inspired
by earlier work that used the “potential acting on an
electron in a molecule” (PAEM) [8, 9], Ospadov et al.
[10] recently created a “periodic table of nonrelativistic
classical turning radii” using the KS turning surface of
the highest occupied KS orbital, defined as those points
satisfying
vs(r) = εHO, (1)
where vs(r) is the KS potential, and εHO is the energy
of the highest occupied orbital (the Fermi energy εF in a
metal). They demonstrated that a classical turning sur-
face could characterize bond types in molecules numeri-
cally and visually [10]. At equilibrium geometries, cova-
lent bonds as in N2 have fused (roughly ellipsoidal) turn-
ing surfaces, ionic bonds as in NaCl often have seamed
surfaces, hydrogen bonds as in (H2O)2 have necked sur-
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2faces, and van der Waals bonds as in Ne2 have bifurcated
surfaces (with each part nearly spherical). The ratio of
an equilibrium bond length to the sum of its atomic radii
is roughly 0.5 for a covalent bond, 1.0 for an ionic or hy-
drogen bond, and 1.5 for a van der Waals bond. More
recently, Gould et al. [11] found that the classical turn-
ing surface of H+2 , which is approximately ellipsoidal at
the equilibrium bond length, bifurcates when the bond
length is stretched to about twice the turning radius of
one dissociation product H+0.5 (rigorously the same as
the turning radius of a neutral hydrogen atom, ≈ 1.06
A˚). Neutral atoms other than hydrogen typically have
one or more electrons in the classically-forbidden region
(CFR) outside their turning surfaces [12]. Earlier, Ref
[13] had noted that a CFR emerges within the local den-
sity approximation (LDA) in stretched H2 very near the
Coulson-Fisher point, signaling the onset of strong cor-
relation as the bond grows.
A turning surface in position space should not be
confused with a Fermi surface in wavevector space.
The turning surface defined here is the intersection in
position-space of the KS potential with the Fermi level.
If εF > vs(r) everywhere, there is no turning surface,
whereas the Fermi surface is always well-defined. One
could also define a turning surface in terms of the chem-
ical potential µ ≥ εF [14], which differs from εHO for
non-metals, but using εHO in Eq. 1 is more practical and
useful.
Here we present calculations of KS turning surfaces
for a variety of simple solids. Our calculations are at
the LDA and generalized gradient approximation (GGA)
level of exchange-correlation approximations, which usu-
ally yield close approximations to more precise KS po-
tentials in molecules (as both KS potential and εHO are
typically too shallow by about the same amount). In
Kohn-Sham density functional theory (KS DFT) [7], the
KS potential vs(r) is a multiplicative operator. In gen-
eralized KS theory, the exchange-correlation potential of
a meta-GGA or a hybrid functional (using the Hartree-
Fock exchange energy) is a non-multiplicative operator,
but can be replaced [15] by the local one needed to de-
fine a classical turning surface. One can apply all the
concepts of Ref. [10] to analyze bonding in solids from a
chemical viewpoint, but here we focus on the most ele-
mentary property of materials: are they metallic? In our
classical conduction argument above, the effective poten-
tial is clearly the KS potential, and the most energetic
electron is the highest-occupied level. If εHO is higher
than the maximum value of the KS potential, there are
no classical Fermi-energy turning surfaces and the sys-
tem ought to be metallic. If not, and if εHO is so low
that the classically-allowed regions are disconnected, the
system ought to be insulating (with a wide gap). We ex-
pect semiconductors to lie somewhere in between these
extremes.
This work discusses classical turning surface analogs
and semiclassical interpretations of them for a variety
of simple solids. Section II describes the computational
tools used to extract and analyze the KS potential for
metals, as presented in Section III, and band insulators
presented in Section IV. Special attention is paid to the
roles of strain and defects in forming CFRs within solids.
Section V discusses how the CFR can be used to predict
conduction properties. Section VI discusses the role of
CFR connectedness in determining the conductive prop-
erties of solids. The Supplemental Materials section con-
tains additional data.
To interpret our results correctly, we point out the fol-
lowing crucial points concerning gaps. It has long been
known that the KS gap, i.e., the bandgap of the exact KS
potential, does not match the true (fundamental charge)
gap [14], and typically underestimates it. The KS gaps of
strictly semilocal approximations like LDA or GGAs are
typically close to the exact KS gap [16–18], and thus are
often substantially less than the fundamental gap. Hy-
brid functionals and meta-GGAs yield larger gaps when
treated in a generalized KS scheme [19]. When lattice pa-
rameters are stretched well beyond equilibrium, semilo-
cal functionals may produce broken-symmetry solutions
of lower energy, as is well-known in the paradigmatic case
of stretched H2 [20], but does not occur (at least for finite
systems) with the exact functional. As all calculations in
this paper use only semilocal functionals, they are in the
KS scheme, yield gaps that are smaller than fundamental
gaps, and can break symmetry.
II. COMPUTATIONAL METHODS
All ensuing calculations were performed with either the
Vienna ab initio Simulation Package (VASP) [21], or the
Castep code [22, 23], or both. All GGA calculations used
the Perdew-Burke-Ernzerhof GGA [24], and all LSDA
calculations used the Perdew-Zunger parameterization of
the uniform electron gas correlation energy [25]. The cal-
culations in VASP were performed with a cutoff energy
of 800 eV, a Γ-centered mesh of spacing 0.08 A˚−1, energy
convergence of 10−6 eV, and stress convergence at 10−3
eV/A˚. To determine equilibrium geometries in VASP, for
metals, first-order Methfessel-Paxton smearing with pa-
rameter of 0.2 was used, and for insulators, the Blo¨chl
tetrahedron method was used. VASP’s internal meth-
ods were used to determine the relaxed cell volume. In
Castep, a density-mixing algorithm was used to reach
self-consistency, and geometries were determined with a
BFGS (Broyden-Fletcher-Goldfarb-Shanno) energy min-
imization scheme with the finite basis set corrected for
stress [26]. After relaxation, a calculation at the equilib-
rium volume using the Blo¨chl tetrahedron method was
performed to accurately determine the density of states.
Accurate [27] PAW on-the-fly pseudopotentials were used
throughout. Tables ?? to ?? (in the Supplemental Ma-
terials) present all raw data; machine readable data will
be made available upon reasonable request.
For monolayers, a 45 × 45 × 1 k-point grid was used
in conjunction with the Blo¨chl tetrahedron method. All
3other parameters remain the same from bulk calculations.
The c direction was padded with 30 A˚ of vacuum region
to reduce interactions between image monolayers.
In density functional plane-wave codes, the densities
and potentials are stored on a uniform grid R, the di-
mensions of which are determined by the size of the unit
cell and the plane-wave cutoff energy. Acceptable conver-
gence of the total energy relies on suitable convergence
of the potentials and densities on this grid. The values
of vs(R) are obtained from this grid. In core regions, the
true potential is much deeper than the pseudopotential,
so these are classically allowed. Thus the PAW pseu-
dopotential core regions were excluded from the CFR
(frozen-core pseudopotentials were used in both VASP
and Castep). The self-consistent electronic eigenstates
give εHO (the Fermi energy εF in a metal), and the re-
gions where εHO − vs(R) < 0 define the CFR. We assign
equal volume to each point relative to the primitive cell,
as the real-space mesh is uniform. Suppose there are
Nprim total real-space mesh points in the cell, and let the
volume of the primitive cell be Vprim. Then the volume
of any point is Vprim/Nprim. If there are NCFR points at
which εHO − vs(r) < 0, the volume of the CFR is
VCFR = VprimNCFR/Nprim. (2)
The dimensionless, “fractional volume” of the CFR,
which will be used in the ensuing figures and fits, is de-
fined as
v ≡ VCFR/Vprim = NCFR/Nprim, (3)
the number of real-space mesh points within the CFR rel-
ative to the total number of mesh points in the primitive
cell.
As the fractional CFR volume v → 0, our method re-
quires ever finer real- and reciprocal-space meshes to re-
solve v. This need is limited by the resolution determined
by the plane-wave cutoff energy. Our data for v  1 will
necessarily be more noisy than for larger values of v. De-
spite this, we show a posteriori that reasonable fits to
v(Vprim) may be found.
Each code uses differently-generated pseudopotentials
with different optimal basis set cutoff energies (and hence
pseudopotential grid sizes, etc.), different energy mini-
mization schemes, and different Brillouin zone integra-
tion methods. To ensure that our method is not depen-
dent upon the numerical methods of a particular code,
we have verified that the Castep and VASP results are
consistent.
III. OPENING CFRS IN METALS
As we see in Table I, no CFR is present in certain
defect-free metals (Al, Cu, and Pt) at their equilibrium
geometries. This is in line with our initial hunch, but
does not extend to metals with monovacancies. A Pt su-
percell with a monovacancy defect harbors a small CFR;
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FIG. 1. A contour plot of εHO − vs(r) as calculated with
PBE along the [110] (conventional cubic indices) direction in
the Pt monovacancy supercell. The CFR (purple) surrounds
the defect, supporting the conjecture that the formation of a
defect is accompanied by the formation of an internal curved
surface. Regions within the PAW pseudopotential core radii
are only included here to make the image clearer. For an anal-
ogous figure in Si, refer to ?? in the Supplemental Materials.
plotting this CFR in Fig. 1, we see that the classically-
forbidden region encapsulates the center of the vacancy
perfectly. Relaxation of the supercell volume was per-
formed two ways: direct minimization of the stress ten-
sor, and keeping the supercell volume fixed to the bulk
volume while allowing ion positions to change.
The vacancy defect formation energy can be recast as
the energy needed to create a curved surface within a
solid [28]. The localization of the CFR to the vacancy
region is a clear manifestation of this. Carling et al. [29]
found that the LDA is more accurate than GGAs for the
Al monovacancy formation energy, in line with earlier re-
sults [30] for the jellium surface energy. They also found
a very low electron density near the center of the vacancy,
and large Friedel oscillations around it, consistent with a
CFR near the center. Large voids and exterior surfaces
would also give rise to extensive CFRs in any material.
The definition of the monovacancy volume given in
Carling et al. differs from ours. Their method used the
liquid drop model of jellium from Ref. [28] to extract
the vacancy’s volume from the vacancy defect formation
energy. This method will generally yield larger volumes
than the corresponding CFR volumes.
It is natural then to ask how far a metal needs to be
stretched before a CFR emerges. In Fig. 2, we plot
the fractional volumes of the LSDA and PBE CFRs as
a function of the primitive cell volume. To find accurate
4Solid
(struc-
ture)
εHO −
vmaxs
(eV)
CFR
frac-
tion
Vprim
(A˚3)
Lattice
Const.
(A˚)
Expt.
Lattice
Const.
(A˚)
Al (fcc)
5.57 0% 16.48 4.04 4.02
(5.94) (15.81) (3.98) [31]
Cu (fcc)
5.37 0% 12.01 3.63 3.59
(6.04) (10.94) (3.52) [31]
Pt (fcc,
bulk)
4.59 0% 15.61 3.97 3.91
(5.04) (14.90) (3.90) [32]
Pt
monova-
cancy
(fcc)
-1.35 12.5% 15.39 3.95 3.91
(-1.00) (5.2%) (14.68) (3.89)
-1.45 13.85% 15.61 3.97 3.91
(-1.29) (6.4%) (14.90) (3.90)
TABLE I. PBE and LSDA (parenthesized when different) val-
ues for the classically-forbidden regions (as a percentage of
the total cell volume) and the relaxed primitive cell volumes
and lattice constants in select metals. The percent volume is
taken with respect to the primitive unit cell (percent volume
per atom). For the first set of Pt monovacancy results, the
cell volume and ion positions were relaxed; for the second set,
the volume was fixed to the bulk value, and the ion positions
were relaxed. Both sets of calculations used 31 ions in the
supercell.
critical primitive cell volumes Vc for the emergence of a
CFR, we perform a least squares fit to
v(Vprim, c) = Θ(Vprim − Vc)
3∑
m=0
cm
(
Vc
Vprim
)m
(4)
where Vprim is the primitive cell volume, 0 ≤ v < 1 is
the fractional CFR volume, Θ is a step function, and the
dimensionless c ≡ (c0, c1, c2, c3) are derived from least-
squares fit parameters. Note that
∑3
m=0 cm = 0, and
∂v/∂Vprim > 0 for Vprim − Vc = 0+. Fit parameters for
PBE and LSDA data, as calculated in VASP, are listed
in Table II. For the fit parameters of PBE data as cal-
culated in Castep, refer to Table ?? in the Supplemental
Materials.
Despite the possibility of noisy data at small CFR frac-
tions, 0 < v  1, no lower cutoff on the VASP data was
needed in the fitting process. The Castep data required
a cutoff of vc = 0.01 (for which any data with v ≤ vc was
taken to have v = 0 instead), and a few elemental solids
(Mg, Sr, Ba, Ra) required a higher cutoff, vc = 0.05.
The form of Eq. 4 is selected because it makes v tend
to zero as Vprim tends to Vc from above, and to a fi-
nite value (c0) as Vprim tends to infinity. (A perfect fit
over the whole range Vprim > Vc, not needed here, would
require c0 = 1.) As the PAW core region is classically-
allowed in an all-electron approach, there will always ex-
ist a classically-allowed region in this type of calculation.
As our method has lower resolution for v  1, we ex-
pect our fitted values of Vc to be estimates of the “true”
Solid
(struc.)
DFA c0 c1 c2 c3 R
2 Vc (A˚
3)
LSDA 0.59 -1.32 0.90 -0.17 0.0008 48.08
Al 0.67 1.25 -7.22 5.96 71.18
(fcc) PBE 5.03 -17.31 20.16 -7.88 0.0011 54.68
1.71 -8.48 22.46 -21.36 103.65
LSDA 7.37 -24.41 27.18 -10.14 0.0002 29.69
Cu 1.04 -1.47 2.31 -3.14 47.31
(fcc) PBE 12.97 -42.29 46.44 -17.12 0.0051 35.02
1.25 -3.40 7.95 -7.35 51.29
LSDA 7.37 -23.91 26.14 -9.60 0.0002 25.61
Pt 1.01 -1.41 1.82 -2.30 39.01
(fcc) PBE 7.26 -23.32 25.35 -9.29 0.0027 26.78
1.13 -2.71 6.17 -6.26 42.36
C LSDA 1.01 -1.55 0.81 -0.27 0.0006 23.16
(ds) PBE 1.02 -1.79 1.27 -0.50 0.0004 20.26
Ne LSDA 0.97 -0.29 -0.24 -0.45 0.0068 5.85
(fcc) PBE 1.03 -0.81 0.95 -1.16 0.0016 5.53
NaCl LSDA 0.89 -0.23 -1.86 1.20 0.0002 30.70
(rs) PBE 0.86 -0.09 -1.90 1.13 0.0002 28.88
Si LSDA 0.92 -1.34 0.52 -0.10 0.0005 53.82
(ds) PBE 0.96 -1.66 1.14 -0.44 0.0001 48.59
NiO PBE -0.14 4.45 -8.49 4.17 0.0004 29.56
(rs) 0.94 -0.68 -0.40 -0.07 48.29
TABLE II. Parameters for the fit functions presented in Figs.
2 and ?? (in the Supplemental Materials). The density func-
tional approximation (DFA) column refers to either LSDA or
PBE in VASP; for Castep fits, see Table ?? of the Supplemen-
tal Materials. The c parameters are dimensionless. R2 is the
sum of square residuals. Vc is the predicted critical primitive
cell volume for onset of a CFR. For metals, the first (second)
line gives the parameters c for Vprim < V0 (d, for Vprim > V0,
and V0 is given in lieu of Vc). The fitted LSDA Vc for Ne is
too large (i.e., it is larger than the smallest tabulated value
of Vprim for which v(Vprim) > 0); all other fitted values of Vc
are within the correct bounds. Here, “ds” refers to diamond
structure and “rs” to rock salt structure. NiO is treated as
spin-unpolarized.
values. Vc was determined by a root-finding algorithm.
When possible, the value of Vc was constrained to lie
between the largest tabulated value of Vprim for which
v = 0, and the smallest tabulated value of Vprim for which
v > 0. When that was not possible, a tolerance of 3%
was afforded, which we note in Table II as well.
Many of the metals presented here exhibit more com-
plex Vprim-dependence than the insulators, so we perform
a piecewise fit
vmetal(Vprim) = v(Vprim, c)Θ(V0 − Vprim)
+v(Vprim,d)Θ(Vprim − V0), (5)
where both functions on the RHS are of the form of
Eq. 4. To perform the fit, we chose a value of V0 to
model the point of inflection of the curve, and the fitting
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FIG. 2. Emergence of PBE CFRs in Al (blue closed circles),
Cu (yellow squares), Pt (green diamonds), C (red point-up
triangles), Ne (purple point-down triangles), NaCl (brown
crosses), and Si (olive stars) as a function of the primitive
cell volume. All lines are fits given in Table II. As Al, Cu, C
and Si have no CFR at their relaxed lattice parameters, each
lattice must be stretched to introduce a CFR. Conversely,
Ne and NaCl must be compressed to eliminate their CFRs;
for completeness, the full NaCl curve is presented here. The
curve for spin-unpolarized NiO is almost identical to that of
NaCl (see Fig. ?? of the Supplemental Materials). The LSDA
curves are very similar, see Fig. ?? in the Supplemental Ma-
terials. For PBE curves as calculated in Castep, see Fig. ??
in the Supplemental Materials.
procedure detailed above was followed for Vprim ≤ V0.
We then required that v(Vprim) and ∂v(Vprim)/∂Vprim be
continuous at Vprim = V0, fixing d0 and d1. A least
squares fit was then performed to yield d2 and d3. V0
was modulated to minimize the sum of square residu-
als, R2 =
∑
Vprim
|vapprox(Vprim)− v(Vprim)|2. To prevent
over-fitting, the lowest value of V0 for which R
2 < 10−3
was deemed the optimal fit.
Let a be the equilibrium lattice parameter for a given
solid as given by Table I. From the critical lattice param-
eters in Table II, we see that a CFR opens in Cu at a
lattice parameter of 1.43a for PBE (about 2.9 times the
equilibrium volume). The CFR appears before the KS
gap opens. The fits predict that a CFR in Al opens at
1.49a for PBE (about 3.3 times the equilibrium volume),
also without a KS band gap opening. For Pt, the CFR
opens at 1.20a (about 1.7 times the equilibrium volume),
without a gap opening. By bandgap, we always mean the
gap determined from our approximate band structure or
density of states, rather than the fundamental gap.
Note also that the LSDA and PBE curves in Figs. 2
and ?? for Al, Cu, and NaCl cross, whereas those for
elemental insulators do not. For the elemental insula-
tors, the difference between the LSDA and PBE curves
is always of the same sign.
IV. CFRS IN INSULATORS
The situation for insulators, as shown in Table III,
is more nuanced, and there are clear variations in the
volumes of approximate CFRs found from different ap-
proximate exchange-correlation functionals. Our intu-
ition that the presence of a CFR is accompanied by the
opening of a band gap is not borne out.
However in weakly interacting and van der Waals
solids, like graphite and Ne, there are noticeable PBE
CFRs. The small (1%) PBE CFR volume in graphite
(hexagonal C) at its experimental lattice constants re-
flects the semimetallic nature of this material. The PBE
CFR in graphite lies between monolayers, just as one
might expect for few-layer graphene. The CFR vol-
ume is nearly 20% of the PBE equilibrium cell volume
in graphite because PBE underestimates intermediate-
range van der Waals interactions, and thus overestimates
the equilibrium spacing. This fraction is reduced to 1%
when the experimental cell volume is used instead. The
LSDA finds no CFR in graphite, which may be related to
the LSDA’s underestimation of equilibrium lattice con-
stants. For the prototypical semiconducting layered ma-
terial MoS2, we see the same pattern. The LSDA under-
estimates the equilibrium c lattice parameter, yielding no
CFR. PBE dramatically overestimates the c parameter,
yielding a CFR encompassing 22.3% of the primitive cell
volume. Note that the LSDA and PBE are similarly ac-
curate for the sandwich-layer thickness z (the distance
between neighboring layers of sulfur atoms).
Consider instead a monolayer of graphite or MoS2. For
these sheets, we use the bulk a and z lattice parameters
found by relaxing the equilibrium cell volume. We find no
CFR within the monolayer region for graphene or mono-
layer MoS2 using both the LSDA and PBE. Thus, no
in-plane CFR is present in graphene, and no in-sandwich
CFR is found in monolayer MoS2.
Crystalline NaCl, just like its molecular form [10], also
has large PBE and LSDA CFRs. Because NaCl is a pro-
totypical ionic solid, we expect that many other ionic
crystals and more weakly-bound crystals at equilibrium
will exhibit CFRs.
Referring back to Table. II, we see that a CFR emerges
in ds C when the lattice is stretched to 1.21a for PBE
(about 1.8 times the equilibrium volume); for ds Si, a
CFR is predicted to emerge at 1.06a for PBE (about
1.2 times the equilibrium volume). Thus it appears that
PBE predicts the emergence of a CFR in an insulator
when the lattice is stretched not much further past its
equilibrium point. For both Si and C, the band gap is
substantial even when the CFR begins to emerge.
The classical radius of the free Ne atom is 0.87 A˚, in
both PBE [39], and with a more accurate Kohn-Sham
potential [10], with a volume of 2.76 A˚3. The experimen-
tal lattice constant is 4.464 A˚ [35], corresponding to a
cell volume per atom of 22.24 A˚3. The CFR predicted
by Ref. [10] is then (22.24 − 2.76)/22.24 ≈ 88% of the
total cell volume, agreeing with the values in Table III.
6Solid (structure) εHO − vmaxs (eV) CFR fraction Vprim (A˚3) Lattice Const(s).
(A˚)
Expt. Lattice
Const(s). (A˚)
Si (ds) 0.85 (1.44) 0% 40.89 (39.43) 5.47 (5.40) 5.42 [31]
C (ds) 5.59 (6.62) 0% 11.40 (11.04) 3.57 (3.53) 3.55 [31]
C (hex)
relaxed -3.06 (1.04) 18.5% (0%) 42.80 (34.45) 2.47 (2.45) (a),
8.12 (6.65) (c)
2.46 (a), 6.71 (c)
[33, 34]
expt. -0.28 (0.92) 1.0% (0%) 2.46 (a), 6.71 (c) 2.46 (a), 6.71 (c)
Ne (fcc)
relaxed -14.44 (-9.23) 87.8% (78.1%) 23.67 (14.39) 4.56 (3.86) 4.46 [35]
expt. -14.20 (-10.90) 86.9% (86.5%) 22.18 4.46 4.46
NaCl (rs)
relaxed -3.38 (-2.05) 34.6% (17.7%) 46.23 (40.90) 5.70 (5.47) 5.57 [31]
expt. -3.06 (-2.30) 29.6% (22.4%) 43.20 5.57 5.57
MoS2
(P6/mmc
or 2Hb)
-4.24 (0.01) 22.3% (0%) 128.46
(101.94)
3.18 (3.12) (a),
14.62 (12.07) (c),
3.12 (3.11) (z)
3.16 (a), 12.29
(c), 3.17 (z) [36]
NiO (rs) 4.97 0% 18.01 4.16 4.17 [37]
TABLE III. PBE and LSDA (parenthesized when different) values for the classically-forbidden regions, primitive cell volumes,
and lattice constants of select insulators. For graphite, Ne, and NaCl, two sets of results are shown: the first at a relaxed PBE
geometry, and the second at the experimental equilibrium geometry. The percent volume is taken with respect to the primitive
cell (percent volume per atom). Here, “ds” refers to diamond structure, “hex” to simple hexagonal structure (with a four-point
basis for graphite), and “rs” to rock salt structure. The layered structure of MoS2 is itself a prototype for dichalcogenide
structure, and is often referred to as the “MoS2 structure,” or by its polytype 2Hb [36], or by its point group P6/mmc [38].
The a and c parameters have the same meaning as in a simple hexagonal lattice, the z parameter (sometimes called 2z) is the
spacing between neighboring sulfur layers. No LSDA calculation was performed for spin-unpolarized NiO.
A Ne atom in solid Ne at the equilibrium lattice constant
is very similar to a free Ne atom.
In the same vein as for C and Si, we can compress
the Ne lattice until the CFR vanishes, as seen in Fig. 2.
The Ne CFR is predicted to vanish at 0.61a for PBE. One
might expect the bandgap to shrink as the CFR collapses,
but the opposite is true. For the smallest lattice constant
calculated here (2.85 A˚), the band gap is roughly 18.57
eV, compared to a gap of about 11.51 eV (11.45 eV)
at the PBE equilibrium (experimental) lattice constant,
consistent with previous work that used PBE to study
phases of Ne under pressure [40]. Intuition suggests that
the Ne CFR should not be fully suppressed before the
classical turning surfaces between adjacent atoms just
touch, at a nearest-neighbor separation of 2(0.87) = 1.74
A˚, using the result from Ref. [10]. This is substantially
smaller than the nearest-neighbor spacing in crystalline
Ne for which the PBE CFR is wiped out, 2.81/
√
2 ≈ 2.00
A˚. Thus, unexpectedly, the critical lattice constant in Ne
makes the nearest-neighbor distance noticeably greater
than twice the turning radius of the free atom.
As the lattice is compressed, two competing effects de-
termine the bandgap: the bands widen, reducing the gap;
and the center of the conduction band is shifted upwards
with respect to the center of the valence band, widen-
ing the gap. (For an example, see the silicon density of
states at equilibrium and at a mild expansion, in Fig.
?? of the Supplementary Material.) This leads to a non-
trivial (non-monotonic) dependence of the gap upon the
lattice parameter.
V. PERIODIC TRENDS
To get an overall sense of how well (or poorly) the clas-
sical turning surface yields information on conduction,
Fig. 3 demonstrates one way to classify this, by plotting
the fitted values of Vc against the equilibrium Vprim for
various solids. The elemental solids beyond those empha-
sized in the main text are in Groups 1 (alkali metals), 2
(alkaline earth metals), 14 (Group IV, carbon group) and
18 (rare, inert, or noble gases). The parameters of the fit
functions (Tables ??-??), as well as full strain curves for
these solids (Figs. ??-??) can be found in the Supple-
mentary Materials. The figure shows that the existence
of a CFR at equilibrium comes close to classifying a solid
as an insulator or metal. No metal has an equilibrium
CFR, but some insulators need a small expansion to pro-
duce one.
Moreover, we can see very clear trends in the strain
curves of elemental solids as one goes down a column of
the periodic table. In Fig. 4(a), we plot the strain curves
as a function of Vc/V , for elemental insulators. The noble
gases all fall on one line, except for the lightest, He, while
the carbon group elements fall on another, except for the
lightest, C. Clearly, each group has its own characteristic
curve, which differs from one group to another.
The alkali and alkali-earth metals show similar, but
more complex behavior, as shown in Fig. 4(b). The
green line is for the heavier alkalis, and the orange line
is for the alkali-earths. Now the lighter two alkalis, Li
and Na, are shown in blue, and clearly share a shape
that is distinct from the later alkalis. They follow the
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FIG. 3. Contrasting the amount of strain needed to induce
a CFR for various solids. The grey line is Vprim = Vc, so that
solids lying above the grey line have no CFR at equilibrium,
and solids below the line have a CFR at equilibrium. For the
VASP data (circles for PBE and squares for LSDA), Vprim is
the equilibrium cell volume. For the Castep data (diamonds
all with PBE), Vprim is the equilibrium cell volume except
for the rare gases, for which Vprim takes the experimental
value. Metals are shown in blue, and insulators in orange.
Note that Sn and Pb were calculated in the cubic diamond
structure (α- or grey Sn), which are likely non-metallic phases.
In particular, grey Sn has a 0.1 eV gap [5]. NiO is treated as
spin-unpolarized.
alkali earth curve closely, except for a dip around 1.4Vc.
Moreover, Mg (in gray) is the odd one out of the alkali
earths, rather than Be. For small strains, Mg behaves
like all other alkali earths, but when greatly expanded,
behaves more like an alkali.
Naturally, within a column of the periodic table, the
critical CFR volume Vc increases with atomic number,
as shown in the Supplementary Materials. If we define
the volume of a free atom as Vat = 4pir
2
TS/3, where rTS
is the radius of the atom’s classical turning surface from
Ref. [10], then the ratio Vc/Vat is of order 1 and seems to
approach a column-dependent large-Z limit (with Z the
nuclear charge, see Tables ??-??). The first ionization
energies of the atoms exhibit similar behavior [41].
VI. CFR CONNECTEDNESS
In the introduction, we described a (semi-) classical
model of solids that defined metals and insulators by their
turning surface properties. In this model, a metal would
have a connected classically-allowed region (CAR), and
an insulator would have a disconnected CAR.
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FIG. 4. Trends among groups of elements emerge when
plotting the CFR fraction against the dimensionless Vprim/Vc,
where Vc is fitted. All data shown here was calculated with
PBE in Castep. Panel (a) is for the metals, and panel (b) for
the insulators.
In Figure 5, we plot the evolution of the CFR and
CAR in Si using PBE as a function of the lattice pa-
rameter. At equilibrium (panel (a)), there is no CFR.
Just above Vc (panel (b)), the CAR is clearly connected
and the CFR is disconnected. As the lattice is stretched
further (panel (c)), the CFR grows and connects. Under
an even more extreme strain (panel (d)), the CFR domi-
nates the primitive cell, but the CAR remains connected,
albeit not simply. The bandgap increases from 0.55 eV
at a = 5.47 A˚ to 0.81 eV at a = 5.80 A˚, then decreases
to 0.71 eV at a = 5.87 A˚ before rapidly falling toward
zero. In Fig. 6, we show a three-dimensional view of
the Si turning surface at a = 7.11 A˚. Both the CFR and
CAR are simultaneously fully connected. The geometry
of Fig. 6 is very nearly identical to that of Fig. 5(c). To
generate the plane of Fig. 5(c) from Fig. 6, one would
8make a diagonal cut from the front bottom left corner to
the rear upper right corner of the cell in Fig. 6.
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FIG. 5. Evolution of the PBE CAR (grey) and CFR (blue)
in ds Si as a function of the lattice parameter a plotted along
the plane z = (x + y)/2 (i.e., the plane containing the line
joining the origin and the point (a, a, a)) within the primitive
cell. Ions located in plane are labelled with a black circle,
those above with a black triangle, and those below with an
open triangle. The lattice constant a is 5.47 A˚ in (a), 5.87 A˚
in (b), 7.07 A˚ in (c), and 9.07 A˚ in (d).
In the limit of extreme expansion, the CAR’s are al-
ways disconnected and well-separated. Electron tunnel-
ing is inhibited through energy barriers that are wide or
high. The bands will narrow to atomic levels. For a solid
built from closed-shell atoms like Ne, the bandgap will
tend to a non-zero and typically large value, while for a
solid built up from open-subshell atoms like silicon, the
bandgap will tend to a zero or small value (depending
on whether the Kohn-Sham potential of the free atom is
constrained to the symmetry of its external potential).
As the lattice is put under extreme expansive strain, we
expect all solids to eventually transition to an insulating
state, with disconnected and well-separated CAR’s. In
this limit, the bandgap can become large, small, or zero.
If the lattice is compressed well below the equilibrium
geometry, we expect any solid to eventually transition
to a metallic state, with zero bandgap and a connected
CAR.
VII. CONCLUSIONS
For the solids studied here, our calculations found no
CFRs for metals, large CFRs for wide-gap insulators, and
the emergence of CFRs when small-gap semiconductors
are mildly expanded. Since standard density-gradient
FIG. 6. The surface shows the CAR (outside, green) and
CFR (inside, yellow) for silicon at 1.30a. Both regions are
simultaneously fully connected.
expansions are derived for slowly-varying densities with-
out CFRs, the absence of CFRs in metals at equilibrium
suggests that generalized gradient approximations (like
or beyond PBE) should work especially well for them.
A monovacancy in a metal can induce a CFR, and an
expansive strain in any material can induce a CFR or
increase its volume. Moreover, the emergence of a CFR
does not necessarily accompany the opening or closing of
a band gap.
The volume of a CFR is a function of the lattice strain.
Both metals and band insulators without a CFR at their
equilibrium geometry can be stretched to introduce a
CFR. Those wider-gap insulators with a CFR at equilib-
rium can be compressed until the CFR vanishes. Layered
materials may have a CFR at equilibrium if a density
functional approximation tends to stretch the c lattice
parameter, as PBE does.
CFRs are also characteristic of perfect ionic and molec-
ular crystals at equilibrium. Our analysis supports the
conclusion that rare gas atoms in the crystalline phase are
nearly free. Ionic crystals have large CFRs. We showed
that graphite and MoS2, where intermediate-range van
der Waals interactions dominate between monolayers,
have CFRs located solely between monolayers, and that
their corresponding monolayers have no in-plane CFR.
Our work demonstrates that weakly-bound solids tend
to have prominent CFRs. Hydrogen-bonded crystals like
ice, while not tested here, can be expected to have sub-
stantial CFR volume fractions, as suggested by Fig. 8
9for the water dimer in Ref. [10].
The connectedness of a CFR seems to play a role in
a system’s conductivity. It was shown that the CFR in
Si near the critical volume Vc is disconnected. As the
lattice is stretched further, the CFR grows, eventually
subsuming much of the primitive cell. The Si bandgap
closes very nearly at the same Vprim that the CFR con-
nects, indicating a semiclassical insulator-metal transi-
tion. A semiclassical picture suggests that a connected
CAR and zero bandgap indicate a metallic state, found
under extreme compression for any solid. As a corollary,
disconnected and well-separated CAR’s indicate an insu-
lating state, and are found under strong expansion of the
lattice.
Interacting quantum mechanical electrons can insulate
through the Mott mechanism. We looked for CFRs in
zero-gap spin-unpolarized NiO, a paradigm Mott insula-
tor, but did not find one at the equilibrium lattice con-
stant a. A CFR appeared at a lattice constant 1.18a
(see Tables II and III). Our PBE calculations for NiO at
equilibrium confirmed that a gap appears when the spin
symmetry is allowed to break to antiferromagnetic order.
This is the first work to attempt to classify CFRs in
solids, and without doubt more inquiry is needed to de-
termine if CFRs are hallmarks of other phenomena in
solids.
ACKNOWLEDGMENTS
ADK acknowledges the support of the Department
of Energy (DOE), Basic Energy Sciences, under grant
No. de-sc0012575. SJC acknowledges Engineering and
Physical Sciences Research Council support on grant
EP/P022782/1. KB was supported by DOE under grant
no. DE-FG02-08ER46496. JPP acknowledges the sup-
port of the National Science Foundation under grant
number DMR-1939528.
[1] N. F. Mott and R. H. Fowler, Proceedings of the Royal
Society of London. Series A - Mathematical and Physical
Sciences 153, 699 (1936).
[2] W. Kohn, Phys. Rev. 133, A171 (1964).
[3] W. Kohn, “Metals and insulators,” in
Many-body Physics, edited by C. DeWitt and R. Balian
(Gordon and Breach, New York, 1968) pp. 353–411.
[4] A. Sommerfeld and N. H. Frank, Rev. Mod. Phys. 3, 1
(1931).
[5] N. W. Ashcroft and N. D. Mermin, Solid State Physics
(Holt, Rinehart and Winston, 1976).
[6] P. Elliott, D. Lee, A. Cangi, and K. Burke, Physical
Review Letters 100, 256406 (2008).
[7] W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).
[8] Z.-Z. Yang and E. R. Davidson, International Journal of
Quantum Chemistry 62, 47 (1997).
[9] Z.-Z. Yang and D.-X. Zhao, Chemical Physics Letters
292, 387 (1998).
[10] E. Ospadov, J. Tao, V. N. Staroverov, and J. P. Perdew,
Proceedings of the Natural Academy of Science 115,
E11578 (2018).
[11] T. Gould, B. T. Liberles, and J. P. Perdew, Journal of
Chemical Physics 152, 054105 (2020).
[12] S. Schwalbe, L. Fiedler, K. Trepte, J. Kortus, S. Lehtola,
and J. P. Perdew, Work in progress.
[13] K. Burke, A. Cancio, T. Gould, and S. Pittalis, The
Journal of Chemical Physics 145, 054112 (2016).
[14] J. P. Perdew, R. G. Parr, M. Levy, and J. L. B. Jr.,
Physical Review Letters 49, 1691 (1982).
[15] E. Ospadov, I. G. Ryabinkin, and V. N. Staroverov, The
Journal of Chemical Physics 146, 084103 (2017).
[16] J. P. Perdew, “What do the Kohn–Sham orbital
energies mean? how do atoms dissociate?” in
Density Functional Methods in Physics, edited by R. M.
Dreizler and J. da Providencia (Plenum, New York, 1985)
p. 265.
[17] J. P. Perdew, Int. J. Quant. Chem. Symp. 19, 497 (1986).
[18] A. M. M. Gru¨ning and A. Rubio, J. Chem. Phys. 124,
154108 (2006).
[19] J. P. Perdew, W. Yang, K. Burke, Z. Yang, E. K. Gross,
M. Scheffler, G. E. Scuseria, T. M. Henderson, I. Y.
Zhang, A. Ruzsinszky, H. Peng, J. Sun, E. Trushin, and
A. Go¨rling, Proceedings of the National Academy of Sci-
ences of the United States of America 114, 2801 (2017).
[20] J. P. Perdew, A. Savin, and K. Burke, Phys. Rev. A 51,
4531 (1995).
[21] G. Kresse and J. Hafner, Physical Review B 47, 558
(1993); Physical Review B 49, 14251 (1994); G. Kresse
and J. Furthmu¨ller, Physical Review B 54, 11169 (1996);
Computational Materials Science 6, 15 (1996).
[22] M. D. Segall, P. J. D. Lindan, M. J. Probert, C. J.
Pickard, P. J. Hasnip, S. J. Clark, and M. C. Payne,
J. Phys. Condens. Matter 14, 2717 (2002).
[23] S. J. Clark, M. D. Segall, C. J. Pickard, C. J. Hasnip,
M. J. Probert, K. Refson, and M. C. Payne, Z. Fur
Kryst. 220, 567 (2005).
[24] J. P. Perdew, K. Burke, and M. Ernzerhof, Physical
Review Letters 77, 3865 (1996).
[25] J. P. Perdew and A. Zunger, Physical Review B 23, 5048
(1981).
[26] G. P. Francis and M. C. Payne, J. Phys. Condens. Matter
2, 4395 (1990).
[27] K. Lejaeghere, G. Bihlmayer, T. Bjo¨rkman, P. Blaha,
S. Blu¨gel, V. Blum, D. Caliste, I. E. Castelli, S. J. Clark,
A. Dal Corso, S. De Gironcoli, T. Deutsch, J. K. De-
whurst, I. Di Marco, C. Draxl, M. Du lak, O. Eriks-
son, J. A. Flores-Livas, K. F. Garrity, L. Genovese,
P. Giannozzi, M. Giantomassi, S. Goedecker, X. Gonze,
O. Gr˚ana¨s, E. K. Gross, A. Gulans, F. Gygi, D. R.
Hamann, P. J. Hasnip, N. A. Holzwarth, D. Iuan, D. B.
Jochym, F. Jollet, D. Jones, G. Kresse, K. Koepernik,
E. Ku¨c¸u¨kbenli, Y. O. Kvashnin, I. L. Locht, S. Lubeck,
M. Marsman, N. Marzari, U. Nitzsche, L. Nordstro¨m,
T. Ozaki, L. Paulatto, C. J. Pickard, W. Poelmans,
M. I. Probert, K. Refson, M. Richter, G. M. Rignanese,
S. Saha, M. Scheffler, M. Schlipf, K. Schwarz, S. Sharma,
10
F. Tavazza, P. Thunstro¨m, A. Tkatchenko, M. Torrent,
D. Vanderbilt, M. J. Van Setten, V. Van Speybroeck,
J. M. Wills, J. R. Yates, G. X. Zhang, and S. Cottenier,
Science 351 (2016), 10.1126/science.aad3000.
[28] J. P. Perdew, Y. Wang, and E. Engel, Physical Review
Letters 66, 508 (1991).
[29] K. Carling, G. Wahnstro¨m, T. R. Mattsson, A. Mattsson,
N. Sandberg, and G. Grimvall, Physical Review Letters
85, 3862 (2000).
[30] L. A. Constantin, J. M. Pitarke, J. F. Dobson, A. Garcia-
Lekue, and J. P. Perdew, Physical Review Letters 100,
036401 (2008), and earlier references within.
[31] J. Sun, M. Marsman, G. Csonka, A. Ruzsinszky, P. Hao,
Y.-S. Kim, G. Kresse, and J. P. Perdew, Physical Review
B 84, 035117 (2011).
[32] P. Haas, F. Tran, and P. Blaha, Physical Review B 79,
085104 (2009).
[33] Y. X. Zhao and I. L. Spain, Physical Review B 40, 993
(1989).
[34] P. Trucano and R. Chen, Nature 258, 136 (1975).
[35] P. Schwerdtfeger and A. Hermann, Physical Review B
80, 064106 (2009).
[36] T. Bo¨ker, R. Severin, A. Mu¨ller, C. Janowitz, R. Manzke,
D. Voß, P. Kru¨ger, A. Mazur, and J. Pollmann, Physical
Review B 64, 23505 (2001).
[37] F. Tran, P. Blaha, K. Schwarz, and P. Nova´k, Physical
Review B 74, 1 (2006).
[38] M. Kan, J. Y. Wang, X. W. Li, S. H. Zhang, Y. W.
Li, Y. Kawazoe, Q. Sun, and P. Jena, The Journal of
Physical Chemistry 118, 1515 (2014).
[39] E. Ospadov, V. N. Staroverov, and J. P. Perdew, Work
in progress.
[40] Y.-g. He, X.-z. Tang, and Y.-k. Pu, Physica B 405, 4335
(2010).
[41] L. A. Constantin, J. C. Snyder, J. P. Perdew, and
K. Burke, J. Chem. Phys. 133, 241103 (2010).
