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ON GROUND STATES AND PHASE TRANSITION FOR λ-MODEL
WITH THE COMPETING POTTS INTERACTIONS ON CAYLEY TREES
FARRUKH MUKHAMEDOV, CHIN HEE PAH, HAKIM JAMIL, AND MUZAFFAR RAHMATULLAEV
Abstract. In this paper, we consider the λ-model with nearest neighbor interactions and
with competing Potts interactions on the Cayley tree of order-two. We notice that if λ-
function is taken as a Potts interaction function, then this model contains as a particular case
of Potts model with competing interactions on Cayley tree. In this paper, we first describe all
ground states of the model. We point out that the Potts model with considered interactions
was investigated only numerically, without rigorous (mathematical) proofs. One of the main
points of this paper is to propose a measure-theoretical approach for the considered model
in more general setting. Furthermore, we find certain conditions for the existence of Gibbs
measures corresponding to the model, which allowed to establish the existence of the phase
transition.
1. Introduction
The main objective of statistical mechanics is to predict the relation between the observable
macroscopic properties of the system given only the knowledge of the microscopic interactions
between components. It can be explained by mathematical framework.It is known [8] that the
Gibbs measures are one of the central objects of equilibrium statistical mechanics. Also, one of
the main problems of statistical physics is to describe all Gibbs measures corresponding to the
given Hamiltonian [1]. As is known, the phase diagram of Gibbs measures for a Hamiltonian
is close to the phase diagram of isolated (stable) ground states of this Hamiltonian. At low
temperatures, a periodic ground state corresponds to a periodic Gibbs measure [26, 9]. The
problem naturally lead to arises on description of periodic ground states.
A simplest model in statistical mechanics is the Ising model which has wide theoretical
interest and practical applications. There are several papers (see [8, 20] for review) which
are devoted to the description of this set for the Ising model on a Cayley tree. However, a
complete result about all Gibbs measures even for the Ising model is lacking. Later on in [27]
such an Ising model was considered with next-neatest neighbor interactions on the Cayley
tree for which its phase diagram was described. On the other hand, the q-state Potts model
is one of the most studied models in statistical mechanics due to its wide theoretical interest
and practical applications [17, 1, 3]. The Potts model [24] was introduced as a generalization
of the Ising model to more than two components and encompasses a number of problems in
statistical physics (see, e.g. [28]). The model is structured richly enough to illustrate almost
every conceivable nuance of the subject. Furthermore, the Potts models became one of the
important models in statistical mechanics. These models describe a special class of statistical
mechanics systems, which are quite simply defined.
The Potts model with competing interactions on the Cayley tree is more complex and
has rich structure of ground states [5, 2, 15] (see also [20]). Nevertheless, their structure is
sufficiently rich to describe almost every conceivable nuance of an object of investigation.
In [6] a phase diagram of the three-state Potts model with competing nearest neighbor and
next nearest neighbor interactions on a Cayley tree has been obtained (numerically). On
the other hand, the structure of the Gibbs measures of the Potts models was investigated in
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[4, 7, 22]. It is natural to consider more complicated models than the Potts one, so called
λ-model [23, 10]. In [12, 13] we have investigated the set of ground states for λ-model (with
nearest neighbor interactions) on Cayley tree. Furthermore, the phase transition has been
also established for the mentioned model [14].
To the best knowledge of the authors, q-state Potts model with competing interactions on
the Cayley tree is not well studied from the measure-theoretical point of view. Some particular
cases have been carried out when the competing interactions are located in the same level
of the tree [5, 2, 15]. Therefore, one of the main aims of the present paper is to develop a
measure-theoretic approach (i.e. Gibbs measure formalism) to rigorously establish the phase
transition for the λ-model with competing Potts interactions on the Cayley tree. We notice
that until now, many researchers have investigated Gibbs measures corresponding to the Ising
types of models [11]. The aim of this paper is to propose rigorously the investigation of Gibbs
measures for theλ-model with competing Potts interactions which include as a particular case
of Potts model with competing interactions.
The paper is organized as follows. In section 2, we provide necessary notations and define
the λ-model with competing Potts interactions on Cayley tree of order two. In section 3,
we describe ground states of the considered model. In section 4, using a rigorous measure-
theoretical approach, we find certain conditions for the existence of Gibbs measures corre-
sponding to the model on the Cayley tree. To describe the Gibbs measure, we obtain a system
of functional equations (which is extremely difficult to solve). Nevertheless, we are able to
succeed in obtaining explicit solutions by making reasonable assumptions, for the existence
of translational invariant Gibbs measures which allows us to establish the existence of the
phase transition. We point out that when the competing Potts interaction vanishes, then the
model reduced to the λ-model which was investigated in [4, 14].
2. Preliminaries
Let τk = (V,L) be a Cayley tree of order k, i.e, an infinite tree such that exactly k + 1
edges are incident to each vertex. Here V is the set of vertices and L is the set of edges of
τk.
Let Gk denote the free product of k + 1 cyclic groups {e, ai} of order 2 with generators
a1, a2, . . . , ak+1, i.e., let a
2
i = e (see [22]).
There exists a one-to-one correspondence between the set V of vertices of the Cayley tree
of order k and the group Gk [20].
For the sake of completeness, let us establish this correspondence (see [20] for details).
We choose an arbitrary vertex x0 ∈ V and associate it with the identity element e of the
group Gk. Since we may assume that the graph under consideration is planar, we associate
each neighbor of x0 (i.e., e) with a single generator ai, i = 1, 2, . . . , k + 1, where the order
corresponds to the positive direction, see Figure 1.
For every neighbor of ai, we introduce words of the form aiaj . Since one of the neighbors
of ai is e, we put aiai = e. The remaining neighbors of ai are labeled according to the above
order. For every neighbor of aiaj , we introduce words of length 3 in a similar way. Since one
of the neighbors of aiaj is ai, we put aiajaj = ai. The remaining neighbors of aiaj are labeled
by words of the form aiajal, where i, j, l = 1, 2, ..., k + 1, according to the above procedure.
This agrees with the previous stage because aiajaj = aia
2
j = ai. Continuing this process,
we obtain a one-to-one correspondence between the vertex set of the Cayley tree τk and the
group Gk.
The representation constructed above is said to be right because, for all adjacent vertices
x and y and the corresponding elements g, h ∈ Gk, we have either g = hai or h = gaj for
suitable i and j. The definition of the left representation is similar.
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Figure 1. The Cayley tree τ2 and elements of the group representation of vertices
For the group Gk (or the corresponding Cayley tree), we consider the left (right) shifts.
For g ∈ Gk, we put
Tg(h) = gh (Tg(h) = hg) for all h ∈ Gk
The group of all left (right) shifts on Gk is isomorphic to the group Gk.
Each transformation S on the group Gk induces a transformation S on the vertex set V
of the Cayley tree τk. In the sequel, we identify V with Gk.
Theorem 2.1. The group of left (right) shifts on the right (left) representation of the Cayley
tree is the group of translations.
By the group of translations we mean the automorphism group of the Cayley tree regarded
as a graph. Recall that a mapping ψ on the vertex set of a graph G is called an automorphism
of G if ψ preserves the adjacency relation, i.e., the images ψ(u) and ψ(v) of vertices u and v
are adjacent if and only if u and v are adjacent.
For an arbitrary vertex x0 ∈ V , we put
Wn =
{
x ∈ V | d(x0, x) = n} , Vn = n⋃
m=0
Wm, Ln = {l =< x, y >∈ L | x, y ∈ Vn} .
where d(x, y) is the distance between x and y in the Cayley tree, i.e., the number of edges of
the path between x and y.
For each x ∈ Gk, let S(x) denote the set of immediate successor of x, i.e., if x ∈Wn then
S(x) = {y ∈Wn+1 : d(x, y) = 1} .
For each x ∈ Gk, let S1(x) denote the set of all neighbors of x, i.e., S1(x) = {y ∈ Gk :<
x, y >∈ L}. The set S1(x) \ S(x) is a singleton. Let x↓ denote the (unique) element of this
set.
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Assume that spin takes its values in the set Φ = {1, 2, . . . , q}. By a configuration σ on V
we mean a function taking σ : x ∈ V → σ(x) ∈ Φ. The set of all configurations coincides
with the set Ω = ΦV .
Consider the quotient group Gk/G
∗
k = {H1, . . . ,Hr}, where G∗k is a normal subgroup of
index r with r ≥ 1.
Definition 2.2. A configuration σ(x) is said to be G∗k-periodic if σ(x) = σi for all x ∈ Gk
with x ∈ Hi. A Gk-periodic configuration is said to be translation invariant.
By period of a periodic configuration we mean the index of the corresponding normal
subgroup.
Definition 2.3. The vertices x and y are called next-nearest-neighbor which is denoted by
> x, y <, if there exists a vertex z ∈ V such that x, z and y, z are nearest-neihbors.
Let spin variables σ(x), x ∈ V, take values {1, 2, 3}. The λ-Model with competing Potts
Interactions is defined by the following Hamiltonian:
(1) H(σ) =
∑
<x,y>
λ(σ(x), σ(y)) + J
∑
>x,y<
δσ(x),σ(y),
where J ∈ R and δ is the Kronecker symbol and
(2) λ(i, j) =


a, if |i− j| = 2,
b, if |i− j| = 1,
c, if i = j,
where a, b, c ∈ R some given numbers.
We notice if λ(i, j) = J0δi,j , (where J0 is some constant. In this setting, we have a = b = 0,
c = J0) then the model reduces to the Potts model with competing interactions which was
numerically investigated in [6]. Moreover, if one takes λ(i, j) = J0|i − j|, then the model
reduces to Solid-on-Solid (SOS) model with competing Potts interactions. Some analogue of
this model has been recently studied in [19].
3. Ground States
In this section, we are going to describe ground state of the λ-Model with competing Potts
interactions on a Cayley tree of order two.
For a pair of configurations σ and ϕ which coincide almost everywhere, i.e., everywhere
except finitely many points, we consider a relative Hamiltonian H(σ, ϕ) determining the
energy differences of the two configurations σ and ϕ:
H(σ, ϕ) =
∑
<x,y>
x,y∈V
(λ(σ(x), σ(y)) − λ(ϕ(x), ϕ(y))) + J
∑
>x,y<
x,y∈V
(δσ(x),σ(y) − δϕ(x),ϕ(y))(3)
Let M be the set of unit balls with vertices in V , i.e. M = {x ∈ S1(x) : ∀x ∈ V }. The
restriction of a configuration σ to the ball b ∈M is called bounded configuration σb.
We define the energy of a configuration σb on b as follows:
U(σb) =
1
2
∑
<x,y>
x,y∈V
λ(σ(x), σ(y)) + J
∑
>x,y<
x,y∈V
δσ(x),σ(y) .
From (3), we get the following lemma.
We shall say that two bounded configurations σb and σ
′
b′ belong to the same class if
U(σb) = U(σ
′
b′) and they are denoted by σ
′
b′ ∼ σb.
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Lemma 3.1. Relative Hamiltonian (3) has the form
H(σ, ϕ) =
∑
b∈M
(U(σb)− U(ϕb)).
For any configuration σb, we have
U(σb) ∈ {U1, U2, U3, U4, U5, U6, U7, U8, U9, U10, U11, U12},
where
(4)
U1 = 3c/2 + 3J, U2 = (2c+ b)/2 + J,
U3 = (2c+ a)/2 + J, U4 = (2b+ a)/2 + J,
U5 = (2a+ c)/2 + J, U6 = 3a/2 + 3J,
U7 = 3b/2 + J, U8 = (2b+ c)/2,
U9 = (2a+ b)/2 + J, U10 = (a+ b+ c)/2
U11 = 3b/2 + 3J, U12 = (2b+ c)/2 + J.
Definition 3.2. A configuration ϕ is called a ground state of the relative Hamiltonian H if
U(ϕb) = min{U1, U2, U3, U4, U5, U6, U7, U8, U9, U10, U11, U12},(5)
for any b ∈M.
If a ground state is a periodic configuration then we call it a periodic ground state.
By denoting
Am = {(a, b, c, J) ∈ R4| Um = min
1≤k≤12
{Uk}},(6)
from (4), we easily obtain
A1 =
{
(a, b, c, J) ∈ R4| a ≥ c, b ≥ c, J ≤ min
{
a− c
4
,
b− c
4
,
a+ b− 2c
6
}}
A2 =
{
(a, b, c, J) ∈ R4| a ≥ b ≥ c, b− c
4
≤ J ≤ b− c
2
}
,
A3 =
{
(a, b, c, J) ∈ R4| b ≥ a ≥ c, a− c
4
≤ J ≤ b− c
2
}
,
A4 =
{
(a, b, c, J) ∈ R4| a = b, c ≥ a, 0 ≤ J ≤ c− a
2
}
,
A5 =
{
(a, b, c, J) ∈ R4| b ≥ c ≥ a, c− a
4
≤ J ≤ b− a
2
}
,
A6 =
{
(a, b, c, J) ∈ R4| c ≥ a, b ≥ a, J ≤ min
{
c− a
4
,
b− a
4
,
b+ c− 2a
6
}}
,
A7 =
{
(a, b, c, J) ∈ R4| a ≥ b, c ≥ b, 0 ≤ J ≤ c− b
2
}
,
A8 =
{
(a, b, c, J) ∈ R4| a ≥ b, 0 ≤ J, |b− c| ≥ 2J, c− a ≤ 2J} ,
A9 =
{
(a, b, c, J) ∈ R4| c ≥ b ≥ a, b− a
4
≤ J ≤ c− a
2
}
,
A10 =
{
(a, b, c, J) ∈ R4| 0 ≤ b− a ≤ 2J, |a− c| ≤ 2J, |b− c| ≤ 2J},
A11 =
{
(a, b, c, J) ∈ R4| c ≥ b, a ≥ b, J ≤ 0},
A12 =
{
(a, b, c, J) ∈ R4| c = b, a ≥ b, J = 0}.
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To construct ground states, let us denote for a given ball b a configuration on it as follows:
xb, yb, cb, cb↓ ∈ (a, b, c):
Figure 2. A ball,b
Let us introduce some notations. We put
Ci = {σb ∈ Ωb : U(σb) = Ui}, i = 1, 10
and B(i) = |{x ∈ S1(k) : ϕb(x) = i}| for i = 1, 3.
Let A ⊂ {1, 2, ..., k + 1}, HA = {x ∈ Gk :
∑
j∈Awj(x)−even}, where wj(x)-is the number
of letters aj in the word x.
It is obvious, that HA is a normal subgroup of index two. Let Gk/HA = {HA, Gk \HA}
be the quotient group. We set H0 = HA,H1 = Gk \HA.
Theorem 3.3. Let (a, b, c) ∈ A1, then there are only three ground states which are translation-
invariant.
Proof. Let (a, b, c) ∈ A1, then one can see that for this triple, the minimal value is 3c2 + 3J ,
which is achieved by the configuration on b (see Figure 3)
Figure 3. Configurations for A1.
In this case, we have three configurations
σ(k)(x) = k, ∀x ∈ V, k = {1, 2, 3}.
which are translation-invariant ground states. 
GROUND STATES AND PHASE TRANSITION 7
Let Ha1 = {x ∈ G2 : w1(x) is even} where w1(x) is the number of letter a1 in word x ∈ G2.
Note that the Ha1 is a normal subgroup of group G2 (see [20] ).
Theorem 3.4. Let (a, b, c) ∈ A2, then the following statements hold:
(i) there is uncountable number of ground states;
(ii) there exist four H{a1}−periodic ground states.
Proof. Let (a, b, c) ∈ A2, then the minimal value of U(σb) is (2c+ b)/2+ J , which is achieved
by the configurations on b given in Figures 4 and 5.
Figure 4. Γ1-
Configuration for
A2
Figure 5. Γ2-
Configuration for
A2
(i) Let us construct ground states by means of configurations given by Figures 4 and 5:
Figure 6. Example for Cayley tree by 4
We choose an initial ball b, and let σb be a configuration on b. Let us consider
several cases with respect to Cb↓ , Cb and σb.
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Case(1) Let σ(Cb↓) = 2 and σ(Cb) = 2, then we can construct different combinations by
choosing σ(xb) and σ(yb) as follows:
(i1) σ(xb) = 1 and σ(yb) = 2, (i2) σ(xb) = 2 and σ(yb) = 3.
In case (1), we need to plug configuration from Γ1 on ball b1 and for the ball b2
we can plug configurations from Γ1 and Γ2 by the following rule:
(a) σ(Cb1↓) = 2, σ(Cb1) = 1, for which we only have possibility σ(xb1) = 1,
σ(yb2) = 1.
(b) σ(Cb2↓) = 2, σ(Cb1) = 2, for which we have again to possibilities (i1),
(i2) as above. In this case, to plug the configuration with σ(Cb↓) = 2,
σ(Cb) = 2. When σ(xb) = 2, we are again in the same situation what we
are considering. If σ(xb) = 1, the further plug configuration from Γ1, we
have only one possibility. Hence, this is reduced to Case (1).
Case(2) Let σ(Cb↓) = 1 and σ(Cb) = 2. In this case, we only have one possibility,
σ(xb) = 2,σ(yb) = 2. It is easy to see that in this case, we immediately reduce
to the case which was considered above (see case (b)).
Case(3) Let σ(Cb↓) = 2 and σ(Cb) = 3. In this case, we only have one possibility,
σ(xb) = 3, σ(yb) = 3. Let σ(Cb↓) = 3 and σ(Cb) = 3. In this case, we only have
one possibility, σ(xb) = 3, σ(yb) = 2. Let σ(Cb↓) = 3 and σ(Cb) = 2. In this
case, we only have one possibility, σ(xb) = 2, σ(yb) = 2. It is easy to see that
in this case, we immediately reduce to the case which was considered above (see
(b)). Then there uncountable number of ground states.
We can construct ground states using only configurations given by Γ1 (see figure 6).
(ii) We consider the quotient group G2/H{a1} = {H0,H1}, where
H0 = H{a1},H1 = {x ∈ G2 : w1(x) is odd}.
Let
(7) ϕ(x) =
{
i, if x ∈ H0,
j, if x ∈ H1,
be a Ha1−periodic configuration (see Figure 7), where |i − j| = 1. We are going to
prove that ϕ is a ground state. Let b ∈ M be an arbitrary unit ball and Cb ∈ H0,
then it is easy to see that |{Cb↓, xb, yb} ∩H0| = 2 and |{Cb↓, xb, yb} ∩H1| = 1. In this
case, there are the following possibilities:
1) ϕ(Cb) = i, ϕ(Cb↓) = i, ϕ(xb) = i, ϕ(yb) = j;
2) ϕ(Cb) = i, ϕ(Cb↓) = i, ϕ(xb) = j, ϕ(yb) = i;
3) ϕ(Cb) = i, ϕ(Cb↓) = j, ϕ(xb) = i, ϕ(yb) = i;
In all cases U(ϕb(x)) = (2a+ b)/2 + J .
If Cb ∈ H1, then it is easy to see that |{Cb↓, xb, yb} ∩H0| = 1 and |{Cb↓, xb, yb} ∩
H1| = 2. Again, in this setting, we have the following possibilities:
1) ϕ(Cb) = j, ϕ(Cb↓) = i, ϕ(xb) = j, ϕ(yb) = j;
2) ϕ(Cb) = j, ϕ(Cb↓) = j, ϕ(xb) = i, ϕ(yb) = j;
3) ϕ(Cb) = j, ϕ(Cb↓) = j, ϕ(xb) = j, ϕ(yb) = i;
As before, in all cases, one has U(ϕb(x)) = (2c + b)/2 + J , i.e. ϕb ∈ C2,∀b ∈ M .
Hence, the periodic configuration ϕ is a ground state.

Theorem 3.5. Let (a, b, c, J) ∈ A3, then there exist only two H{a1}-periodic ground states.
Proof. Let (a, b, c) ∈ A3, then one can see that for this triple, the minimal value is (2c +
a)/2 + J , which is achieved by the configurations on b given by Figure 8.
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Figure 7. Reduced Cayley Tree for A2
Figure 8. Configurations for A3
In this case we can construct only two configuration σ, which σb ∈ C3,∀b ∈M. We choose
an initial ball b and σb from Figure 8. Let us σ(Cb↓) = 1 and σ(Cb) = 3, then we have only
one case σ(xb) = 3, σ(yb) = 3. If σ(Cb↓) = 3 and σ(Cb) = 3, then we have the following cases
σ(xb) = 3, σ(yb) = 1 or σ(xb) = 1, σ(yb) = 3. Now, we notice that if one interchanges the
trees issues from the vertices xb and yb, respectively, then the configuration does not change.
]Therefore, in both cases we have the same configuration. If σ(Cb↓) = 3 and σ(Cb) = 1, then
we have only one case σ(xb) = 1, σ(yb) = 1. If σ(Cb↓) = 1 and σ(Cb) = 1, then we have the
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following cases σ(xb) = 3, σ(yb) = 1 or σ(xb) = 1, σ(yb) = 3. Again using above notice, in
both cases one gets the same configuration.
It is easy to see that this configurations are H{a1}−periodic and have the form
(8) ϕi,j(x) =
{
i , x ∈ H0,
j , x ∈ H1,
where |i − j| = 2. Using the argument of the proof of Theorem 3.4 we can prove that
configurations ϕi,j are ground states. Note that a number of configurations ϕi,j, (with |i−j| =
2, i, j ∈ Φ) is two. For example, the configuration ϕ1,3 is presented in Figure 9 on reduced
Cayley tree. 
Figure 9. Reduced Cayley Tree for A3
Theorem 3.6. Let (a, b, c, J) ∈ A4, then there is not ground states.
Proof. Let (a, b, c, J) ∈ A4, then one can see that for this triple, the minimal value is (2b +
a)/2 + J . Let ϕ(x) configuration be a ground state, which is for any b ∈ M , ϕb(x) ∈ C4.
Then it must be ϕ(Cb) = 1 or ϕ(Cb) = 3, because U(ϕb) = (2b+ a)/2 + J . From ϕb(x) ∈ C4
we have, that one of the following variables |ϕ(Cb)−ϕ(Cb↓)|, |ϕ(Cb)−ϕ(xb)|, |ϕ(Cb)−ϕ(yb)|
must be equal to 2 and another two are equal to 1. Then some two of ϕ(Cb↓), ϕ(xb), ϕ(yb)
equal to 2. But we do not have b′ ∈M with ϕ(Cb′) = 2 and ϕb′ ∈ C4. Consequently, there is
not any ground state. 
Let G
{4}
2 = {x ∈ G2 : wx(a1)−even, wx(a2)−even}. Note that G{4}2 is a normal subgroup
of index four. Consider the following quotient group G2/G
{4}
2 = {H0,H1,H2,H4}, where
H0 = G
{4}
2
H1 = {x ∈ G2 : wx(a1)− even, wx(a2)− odd},
H2 = {x ∈ G2 : wx(a1)− odd, wx(a2)− even},
H3 = {x ∈ G2 : wx(a1)− odd, wx(a2)− odd}.
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Theorem 3.7. Let (a, b, c, J) ∈ A5, then there exist only two G{4}2 -periodic ground states for
index 4.
Proof. Let (a, b, c, J) ∈ A5, then one can see that for this triple, the minimal value is (2a +
c)/2 + J .
In this case, we can construct only two configuration σ, for which σb ∈ C5,∀b ∈ M. Let
b be any initial ball from M . Let σ(Cb↓) = 1 and σ(Cb) = 1, then we have only one case
with σ(xb) = 3, σ(yb) = 3. If σ(Cb↓) = 1 and σ(Cb) = 3, then one finds the following cases:
σ(xb) = 3, σ(yb) = 1 or σ(xb) = 1, σ(yb) = 3. Here, we are again in the same situation as in
the proof of Theorem 3.5. Hence, in both cases we have the same configuration. If σ(Cb↓) = 1
and σ(Cb) = 1, then we have only one case σ(xb) = 3, σ(yb) = 3. If σ(Cb↓) = 3 and σ(Cb) = 1,
then one has the following cases: σ(xb) = 3, σ(yb) = 1 or σ(xb) = 1, σ(yb) = 3. Here, again
using above argument, we obtain the same configuration.
It is easy to see that these configurations are G
{4}
2 −periodic and have the form
(9) ϕ
(5)
i,j (x) =
{
i , x ∈ H0 ∪H3,
j , x ∈ H1 ∪H2.
where |i− j| = 2.
Indeed, let b be any initial ball fromM and Cb ∈ H0 then one element of the set {Cb↓, xb, yb}
belongs to class H0, one element belongs to the class H1 and another one element belongs to
the class H2, i.e. (ϕ
(5)
i,j )b ∈ C5. By the similar way, for b ∈ M , which Cb ∈ Hl, l = 1, 2, 3 we
can prove that (ϕ
(5)
i,j )b ∈ C5. Note that a number of the configurations ϕ(5)i,j , |i−j| = 2, i, j ∈ Φ
is two.
We reduce our tree as below: We have all configuration ϕ(x) ∈ A5, correspondingly there
exist H0-periodic ground states. 
Let G
(2)
2 = {x ∈ G2 : |x| is even}. Notice that G(2)2 is a normal subgroup of index two of
G2 (see [23]).
Theorem 3.8. Let (a, b, c, J) ∈ A6, then there are only two G(2)2 −periodic ground states.
Proof. Let (a, b, c, J) ∈ A6, then one can see that for this triple, the minimal value is (3a)/2+
3J , which is achieved by the configurations on b given in Figure 10.
Figure 10. Configurations for A6
Let us consider the quotient group G2/G
(2)
2 = {H0,H1}, where
H0 = G
(2)
2 = {x ∈ G2 : |x| is even}, H1 = {x ∈ G2 : |x| is odd}.
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Using configuration given by Figure 10, one can construct configuration define by:
(10) ϕ
(6)
i,j (x) =
{
i , x ∈ H0,
j , x ∈ H1.
where |i− j| = 2 and i, j ∈ Φ.
Configurations ϕ
(6)
i,j (x) are ground states. Indeed, let b be any initial ball from M and
Cb ∈ H0 then Cb↓, xb, yb belongs to class H1, i.e. (ϕ(5)i,j )b ∈ C5. If Cb ∈ H1 then Cb↓, xb, yb
belongs to class H0, i.e. (ϕ
(5)
i,j )b ∈ C5.
Note that a number of the configurations ϕ
(5)
i,j , |i − j| = 2, i, j ∈ Φ is two. Theorem is
proved. 
Theorem 3.9. Let (a, b, c, J) ∈ A7, then there is not any ground states.
Proof. Let (a, b, c, J) ∈ A7, then one can see that for this triple, the minimal value is 3a/2+J .
Let ϕ be a ground state, i.e. for any b ∈ M , one has ϕb(x) ∈ C7. Then ϕ(Cb) = 2, since
U(ϕb) = 3a/2 + J . From ϕb(x) ∈ C7 we conclude that all of the following variables
|ϕ(Cb)− ϕ(Cb↓)|, |ϕ(Cb)− ϕ(xb)|, |ϕ(Cb)− ϕ(yb)|
must be equal to 1, i.e. for example ϕ(xb) is not equal to two. If we consider of unit ball b
′
with center xb, then U(ϕ
′
b) 6= (3a)/2 + J . Consequently there is not any ground state. 
Theorem 3.10. Let (a, b, c, J) ∈ Al, l = 8, 9, 10, then there is not ground states.
Proof. The proof of this theorem is similar to proof of the Theorem 3.9. 
Theorem 3.11. Let (a, b, c, J) ∈ A11, then there are four G(2)2 −periodic ground states.
Proof. Let (a, b, c, J) ∈ A6, then one can see that for this triple, the minimal value is (3b)/2+
3J .
Consider the quotient group G2/G
(2)
2 = {H0,H1}, where
H0 = G
(2)
2 = {x ∈ G2 : |x| is even}, H1 = {x ∈ G2 : |x| is odd}.
Let
(11) ϕ
(11)
i,j (x) =
{
i , x ∈ H0,
j , x ∈ H1.
where |i− j| = 1 and i, j ∈ Φ.
Configurations ϕ
(11)
i,j (x) are ground states. Really, let b is any initial ball from M and
Cb ∈ H0 then Cb↓, xb, yb are belong to class H1, i.e. (ϕ(11)i,j )b ∈ C11. If Cb ∈ H1 then Cb↓, xb, yb
belong to class H0, i.e. (ϕ
(11)
i,j )b ∈ C11.
Note that number of the configurations ϕ
(11)
i,j , |i − j| = 1, i, j ∈ Φ is four. Theorem is
proved.

Let G
(4)
2 = {x ∈ G2 : |x| − even, wx(a1)− even}. Note that G(4)2 is a normal subgroup of
index four. We consider the following quotient group G2/G
(4)
2 = {H0,H1,H2,H4}, where
H0 = G
(4)
2
H1 = {x ∈ G2 : |x| − even, wx(a1)− odd},
H2 = {x ∈ G2 : |x| − odd, wx(a1)− even},
H3 = {x ∈ G2 : |x| − odd, wx(a1)− odd}.
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Theorem 3.12. Let (a, b, c) ∈ A12, then the following statements hold.
(i) there is uncountable number of ground states;
(ii) there exist four G
(4)
2 −periodic ground states.
Proof. (i). Proof of this statement is similar to proof of statement (i) of the Theorem 3.4.
(ii). Let
(12) ϕ
(12)
i,j (x) =
{
i, if x ∈ H0 ∪H3,
j, if x ∈ H1 ∪H2,
be the G
(4)
2 −periodic configuration, where |i − j| = 1. We shall prove that the periodic
configuration ϕ
(12)
i,j (x) is a periodic ground states. Let b ∈M is arbitrary unit ball and Cb ∈
H0, then it is easy to see that |{Cb↓, xb, yb}∩H0| = 0, |{Cb↓, xb, yb}∩H1| = 0, |{Cb↓, xb, yb}∩
H2| = 2 and |{Cb↓, xb, yb} ∩H3| = 1. In this case by 12 may be the following:
1) ϕ
(12)
i,j (Cb) = i, ϕ
(12)
i,j (Cb↓) = i, ϕ
(12)
i,j (xb) = j, ϕ
(12)
i,j (yb) = j;
2) ϕ
(12)
i,j (Cb) = i, ϕ
(12)
i,j (Cb↓) = j, ϕ
(12)
i,j (xb) = i, ϕ
(12)
i,j (yb) = j;
3) ϕ
(12)
i,j (Cb) = i, ϕ
(12)
i,j (Cb↓) = j, ϕ
(12)
i,j (xb) = j, ϕ
(12)
i,j (yb) = i;
In all cases U((ϕ
(12)
i,j (x))b) = (2b+ c)/2 + J .
If Cb ∈ H1, then it is easy to see that |{Cb↓, xb, yb} ∩ H0| = 0, |{Cb↓, xb, yb} ∩ H1| = 0,
|{Cb↓, xb, yb} ∩H2| = 1 and |{Cb↓, xb, yb} ∩H3| = 2. In this case by 12 may be the following:
1) ϕ
(12)
i,j (Cb) = j, ϕ
(12)
i,j (Cb↓) = j, ϕ
(12)
i,j (xb) = i, ϕ
(12)
i,j (yb) = i;
2) ϕ
(12)
i,j (Cb) = j, ϕ
(12)
i,j (Cb↓) = i, ϕ
(12)
i,j (xb) = i, ϕ
(12)
i,j (yb) = j;
3) ϕ
(12)
i,j (Cb) = j, ϕ
(12)
i,j (Cb↓) = i, ϕ
(12)
i,j (xb) = j, ϕ
(12)
i,j (yb) = i;
In all cases U((ϕ
(12)
i,j (x))b) = (2b+ c)/2 + J .
If Cb ∈ H2, then it is easy to see that |{Cb↓, xb, yb} ∩ H0| = 2, |{Cb↓, xb, yb} ∩ H1| = 1,
|{Cb↓, xb, yb} ∩H2| = 0 and |{Cb↓, xb, yb} ∩H3| = 0. In this case by 12 may be the following:
1) ϕ
(12)
i,j (Cb) = j, ϕ
(12)
i,j (Cb↓) = j, ϕ
(12)
i,j (xb) = i, ϕ
(12)
i,j (yb) = i;
2) ϕ
(12)
i,j (Cb) = j, ϕ
(12)
i,j (Cb↓) = i, ϕ
(12)
i,j (xb) = i, ϕ
(12)
i,j (yb) = j;
3) ϕ
(12)
i,j (Cb) = j, ϕ
(12)
i,j (Cb↓) = i, ϕ
(12)
i,j (xb) = j, ϕ
(12)
i,j (yb) = i;
In all cases U((ϕ
(12)
i,j (x))b) = (2b+ c)/2 + J .
If Cb ∈ H3, then it is easy to see that |{Cb↓, xb, yb} ∩ H0| = 1, |{Cb↓, xb, yb} ∩ H1| = 2,
|{Cb↓, xb, yb} ∩H2| = 0 and |{Cb↓, xb, yb} ∩H3| = 0. In this case by 12 may be the following:
1) ϕ
(12)
i,j (Cb) = i, ϕ
(12)
i,j (Cb↓) = i, ϕ
(12)
i,j (xb) = j, ϕ
(12)
i,j (yb) = j;
2) ϕ
(12)
i,j (Cb) = i, ϕ
(12)
i,j (Cb↓) = j, ϕ
(12)
i,j (xb) = i, ϕ
(12)
i,j (yb) = j;
3) ϕ
(12)
i,j (Cb) = i, ϕ
(12)
i,j (Cb↓) = j, ϕ
(12)
i,j (xb) = j, ϕ
(12)
i,j (yb) = i;
In all cases U((ϕ
(12)
i,j (x))b) = (2b + c)/2 + J , i.e. (ϕ
(12)
i,j )b ∈ C12,∀b ∈ M consequently
periodic configuration ϕ
(12)
i,j (x) is ground states on the set A12.

4. Gibbs measures of the λ-model with competing Potts interactions
In this section, we define a notion of Gibbs measure corresponding to the λ model with
competing Potts interactions on an arbitrary order Cayley tree. We propose a new kind of
construction of Gibbs measures corresponding to the model.
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Below, for the sake of simplicity, we will consider a semi-infinite Cayley tree τk+ of order k,
i.e. an infinite graph without cycles with k + 1 edges issuing from each vertex except for x0
which has only k edges.
In what follows, for the sake of simplicity of calculations, we consider the model where the
spin takes values in the set Φ = {η1, η2, η3}. Here η1, η2, η3 are vectors in R2 such that
ηi · ηj =
{
1, i = j
−12 , i 6= j
We racall that the set of configurations on V (resp. Vn and Wn) coincides with Ω = Φ
V (resp.
ΩVn = Φ
Vn , ΩWn = Φ
Wn). One can see that ΩVn = ΩVn−1 × ΩWn . Using this, for given
configurations σn−1 ∈ ΩVn−1 and ω ∈ ΩWn we define their concatenations by
(σn−1 ∨ ω)(x) =
{
σn−1(x), if x ∈ Vn−1,
ω(x), if x ∈Wn.
It is clear that σn−1 ∨ ω ∈ ΩVn .
In this section, for the sake of simplicity, the λ model with competing Potts interactions
is given by the following Hamiltonian
(13) H(σ) = −J
∑
>˜x,y<
δσ(x)σ(y) −
∑
<x,y>
λ(σ(x)σ(y)),
Assume that h : (V \ {x0})× (V \ {x0})× Φ× Φ→ R9 is a mapping, i.e.
hxy,uv =
(
hxy,η1η1 , hxy,η1η2 , hxy,η1η3 , hxy,η2η1 , hxy,η2η2 , hxy,η2η3 , hxy,η3η1 , hxy,η3η2 , hxy,η3η3
)
,
where hxy,uv ∈ R, u, v ∈ Φ, and x, y ∈ V \ {x(0)}.
Now, we define the Gibbs measure with memory of length 2 on the Cayley tree as follows:
(14) µ
(n)
h
(σ) =
1
Zn
exp[−βHn(σ) +
∑
x∈Wn−1
∑
y∈S(x)
σ(x)σ(y)hxy,σ(x)σ(y) ].
Here, β = 1
kT
, σ ∈ ΩVn and Zn is the corresponding to partition function
(15) Zn =
∑
σn∈ΩVn
exp[−βH(σn) +
∑
x∈Wn−1
∑
y∈S(x)
σ(x)σ(y)hxy,σ(x)σ(y) ].
In order to construct an infinite volume distribution with given finite-dimensional distribu-
tions, we would like to find a probability measure µ on Ω with given conditional probabilities
µ
(n)
h
, i.e.
(16) µ(σ ∈ Ω : σ|Vn = σn) = µ(n)h (σn), for all σn ∈ ΩVn , n ∈ N.
If the measures {µ(n)
h
} are compatible, i.e.
(17)
∑
ω∈ΩWn
µ
(n)
h
(σ ∨ ω) = µ(n−1)
h
(σ), for any σ ∈ ΩVn−1 ,
then according to the Kolmogorov’s theorem there exists a unique measure µh defined on Ω
with a required condition (16). Such a measure µh is said to be Gibbs measure corresponding
to the model. Note that a general theory of Gibbs measures has been developed in [8, 20].
The next statement describes the conditions on the boundary fields h guaranteeing the
compatibility of the distributions {µ(n)
h
} .
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Theorem 4.1. The measures µ
(n)
h
, n = 1, 2, ..., in (14) are compatible iff for any x, y ∈ V
the following equations hold:
(18)


e−
1
2
hxy,η1η2−hxy,η1η1 =
∏
z∈S(y)
exp[− 1
2
hyz,η2η1 ]bd+exp[hyz,η2η2 ]c+exp[− 12hyz,η2η3 ]b
exp[hyz,η1η1 ]cd+exp[− 12hyz,η1η2 ]b+exp[− 12hyz,η1η3 ]a
e−
1
2
hxy,η1η3−hxy,η1η1 =
∏
z∈S(y)
exp[− 1
2
hyz,η3η1 ]ad+exp[− 12hyz,η3η2 ]b+exp[hyz,η3η3 ]c
exp[hyz,η1η1 ]cd+exp[− 12hyz,η1η2 ]b+exp[− 12hyz,η1η3 ]a
e−
1
2
hxy,η2η1−hxy,η1η1 =
∏
z∈S(y)
exp[hyz,η1η1 ]c+exp[− 12hyz,η1η2 ]bd+exp[− 12hyz,η1η3 ]a
exp[hyz,η1η1 ]cd+exp[− 12hyz,η1η2 ]b+exp[− 12hyz,η1η3 ]a
ehxy,η2η2−hxy,η1η1 =
∏
z∈S(y)
exp[− 1
2
hyz,η2η1 ]b+exp[hyz,η2η2 ]cd+exp[− 12hyz,η2η3 ]b
exp[hyz,η1η1 ]cd+exp[− 12hyz,η1η2 ]b+exp[− 12hyz,η1η3 ]a
e−
1
2
hxy,η2η3−hxy,η1η1 =
∏
z∈S(y)
exp[− 1
2
hyz,η3η1 ]a+exp[− 12hyz,η3η2 ]bd+exp[hyz,η3η3 ]c
exp[hyz,η1η1 ]cd+exp[− 12hyz,η1η2 ]b+exp[− 12hyz,η1η3 ]a
e−
1
2
hxy,η3η1−hxy,η1η1 =
∏
z∈S(y)
exp[hyz,η1η1 ]c+exp[− 12hyz,η1η2 ]b+exp[− 12hyz,η1η3 ]ad
exp[hyz,η1η1 ]cd+exp[− 12hyz,η1η2 ]b+exp[− 12hyz,η1η3 ]a
e−
1
2
hxy,η3η2−hxy,η1η1 =
∏
z∈S(y)
exp[− 1
2
hyz,η2η1 ]b+exp[hyz,η2η2 ]c+exp[− 12hyz,η2η3 ]bd
exp[hyz,η1η1 ]cd+exp[− 12hyz,η1η2 ]b+exp[− 12hyz,η1η3 ]a
ehxy,η3η3−hxy,η1η1 =
∏
z∈S(y)
exp[− 1
2
hyz,η3η1 ]a+exp[hyz,η3η2 ]b+exp[hyz,η3η3 ]cd
exp[hyz,η1η1 ]cd+exp[− 12hyz,η1η2 ]b+exp[− 12hyz,η1η3 ]a
where a = exp(βa), b = exp(βb), c = exp(βc) and d = exp(βJ).
Proof. Necessity. From (17), we have
Ln
∑
η∈ΩWn
exp[−βHn(σ ∨ η) +
∑
x∈Wn−1
∑
y∈S(x)
σ(x)σ(y)hxy,σ(x)σ(y) ]
= exp[−βHn(σ) +
∑
x∈Wn−2
∑
y∈S(x)
σ(x)σ(y)hxy,σ(x)σ(y) ],(19)
where Ln =
Zn−1
Zn
.
For σ ∈ Vn−1 and η ∈Wn, we rewrite the Hamiltonian as follows:
Hn(σ ∨ η) =
∑
<x,y>∈Vn−1
λ(σ(x)σ(y)) +
∑
x∈Wn−1
∑
y∈S(x)
λ(σ(x)η(y))
−J
∑
>x,y<∈Vn−1
δσ(x)σ(y) − J
∑
x∈Wn−2
∑
z∈S2(x)
δσ(x)η(z)
= Hn−1(σ) +
∑
x∈Wn−1
∑
y∈S(x)
λ(σ(x)η(y)) − J
∑
x∈Wn−2
∑
z∈S2(x)
δσ(x)η(z).(20)
Therefore, the last equality with (19) implies
Ln
∑
η∈ΩWn
exp[−βHn−1(σ)− β
∑
x∈Wn−1
∑
y∈S(x)
λ(σ(x)η(y))
+ J
∑
x∈Wn−2
∑
z∈S2(x)
δσ(x)η(z) +
∑
x∈Wn−1
∑
y∈S(x)
σ(x)σ(y)hxy,σ(x)η(y) ]
= exp[−βHn−1(σ) +
∑
x∈Wn−2
∑
y∈S(x)
σ(x)σ(y)hxy,σ(x)σ(y) ],(21)
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Hence, one gets
Ln
∏
x∈Wn−2
∏
y∈S(x)
∏
z∈S(y)
∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(σ(x), η(z)) + βJδσ(x)η(z) + η(z)σ(y)η(z)hyz,σ(y)η(z) ]
=
∏
x∈Wn−2
∏
y∈S(x)
exp[σ(x)σ(y)hxy,σ(x)σ(y) ].
Let us fix < x, y >. Then considering all values of σ(x), σ(y) ∈ {η1, η2, η3}, from (21), we
obtain
e−
1
2
hxy,η1η2−hxy,η1η1 =
∏
z∈S(y)
∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η1, η(z)) + βJδη1η(z) + η2η(z)hyz,η2η(z)]∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η1, η(z)) + βJδη1η(z) + η1η(z)hyz,η1η(z)]
(22)
=
Λ(η1, η2)
Λ(η1, η1)
e−
1
2
hxy,η1η3−hxy,η1η1 =
∏
z∈S(y)
∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η1, η(z)) + βJδη1η(z) + η3η(z)hyz,η3η(z)]∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η1, η(z)) + βJδη1η(z) + η1η(z)hyz,η1η(z)]
(23)
=
Λ(η1, η3)
Λ(η1, η1)
e−
1
2
hxy,η2η1−hxy,η1η1 =
∏
z∈S(y)
∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η2, η(z)) + βJδη2η(z) + η1η(z)hyz,η1η(z)]∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η1, η(z)) + βJδη1η(z) + η1η(z)hyz,η1η(z)]
(24)
=
Λ(η2, η1)
Λ(η1, η1)
ehxy,η2η2−hxy,η1η1 =
∏
z∈S(y)
∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η2, η(z)) + βJδη2η(z) + η2η(z)hyz,η2η(z)]∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η1, η(z)) + βJδη1η(z) + η1η(z)hyz,η1η(z)]
(25)
=
Λ(η2, η2)
Λ(η1, η1)
e−
1
2
hxy,η2η3−hxy,η1η1 =
∏
z∈S(y)
∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η2, η(z)) + βJδη2η(z) + η3η(z)hyz,η3η(z)]∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η1, η(z)) + βJδη1η(z) + η1η(z)hyz,η1η(z)]
(26)
=
Λ(η2, η3)
Λ(η1, η1)
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e−
1
2
hxy,η3η1−hxy,η1η1 =
∏
z∈S(y)
∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η3, η(z)) + βJδη3η(z) + η1η(z)hyz,η1η(z)]∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η1, η(z)) + βJδη1η(z) + η1η(z)hyz,η1η(z)]
(27)
=
Λ(η3, η1)
Λ(η1, η1)
e−
1
2
hxy,η3η2−hxy,η1η1 =
∏
z∈S(y)
∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η3, η(z)) + βJδη3η(z) + η2η(z)hyz,η2η(z)]∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η1, η(z)) + βJδη1η(z) + η1η(z)hyz,η1η(z)]
(28)
=
Λ(η3, η2)
Λ(η1, η1)
ehxy,η3η3−hxy,η1η1 =
∏
z∈S(y)
∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η3, η(z)) + βJδη3η(z) + η3η(z)hyz,η3η(z)]∑
η(z)∈{η1 ,η2,η3}
exp[−βλ(η1, η(z)) + βJδη1η(z) + η1η(z)hyz,η1η(z)]
(29)
=
Λ(η3, η3)
Λ(η1, η1)
These equations imply the desired ones.
Sufficiency. Now we assume that the system of equations (18) is valid, then one finds
eσ(x)σ(y)hxy,σ(x)σ(y)D(x, y) =
∏
z∈S(y)
∑
η(z)∈{η1 ,η2,η3}
exp[σ(y)η(z)hyz,σ(y)η(z)+βη(z)(σ(y)+Jσ(x))],
for some constant D(x, y) depending on x and y.
From the last equality, we obtain∏
x∈Wn−2
∏
y∈S(x)
D(x, y)eσ(x)σ(y)hxy,σ(x)σ(y)(30)
=
∏
x∈Wn−2
∏
y∈S(x)
∏
z∈S(y)
∑
η(z)∈{η1 ,η2,η3}
e[σ(y)η(z)hyz,σ(y)η(z)+βη(z)(σ(y)+Jσ(x))] .
Multiply both sides of the equation (30) by e−βHn−1(σ) and denoting
Un−1 =
∏
x∈Wn−2
∏
y∈S(x)
D(x, y),
from (30), one has
Un−1e
−βHn−1(σ)+
∑
x∈Wn−2
∑
y∈S(x)
σ(x)σ(y)hxy,σ(x)σ(y)
=
∏
x∈Wn−2
∏
y∈S(x)
∏
z∈S(y)
e−βHn−1(σ)
∑
η(z)∈{η1 ,η2,η3}
e[σ(y)η(z)hyz,σ(y)η(z)+βη(z)(σ(y)+Jσ(x))] .
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which yields
Un−1Zn−1µ
(n−1)
h
(σ) =
∑
η
e
−βHn(σ∨η)+
∑
x∈Wn−2
∑
y∈S(x)
σ(x)σ(y)hxy,σ(x)σ(y)
.
This means
Un−1Zn−1µ
(n−1)
h
(σ) = Zn
∑
η
µ
(n)
h
(σ ∨ η).(31)
As µ
(n)
h
(n ≥ 1) is a probability measure, i.e.∑
σ∈{η1,η2,η3}Vn−1
µ
(n−1)
h
(σ) =
∑
σ∈{η1,η2,η3}Vn−1
∑
η∈{η1,η2,η3}Wn
µ
(n)
h
(σ ∨ η) = 1.
From these equalities and (31) we have Zn = Un−1Zn−1. This with (31) implies that (17)
holds. The proof is complete. 
According to Theorem 4.1 the problem of describing the Gibbs measures is reduced to the
descriptions of the solutions of the functional equations (18).
Corollary 4.2. The measures µ
(n)
h
, n = 1, 2, . . . satisfy the compatibility condition (17) if
and only if for any n ∈ N the following equation holds:
(32)


uxy,1 =
∏
z∈S(y)
uyz,3bd+uyz,4c+uyz,5b
uyz,1b+uyz,2a+cd
, uxy,2 =
∏
z∈S(y)
uyz,6ad+uyz,7b+uyz,8c
uyz,1b+uyz,2a+cd
,
uxy,3 =
∏
z∈S(y)
c+uyz,1bd+uyz,2a
uyz,1b+uyz,2a+cd
, uxy,4 =
∏
z∈S(y)
uyz,3b+uyz,4cd+uyz,5b
uyz,1b+uyz,2a+cd
,
uxy,5 =
∏
z∈S(y)
uyz,6a+uyz,7bd+uyz,8c
uyz,1b+uyz,2a+cd
, uxy,6 =
∏
z∈S(y)
c+uyz,1b+uyz,2ad
uyz,1b+uyz,2a+cd
uxy,7 =
∏
z∈S(y)
uyz,3b+uyz,4c+uyz,5bd
uyz,1b+uyz,2a+cd
, uxy,8 =
∏
z∈S(y)
uyz,6a+uyz,7b+uyz,8cd
uyz,1b+uyz,2a+cd
,
where, as before a = exp(βa), b = exp(βb), c = exp(βc) and d = exp(βJ), and
(33)
uxy,1 = exp
(−12hxy,η1η2 − hxy,η1η1) , uxy,2 = exp (−12hxy,η1η3 − hxy,η1η1) ,
uxy,3 = exp
(−12hxy,η2η1 − hxy,η1η1) , uxy,4 = exp (hxy,η2η2 − hxy,η1η1) ,
uxy,5 = exp
(−12hxy,η2η3 − hxy,η1η1) , uxy,6 = exp (−12hxy,η3η1 − hxy,η1η1) ,
uxy,7 = exp
(−12hxy,η3η2 − hxy,η1η1) , uxy,8 = exp (hxy,η3η3 − hxy,η1η1) .
It is worth mentioning that there are infinitely many solutions of the system (18) cor-
responding to each solution of the system of equations (32). However, we show that each
solution of the system (32) uniquely determines a Gibbs measure. We denote by µu the Gibbs
measure corresponding to the solution u of (32).
Theorem 4.3. There exists a unique Gibbs measure µu associated with the function u =
{uxy, 〈x, y〉 ∈ L} where uxy = (uxy,1, uxy,2, uxy,3, uxy,4, uxy,5, uxy,6, uxy,7, uxy,8) is a solution
of the system (32).
Proof. Let u = {uxy, 〈x, y〉 ∈ L} be a function, where uxy = (uxy,1, uxy,2, uxy,3, uxy,4, uxy,5, uxy,6,
uxy,7, uxy,8) is a solution of the system (32). Then, for any hxy,++ ∈ R a function h =
{hxy, 〈x, y〉 ∈ L} defined by
hxy =
{
hxy,η1,η1 , log(uxy,1) + hxy,η1,η2 , log(uxy,2) + hxy,η1,η3 , log(uxy,3) + hxy,η2,η1 , log(uxy,4)
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+hxy,η2,η2 , log(uxy,5) + hxy,η2,η3 , log(uxy,6) + hxy,η3,η1 , log(uxy,7) + hxy,η3,η2 , log(uxy,8)
+hxy,η3,η3
}
is a solution of (18).
Now fix n ≥ 1. Since |Wn−1| = kn−1 and |S(x)| = k we get |Ln \ Ln−1| = kn. Let σ be
any configuration on ΩVn . Denote
N1,n(σ) = {〈x, y〉 ∈ Ln \ Ln−1 : σ(x) = η1, σ(y) = η1, x ∈Wn−1, y ∈ S(x)}
N2,n(σ) = {〈x, y〉 ∈ Ln \ Ln−1 : σ(x) = η1, σ(y) = η2, x ∈Wn−1, y ∈ S(x)}
N3,n(σ) = {〈x, y〉 ∈ Ln \ Ln−1 : σ(x) = η1, σ(y) = η3, x ∈Wn−1, y ∈ S(x)}
N4,n(σ) = {〈x, y〉 ∈ Ln \ Ln−1 : σ(x) = η2, σ(y) = η1, x ∈Wn−1, y ∈ S(x)}
N5,n(σ) = {〈x, y〉 ∈ Ln \ Ln−1 : σ(x) = η2, σ(y) = η2, x ∈Wn−1, y ∈ S(x)}
N6,n(σ) = {〈x, y〉 ∈ Ln \ Ln−1 : σ(x) = η2, σ(y) = η3, x ∈Wn−1, y ∈ S(x)}
N7,n(σ) = {〈x, y〉 ∈ Ln \ Ln−1 : σ(x) = η3, σ(y) = η1, x ∈Wn−1, y ∈ S(x)}
N8,n(σ) = {〈x, y〉 ∈ Ln \ Ln−1 : σ(x) = η3, σ(y) = η2, x ∈Wn−1, y ∈ S(x)}
N9,n(σ) = {〈x, y〉 ∈ Ln \ Ln−1 : σ(x) = η3, σ(y) = η3, x ∈Wn−1, y ∈ S(x)}
We have
∏
x∈Wn−1
y∈S(x)
exp
{
hxy,σ(x)σ(y)σ(x)σ(y)
}
=
∏
〈x,y〉∈N1,n(σ)
exp {hxy,η1η1}
∏
〈x,y〉∈N2,n(σ)
uxy,1 · exp {hxy,η1η1}
×
∏
〈x,y〉∈N3,n(σ)
uxy,2 · exp {hxy,η1η1}
∏
〈x,y〉∈N4,n(σ)
uxy,3 · exp {hxy,η1η1}
×
∏
〈x,y〉∈N5,n(σ)
uxy,4 · exp {hxy,η1η1}
∏
〈x,y〉∈N6,n(σ)
uxy,5 · exp {hxy,η1η1}
×
∏
〈x,y〉∈N7,n(σ)
uxy,6 · exp {hxy,η1η1}
∏
〈x,y〉∈N8,n(σ)
uxy,7 · exp {hxy,η1η1}
×
∏
〈x,y〉∈N9,n(σ)
uxy,8 · exp {hxy,η1η1}
=
∏
〈x,y〉∈Ln\Ln−1
exp {hxy,η1η1}
∏
〈x,y〉∈N2,n(σ)
uxy,1
∏
〈x,y〉∈N3,n(σ)
uxy,2
∏
〈x,y〉∈N4,n(σ)
uxy,3
∏
〈x,y〉∈N5,n(σ)
uxy,4
×
∏
〈x,y〉∈N6,n(σ)
uxy,5
∏
〈x,y〉∈N7,n(σ)
uxy,6
∏
〈x,y〉∈N8,n(σ)
uxy,7
∏
〈x,y〉∈N9,n(σ)
uxy,8
By means of the last equality, from (14) and (15) we find
µ
(n)
h
(σ) =
exp{−βHn(σ)}
∏
x∈Wn−1
y∈S(x)
exp
{
hxy,σ(x)σ(y)σ(x)σ(y)
}
∑
ω∈ΩVn
exp{−βHn(ω)}
∏
x∈Wn−1
y∈S(x)
exp
{
hxy,σ(x)ω(y)σ(x)ω(y)
}
One can see from (14) and (15) does not depend to hxy,η1η1 . So, we can say that each
solution u of the system (32) uniquely determines only one Gibbs measure µu. 
Remark 4.1. Hence, due to Theorem 4.3 a phase transition exists for the model if the
equation (32) has at least two solutions.
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5. The existence of the phase transition
In this section, we are going to establish the existence of the phase transition, by analyzing
the equation (32) for the model defined on the Cayley tree of order two, i.e. k = 2.
We recall that u = {uxy}〈x,y〉∈L is a translation-invariant function, if one has uxy = uzw
for all 〈x, y〉, 〈z, w〉 ∈ L. A measure µu, corresponding to a translation-invariant function u,
is called a translation-invariant Gibbs measure.
Solving the equation (32), in general, is rather very complex. Therefore, let us first restrict
ourselves to the description of its translation-invariant solutions. Hence, (32) reduces to the
following one
(34)


u1 =
(
u3bd+u4c+u5b
u1b+u2a+cd
)2
, u2 =
(
u6ad+u7b+u8c
u1b+u2a+cd
)2
,
u3 =
(
c+u1bd+u2a
u1b+u2a+cd
)2
, u4 =
(
u3b+u4cd+u5b
u1b+u2a+cd
)2
,
u5 =
(
u6a+u7bd+u8c
u1b+u2a+cd
)2
, u6 =
(
c+u1b+u2ad
u1b+u2a+cd
)2
,
u7 =
(
u3b+u4c+u5bd
u1b+u2a+cd
)2
, u8 =
(
u6a+u7b+u8cd
u1b+u2a+cd
)2
.
Now, let us assumethat a = b, and consider the following set:
(35) A = {(u1, · · · , u8) : u1 = u2 = u3 = u5 = u6 = u7, u4 = u8 = 1}
which is invariant w.r.t. (34). Therefore, we consider (34) over A, hence the reduced equation
has the following form:
(36) u =
(
u(a+ ad) + c
2ua+ cd
)2
Denoting
(37) α =
4c
a(1 + d)3
, Υ =
d+ d2
2
, X =
u(a+ ad)
c
,
we rewrite (36) as follows
αX =
(
1 +X
Υ+X
)2
.(38)
To solve the last equation, we apply the following well-known fact [25, Proposition 10.7]
and adopt it to our setting.
Lemma 5.1. (1). If Υ ≤ 9 then (38) has a unique solution.
(2). If Υ > 9 then there are ζ1 and ζ2 such that 0 < ζ1 < ζ2, and if ζ1 < α < ζ2 then (38)
has three solutions.
(3). If α = ζ1 and α = ζ2 then (38) has two solutions.
The quantities ζ1 and ζ2 are determined from the formula
ζi =
1
vi
(
1 + vi
Υ+ vi
)2
, i = 1, 2,(39)
where v1 and v2 are solutions to the equation v
2 + (3−Υ)v +Υ = 0.
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Now the condition Υ > 9 is reduced to
d2 + d− 18 > 0
which with the positivity of d implies
d >
√
73− 1
2
.
Hence, the last condition is a necessary condition for the existence of three solutions of (38).
The condition ζ1 < α < ζ2 ensures the existence of the translation-invariant solutions of
(34), which implies the occurrence of the phase transition for the considered model. Therefore,
let us rewrite the last condition in terms of Υ. One can calculate that
v1,2 =
1
2
(
Υ− 3±
√
(Υ − 9)(Υ − 1)).
Then ζ1,2 has the following form
ζ1,2 =
2(Υ − 5±√(Υ− 9)(Υ − 1))
(Υ − 3±√(Υ− 9)(Υ − 1))(5Υ − 9± 3√(Υ− 9)(Υ − 1)) .
Hence, we can formulate the following result.
Theorem 5.2. If d >
√
73−1
2 and
α >
2(Υ − 5−√(Υ− 9)(Υ − 1))
(Υ− 3−√(Υ− 9)(Υ − 1))(5Υ − 9− 3√(Υ− 9)(Υ − 1))
α <
2(Υ − 5 +√(Υ− 9)(Υ − 1))
(Υ− 3 +√(Υ− 9)(Υ − 1))(5Υ − 9 + 3√(Υ− 9)(Υ − 1))
then there exists a phase transition for the λ-model with competing Potts interactions on the
Cayley tree of order two.
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