As a generalization of the factor-augmented VAR (FAVAR) and of the Error Correction Model (ECM), introduced the Factoraugmented Error Correction Model (FECM). The FECM combines error-correction, cointegration and dynamic factor models, and has several conceptual advantages over standard ECM and FAVAR models. In particular, it uses a larger dataset compared to the ECM and incorporates the long-run information lacking from the FAVAR because of the latter's speci…cation in di¤erences. In this paper we examine the forecasting performance of the FECM by means of an analytical example, Monte Carlo simulations and several empirical applications. We show that relative to the FAVAR, FECM generally o¤ers a higher forecasting precision and in general marks a very useful step forward for forecasting with large datasets.
Introduction
In , we introduced the Factor-augmented Error Correction Model (FECM). The main contribution of that paper was to bring together two important recent strands of the econometric literature on modelling co-movements that had a common origin but in their implementation had thus far remained largely apart, namely, cointegration and dynamic factor models. We focused on a theoretical framework that allowed for the introduction of cointegrating or long-run information explicitly into a dynamic factor model and evaluated the role of incorporating long-run information in modelling data, in particular in situations where the dataset available to researchers was potentially very large (as in the empirical illustrations described in Section 5 below.)
We argued that the FECM, where the factors extracted from the large dataset are jointly modelled with a limited set of economic variables of interest, represented a manageable way of dealing with the problem posed by large datasets characterized by cointegration, where such cointegration needed in principle to be taken into account. A number of papers have emphasized, see for example Clements and Hendry (1995) , the complexity of modelling large systems of equations in which the complete cointegrating space may be di¢ cult to identify. Therefore, proxying for the missing cointegrating information by using factors could turn out to be extremely useful, and we proposed the use of the FECM as a potentially worthwhile approach with a wide range of applicability.
The discussion in concentrated on …rst establishing a theoretical structure to describe the FECM and then illustrating its e¢ cacy by the use of analytical examples, a simulation study and two empirical applications. Our modelcomparisons were based mainly on in-sample measures of model …t, and we studied the improvements provided by FECMs with respect to a standard Error Correction Models (ECM) and Factor-Augmented VARs (FAVAR) such as those considered by Bernanke, Boivin and Eliasz (2005), Favero, Marcellino and Neglia (2005) and Stock and Watson (2005) . We viewed the FECM as an improvement both over the ECM, by relaxing the dependence of cointegration analysis on a small set of variables, and over the FAVAR, by allowing for the inclusion of error correction terms into the equations for the key variables under analysis, preventing the errors from being non-invertible MA processes.
The focus of this paper is instead upon the evaluation of the forecasting performance of the FECM in comparison with the ECM and the FAVAR. In our view, establishing forecasting e¢ cacy is an important further key to determining the considerable useful-ness of the FECM as an econometric tool. As we show below, the relative rankings of the ECM, the FECM and the FAVAR depend upon the features of the processes generating the data, such as the amount and strength of cointegration, the degree of lagged dependence in the models and the forecasting horizon. However, in general, both the ECM and the FAVAR are outperformed by the FECM, given that it is a nesting speci…cation.
We start in Section 2 by reviewing the theoretical background of our study, by describing the FECM and comparing it with the ECM and the FAVAR. Section 3 o¤ers a simple yet comprehensive analytical example to understand the features which are likely to determine the rankings -in terms of forecasting accuracyof these three models.
Section 4 presents two Monte Carlo designs to illustrate the e¤ectiveness of the di¤erent models in providing forecasts. The …rst design is based on the simple analytical model of Section 3. The second design is more elaborate and mimics one of the estimated models in the empirical examples given in Section 5. We can anticipate that the results of the Monte Carlo show that the strength of error correction alongwith the lengths of the cross-section (N ) and time dimension (T ) matter greatly in determining the forecast ranking of alternative models. However, in the majority of cases FECM performs well, and systematically better than FAVAR.
Section 5 carries the analysis to the practical realm. Forecasting with ECMs and with factor models has attracted considerable attention, see e.g., respectively, Clements and Hendry (1995) and Eickmeier and Ziegler (2008) . To provide a thorough comparison of ECM, FAVAR and FECM, we consider four main applications, and we describe them brie ‡y in turn below. Stock and Watson (2002b) focused on forecasting a set of four real variables (total industrial production, personal income less transfers, employment on non-agricultural payrolls and real manufacturing trade and sales) and a set of four nominal variables (in ‡ation of producer prices of …nished goods, CPI in ‡ation with all items included, CPI in ‡ation less food and the growth of personal consumption expenditure de ‡ator) for the United States. They compared the performance of factor models, ARs and VARs, …nding typically gains from the use of factor models. Since the four variables in each set represent strongly related economic phenomena, it is logical to expect that they are cointegrated. Hence, in this context the FECM represents a natural econometric speci…cation.
As a second application, we focus on a small monetary system consisting of one real, one nominal and one …nancial variable, in common with standard practice in this literature, see e.g. Rudebusch and Svensson (1998) . Favero et al. (2005) , among others, considered augmenting this model with factors extracted from a large dataset to assess the e¤ects on estimation and shock transmission. Here we are more interested in forecasting, and in the role of cointegration among the basic variables, and them and the factors. The VAR, FECM and FAVAR models are estimated …rst for the United States, and then for Germany, the largest country in the euro area, for which much shorter time series are available due to uni…cation.
The third application concerns the term structure of interest rates. A standard model for these variables assumes that they are driven by three factors, the intercept, slope and curvature, see e.g. Dieblod and Li (2006) . Hence, there should be a large amount of cointegration among them, in line with the …ndings by Hall et al. (1992) . Therefore, the FECM should be particularly suited in this context.
The fourth and …nal application deals with exchange rate forecasting. The empirical analysis by Meese and Rogo¤ (1983) show that cross-sectional information can be useful, but factor models on their own do not appear to work very well in forecasting. Since this poor performance could be due to the omission of information relating to cointegration, FECMs are the obvious candidates to try also in this framework.
It is helpful to highlight here the key results of this extensive empirical analysis.
First, for real variables for the US, the FECM is systematically better than the FAVAR and the ECM. Second, for the nominal US variables, an adaptation, denoted FECMc, to be discussed below, or the ECM are in general the preferred models (depending upon the time coverage and span of the datasets). Third, in the small monetary system for the US, the FECM or FECMc is the dominant model, and the use of long-run information is crucial. Fourth, for the monetary model for Germany, while the FECM provides the best forecast in 6 out of 18 cases, the VAR is marginally the best performer (providing the best forecast in 8 out of 18 cases). This shows that accounting for cointegration and factors may not always be su¢ cient, although this …nding is conditioned heavily on the relatively short estimation and evaluation periods for this example. Fifth, for the term structure of interest rates, the FECM and FECMc provide the best forecasts in a very large number of cases and the gains provided here by these models in relation to their competitors is frequently quite substantial. Finally, for exchange rates, the FECM is again by far the dominant method, with the use of cointegration and factors providing signi…cant gains. Overall, these results emphasize the utility and robustness of FECM methods and shed light on the combined use of factors and cointegrating information.
To conclude, Section 6 provides a detailed summary of the main …ndings of the paper and suggests directions for additional research in this area.
The Factor-augmented Error Correction Model
It is helpful to begin with a brief description of the main theoretical structure underlying the analysis. The discussion in this section is derived from and is useful in setting out the representation of the FECM and its relation to the ECM and the FAVAR.
Consider a set of N I(1) variables x t which evolve according to the V AR(p) model
where t is i:i:d:(0; ) and the starting values are …xed and set equal to zero for simplicity and without any essential loss of generality. Following Johansen (1995, p.49), the V AR(p) can be reparameterized into the Error Correction Model (ECM)
or into the so-called common trend speci…cation
In particular, under these speci…cations,
0 is the N r N matrix of cointegrating vectors with rank N r; where N r is the number of cointegrating vectors. From this it follows that r is the number of I (1) common stochastic trends (or factors), 0 < r N , gathered in the r 1 vector f t and the matrix 0 ?
? is invertible since each variable is I (1) . is the so-called loading matrix, which also has reduced rank N r and determines how the cointegrating vectors enter into each individual element x i;t of the N 1 vector x t : 1 u t is an N dimensional vector of stationary (and in general, moving average) errors.
We also assume here that there are no common cycles in the sense of Engle and Kozicki (1993), i.e., no linear combinations of the …rst di¤erences of the variables that are correlated of lower order than each of the variables (in …rst di¤erences). However, adding such cycles poses no signi…cant theoretical complications and is assumed here only for convenience. 2 Indeed, in the empirical applications in Section 5, we also consider a modi…cation of the FECM, denoted FECMc, consisting of the FECM augmented with common factors extracted from the stationary component of x t in (3) after the I(1)
factors f t and their corresponding loadings have been estimated. This is because, unlike in a theoretical framework, where these features may be imposed by assumption, it is not possible in empirical examples to rule these out a priori . It is therefore of interest to allow for common cycles in the residuals to judge if this makes a di¤erence as far as forecasting performance is concerned.
From equation (3) , it is possible to write the model for the …rst di¤erences of x t , x t , as
where u t and t can be correlated over time and across variables.
Papers on dynamic factor models (DFM) such as Stock and Watson (2002a,b) and Forni, Hallin,Lippi and Reichlin (2000) have relied on a speci…cation similar to (4) and 1 Note that as N ! 1, and the number of factors r remains …xed, the number of cointegrating relations N r ! 1:
2 Common cycles are associated with reduced rank of (some of) the coe¢ cient matrices in C(L), where we remember that the errors in the stochastic trend representation (3) are ut = C(L) t. Therefore, the presence of common cycles is associated with stationary common factors driving xt, in addition to the I(1) factors.
have focused on the properties of the estimators of the common factors f t , or of the common components f t , under certain assumptions on the idiosyncratic errors, when the number of variables N becomes large. A few papers have also analyzed the model in (3) for the divergent N case, most notably Bai and Ng (2004) and Bai (2004) . 3 By contrast, the literature on cointegration has focused on (2), the so-called error correction model (ECM), and studied the properties of tests for the cointegrating rank (N r) and estimators of the cointegrating vectors ( 0 ), see e.g. Engle and Granger (1987) or Johansen (1995) .
We shall make use of both speci…cations (3) and (4) when discussing factor models in what follows, in order to explain the correspondence that exists between the two speci…cations and how this leads to the development of the FECM.
Imposing, without any loss of generality, the identifying condition 4 and, from (3), partitioning u t into
the model for the error correction terms can be written as
Note that in this model each of the N r error correction terms is driven by a common component that is a function of only r shocks, u 1t , and an idiosyncratic component, u 2t .
It is possible to change the exact shocks that in ‡uence each error correction term by choosing di¤erent normalizations, but the decomposition of these terms into a common component driven by r shocks and an idiosyncratic component remains unchanged. This also corresponds to the stochastic trend representation in (3) , where the levels of the variables are driven by r common trends.
Next, suppose, as is commonly the case in empirical studies and forecasting exercises concerning the overall economy, we are interested in only a subset of the variables for which we have information. We therefore proceed by partitioning the N variables in x t into the N A of major interest, x At , and the N B = N N A remaining ones, x Bt . A corresponding partition of the common trends model in (3) may be constructed accordingly
where A is of dimension N A r and B is N B r. It is important to note that when the number of variables N increases, the dimension of A remains …xed, while the number of rows of B increases with the increase in N . Therefore, for (6) to preserve a factor structure asymptotically, driven by r common factors, it is necessary that the rank of B remains equal to r. Instead, the rank of A can be smaller than r, i.e., x At can be driven by a smaller number of trends, say r A r.
From the speci…cation in (6), it is may be seen that x At and f t are cointegrated, while the f t are uncorrelated random walks. Therefore, from the Granger representation theorem, there exists an error correction speci…cation of the form
Since, in practice, the correlation in the errors of (7) is handled by adding additional lags of the di¤erenced dependent variables, the expanded model becomes
where the errors ( 0 At ; 0 t ) 0 are i:i:d: The model given by (8) is labelled by as the Factoraugmented Error Correction Model (FECM).
The important feature to note is that there are N A + r dependent variables in the FECM (8) . Since x At is driven by f t or a subset of them, and the f t are uncorrelated random walks, there must be N A cointegrating relationships in (8 
However, in addition to these N A r A relationships, in the FECM there are r A cointegrating relationships that involve x At and f t , and that proxy for the potentially omitted N N A cointegrating relationships in (9) with respect to the equations for x At in the full ECM in (2). 5 To conclude the discussion in this section, we may make two further observations. First, we should note that when the Data Generating Process is the common trends speci…cation in (3), the error process u t in (4) may have a non-invertible moving average component that prevents the approximation of each equation of the model in (4) with an AR model augmented with lags of the factors. Second, and perhaps even more problematic, in (4) f t and u t are in general not orthogonal to each other, and in fact they can be highly correlated. This feature disrupts the factor structure and, from an empirical point of view, can require a large number of factors to summarize the information contained in x t . Even when orthogonality holds, the presence of the …rst problem still makes the use of FAVAR models problematic.
An analytical example
We illustrate analytically the forecasting properties of the FECM relative to the FAVAR and the ECM with a simple but comprehensive example. The example may easily be seen to be a special case of the data generation processes given above, obtained by restricting the dimension of the factor space and of the variables of interest studied.
We suppose that the large information set available for forecasting may be summarized by one (I(1)) common factor, f , that the econometrician is particularly interested in forecasting one of the many variables, x 1 , and that she can choose any of three models. To start with, let us consider a system consisting of the two variables x 1 and x 2 and of one factor f . The factor follows a random walk process,
The factor loads directly on x 2 ,
while the process for x 1 is given in ECM form as
Here the processes t and v t are assumed i:i:d:(0; I N ), while u t is allowed to have a moving average structure, i.e. u t = u t = (1 L) ; j j < 1 and u t is i:i:d: Hence, the DGP is a FECM.
Let us focus on x 1t and derive the (one-step ahead) MSE when the forecast is based on an ECM for x 1 and x 2 rather than on the FECM. Substituting (11) into (12) gives
so that
It then follows that
To assess the role of cointegration, we can evaluate how this MSE di¤erence changes with the strength of the error-correction mechanism. We have that
where _ indicates "proportional to". Given that for the system to be error correcting we need < 0; the loss of forecasting precision of the ECM relative to the FECM unambiguously increases with the strength of error correction (i.e. when decreases).
Similarly,
so that the larger the larger the loss from approximating f with x 2 .
The FECM representation of x 1 can also be written as a FAVAR. In fact, since the error-correction term x 1t f t evolves as
we can re-write equation (12) as
This implies that
so that M SE F AV AR > M SE F ECM whenever we have cointegration ( 6 = 0).
If instead = 0, so that the DGP becomes a FAVAR rather than a FECM, the FECM and FAVAR become equivalent, and the gains in forecasting precision with respect to the ECM remain positive but shrink to
v . Finally, we consider the case where the DGP is an ECM instead of a FECM. This returns to the issue highlighted previously of the importance of the cointegrating relationships between the variables of interest and the factors. To illustrate this situation, we consider the same example as above but invert the role of x 2 and f in (10)- (12) .
Hence, the DGP becomes
The FECM for x 1t can be written as
For the FAVAR, since
Therefore, when the long-run and short-run evolution of x 1 are better explained by an observable variable such as x 2 rather than a common factor f , the ECM generates more accurate forecasts than the FECM. However, even in this case, the MSE of a FECM would be in general lower than that of a FAVAR, with equality only for the case = 0 (no cointegration).
In summary, this simple but comprehensive analytical example shows that from a theoretical point of view, the FECM can be expected to produce more e¢ cient forecasts than the FAVAR in virtually all situations. The rationale, as explained in the previous section, is that the FAVAR is nested in the FECM, in the same way that a VAR in di¤erences is nested in an ECM. However, as also discussed above, the theoretical advantages are not necessarily re ‡ected in better forecasts in actual situations, since the speci…cation of the FECM is more complex than that of the FAVAR, requiring us, for example, to determine the number and the coe¢ cients of the cointegrating vectors. To assess the presence and size of forecasting gains from the FECM in practical situations,
we now turn to a Monte Carlo evaluation and then to a set of empirical applications.
Monte Carlo experiments
In this section we consider two Monte Carlo experiments. The …rst experiment takes as the DGP the model (10) - (12) in the analytical example of the previous section. The second experiment considers a FECM DGP with a more complex structure that closely re ‡ects the properties of one of our empirical applications in Section 5, and re ‡ects very clearly the structure of (8).
A simple design
In accordance with the analytical example, we consider two types of DGP, a FECM and an ECM, since we are interested in the ranking of FAVAR and FECM in the two cases.
For simplicity, we assume that the error process u t does not contain a moving-average component. Hence, the FECM DGP is x 1t 1 
The MSE is given by
and the MSEs from the competing models are benchmarked with respect to the MSE of the AR model.
We consider six di¤erent forecast horizons, h = 1; 3; 6; 12; 18; 24. In contrast to our The results are reported in Table 1 . Starting with h = 1, the values are in line with the theoretical predictions. In particular, the FECM is virtually always better than the FAVAR. The MSE gains increase with and and are also present for an ECM DGP.
The ECM is worse than the FECM (and the FAVAR) with a FECM DGP, but becomes the best with an ECM DGP. However, interestingly, in this case the relative loss from the use of a FECM is rather small, although this result may be due to the relatively small dimension of the DGP considered here. Concerning the other models, the AR is systematically dominated since there is substantial interaction across the variables in both DGPs; the VAR is systematically worse than the ECM (cointegration matters); and the FAR is systematically better than the AR (the factor matters).
When the forecast horizon increases, the pattern described above remains qualismall, see e.g. the simulation experiments in . In the next experiment we will also consider the case of estimated rather than known cointegration rank. 7 Our use of iterated h step ahead forecasts implies that the FAR is essentially a FAVAR containing only one variable of interest and factors.
tatively valid and the FECM consistently dominates all other models, but the MSE di¤erences shrink substantially. In particular, already for h = 3 the FAVAR and ECM generate similar MSEs with a FECM DGP, and when h = 24 the MSEs from all models, including the AR, are very similar. This notable …nding also emerges in earlier studies on the role of cointegration for forecasting, see e.g. Clements and Hendry (1995) , and is due to the stationarity of the variables under analysis, which implies that the optimal h-step ahead forecast converges to the unconditional mean of the variable when the forecast horizon increases.
In summary, the Monte Carlo results con…rm the theoretical …ndings for sample sizes common in empirical applications. The FECM appears to dominate the FAVAR in all cases, even when the FECM is not the DGP but cointegration matters. However, the simulations also indicate that the gains can shrink rapidly with the forecast horizon.
A more elaborate design
The second Monte Carlo experiment considers a more complex data generating process, Overall, the DGP is
with c = f0:25; 0:50; 0:75; 1:00g. The parameter values 0 , A , B , , and A 1 are taken to be equal to the estimated values from the system of real variables described above.
The error process of the system is drawn from a multivariate normal distribution with variance-covariance matrix estimated from the data. The sample size and the length of We consider 10000 replications. For each replication, the lag length and the cointegration rank for the ECM and the FECM are determined recursively for each updating of the estimation sample as we move through the forecasting period. Determination of lag length is based on BIC for the results presented in Tables 2 and 3 , but we have also checked robustness by using the Hannan-Quinn (HQ) criterion. The results appear robust to the use of di¤erent information criteria (details available upon request). As for the cointegration test, we have considered two approaches: the Johansen trace test (Johansen, 1995) and the Cheng and Phillips (2008) semi-parametric test based on standard information criteria. Both methods gave very similar results (details available upon request), but due to the lower computational burden and also ease of implementation in practice, we gave preference to the Cheng and Phillips method. As for determination of the lag length, the BIC information criterion was used. 8 For the sake of brevity, we report in the main text only the results for c = 1 (Table   2 ) and c = 0:25 (Table 3 ). The details of the intermediate cases of c = 0:75 and 0:5 are deferred to the Appendix. The MSE calculations for each of the four variables are analogous to (19) and (20) . Starting with Table 2 and h = 1, the FECM is indeed better than the FAVAR for all four variables. The FECM is also better than the ECM for all four variables, with comparable gains. The relative ranking of the other models is not clear-cut: VAR is the best for the fourth variable and the second best in terms of MSE for the …rst variable, while the ECM is the second best for the second and third variables.
This is an interesting …nding since it highlights the fact that the role of cointegration and of the factors can be rather unclear when misspeci…ed models are compared.
When the forecast horizon h increases, four main …ndings emerge. First, the dominance of the FECM over other models becomes more pronounced. Second, in contrast with the simple DGP of the …rst experiment, the MSE gains of the FECM with respect to the AR in general increase as long as h < 24, and start decreasing only for h = 24.
Third, the FAVAR remains systematically worse than the FECM for all variables and horizons, but it also becomes worse than the ECM in most cases. This suggests that for this DGP cointegration does matter, possibly more than the inclusion of the factors. Finally, the ECM performs quite well with respect to the other models; it is the second-best choice for most variables and forecast horizons.
The results on the role of the strength of the error correction mechanism, which is much weaker in Table 3 where we use c = 0:25, are perhaps even more interesting.
When h = 1, the FECM becomes worse than AR for all four variables, even if it is the speci…cation that corresponds to the DGP. Moreover, the gains with respect to the FAVAR and to the ECM basically disappear, and the performance of the three models is very similar, and similar to that of the AR, FAR and VAR. One reason for this result may be the fact that the Cheng and Phillips (2008) test for rank based on BIC heavily underestimates the rank. However, a robustness check with respect to the use of the HQ criterion leaves this …nding virtually unchanged despte the fact that with HQ the cointegration rank is on average correctly set to four. The issue is that in this context of mild error correction, parsimony pays: dropping, by mistake, the error-correction terms and the lagged factors can even be bene…cial! When h increases the FECM returns to beat the FAVAR systematically, but not the ECM, and the AR model remains a tough competitor.
We have also checked whether these results may be in ‡uenced by the size of the estimation sample. Indeed, by increasing the length of the time series of generated data from 228 to 600 in the Monte Carlo, the FECM returns to being the best model at all horizons. But consistent with the fact that the share of data variability induced by the error correction term is considerably smaller than in the case of original DGP, the observed gains are also considerably smaller.
In summary, the more complex Monte Carlo design indicates that in empirically relevant situations the strength of the error correction mechanism matters in determining the ranking of the alternative forecasting models. While the FECM remains better than the FAVAR in most cases, simpler models such as the ECM or even AR can become tough competitors when the explanatory power of the error correction terms and/or of the factors is reduced, and the sample size is not very large. Thus, while having a suitably large N dimension is bene…cial for the computation of the factors, a relatively short T dimension will imply that the cointegrating information may be poorly incorporated in the FECM. Thus if cointegration is important, but the factors less so, a large N environment (which facilitates the use of factors) will not necessarily represent an advantage for the FECM. In such circumstances, as we show below, the ECM may be the dominant method.
Empirical applications
In order to provide convincing evidence of the usefulness of the FECM as a forecasting tool, we consider a number of empirical examples that di¤er in terms of the type of economic application, countries and time periods. In these examples we extract factors from four di¤erent datasets.
As discussed in the introduction, the …rst dataset is a large panel of monthly US Table 18 in the Appendix.
In our …nal example we consider forecasting three major bilateral exchange rates (the euro, the British pound and the Japanese yen against the US dollar) with or without using information on a large set of other exchange rates. This example is of interest Table 19 in the Appendix.
Prior to computation of the factors and estimation of the competing forecasting models, the raw data were transformed in the following way. First, natural logarithms were taken for all time series except interest rates. In addition, the logarithms of price series were di¤erenced, which implies that in ‡ation rates were treated as I(1). To achieve Forecasting is performed using the same set of models we have considered in the previous section. Hence, we construct AR, VAR and ECMs that are all based on the observable variables, and FAR, FAVAR and FECM speci…cations that augment, respectively, the AR, VAR and ECMs with factors extracted from the larger set of available variables, in order to assess the forecasting role of the additional information.
The levels of the real variables (measures of output) are treated as I(1) with deterministic trend, which means that the dynamic forecasts of the di¤erences of (the logarithm of) the variables h steps ahead produced by each of the competing models are cumulated to obtain the forecast of the level h steps ahead. This is also the case for the nominal exchange rates. For the in ‡ation rates and interest rates, the dynamic forecasts of the di¤erences of the variables h steps ahead are cumulated to obtain the forecast of the level of the speci…c in ‡ation rate or interest rate h steps ahead.
The results of the forecast comparisons are presented in two ways. First, for each empirical example, we …rst list the MSEs of the competing models relative to the MSE of the AR at di¤erent horizons for each variable under analysis. These tables also report information on cointegration rank selection and the number of lags in each model.
However, in order to present the information in a more condensed fashion we provide a summary table at the end of this section. Speci…cally, the upper panel of Table 13 reports the occurrence of the best performance of the competing models across horizons and variables. In addition, the lower panel of Table 13 reports summary statistics that we use in assessing the overall importance of cointegration and factors for forecasting.
The role of potential extra information embedded in the factors can be evaluated by comparing the relative performance of the FAVAR relative to the VAR, and the FECM relative to the ECM. Conversely, information on the importance of cointegration can be obtained by comparing the ECM and the VAR, and the FECM and the FAVAR.
Observing that the FECM signi…cantly improves over both the ECM and the FAVAR can be seen as an indication that it may not be su¢ cient to consider separately either cointegration or factors, but rather the information that I(1) factors have about the long run or equilibrium dynamics of the data. The sub-sections which follow contain details of each of the empirical applications.
Forecasting US nominal and real variables
As discussed previously, in the …rst empirical application we consider forecasting two Tables 4 to 7 report the MSEs, computed analogously to (19) and (20) , of the FAR, VAR, FAVAR, ECM, FECM and FECMc relative to that of the AR model for forecasting the four real and four nominal variables over the two sub-periods. Table 4 reports the results for forecasting the four real variables over the sample 1996 -2003, with estimation starting in 1985. When h = 1, only few models are better than the AR. The FECM is the best model for employment and manufacturing trade and sales but performs worse than the FAVAR and the ECM for total industrial production and and personal income. This pattern suggests that cointegration matters, but parsimony is also important, so much so that the AR is di¤cult to beat.
Forecasting real variables
When h increases, the picture changes. Now the FECM is better than the AR in 12 out of 20 cases, and it produces the lowest MSE in 4 cases. However, combined also with the results of the FECMc, the overall score of best performance increases to 14. The These results show that for the real variables the inclusion of both additional information and adjustment to disequilibrium signi…cantly contribute to forecasting precision, except at the shortest horizon. It is not easy to disentangle the relative contribution of the two elements. Table 13 provides some aid in this respect. The fact that the ECM outperforms the VAR, and the FECM the FAVAR in more than half of the cases suggests that cointegration matters, in line with theory and the simulation results of the previous section. But the fact that the FAVAR outperforms the VAR only twice, while the corresponding score of the FECM relative to the ECM is 18 out of 24, suggests that it is the combination of cointegration and a large information set that really matters both at short and long forecast horizons.
In Table 5 the ECM never produces the lowest MSE (see Table 13 ).
Forecasting nominal variables
The results for forecasting nominal variables are reported in Tables 6 and 7 Turning our attention to forecasting nominal variables over the period 1970 -1998 (Table 7) , we clearly observe a considerably better performance of the FECM. In par-ticular, the FECM is the best model on average 15 out of 24 times, while combined with the FECMc the score increases to 18 (see also Table 13 ). The performance of the FECM relative to the FAVAR and the ECM also changes dramatically. It almost always outperforms the FAVAR and is better than the ECM in two-thirds of the cases.
The di¤erences in the …ndings across the two samples suggest that the decrease of importance of factors for forecasting for the more recent period, which we have already observed to some extent for real variables, seems to be stronger for the case of nominal variables.
A monetary FECM for the US
There is by now a large literature on the use of small VAR models to assess and forecast the e¤ects of monetary policy, see e.g. Rudebusch and Svensson (1998) . Favero et al. (2005) , inter alia, have proposed augmenting these models with factors extracted from large datasets. In concordance with this approach, we now assess the performance of a FECM which includes as economic variables total industrial production (IP), CPI excluding food (CPI no food) and a three-month interest rate (3m T-bill).
The results are reported in Tables 8 and 9 for, respectively, the more recent and longer evaluation sample, where the factors are extracted from the same dataset as in the previous sub-section.
Focusing …rst on the sample 1985 -2003, we clearly observe in Table 8 For the period 1970 -1998 (Table 9) , the FECM or FECMc are the best models in 9 out of 18 cases. VAR does best in 6 out of 18 cases, although all these 6 cases are for the 3m T-Bill rate. Therefore in 9 out of 12 cases where a real or nominal variable is involved, both factors and long-run information are relevant. Within this category (real or nominal) the ECM does best in 2 out of 12 cases (for IP at horizons 12 and 18) while in the remaining case (IP at horizon 24) the FAR provides the best model. In common with the shorter sample, the usefulness of long-run information in forecasting the …nancial variables is limited. In addition, for this longer sample, we …nd that factors are not useful for the 3m T-bill rate, with the VAR dominating the FAVAR (albeit narrowly).
A monetary FECM for Germany
We now consider a monetary FECM as in the previous example but using data for Germany, the largest economy in the euro area, for which a smaller sample is available due to the reuni…cation. The economic variables under analysis are: total industrial production (IP),iIn ‡ation of consumer price index excluding food (CPI no food), and the 3 month money market rate (3m IntRate).
The FECM system in this case includes 2 I (1) Table 10 reports the MSEs, computed analogously to (19) and (20), of the FAR, VAR, FAVAR, ECM, FECM and FECMc relative to that of the AR model. The FECM does best in 6 out of the 18 cases. This relatively poor performance is mostly determined by the fact that it is never the best method for industrial production. This result is in line with the rather poor performance of factor models for forecasting GDP growth in Germany, see Marcellino and Schumacher (2008) .
For in ‡ation and the interest rate, the FECM performs best in half the cases, with gains in forecasting precision relative to the benchmark AR model in some cases exceeding 50%. The ECM is the best performing model in only one case.
The model with the highest occurrence of best performance is the VAR, which is always the best for industrial production. It is also interesting to note that the FAVAR never produces the best forecast on average. The fact that the FECM outperforms the ECM in 10 out of 18 cases indicates the importance of factors in the analysis, and demonstrates that factors in the cointegration space proxy successfully for the cointegration relations that are otherwise missing in the small ECM. But comparison with the other models also shows that it is crucial how this information is included in the model.
Although very indicative, we are aware that these …ndings may be heavily conditioned by the relative shortness of the sample (in the T dimension), leading to relatively short estimation and evaluation periods. For example, this could explain why the the FECM was not able to outperform the VAR for the real variable. For the sake of brevity we focus on forecasting the 3-month, 2-year and 10-year interest rates for the US.
Forecasting the term structure of government bond yields
This example is also motivated by the theoretical consideration that since yields are linked by the term structure, we would expect to …nd only a handful of common trends driving them. The literature studying the yield curve often refers to the three factors driving the yield curve as the level factor, slope factor and the curvature factor. In our application, when considering extraction of I (1) factors from the interest rates in levels, we …nd that 99% of overall data variability is captured by a single factor. However, to maintain comparability with the three-factor model, we introduce two additional stationary factors in the FECMc.
For the I(0) factors included in the FAVAR and FAR, we also set their number to three. While here too the …rst principal component explains 98% of the variability in the data, we retain three factors for comparability with the FECMc.
In common with our approach in the previous examples, we also construct AR, VAR Table 11 shows the substantial e¢ cacy of the FECM and FECMc approach, since these models provide the best forecasts in 14 out of 18 cases. For the remaining 4, AR is best (or joint-best) and three of these rates are the 10-year yields at h = 1; 3 and 6:
Some of the gains provided by FECM or FECMc are indeed quite substantial in relation to the competing models. In addition, the fact that the FECM always outperforms the ECM clearly indicates the importance of inclusion of information embedded in the factors for forecasting the yield curve. Similarly, the fact that the FECM outperforms the FAVAR 12 out of 18 times indicates that taking explicit account of the information contained in the factors for the long run signi…cantly increases the forecasting precision of the yield curve.
Forecasting exchange rates
Our …nal empirical example focuses on forecasting nominal exchange rates. It is well known that beating a random walk, or more generally an AR model, in forecasting exchange rates is a tough challenge, see for example Engel and West (2005) As was the case for the government bond yield example, only one factor is needed to explain a very large share of overall data variability. In the I(1) case this share is 98 %, while it is 88 % in the I(0) case. For this reason we set the number of factors both in the FECM and FAVAR to one. It is clear in considering these simulation results that several issues are important here, including the role of considerable amounts of additional information incorporated via the factors, of cointegration and the strength of adjustment to disequilibrium, and the length of the forecasting horizons. Assessing the relative roles of cointegration and of the factors, and disentangling their e¤ects, is not straightforward when models misspeci…ed to some degree are compared. This is also the reason why the relative rankings of the models are not always clear-cut, and why the forecasting performance of the FECM should be also evaluated in a large set of empirical applications.
We have considered four main economic applications: forecasting a set of key real and nominal macroeconomic variables, evaluating extened versions of small scale monetary models, forecasting the term structure of interest rates, and assessing the merits of alternative exchange rate forecasts. In all cases we have considered univariate and small multivariate models, with and without cointegration, and with or without factors. The factors summarize the information in large sets of variables, for di¤erent countries and periods of time. Based on Section 5 and Table 13 , the following summary of the empirical results may be o¤ered. The results of the forecasting exercise based on the monetary model of the US o¤ers unmitigated support for the use of FECMs in forecasting IP and CPI in ‡ation. Moreover, for these variables, the ECM itself, while not providing the best model, dominates the models that do not make use of long-run information. Therefore, the usefulness of factors and cointegration, the underpinnings of the FECM approach, is again con…rmed.
The results for the interest rate variable however do not show much promise for the use of FECMs. This …nding depends on the choice of the information set, and it is in fact reversed in the term structure example.
The monetary system using German data o¤ers some interesting insight into working The results of the paper also show several interesting nuances and tradeo¤s to be investigated further, for example related to the role of structural breaks or to the temporal versus cross-sectional coverage of the dataset. In addition, since forecasts are the basic ingredient in the computation of impulse response functions, the performance of structural factor augmented error correction models also deserves investigation.
To conclude, the theory, simulation and empirical results taken together give us excellent grounds for optimism concerning the usefulness of long-run information captured through the factors and the e¢ cacy of factor-augmented error correction models. Cointegration rank in ECM and FECM set to 1. Lag selection using BIC criterion. Variables: IP -Industrial production, PI -Personal income less trasfers, Empl -Employment on non-aggr. payrolls, ManTr -Real manufacturing trade and sales Variables: In ‡ations of producer price index (PPI), consumer price index of all items (CPI all), consumer price index less food (CPI no food) and personal consumption de ‡ator (PCE de ‡) Variables: In ‡ations of producer price index (PPI), consumer price index of all items (CPI all), consumer price index less food (CPI no food) and personal consumption de ‡ator (PCE de ‡) Variables: IP -log of industrial production index, CPI no food -in ‡ation of consumer prices without food, 3m T-Bill -3-month T-Bill yield. Variables: IP -log of industrial production index, CPI no food -in ‡ation of consumer prices without food, 3m T-Bill -3-month T-Bill yield. Variables: IP -log of industrial production index, CPI no food -in ‡ation of consumer prices without food, 3m T-Bill -3-month T-Bill yield. Variables: levels of yields at 3-month, 2-year and 10-year horizons. 
