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SUMMARY 
The objective of this research is the synthesis of linear arrays 
of isotropic radiators whose performance is optimum when evaluated by 
either of two optimality criteria. The specific optimality criteria 
investigated are listed below. 
1. Pattern Synthesis for Minimum Error 
The basic problem of radiation pattern synthesis may be concisely 
stated in the following manner. Given a desired far field radiation 
pattern, determine the excitation of an array such that the radiation 
pattern of the synthesized array provides the best approximation to the 
desired pattern. The best or optimum array in this research is defined 
as the array whose parameters are such that the mean squared error 
between the desired pattern and the synthesized pattern is minimum. 
2. Synthesis for Maximum Signal-to-Noise Ratio 
The index of performance to be maximized in this case is the ratio 
of received signal power to received noise power. The noise or inter-
ference environment is specified as a spatial distribution of power at 
a single frequency coinciding with the signal frequency. The signal 
is assumed to be incident from a distant source at a known angle. 
In the synthesis of arrays whose pattern represents the optimum 
approximation to a desired pattern, there are basically two sets of 
independent variables which may be used to optimize array performance. 
These are the complex radiator excitations and the positions of the 
radiators along the array axis. There are several well known methods 
X 
for synthesizing arrays using only the complex excitations as variables. 
The most widely applied of these methods is the Fourier synthesis 
technique. Until the recent emphasis on the use of arrays rather than 
the more conventional single element radiating systems, these procedures 
for designing equally spaced arrays were adequate. The prospect of 
improving antenna system performance by using both the complex excita-
tions and radiator positions as independent variables in array design 
has resulted in considerable effort being expended toward the development 
of the necessary synthesis procedures. This effort has been handicapped 
by mathematical complexity introduced by the inclusion of variable 
spacings, with the result that the use of digital computers has become 
mandatory. A second feature of this effort toward the synthesis of 
unequally spaced arrays has been the apparent emphasis on sidelobe reduc-
tion using the additional flexibility provided by variable interelement 
spacings. 
The approach taken in this research differs considerably from 
that of previous work, and recognizes the requirement of the use of the 
digital computer from the outset. Rather than continuing the attempts 
at sidelobe reduction, this work has emphasized the study of the role of 
the spacing parameter as an independent variable in the approximation of 
radiation patterns. To overcome mathematical complexity, the techniques 
of nonlinear programming are applied. It is shown that use of spacings 
as independent variables results in substantial reduction of the mean 
squared error between a desired pattern and the synthesized approximate 
pattern. This reduction, however, appeared to be the result of more 
efficient use of total .aperture: rather than from wide variations in 
XI 
interelement spacings. In the specific cases examined, unequal spacings 
were apparent, but the interelement spacings did not depart radically 
from an average value. 
A second feature of a synthesis procedure based on nonlinear 
programming is the ease with which inequality constraints relating the 
independent variables may be incorporated into the design process. In 
this work, this is accomplished by application of the created response 
surface technique. None of the previous synthesis methods allow the 
specification of such inequality constraints. 
The design of linear arrays for maximum signal-to-noise ratio is a 
subject of contemporary research interest. Prior to this work, there had 
been little reported in the current literature. Initial attention was 
therefore directed toward the optimization of equally spaced arrays. It 
is shown that when the constraint of equal spacings is imposed, the maxi-
mization of the signal-to-noise ratio results in a generalized charac-
teristic value problem. The use of two linear transformations reduces 
the generalized eigenvalue problem to a conventional eigenvalue problem, 
the solution of which is obtainable by well documented methods. 
The inclusion of unequal spacings in the signal-to-noise optimi-
zation procedure is accomplished using the methods of nonlinear program-
ming. Indications from the examples considered are that unequal spacings 
play a secondary role in improving the signal-to-noise ratio, with the 
amplitude distribution across the aperture being of primary importance. 
In the discussion of each optimum synthesis procedure, numerous 




The central theme of the research summarized in this dissertation 
is the optimization of the performance of linear arrays consisting of 
isotropic radiators. Optimization of some characteristic of a physical 
system such as an antenna array requires precise definition of a 
criterion with which to evaluate system performance. Optimization then 
becomes the extremization of the mathematical statement of this crite-
rion. The specific optimality criteria considered in this research are 
described below. 
1. Pattern Synthesis for Minimum Error 
The basic problem of radiation pattern synthesis may be concisely 
stated, in the following manner. Given a desired far field radiation 
pattern., determine the excitation of an array such that the radiation 
pattern of the synthesized array provides the best approximation to the 
desired pattern. The best or optimum array in this research is defined 
as the array whose parameters are such that the mean squared error 
between the desired pattern and the synthesized pattern is minimum. 
2. Maximum Signal-to-Noise Ratio 
The index of performance to be maximized in this case is the ratio 
of received signal power to received noise (or undesired signal), power. 
The noise or interference environment is specified as a spatial distri-
bution of power at a single frequency coinciding with the signal fre-
quency. The signal is assumed to be incident from a distant source at a 
known angle. 
For each of the two criteria, the development of mathematical 
optimization procedures which incorporate as many as possible of the 
adjustable parameters (or degrees of freedom) of the antenna system is 
required. In the design of arrays, the possible degrees of freedom 
include the complex excitations of the radiators and the positions of 
the radiators on the array axis. The inclusion of the radiator positions 
as independent variables complicates the optimization problem to such a 
degree that conventional mathematics may not be readily employed. The 
powerful iterative techniques of nonlinear mathematical programming 
relieve this difficulty, in addition to providing other benefits such as 
the means for the incorporation of inequality constraints relating the 
array parameters. 
It is instructive to review the background of the optimum array 
synthesis and the related work which has been accomplished before pro-
ceeding to the approach taken in this research. 
The theory and design of linear arrays of radiating elements has 
been the object of a considerable amount of intensive research over the 
past three decades. While the primary objective of this work has been 
the synthesis of illumination functions required for a given far field 
pattern, other problems such as design for optimum directivity and 
optimum array performance in a specific noise environment have also been 
examined. In the review of these past efforts which follows, the reader 
is assumed familiar with the standard texts on antenna and array (l)»(3)» 
The theory of linear arrays was first extensively studied by 
Schelkunoff (k). Limiting his considerations to arrays of N equally 
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spaced isotropic point sources, he found that the array factor could be 
expressed as a complex polynomial of the form 
f(z) = AQ + A1z-+ A 2z
2 +. ... +.AN_1z
N"1 (1) 
where z = exp(jpd sin e), p = 2it/X> X is the operating wavelength, d is • 
the interelement spacing, and Q is the angle measured from broadside to 
the array. Schelkunoff then imposed the additional constraint that the 
array be composed of an odd number of elements, symmetrical about the 
center element, and assumed that corresponding element pairs had complex 
conjugate excitations. With these restrictions, the pattern factor (l) 
becomes 
M 
f M = a + 2 \ a cos mf + b sin m^ (2) 
V Y / o A ^ m •• • ' 
m=l 
where ty = arg(z) = pd sin 0, and £he complex excitation coefficients 
have been separated into real and imaginary components in accordance with 
A.= a. + jb„. Equation (2) is a finite Fourier expansion for the array 
factor, and well known techniques may be applied to evaluate the excita-
tion coefficients. ^ 
Hoffman (5) elaborated on array synthesis by matrix inversion, 
and showed that for a set of properly chosen sample points z , the set of 
linear equations in the A. resulting from the application of equation (l) 
at these sample points could be:solved ̂iffchout resorting to direct 
inversion of a high order matrix with complex elements. This technique 
is equivalent to Fourier synthesis, and requires equally spaced elements 
k 
in the array, 
qj/i v 
Woodward (6) used component —•£— patterns with adjustable ampli-
tude and phase displacement to synthesize illumination functions for a 
continuous line source. This particular technique is quite useful as is 
the direct matrix inversion scheme in that it provides for precise control 
of the pattern at selected points, 
The design of optimum arrays was studied by Dolph (7) for the case 
of broadside arrays, and the analysis was later extended by DuHamel (8) 
to include endfire arrays of equally spaced sources. The optimality 
criterion employed was that of minimizing beamwidth for a given sidelobe 
level. This optimization technique involved the use of Tchebyscheff ~~ ' 
polynomials in the selection of the array excitation coefficients, and 
has become one of the most widely used methods of array design. It is 
readily adaptable to computer implementation, and extensive computer 
compiled design data are available in the literature (9)» -It' should be 
noted, however, that Dolph-Tchebyscheff synthesis is, strictly speaking, 
an optimization technique rather than a synthesis method in that the 
array designer controls only the beamwidth and sidelobe level, 
Taylor (10)-(ll) optimized beamwidth for a specified sidelobe level 
for continu©,iM̂ y illuminated line sources and circular aperture distribu-
tions using a result derived by Van der Maas (12) on the pattern of a 
Dolph-Tchebyscheff array as the number of radiators increased indefi-
nitely. 
All of the synthesis and optimum synthesis techniques mentioned 
above are based on the assumption of an array of equally spaced sources 
and on some characteristic of the polynomial which describes the radiation 
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characteristics of the array. As pointed out very effectively by 
Von Aulock (13), the use of equal spacings, in addition to reducing the 
number of design variables .available, imposes certain other limitations, 
the most serious being the secondary maxima which may occur. One may see 
immediately from equation (2) that'"use of constant interelement spacings 
results in a periodic pattern factor with the appearance of secondary 
maxima, or grating lobes, with amplitudes equal to that of the main 
lobe when the interelement spacing,.d, exceeds one wavelength. This 
restriction becomes considerably more serious if the array is to be 
steered over a wide angular sector. 
Both the availability of an additional degree of freedom in vary-
ing the element locations and the desirability of suppressing the 
secondary beams by breaking up the periodicity of the pattern factor 
stimulated interest in the design of unequally spaced arrays. Unz (l̂ -) 
discussed the general aspects of such, an array and formulated a figure --
of merit with which to compare the performance of unequally spaced arrays 
with other arrays. Using a specific set of arrays., King _et al.- (15) 
V-
illustrated some of the advantageous features, of unequally spaced arrays, 
but no synthesis was undertaken. 
Since the pattern factor for an unequally spaced array is non-
periodic, representative of the radiation pattern by a conventional 
polynomial as in equation (l) is not possible, and straightforward 
mathematical synthesis is discouraged because of the large numbers of 
variables involved for arrays of moderate size. Perturbational and 
statistical techniques have proved useful because of this low degree of 
tractability. Harrington (16) used a perturbational analysis to minimize 
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the sidelobe levels for uniformly excited but non-uniformly spaced arrays 
of isotropic elements, and was able to reduce the sidelobes to approxi-
mately l/2N times the amplitude of the main beam (where N is the total 
number of elements) without increasing the beamwidth of the main lobe. 
Maffett (17) applied statistical techniques to the study of the general 
behavior of arrays having variable spacings, but did not undertake the" 
problem of synthesizing such an array. Andreasen (l8) designed arrays 
with very wide interelement spacings using an interative procedure to 
adjust the element positions and examined the steerability of such arrays. 
Using a clever mathematical substitution, Ishimaru (l^) showed 
v ' 
that the radiation pattern of an unequally spaced array could be expressed 
as a series of integrals, each of which represented the pattern of a con-
tinuously illuminated line source. This was accomplished by the use of 
Poisson's sum formula and the subsequent definition of "source position" 
and "source number" functions. Taylor's (l0) method was then applied to 
the synthesis of the component patterns. While Ishimaru's technique is 
a true synthesis procedure as opposed to a perturbational or successive 
approximation method, the inversion of the source number function may be 
a very complicated process, as pointed out in his paper. 
Tang (20) outlined a novel procedure for synthesizing an unequally 
spaced array whereby the desired pattern is first realized using an 
equally spaced array after which the element positions are adjusted 
slightly. The resulting array is a uniformly excited array whose pattern 
best approximates the desired pattern in the immediate region of the main 
beam. However, the approximation becomes worse as the angle from broad-
side increases. 
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The snythesis. of linear arrays and aperture antennas for optimum 
directivity is of considerable practical importance, and has "been widely 
discussed in the literature, although not to the extent that pattern 
synthesis has been covered. Synthesis for optimum directivity is not 
quite as straightforward as ordinary pattern synthesis because of the 
fact that, unless some constraint is imposed, there is no theoretical 
limit to the attainable directivity. This situation, where unlimited 
directivity is obtainable from a source of finite size, is referred to as 
the supergain phenomenon and is adequately covered in the literature^, 
early discussions being undertaken by Schelkunoff (k), Uzkov (21), and 
Woodward and Lawson (22). Bouwkamp and deBruijn (23) showed that the 
directivity of a finite linear source was not limited by the source size, 
and their anaĴ rsis was later extended by Riblet (2^) to include two 
dimensional sources and the infinite current strip. Taylor (25) dis-
cussed the maximum practical directivity of continuous sources and arrays 
of discrete radiating elements. Tai (26) optimized the directivity of 
arrays of uniformly spaced dipoles, while Solymar (27) determined the 
maximum directivity of a line source whose illumination function could be 
expressed as a finite Fourier series. 
Optimization of antenna arrays for maximum performance in a given 
noise environment is a problem of increasing practical importance, par-
ticularly when the antenna is part of a precision signal processing 
system,.such as a radio astronomy installation. . Little has been reported 
in the present literature on this topic, one notable exception being the 
work of Kritikos (28). The signal-to-noise ratio of an array of equally 
spaced isotropic sources was maximized, subject to a particular set of 
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constraints on the element excitations. 
The approach taken in this research departs considerably from the 
more conventional approaches of the related work reviewed in the preced-
ing paragraphs. It will "be recalled that in these efforts the common 
characteristic of all was the use of relatively complicated mathematical 
methods including perturbational techniques, methods of successive approx 
imationj, and even statistical studies in attempts to circumvent the mathe 
matical complexities introduced "by the spacing parameter. In every ease, 
the use of a digital computer was dictated for implementation of the 
developed techniques, although the number of variables involved contrib-
uted to this factor as much as mathematical complexity. 
Recognition of these problems led in this research to the applica-
tion of the techniques of nonlinear mathematical programming in the 
development of optimum synthesis procedures. The nonlinear programming 
problem, sometimes called the general mathematical programming problem, 
is concerned with the extremization of an objective function subject to 
a set of inequality constraints. This subject is well developed in the 
literature of applied, mathematics, with excellent summaries appearing in 
texts by Saaty and Bram (29), Hadley (30), and Leitmann (3l)• These 
methods have been widely applied in other fields such as automatic con-
trol, operations research, systems engineering, and economic studies. 
They have not, however, found extensive utilization in electromagnetic 
problems. 
It is shown in this research that in the area.of pattern synthesis 
for minimum mean squared error, the methods•of nonlinear programming 
provide an excellent synthesis procedure at no sacrifice in complexity 
with respect to current methods. The results of several case studies in 
array synthesis are given to illustrate the improvement in pattern 
approximation when spacings are included as independent variables. 
In the case of synthesis of arrays for maximum signal-to-noise 
performance, the design of equally spaced arrays is treated initially 
because there has been little previous work in this area. Following this 
treatment, the steepest descent procedure is utilized to investigate the 
effects of variable spacings. Three examples are included to illustrate 
the developed optimization procedures. 
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CHAPTER II 
OPTIMUM SYMHESIS OF ARRAYS 
The problem of designing an aperture and its associated illumi-
nation function has been the object of considerable research over the 
past three decades. Despite the considerable effort expended, the 
mathematical complexity of array and aperture design has resulted in 
only a few techniques which are extensively employed. In this chapter 
the methods which have been developed for pattern synthesis are reviewed 
so that the present work may be evaluated in proper perspective. It 
should be noted at the outset that the following discussions deal onl̂ y 
with arrays of discrete radiating elements as opposed to a continuously 
illuminated aperture. 
The radiation pattern of a linear array of isotropic radiators of 
the form illustrated, in Figure 2.1 may be easily shown to be given by 
N . • 
—• / \' — '• • V"1 ' — JBx^cose . . 
E (d) = I + \ I eJP n (2.1) O f I n 
n=l 
— 2jr 
where I. denotes the complex excitation of the i-th element, p. = -y- , 
A, is the operating wavelength, and 6 is the angle off the array axis. 
Note that in (2d) no restrictions are placed on the location of the 
radiators along the array axis. If the radiator excitations are complex, 
then in general E (d) will be complex. It is important to note the 




Fig. 2.1 General Linear Array. 
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radiation pattern for any given value of 0. • Clearly, the excitations 
and element positions for any fixed N determine the magnitude and phase 
of the complex E (o)j hence, a more meaningful notation would be 
N 
— /— • — x — V-1 - J£xncos 0 
E (i, x, 6) = I + \ I edP n (2.2) 
where 
o / [ n 
n=l 
I = [IQ I± I2 ... IN] (2.3) 
denotes the current excitation vector, and x denotes the vector whose 
components are the element positions. 
x = [x± x2 x •.« x^] (2.^) 
In most practical situations, the phase of a radiation pattern is of much 
less importance than the magnitude of the pattern. In such a case, the 
array designer is confronted with the problem of either disregarding the 
phase information, or attempting to realize a pattern whose values are 
purely real for any value of ©. That this second alternative is prefer-
able will be illustrated in the following discussion. 
Let the array be composed of (2M + l) radiators, where M is an 
integer, and let the radiators be arranged in symmetrical pairs about 
the center element as illustrated in Figure 2.2. If the further con-
straint that element pairs have excitations which are complex conjugates 
is imposed, then the excitation vector is simplified after substitution of 







Fig. 2.2 Symmetrically Excited Array. 
Ik 
where 
I. = a. + jb. (2.5b) 
1 1 ° 1 ' 
and 
I . = a. - jb. . (2.5c) 
-1 1 ° 1 \ y / 
The expression (2.2) representing the radiation pattern becomes 
M 
„• E (a.b.x.0) = a + 2 \ a cos (fix cos 0) + b sin (fix COS 9) (2.6) 
• 3 9 3 ' o / m K m ' . m X K m / v ' 
m=l 
which is purely real expression. In addition to this latter factor, it 
is further important to note that for (N + l) radiators, where N. is an 
even integer, the vectors (2.3) and (2.4) have a cumulative total of 
(3N + l) components including the components of the complex I, whereas 
the vectors 
a = [aQ ax a£ ... a^ 
b = [bl b2 b3 *" V (2e7) 
x = [x± x2 x ... xM] and 
have (5M + l) components, a difference of JM components for the same 
number of radiators in each case. This reduction in the order of vec-
tors is particularly valuable when the number of radiators is large. 
Having justified the selection of an array whose radiation pattern 
is given by (2.6), it is instructive to consider the general characteristics 
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of the overall pattern synthesis problem. Schelkunoff {k) proposed the 
first pattern synthesis method when he recognized that when the substi-
tution 
. \|r = pd cos 9 (2.8) 
was introduced into the expression for an equally spaced array, for" which 
x = md m = 1.2,««'..M (2.9) 
expression (2„6) becomes 
M 
E(^) = a + 2 \ a cos mt + b sin mt (2.10) 
x o / m m • ' 
m=l 
This is recognized.immediately as the finite Fourier seriesj consequently, 
given a desired radiation pattern F(£), it is only necessary to make the 
change of variables (2.8), thus obtaining F(i)> after which it is a 
simple matter to compute the Fourier coefficients a •••aM, b• ••»b . While 
this particular synthesis procedure and related ones by Woodward (6), 
Hoffman (5), and others are straightforward and have proved invaluable in 
array design, there are, however, several serious limitations which must -
be examined, 
The first of the limitations is clearly the requirement that the 
radiators be equally spaced along the array axis, a restriction which in 
itself reduces the amount.,of flexibility available-to the array designer. 
Furthermore, it is easily established that the set of excitation coeffi-
cients derived from applying the Fourier method are unique only for 
one-half wavelength interelement spacings. To illustrate this last 
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assertation, consider the range of the variable \|/ in (2.8) and (2.10). 
For d = — , the range of \|/ is the closed interval [-jt,jr] for 0 in the 
interval [0,it]. Consider the pattern F(e) illustrated in Figure 2.5(a). 
A change of horizontal axis results in F(^) shown in Figure• 2v3(b). Note 
that the domain of F(^) is the entire interval [ -rf,jt]. Since the func-
tions cos m\|/ and sin n^ are orthogonal over [-JI:,TC], the coefficients a. 
and b. are uniquely determined. Furthermore, the resultant Fourier 
series approximation to the given F(^) is in this case optimum in the 
mean square sense for any given number of terms. Figure 2.5(c), how-
ever, illustrates F(^) for a spacing of one-quarter wavelength, in which 
case the domain of the given F(^) is the closed interval [-jt/2, jt/2]. 
Since the functions sin m^ and cos n^are not orthogonal over this 
interval, then a "fill-in" function will be required over the intervals 
[̂ •t,-jt/2] and [jt/2,jt] if the Fourier technique is to be applied. Clearly, 
the form of this fill-in function will affect the quality of the approxi-
mation of the resulting series. There are, however, no straightforward 
methods for specification of this auxiliary function, the designees 
intuition playing the major role in its selection. Similar remarks apply 
for spacings greater than one-half wavelength. It is clear then that 
even the synthesis of "optimum" equally spaced arrays, in the sense that 
optimum.is used in this research, has major restrictions and difficulties 
in implementation. B 
These and similar limitations apply to the other widely used 
pattern synthesis methods as summarized by Walter (36). To alleviate 
these restrictions, there have been a number of attempts in recent years 
to incorporate the radiator positions as independent variables in 
(a) Desired Radiation Pattern F(o) 
.F(¥) 
(b) F(^) for Interelement Spacing of — 
iF(*) 
(c) F(\k) for Interelement Spacing of -r 
*-¥ 
Fig. 2.3 Illustration of Spacing 
Limitation in Fourier Synthesis. 
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synthesis procedures. Unz (lh) was among the first to suggest the use of 
unequally spaced arrays., and since his initial paper9 a variety or pro-
posed methods have appeared. Almost without exceptiony these methods 
have been of an iterative nature because of the mathematical complexities 
introduced by allowing unequally spaced elements. A review of these 
efforts was included in the introduction to this dissertation and will 
not be repeated here. 
The specific approach taken to the synthesis problem in this 
research is outlined in the following discussions. 
The central problem in radiation pattern synthesis is to determine 
a radiation pattern of an actual array, sayE(©), such that E(e) is the 
best approximation in some prescribed sense to a given or desired 
pattern, say F(e). There a variety of criteria, for evaluating the 
quality of the approximation for a particular E(e). The most practical 
optimality criterion is that of best approximation in the mean square 
sense. In mathematical terms, the optimum synthesis problem is that of 
finding a realizable function E(e) which minimizes the functional 
jt 
£[E(e)] = \ f me) - E(e)]2 de (2.11) 
J o 
There exists only the trivial solution to the conventional variational 
approach to the minimization of (2.1l). The direct methods of optimi- " 
zation must therefore be employed since no single extremal exists. This 
is to be expected since the allowed comparison functions E(0) are not 
unrestricted but are limited to linear combinations of the component 
19 
functions 
u.(9) = cos (fix. cos 9) 
(2.12) 
v.(0) = sin (Bx. cos 9) 
1 .1 
The application of the Ritz Procedure for direct optimization is then 
required, with the set of comparison functions restricted to the set 
M 
V O) = a + 2 \ a cos (fix cos 9) + b sin (Bx cos 9) (2.13) 7 o / m K m ' m K m ' x ' 
m=l 
which is precisely equation (2.6)'.* Upon substitution of a particular 
comparison function into functional (2.11), the optimization problem is 
transformed to the minimization of a conventional function of the adjust 
table parameters a, b, and x. 
* M 




b sin (fix cos 9) ) d9 
m m 7 J 
The optimum array is then completely described by the vectors •%',% and x 
which minimize this mean squared error expression. In principle, these 
vectors may be determined by solving the following set of equations: 
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i = 1,.-.,M (2,15) 
i = 1,•••,M 
While this approach to pattern synthesis may appear straightforward, it 
is instructive to consider the mathematical character of the equations 
(.2,15). As an illustration, the partial derivatives with respect to 
the position vector components yield nonlinear equations of the form 
jt 
J [F(e) - \ (a/5,x,e)] 
(2.l6) 
{ cos (px. cos Q) - sin (f3x. cos 0)} ©os Q &6 = 0 
The solution of equations (2.16) in conjunction with the other nonlinear 
equations resulting from differentiation with respect to the excitation 
coefficients is,clearly a nontrivial undertaking. The solution is, 
however9 required if the synthesis procedure is to yield an optimum 
array. 
It is illuminating to discuss the mathematical characteristics of 
equation (2.1^) in order to motivate the proposed means of arriving at 
the solution of equations (2.15). Geometrically, expression (2.1^) 
represents a surface in (3M + 2) dimensions, each dimension or axis 
corresponding to a single component of the independent variables a, b, 
and Xj in addition to the axis corresponding to e(a,b,x). The general 
optimization problem is to find the vectors a,_$, and x for which e(a,b,x) 
^ - 0 
db. _ ° 
1 
assumes its global minimum value. This solution is, of course, the 
solution to equations (2.15). The nonlinear nature of these equations 
suggests that instead of a single solution, the surface described by 
(2.l4) may have a number of relative;minima with various values for the 
mean-squared error. Such a surface is described by the adjective 
multimodal, while a surface with a single minimum is called a unimodal 
surface. Figure 2.4 illustrates the contours of a typical multimodal 
error surface which were calculated on the digital computer. In this 
example, the desired pattern has been deliberately chosen to be the 
pattern of the array illustrated in Figure 2.4, so that exact solutions 
exist. These solutions are indicated at points (rt,3rt) and (3s,.jt). 
Note, however, that stationary points which are relative minima exist 
at (jr,jt) and approximately (3rtj3rt)« Thus, in the limited region shown 
in Figure 2,4, there are four mimina whose coordinates represent solu-
tions to equations (2.15). 
The preceding discussions have presented the fact that the non-
linear objective function representing the mean squared error in a typi-
cal pattern synthesis example will in many cases geometrically describe 
a multimodal surface. Because several relative minima may exist on 
such a surface, the question arises concerning the identification of the 
global minimum among the several relative minima. There are, unfortu-
nately, no•convenient mathematical procedures for identifying a global 
minimum. The physical characteristics of the radiation pattern synthesis 
problem are, however, such that this difficulty may be circumvented with 
relative ease,, The error response surface does not undergo violent 
undulations within small regions, and other qualitative considerations 
22 
urface is symmetrical 
about 3xJL= px 2 l i n e . 
Comparison function i s 
pa t t e rn of array shown 
"below: 
F(0) = 2 (cos[ jr cos e] 




Fig. 2.k Typical Error Surface 
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of secondary beam formation and high sidelobe levels which are conse-
quences of widely varying interelement spacings narrow the region where 
the global minimum should be located. The contours of Figure 2.4 will 
confirm this last statement. It will be noted in this illustration that 
the relative minima shown do not, in fact, correspond to practical 
solutions because in two cases they represent elements which occupy the 
same positions along the array axis. The effective number of radiators 
in the synthesized array would be reduced if either of these relative 
minima were chosen as the global minimum. This clearly would not repre-
sent a desirable solution, and one would know immediately that the global 
minimum lay elsewhere. While such qualitative arguments are far from 
- • *** 
providing an error free method for assuring the determination of the 
optimum array, their application in this research has been quite success-
ful. The synthesis examples reported herein did not result in error 
surfaces where the minimum located did not appear to be a strong minimum 
with a decreased mean squared error when compared with the error of an 
array synthesized by the Fourier method. 
The Method of Steepest Descent 
It is apparent from the previous discussions that the synthesis 
of the optimum array requires the location of the global minimum oh the 
error response surface. While the location of all stationary points may 
be determined, in principle at least, by the solutions to equations (2.-15)* 
the complexity of these nonlinear equations rules out any attempt at a 
direct solution. Because of this complexity, the techniques.of nonlinear 
programming are applied in this research as the specific means of 
\ 
2k 
determining the location of the global minimum. Most of the iterative 
procedures which fall under the general heading of nonlinear programming 
are modifications of the method of steepest descent, and excellent 
summaries appear in texts by Saaty and Bram (29), Hadley (30), and 
Leitmann (3l)» These techniques have been widely applied in other areas 
such as automatic control, operations research, and economics^ but little 
effort has been devoted to their application to electromagnetic problems. 
One notable exception is an effort reported by Michelson and Schomer (32) 
where synthesis of arrays using element amplitude, phase, and position 
as variables was undertaken. Their work was done independently and con-
currently with the early work done on the proposed research and was 
largely concerned with the design of arrays on irregular curves. However^ 
it was assumed that the mathematical expression for the curve was known. 
This approach, coupled with the fact that the effects of constraints 
upon the array variables were not examined,,serves to separate substan-
tially their work from that of the present research. 
The mathematical procedure involved in the minimization of a non-
linear function of several variables, say f(x) where x = (x_ ,x_, • • • ,:x_ ) 
should be considered. . Note that while the minimization of f(x) is 
specifically considered, the same techniques would apply to the problem 
of maximization, since the minima of -f(x) correspond exactly to the 
maxima of f (x). It is well known that the direction of maximum rate of 
decrease of a function is that direction described by the negative gradi-
ent of the. function. That is, if x is chosen as the initial point in a 
steepest descent procedure, andVf(x0) ^ 0 there will exist a X< 0 such 
that if 
1± = xQ + XVf(x ) (2.17) 
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then f(x, )•< f(xL). Subsequent application of the above results in an 
iterative process which will ideally terminate arbitrarily closely to a 
point x at which Vf(x ) = 0. a necessary condition for x to be the 
* m x -nr ' J • m 
location of an extremum of f(x). 
To further illustrate the basic workings of the method of steepest 
descent, consider the hypothetical surface in these dimensions specified 
by the function f(x) = f (x., ,xp) shown in the contour map of Figure 2.5» 
The minimum of this unimodal surface is assumed to be located at the 
origin* A typical steepest descent trajectory is illustrated, with the 
starting point xL as shown on the figure. Since Vf(xn) ̂  0, moving in 
the direction specified by the negative of the gradient will allow a step 
to point x-. Since Vf (x..) ̂  0, subsequent iteration to x is possible, 
until one may approach arbitrarily close to the minimum at the origin as 
illustrated by the trajectory shown. 
Clearly, the selection of X at each iteration will affect the rate 
of convergence of the procedure. The conventional approach in this selec-
tion is to expand the objective function in a Taylor's series about the 
current iteration point, say x, retaining only the first three terms. 
• N N . N 
t(i • X.) - .,(x) - X I * & u± • I- £ "£ § ^ ̂  <2.*> 
i=l i=l j=l 
^•p 
where ,u. = ̂ - , and u =Vf(x). 
i 
\ should be selected so that the decrease in the value of the objective 









Fig. 2.5 Contour Plot of Hypothetical Surface 
f (x-^xg) Illustrating a Typical 
Steepest Descent Trajectory . 
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If the objective function f(x) is quadratic, then selection of step "size 
by this method will result in convergence to the minimum of f(x) in the 
direction of the gradient Vf(x) in a single step. If f(x) is not quad-
ratic as is generally the case, then the expression (2.20) does not 
guarantee that this step size is optimum. In some cases the; value of the 
function after the step is taken will even be greater than that at the 
initial point„ This latter difficulty may be avoided in application of 
the technique by simply checking the value of the function at each point, 
comparing values between successive iterations, and interpolating along 
the line segment between points to determine a new point where the value 
of the function decreases. In spite of these drawbacks, it is conven-
tional to apply (2.20) to obtain the initial step size in a steepest 
descent procedure, 
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Another feature of interest in the determination of step size is 
the fact that the NxW matrix of mixed second order partial derivatives of 
the function at each iteration must be evaluated. If N is large or if 
the"second partial derivatives are given by complicated mathematical 
expressions, then a severe computational restriction may be experienced. 
Expressions involving integrals such as those encountered in pattern 
synthesis for minimum mean squared error are particularly troublesome. 
Considerable effort has been devoted to the development of methods which 
do not require evaluation of the Hessian at each iteration, but rather 
use an estimate of this matrix which is corrected based on actual infor-
mation or the behavior of the function at each iteration.• Davidon (33) 
was the first to implement a procedure of this type and his work.was 
extended somewhat by Powell and Fletcher (37)« In this research, a 
modified version of Davidon1s procedure is used to implement the steepest 
descent technique. 
There is, finally, the question of the mathematical establishment 
of the convergence of the steepest descent procedure. Proofs of conver-
gence are available in many standard texts on nonlinear programming,, and 
for completeness in this presentation, a convergence proof is included in 
Appendix A of this report. 
Implementation of the Procedure 
The method of steepest descent for the synthesis of optimum arrays 
was implemented on the B-5500 digital computer using a modification of 
the variable metric minimization technique due to Davidon (33)« The 
significant difference between this method and conventional steepest 
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descent procedures is the lack of necessity for evaluation of the matrix 
of second order mixed partial derivatives at each iteration. Results of 
this implementation are shown in the following examples.. 
Examples on Synthesis "by the Method of Steepest Descent 
An illustration of the synthesis of arrays by an appropriate set 
of examples is complicated by the fact that no single example has all of 
the necessary characteristics required. Consequently, a series of case 
studies is dictated, with due care being devoted to the selection of the 
cases to be examined. The following two examples represent respectively 
the cases of pattern synthesis for an array with complex excitations and 
pattern synthesis for a broadside array, in which case excitations are 
real. 
Example I. Synthesis of Cosecant pattern. 
The pattern selected for this example is given by the set of 
expressions 
r 0 0 < 9 < jt/2 




e < e < jt 
sec 6 o — 
where 6 is measured from the array axis. 
Such a radiation pattern has considerable practical significance, 
being widely used in ground based search radars. This pattern is illus-
trated graphically in Figure 2,6, which illustrates both the desired 
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five elements. Figures 2.7 and 2.8 illustrate the patterns of nine and 
thirteen element arrays respectively. 
The physical arrangements of these arrays are illustrated in the 
respective figures. An important feature to be noted is the variation in 
element spacings along the array axis. While these variations are notice-
able in every case in the illustration, they are not marked by a large 
fluctuation about some average value, as indicated in Table I. The 
average value of spacing in this table was obtained by dividing the total 
aperture width by the number of interelement intervals. 
A final characteristic of this example which is of primary interest 
is a comparison of this synthesis procedure with the Fourier method of 
pattern synthesis, since the Fourier technique is the most widely employed 
technique for synthesis of equally spaced arrays. This comparison of 
mean squared error is shown in Figure 2.9. Note that a substantial 
improvement in array performance is realized by using the steepest descent 
technique where element locations are employed as independent variables. 
Example II. Synthesis of an Exponential Pattern 
The second case to be examined involves the approximation of the 
pattern given mathematically by 
F(e) = exp [-50 cos2 e] (2.22) 
This pattern is similar to the familiar Gaussian function. Figure 2.10 
provides a graphical illustration of its characteristics. Note that 
because the pattern F(d) is symmetrical about the broadside direction, .-
the pattern will be approximated by 
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Note: Since array is symmetrical 
about center element, only 
one half is shown. Symbols 
represent isotropic radiators, 
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Fig. 2.7 Synthesis of CSC Pattern with Nine Element Array 























0 0.1488 0.0000 
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Fig. 2.9 Comparison of Mean Squared Error 
for CSC 0 Synthesis - Example I. 
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i so t ropic r a d i a t o r s . Element exci ta t ions are 
shown d i r ec t ly above each element. 
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Fig. 2.10 Synthesis of Gaussian Pat tern with Six Element Array -
Example I I . 
vn 
Number of Total Aperture Average Spacing Separation Between Elements 
Elements in Wavelengths in Wavelengths in Wavelengths 
dl0 d2l d52 % V d65 
5 2.6667 O.665 0.6184 0.7149 
7 4.442 9»7403 0.6504 O.7926 0.778 
9 6.258 0.7822 O.6693 0.8207 0.844 0*^95 
11 7.3732 0.7373 O.5225 0.7395 0.8118 0.8284 0.7844 
13 9.916 0.8263 O.5307 O.7313 O.805 O.831 0.800 0.762 
* 
d. . = d. - d. 5 i.e. d„- is spacing between first and second radiators. 
ij 1 3 9 21 * ^ 
TABLE I TABULATION OF ELEMENT SPACINGS — EXAMPLE I 
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M 
EU(8J. = a + 2 \ a cos (fix cos 9) (2.23) 
Mx ' o / m K m ' x ' 
m=l 
where the excitation coefficients a. are purely real numbers. 
Figure 2.10 illustrates the approximation to the desired pattern 
which is realized with a six element array, while Figure 2.11 shows the 
improvement in the approximation when ten elements are employed in the 
array. Note that the spacings of the radiators in the illustration of 
the physical arrangement of each array are noticeably nonuniform, but 
that there are no radical variations in spacing along the arrays. 
A comparison of the mean s'quared error for the Fourier synthesis 
method and the steepest descent method is given in Figure 2.12. A sub-
stantial improvement is to be noted for the array synthesized using 
steepest descent procedures. 
Synthesis Incorporating Linear Inequality Constraints 
The preceding discussions and examples have demonstrated the advan-
tages of using the powerful techniques of nonlinear, mathematical program-
ming in the design of radiating systems. One of the most useful features 
of this approach to the pattern synthesis problem is the ease with which 
inequality constraints may be incorporated into the design procedures. 
None of the present synthesis techniques provide for the specification of 
such constraints. In fact, the mathematical techniques of the methods in 
wide use do not allow this additional flexibility. 
In the preceding development on pattern synthesis, an optimum 
0.151 0.0923 
— i 
0.0̂ +33 0.01̂ +7 
3 k 
Distance along array axis 
in wavelengths 
Note: Since array is symmetrical about centerline, 
only one half is shown. Symbols denote 
isotropic radiators. Element excitations 
are shown directly above each element. 
k6 5 0 o ^ 
Angle off Broadside in Degrees 
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array was sought in which the system variables included both the complex 
excitation coefficients and the positions of the radiators along the 
array axis. The values of these parameters which resulted in minimum 
mean squared error between1 a given pattern and the pattern of the synthe-
sized. array completely described the optimum array. . There were,, however., 
no limitations imposed on the values which these parameters could, assume. 
In many practical instances., the array designer may not have complete 
flexibility in selection of parameters due to space limitations and 
other factors. Electrical restrictions., such as the mutual coupling 
problems which exist in multielement antennas, also impose certain limi-
tations. 
There might be constraints on the ranges of the excitation coeffi-
cients themselves^ such as a specification of maximum allowable amplitude 
taper. The important characteristic of these types of design constraints 
is that they will in general be inequality constraints, and thus they 
could not be accommodated using the Lagrange multiplier method or by the 
elimination of variables by direct substitution. 
The specific mathematical form of these constraints is restricted 
to linear inequalities of the form 
v 
g (a/b,x) > 0 (2.24) 
where a, b, and x are the vectors of array parameters previously defined. 
This limitation is not a serious restriction because each of the con-
straints mentioned above is linear as the following illustrations will 
show. . A constraint of the maximum allowable aperture would be specified 
as 
kl 
x. - a > o , i = 1.-...M (2.25) 
1 max — ' ' ' v ' 
while the minimum allowable spacing constraint would be written as 
x. .. - x. - d . ; > 0 , i = 1,...,M-1 .- (2.26) 
l+l 1 min — ' ' ' ' 
where 2d and d . represent maximum allowable aperture and minimum max min 
allowable interelement spacing, respectively. Similarly, if a were 
taken as reference, the specification of maximum allowable amplitude 
taper would be expressed as 
a. - k a > 0 , i = 1>•••,M (2.27) 
for some prescribed k. Constraints relating components of vector b could 
be similarly constructed. 
It is worthwhile to discuss briefly the geometrical significance 
of inequality constraints to further illustrate the complications caused 
by the inequality sign. Consider the problem of locating the minimum on 
a unimodal three dimensional surface given mathematically by 
f (x) = f(X;L,x2) (2.28) 
which satisfies linear inequality constraints 
g^x) > 0 
(2.29) 
g2(x) > 0 
On the (xn,xp) plane, these constraints define a region of two dimensions 
h2 
in vhich feasible solutions may exist. If these constraints were equality 
constraints, however, each: equality would reduce the space of feasible 
solutions by one dimension; consequently, the minimization of f(x) subject 
to g (x) = 0 and gp(x) = 0 is trivial. The solution is the point of 
intersection of the boundary planes described by the two equalities. 
Inequality constraints, because they do not reduce the dimension of the 
region of feasible solutions, do not allow any such simplification of the 
minimization problem. 
These points are further illuminated by the hypothetical surface 
shown in Figure 2.13. This illustration shows a contour plot of a urii-
modal three dimensional surface on which is superimposed two constraint 
boundaries representing two linear constraints. 
g1(x) = 3 - x1 
(2,30). 
g2(x) = 9 - 3x2 + x̂ ^ 
For g,(x) > 0 and gp(x) > 0> the region of feasible solutions is labeled 
B, where it is further assumed that x., > 0, x > 0. Note the locations 
of the global minimum, the constrained minimum, and the intersection of 
the constraint boundaries. The fact that for this simple example these 
points are separate and distinct illustrates the difficulties encountered 
when inequality constraints are added to the overall minimization prob-
lem. The minimization might also be further complicated by the fact that 
the surface described by the objective function could be multimodal with 
a relative minimum located inside the feasible region. The remarks on 









Fig, 2.13 Contour Plot of Hypothetical 
Three Dimensional Surface. 
kh 
conclusion is that again physical considerations are the major factors in 
identifying and rejecting these minima. Extension of these remakrs to 
spaces of higher dimension is straightforward. 
Despite these difficulties, there are procedures for incorporating 
linear constraints in direct optimization techniques. A variety of these 
are reported in the literature (3^)-(35)» The created response surface 
technique is originally due to Carroll and is particularly well suited to 
the optimization problem of this research. 
Consider the minimization of a nonlinear objective function, say 
f(x), where x is an n-vector subject to the (m+n) linear inequality con-
straints 
g ± ( x ) = x± ^ 0 •• • , i =. 1, • • • ; n 
g1(x) > .0 , i = n+l/'«',m+n 
An auxiliary function is formed as indicated below. 
m+n 
(2.31) 
F (x,r) = f (x) .+ r V j^= 
i=l 
(2.32) 
The basis of this procedure is the selection of a sequence {r ] decreas-
ing to zero as k tends to infinity. For each value of r, in the sequence, 
the function F(x,r,) is minimized using the method of steepest descent. 
Note that the terms l/g.(x) become infinite on the constraint boundary so 
that if the steepest descent process starts within the feasible region of 
solutions, the minimum of F(x,r, ) will remain within the feasible region 
5̂ 
also. Selections of smaller values of the parameter r will result in 
this minimum moving closer and closer to the boundaries which are binding. 
As r gets smaller and smaller, the contributions of the terms due to the 
non-binding constraints will be negligible. Those constraints which 
are binding force F(x,r) to become infinite on each of the constraint sur-
faces, but the effects of each binding constraint at points just off the 
boundary becomes less as r decreases. It should be expected then that a 
binding constraint surface could be approached arbitrarily closely for r 
sufficiently small. Thus, the minimum of f(x) subject to linear con-" 
straints g.(x) would be approached along the trajectory of minima of 
F(x,r,) as the sequence ̂ r } tends toward zero. 
Mathematical establishment of the convergence of the created 
response surface techniques is included in Appendix B. 
Example on Pattern Synthesis 
Subject to an"Aperture Constraint 
The preceding discussions illustrated the practical need for 
incorporating inequality constraints into the synthesis procedure, and 
indicated the required mathematical techniques for accomplishing this.".' 
It will be recalled that a wide variety of linear inequality constraints 
were applicable in array design, but that the mathematical form of these 
constraints remained invariant. It is practical, therefore, to' illus-
trate pattern synthesis subject to constraints using a single constraint, 
in this case a maximum allowable aperture constraint. In order to 
include the unconstrained solution for comparison, it is convenient to 
select the example from the preceding section on the synthesis of the 
exponential pattern using six radiators. Figure 2.10 shows this example 
46 
where no constraints are imposed. Note that the maximum spacing from the 
array center is 1.9531 wavelengths. 
Two specifications of maximum aperture are set forth in this exam-
ple. In the first case, the maximum aperture allowed is 3»5 wavelengths 
which means that the maximum value for any radiator displacement from 
array center is 1.75 wavelengths. This constraint is stated mathemati-
cally as follows. 
1,75 - x± > 0 , i = 1,2,3 (2.33) 
The auxiliary function F(a,x,r, ) is then given by 
F(a,x,rk) = £(a,x) + r k 1.75-x, x 
Li=l 
(2.3^) 
The sequence of { r } is shown in Table II, together with the vectors which 
minimize F(a,x,r, ) for each k. It is clearly seen that x is being bound 
£ . J 
by the constraint. For r = 10~ , the value of x is 1.7^99 Wavelengths % 
convergence to a value closer to 1.7500 wavelengths could be achieved by 
assigning smaller values of r, but no practical purpose is served in this 
example by extending the process further. The desired pattern, synthe-
sized pattern of the unconstrained array, and pattern of the constrained 
array are illustrated in Figure 2.14. 
In the second specification, the maximum allowable aperture con-
straint is relaxed to allow a maximum displacement of 1.91 wavelengths 
from the centerline. The sequence of { r, } for this case is shown in 
Table. II, while the patterns of the unconstrained array and the constrained 
TABLE II TABULATION OF CONSTRAINED SOLUTIONS 
d =1.75 Wavelengths max 












0.014509 0.03803 0.84828 1.43274 
0.004751 0.35094 1.05113 1.70808 
0.004030 0.36162 1.07992 1.74584 
0.003978 0.36233 1.08119 1.74868 
0.003956 0.36263 1.08278 1.7499 
d =1.91 Wavelengths 
max 
r F(a,x,r) Xl X2 
(in wavelengths) 
X3 
10-2 0.012218 0.08951 0.77912 1.496 
ixT* 0.003327 0.38514 1.15050 1.864 
io-5 0.002851 0.38957 1.1646 I.8936 
10-6 0.002718 0.39107 1.1694 1.9044 
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Angle off Broadside in Degrees 
F i g . 2.11+ Constrained Synthes i s of Exponent ia l P a t t e r n f o r 
Maximum Aperture of 3-5 Wavelengths w i t h Six 
Elements . 
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array are illustrated in Figure 2.15. The "better approximation of the 
second array and the manner in which the constrained pattern is approach-
ing that of the unconstrained array are the important characteristics of 
this illustration. 
Summary 
The work discussed in this" chapter has illustrated that the tech-
niques of nonlinear mathematical programming are directly applicable to 
the problem of array synthesis for minimum mean squared error. Insofar 
as ease of implementation is concerned, no increase in complexity was 
experienced in the use of this procedure when compared with the other 
iterative methods reported in the literature. Furthermore, nonlinear 
programming is sufficiently flexible to allow incorporation of design 
constraints relating the array parameters, a feature of some importance 
not enjoyed by any of the other known methods of array design. 
Specifically, these studies have investigated the influence of the 
element positions as additional independent variables in the synthesis of 
prescribed radiation patterns. It has been demonstrated that the use of 
variable spacings results in a better approximation to a given pattern 
than the widely used Fourier synthesis method provides. The specific 
examples investigated did not, however, show that this improvement in 
performance is due to widely varying unequal interelement spacings, but 
rather results from the fact that for a particular number of radiators, 
the steepest descent procedure automatically selects the optimum aperture 
structure. This selection is not possible with the Fourier technique 
because the number of elements determines the aperture size. Further-
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Fig. 2.15 Constrained Synthesis of Exponential Pat tern for 




elements increases, whereas the steepest descent procedure adjusts each 
excitation coefficient independently as the number of radiators is 
increased. The specification of inequality constraints is of consider-
able practical interest, and in this work has been incorporated into the 
array synthesis procedure using the created response surface technique. 
Investigation of two maximum aperture constraints in the synthesis of an 
exponential pattern illustrated the rapid convergence of the method, and 
clearly showed at each iteration of the parameter xv which variable was 
being bound by the constraint. 
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CHAPTER III 
SYNTHESIS OF ARRAYS FOR OPTIMUM SIGNAL-TO-NOISE PERFORMANCE 
Introduction 
In this chapter, the optimization of the performance of linear 
arrays of isotropic ppint sources in an interference or noise environment 
whose spatial characteristics are prescribed is discussed. It is shown 
that when the constraint of equal spacings is imposed, the use of two 
linear transformations reduces the optimization problem to a conven-
tional characteristic value, or eigenvalue problem. The cases where 
spacings are included as independent variables are handled using two 
methods. In those situations where small variations in interelement 
spacings are expected to improve the performance of the array a pertur-
bational technique is developed to determine the element locations. For 
larger displacements, the method of steepest descent is utilized. 
A brief review of the motivating factors which influenced the 
choice of maximum output signal-to-noise ratio, as the optimality cri-
terion, should properly precede the discussions which follow. There are 
several practical instances in which the maximization of output signal-
to-noise ratio is considerably more meaningful than synthesis techniques 
which optimize directivity or perhaps the beamwidth of the main lobe for 
a given sidelobe level as in Dolph-Chebyschev synthesis. One application 
which is suggested immediately is that of the design of radiating systems 
which are to operate in the vicinity of other strong radio sources where 
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mutual interference becomes a severe problem. The confined space of a 
naval vessel with its myriad of radar and communications equipment fur-
nishes an excellent example of a complex radio frequency interference 
(RFI) environment. Possible interference between the electronic equip-
ment of vessels operating in convoy further emphasizes the necessity for 
considering this factor in the design of antenna systems. 
Another practical situation where the maximization of output 
signal-to-noise ratio is of paramount importance is the case of an array 
used for radio astronomy. The use of arrays is becoming widespread in 
this area., and the necessity of discriminating against interference using 
all possible means is obvious. 
A final example of a situation where signal-to-noise ratio maxi-
mization is a paramount feature is that of a radar array mounted on an 
aircraft which is observing other aircraft at approximately the same alti-
tude or higher altitudes. The clutter return will be substantial in over-
land operation, and use of the array's flexibility to improve the signal-
to -clutter ratio should provide some relief in the overall overland air-
borne radar problem. 
Some General Remarks 
Following these introductory comments, it is necessary to carefully 
discuss the mathematical description of the noise, or interference environ-
ment in which the array whose performance is to be optimized is to operate. 
The reader should note that in the text to follow the terms noise and 
interference are used synonymously to describe any undesired signal. 
In general, the noise power spatial distribution will be a function 
5̂  
of frequency as well as the angular coordinates 0 and cp. The reader 
should refer to Figures 3«1 and 3-2 for the relation of these angular 
coordinates to the radiating system geometry. It is convenient, and in 
a large number of physical situations quite practical, to assume that the 
noise power input to the array is of a single frequency equal to tha't of 
the desired signal. Such an assumption is clearly justified if the over-
all signal processing system of which the array is to be a part is a 
narrowband system. Denoting the overall noise environment's mathematical 
description as 3̂ (0,̂ ,03), this assumption allows the noise function to be 
simplified to 
N(e/P,a>) = N(e,<P) 5(o3-ao ) (3.1) 
where co is the angular frequency of the desired signal, and 8(03-03 ) is 
the delta function with the well-known characteristics 
1 ) CO = CO 
0 
5(03-03 ) x 0' 
1° } CD 5^ 03 ' O 
( 3 . 2 ) 
If the individual radiators in the array are isotropic, then it is 
clear that, for a given value of 0, the radiation pattern is invariant 
over the entire range of the angular coordinate 9. Thus, no generality 
is lost by restricting the noise environments under consideration to be 
invariant with respect to <P. For those environments whose spatial charac-
teristics are not invariant with respect.to <P but which are separable into 

















Fig. 3*2 Geometry of Radiating System 
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N(9/f» = 1^(0) N2(q>) 5(a)-a>o) (3-3) 
pattern multiplication will allow the synthesis of a rectangular array of 
isotropic radiators. This type of noise environment is easily handled "by 
a straightforward extension of the synthesis techniques for linear 
arrays, and will not be discussed further. 
The synthesis of only linear arrays then allows the noise function 
to be written as 
N(e/P,o>) = N(e) B(OWD ) (3.k) 
where Np(<p) has been set for convenience equal to unity. This final 
expression is the mathematical description of the particular type of 
noise environment to be considered in the following development of the 
optimization procedure for linear arrays. 
Before proceeding to the specific details of the optimization pro-
cess > it is interesting to consider some of the general aspects of the 
problem of maximizing the output signal-to-noise ratio of a linear addi-
tive array. In many respects, this problem is similar to the matched 
filter problem of communication theory. 
In Figure 3«3j the system composed of the array is represented 
schematically by a box whose tranfer function G(Q) is the power pattern 
factor of the array. The problem is to determine the antenna transfer 
function G(9) which maximizes the signal-to-noise ratio at the output 
of the system for a given noise power spatial distribution N(s). For a 
matched filter, the analogous functions are |H(JCD) ) and N(CD) respec-
tively. One could view the antenna signal-to-noise optimization problem 
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Undes i red 
Signal or Noise 










w a t t s 
N(e) 
w a t t s 
S 6 ( 0 - 0 ) o o-
l l ! 
Fig. 3*3 Typical Signal and Noise Pover 
Spat ia l Distr ibut ions . 
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as the dual of the matched filter problem where the angular coordinate Q 
is the dual of the frequency variable a>. The noise environment is N(e) 
as illustrated, and the spatial distribution of the desired signal is 
given by 
s(e/P) = s o 6(e-e0) 6(<p-q>0) (3.5) 
The net signal power out of the array is given by the product of the 
power pattern G(e) and S(e,cp), that is, 
S = S G(e ) (3.6) 
o o' ' 
The noise power out of the array terminals will be given by 
N = f G(e)-N(e) dn (3.7) 





e n Ji 
= / / G(e) N(e) sine de d<p (3.8) 
The output signal*to-noise ratio will then be given by 
a ' S G(0 ) 
S o v o' N * £jt (3.9) 
/ / G(0) N(0) sin0d0 dcp 
o o 
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However, since the integrand in the denominator is independent of <P, this 
expression becomes 
S Sa G ( 9 0 ) 
I " T« 7i <5-10> / G(e) N(e) sine de 
Since the functional to be maximized is a ratio, then no generality is 
lost by imposing the constraint 
G(eQ) = K
2 (3.11) 
where K is an arbitrary non-zero constant. Subject to this constraint, 
the maximization of the signal-to-noise ratio is equivalent to the minimi-
zation of the noise power out of the array, i.e. the minimization of 
N.[G(G)] = 7 G(e) N(e) sinede (3.12) 
o 
Application of the techniques of the calculus of variations yields only 
the trivial result since the integrand does not involve the derivative 
of G(e) with respect to 0. The obvious, though unrealizable, solution is 
thus 
K 2 , e = eo 
G(e) = I (3.13) 
o , e £ eQ 
It is important to realize that the "true extremal" of the vari-
ational problem outlined above does not exist as a physically realizable 
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solution. This should not be unexpected since the array designer does 
not have complete latitude with regard to admissible G(G) . One is then 
required to resort to the direct methods of the calculus of variations, 
and in particular to the Ritz Method. 
The Ritz Method for direct optimization of a functional is covered 
in several texts (38)-(39) on the calculus of variations; the reader is 
referred to these texts for a complete discussion. Essentially, the 
application of the technique for extremizing a functional of the form 
N.[E(G)] = / E2(e)-N(e) sinede (3.1*0 
o 
involves the choice ofja sequence of specific component functions. The 
extremizing function E(©) is then' approximated by a linear combination of 
members of this sequence. For illustrative purposes, the sequence of 
functions 
{ w^e) , w2(ej', • • • , wN(e), • • • } (3.15)" 
are linearly combined to form a comparison function 
N • . 
EN(@) = Y '<*! W±(©) (3.16) 
where a. are .cons'.tarita,,:, and the individual functions W.(@) may also 
contain adjustable parameters |3. which may influence the extremization 
process. When a specific E„(0) is substituted into the functional, the 
integration may, in principle at least, be carried out with the result 
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that the functional is converted to a more conventional function of the 
adjustable parameters a. and whatever additional parameters (3. are 
included in the component functions ¥.(0). Thus 
N[EN(e)] = ^ > f ^ , ^ , •••><xN> P^-••>%)• (3.17) 
It is clear that the extrema of f lie at the vector ( a , , " ^ ^ , 
J3_,,,#,|3-J which satisfies the set of equations resulting from setting 
da.-
I = 0 
i=l,-.-,N (5.18) 
This set of equations will, unfortunately, be nonlinear in many physical 
situations and their solution may be a difficult matter. 
In many problems, the choice of the sequence of component func-
tions W..(0) is not greatly restricted. In the particular case of the 
optimum synthesis of linear arrays, however, one is restricted to a 
specific set of component functions, the mathematical form of which is 
dependent upon the type of array being synthesized. As an example, for 
a symmetrically excited broadside array, these functions are 
wo(e) = 1 
w (e) - cos (pxn cos e) d. .. . (3.19) 
0 9 
• • 
W.(e) = cos (px. cos 0) 
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These component functions combine in a sum to form the array factor of an 
array of (2M + l) elements. 
M 
Eje) = a + 2 ) a cos (fix cos e) (3.20) 
W ' o / m NK m ' N ' 
m=l 
Here again, (a , •••,SL.) are the excitation coefficients and (x-,,0* •,*-,) 
describe the radiator positions. For an array with complex excitations, 
the set of component functions is. somewhat more complicated, as indicated 
by expressions (2.12) and (2.13) of the previous chapter. 
Synthesis of Broadside Symmetrically Excited 
Arrays of Isotropic Point Sources 
This section considers the synthesis of broadside arrays for opti-
mum signal-to-noise ratio. Broadside arrays are those arrays whose exci-
tations are such that the main beam of the radiation pattern is in the 
direction normal to the array axis, and the radiation pattern is symmetri-
cal about the broadside direction. . It might seem that, instead of dis-
cussing a specialized type of array initially, the analysis of the most 
general type of array should be undertaken. The choice of the order of 
discussion below was taken because the remakrs concerning these arrays 
lead quite logically to analysis of arrays with complex excitations and 
asymmetric patterns. 
The radiation pattern of a broadside array is given by the 
expression 
M 
E^e) = aQ + 2 ^ am cos ( ^ cos e) (3-21) 
m=l 
6k 
where excitation coefficients (a , •••, a ) are purely real numbers. The 
power pattern is proportional to the square of the radiation pattern, 
GM(9> " { V e ) } (5,22) 
The signal in this case is assumed to be incident from the broadside 
direction also and is given by 
S (0,q>) = SQ 6(0-I") 6(cp-cpQ) (3.23) 
The net signal power out of the array is given by 
s = / s(e/p) G(e,<p) an (3.2*0 
fi • 
which upon s u b s t i t u t i o n of dft = s i n 6 d£ dcp becomes 
fr*" 
S = J J • S(e,!P) G(e,q>) s i n G dcp 6.9 (3-25) 
0 0 
Substituting the spatial characteristics of the signal results in the 
expression 
M 2. 
S = S Q G(£) = So(aQ + 2 V a ±) (3.26) 
i=l 
The net noise power out of the array is given by 
N = 7 G(e,<p) N(e,cp) dfi (3.27) 
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which in t u r n becomes 
« 2jt 
N 
Tl d j l 
= G(0) N(e) s i n e d£ dcp 
o o 
2* / G(e) N(e) s i n 0 d0 
The expression for the signal-to^-noise ratio may be written as 
M 
1=1  
/ G(e) N(e) s i n d de 
S = fo j l
N • 2jf ftJc 
where 
M 2 
G(e) = I a . + 2 \ aw cos (pxw cos 0) 




Expression (3*29) is the general expression for the signal-to-noise ratio 
of a broadside symmetrically excited array with arbitrary symmetrical 
element placement along the array axis. It is necessary and convenient 
at this point in the analysis to introduce the constraint that the 
elements be equally spaced, that is, 
x = id (3.30) 
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where d is the interelement spacing in meters. Subject to this constraint 
of equal spacings,.the power pattern expression becomes 
M - 2 
G(e) = I a + 2 V a cos (mpd cos e)\ (3.31) 
m=l 
With a moderate amount of algebra it is possible to expand G(e), which 
results in the expression 
M M 
G(e) = a + 2 \ a. + 2 V a.2 cos (2i£d cos e) 
i=l i=l 
M 
+ k a \ a cos (iBd cos Q) 




+ k \ -\ a. a. I cos ([-i+j] £d cos 0) 
+ cos ([i-j] pd cos 0) 
i=l j=i+l 
Proceeding next to the evaluation of the integral in the expression for 
the noise power, it is possible after substitution of the above expres-
sion to write 
N / G(e) N(e) sin e'de 
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N = a 2 / N(e) s i n 6 d£ 
M 
2 V a. / [ 1 + cos (2 ipd cos e ) ] : N(e) s i n . 0 de 
i = l o 
(3-33) 
M 
4 a \ a. / cos ( ipd cos e) N(e) s i n 9 &6 
i = l . o 
M M 
+ k 
i = l j = i + l 
r* 
a. a . 7 [cos ( [ i + j ] pd cos 0) 
o 
+ cos ([i-j] pdcose) }. N.(e) sin 0 de 
This equation may "be written in more convenient form using matrix nota-
tion. The equation is a quadratic form and in matrix notation is 
_T _ 
N = a . Q a (3.34) 
-T 
where a is a vector composed of the excitation coefficients, and a 
denotes the transpose of a 
a = [aQ a1 ... aM] (3-35) 
The square matrix Q, is a real symmetric matrix of order (M + l) whose 
elements are given "by the following expressions. 
Q = 
q 00 q 0 1 







The elements are clearly functions of the interelement spacings 
q = / N(e) sin 0 d0 
oo / 
q.. = 2 / [1 + cos (2i£d cos e)] N(e) sin 0 d0 
r* 
q . = q . = 2 / N(e) cos ( ipd cos e) s i n 0 d0 
(3.37) 
j t 
qij = qij = 2f N ^ { cos ( [ i + j ] (3d cos 0) 
o 
+ cos ( [ i - j ] pdcos©)} s i n 0 dj 
i = 1 , 2, . . . , M j = i +' 1 , . . . ' 9 M 
The expression for the net signal power (3.26) may be similarly written 
— T — 
S = a C a (3.38) 
where C is real symmetric and of order (M + l), From expression (3.26), 
C becomes 
C = 
1 2 2 0 
0 0 0 £— 
2 if h . . , . . ^ 
2 if k . . . 4 
• • 
2 If' 4 . . . if 
(3.39) 
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Since the signal-to-noise ratio is the quotient of two quadratic func-
tions in the vector "a, it is necessary to impose an equality constraint 
on the components of a. This is clear from equation (3.29). If the 
vector 
a' = [aQ. a1 ... a^] (3.^0) 
optimizes the signal-to-noise ratio} then so does the vector 
~T 
Ka = [ K'a Ka^ ... K a^] (3.^1) 
where K is an arbitrary non-zero multiplicative constant. This equality 
constraint is expression (3.II) where, for convenience, K has been set 
equal to unity, and is written 
S = a T C a = 1 (3.^2) 
The optimization problem is now recognized as the generalized 
eigenvalue problem. Using the method of Lagrange multipliers} the auxil-
iary function 
H (a,d,X) • = N(a,d) - ^S(a,d) (3.^3) 
is formed. The stationary points of H lie at the solution of the set of 
equations 
|f - 0, ' 1 - 0 , 1, ... ,M (3.1*) 
i 
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which results in the homogeneous equation 
C a = X Q a (J>M) 
Apart from the trivial solution, this problem has (M + l) solutions which 
satisfy the determinantal equation 
) C - XQ| = 0 (3^6) 
It is, of course, mathematically possible to determine the vectors which 
satisfy (3.^-6). Computationally, it is convenient to effect certain 
transformations of coordinates which reduce the solution of the general-
ized eigenvalue problem (3«̂ -5) to an elementary eigenvalue problem of the 
form 
C"a" = XI a" (3M) 
The transformation sought is thus one which converts Q of (3.^5) to the 
identity matrix I when a is transformed to a . The construction of this 
transformation is relatively straightforward and is adequately covered in 
texts by Hildebrand (ho) and Braae (^l). 
' The first step in the transformation of (3,^5) into the form (3-»̂ 7) 
is the diagonalization of matrix Q. Let the required transformation be 
denoted T-., where 
a = T 2 a ' (3.^) 
If T is composed of columns made up of the unit normalized eigenvectors 
of Q, then 
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T Q' = T^ Q Tx (3^9) 
is a diagonal matrix whose elements are the eigenvalues of Q, that is, 
Q* = 
M 
Having effected this transformation of coordinates in the expression 
(3-3̂ -)> it is obviously necessary to transform the equality constraint 
(3.42) accordingly. 
S = 
m m _ 
a' (T^ C Tx) a' 
= 1 
(3.51) 
-.T t ^ ' -= a* Cf a' = 1 
A second linear transformation of coordinates is not performed in 
expression (3»50) such that the matrix Q', when modified by this trans-
formation, becomes the identity matrix. This second transformation 
V = T 2a" (3.52) 
is obvious since Q' is a diagonal matrix, 
Clearly, Tp is constructed as below: 
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oo 
T, N/CTT 11 (3-53) 
VoT. 
MM 
Application of this second transformation yields 
- •S'"T /,mT nt N = ani (T* Q1 T2) a" 
= a"T Q" -a*' = a"T I a" 
(3.5*0 
Transformation of the equality constraint results in the expressions 
S = 
-„T (TT Qt T ^ -„ = 1 
(3.55) 
a',T C" I" 
where C" is real symmetric and of order M + 1. 
To accomplish the minimization of (3.5*0 subject to constraint 
(3*55); the Lagrange multiplier method is employed. Writing the multi-
plier as (-l/x), the auxiliary function H(a" } X) is formed as shown 
below 
H (an; X) = N(a") * \ S(a") (3.56) 
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A necessary condition that H(a",X) "be stationary with respect to coordi-
nates a" is that the partial derivatives of H(a"i,X) with respect to 
individual components of a" vanish simultaneously. 
hE 




C" i" = X I a" (3-57) 
when I denotes the identity matrix. The solution of this problem is 
then to determine the eigenvectors of the transformed constraint matrix 
C". If C" is real symmetric of rank (M + l ) , then there are (M + l) 
linearly independent solutions to the eigenvalue problem. Since the 
objective function (3'5*0 is quadratic, only one of these solutions 
corresponds to the minimum value of (5»5^)« This required solution is 
specified to within a common multiplicative constant which is determined 
using equality constraint (3*55)• 
It is then completely straightforward to obtain the actual solu-
tion a using transformed solution a" and the transformations T.. and TQ 
from the expressions 
a» = T 2i" (3.58) 
and 
a = Tj-^a" (3.59) 
Examples on the Synthesis of Broadside Arrays 
In any illustration of the application of a specific synthesis 
method in the design of radiating systems, the choice of a set of examples 
7h 
is moderately difficult. Clearly, no single example situation has all of 
the characteristics necessary for the proper illustration of a synthesis 
procedure. The requirements for conciseness are obvious; yet, it is 
also necessary to include a sufficient number of practically meaningful 
situations so that worthwhile results concerning the general behavior of 
the class of arrays being considered may be obtained. Specific case 
studies are thus required with due care being exercised in the choice of 
examples so that no physically important cases are omitted. 
It should be noted at the outset that all of the noise distribu-
tions considered in this section are specified in closed mathematical 
form. This is done only as a matter of computational convenience; in an 
actual application involving a measured noise power distribution, a 
point-by-point specification is the usual case. In such a situation, it 
would simply be necessary to employ a proper point-by-point numerical 
integration procedure, because the synthesis method is not limited to the 
class of noise distributions which may be conveniently specified in simple 
mathematical form. 
A second characteristic of the chosen noise distributions is that 
all are symmetrical about the broadside direction. It would be super-
fluous to examine an asymmetrical noise distribution^ since a symmetri-
cally excited broadside array may only discriminate against those distri-
butions which are symmetrical, or even about the broadside direction. 
Example I 
The noise spatial distribution chosen for this example is one in 
which the maximum noise power is incoming from the broadside direction 
and tapers sinusoidally toward the ends of the array, The mathematical 
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specification is 
N(e) = N cos ( 5 cos 9) 
o 2 
(3.60) 
A polar plot of the distribution is shown in Figure 3.4. 
As indicated in the preceding development, the procedure is some-
what involved numerically. For brevity in presentation, the matrices 
will be included specifically for Example X only. It is felt that this 
coverage will suffice since intermediate numerical steps are of secondary 
interest, while inclusion of them in the remaining examples would require 
that this section be of prohibitive length. Furthermore, in order that 
matrix presentation be facilitated, numerical results are included for a 
five element array only (M = 2), and for a spacing between elements of 
one half wavelength. 
For the specified noise distribution, 
Q" = 
2.0000 1.3333. -0.2667 
1.3333 3.7333 I .W76 
-O.2667 1.4476 3.9365 
(3.61) 
The first transformation T , is made up using the unit normalized 
eigenvalues of Q as columns. 
T. 
0.77206 O.22933 -0.49274 
-0.54217 0.72431 -O.42595 
0.33164 0.65022 O.68355 
(3.62) 
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Application of this transformation yields 
Q» = TX
T Q Tx 
0.9491V 0.0000 0.0000 
0.0000 5.^550 0.0000 
0.0000 0.0000 3.2657 
(3.63) 
The second linear transformation to be employed is formed using 
expression (3*53)• 
T, 
1.0264 0.0000 0.0000 
0.0000 0.42816 0.0000 
0.0000 0.0000 0.5531 
(3.64) 
Application of this second transformation reduces Q1 to the unit matrix. 
The constraint matrix C is given by (3»39)> which is reproduced below for 
convenience. 
C = (3.65) 
Transformation of this matrix using both T_ and TQ yields 
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• C " = 
0.12981 0.45944 -0.1546 
0.45944 I.6262 -0.05472 
-0.01546 -0.05472 0.00184 
(3.66) 











Of these three eigenvectors, the first and third yield nulls in the power 
pattern at the "broadside direction, and consequently do not represent the 
required solution. After applying the appropriate transformation to the , 
second eigenvector using 
T x T 2 a " (5-68) 








A T A . 
a' Ca = 1 (3.71) 
is satisfied by (3»70). The power pattern for an array with this excita-
tion is illustrated in Figure 3»5» For convenience of the reader, the 
noise distribution is illustrated on the same diagram. 
Continuing with the five element example, it is interesting to 
examine the effect of varying the constant interelement spacing d upon 
the signal-to-noise ratio. Figure 3*6 illustrates graphically the 
results of letting d range from 0.2X up to 2.OX. The increase in signal-
to-noise ratio is monotonic to a spacing of approximately 0.95*- after 
which a marked decrease is to be noted. The improvement may be attributed 
directly to the increase in aperture, while the decrease in signal-to-
noise ratio beyond a spacing of 1.0X is caused by the formation of 
secondary beams. The effects of the secondary maxima are not as pro-
nounced as in the following two examples since the noise distribution 
has small values in the angular sector around the endfire ( 0 = 0 and 
9 - it) directions? Figure 3.7 illustrates the power pattern for the 
optimum array with an interelement spacing of 0.95 wavelengths. 
A complete specification of the excitation vector for each of the 
spacing values of Figure 3*6 is shown in Figure 3»8. These curves indi-
cate the individual element amplitudes as a fraction of the center 
element's excitation. The tendency of the array to be uniformly excited 
for larger values of interelement spacings is a consequence of the broad-
side oriented noise distribution. It is well known that a uniformly 
excited array yields a narrower beam than one with a decreasing ampli-
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this example, a narrow main beam is of more importance than low sidelobes 
since the majority of the noise power input to the array is in the angu-
lar sector near broadside. 
A final characteristic of this example which is of fundamental 
importance is the behavior of the signal-to-noise ratio for a given 
spacing as a function of the number of elements in the array. Clearly, 
this is a prohibitive task if an attempt is made to include all spacingsj 
however, adequate results are obtained in this example by choosing two 
representative spacing values. The reason for choosing a spacing of one 
half wavelength as one value is for purposes of comparison of array per-
formance with that of Dolph-Chebyschev arrays, The choice of second value 
is taken as that spacing for which the signal-to-noise ratio for the five 
element array is maximum, in this case d = 0.95 A,. The results of these 
calculations are shown in Figure J.9» 
The fact that the synthesis procedure in this example is optimum 
is demonstrated mathematically in the previous theoretical discussions. 
It is, however, instructive to compare results obtained using this syn-
thesis technique with those where an arrays'pf equal size is designed by 
use of the DolphrChebyschev method. This comparison is illustrated 
graphically in Figure 3*10 where the signal-to-noise ratio for a five 
element Chebyschev array is plotted versus the design sidelobe level. 
The superiority of the developed synthesis technique is clearly indicated, 
although the lower values of sidelobe levels around -10 db yield close 
results for the Chebyschev array. 
Example II 
The noise spatial distribution for this example is specified 
3 .0 H 
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mathematically by the expression 
N(e) = N | sin ( f-cos 9) \ (3.72) 
where N is a positive non-zero constant. This distribution represents a 
spatial characteristic which is maximum at the endfire directions ( 0 = 0 
and 0 =5 jr) and tapers sinusoidally to a zero value at broadside (e = rt/2.). 
A polar plot is illustrated in Figure 3-. 11. 
The power pattern for the optimum half wavelength spaced five 
element array is illustrated in Figure 3.12. Comparison of this pattern 
with Figure 3«5> the pattern of the optimum five element array for Example 
I shows the marked change in the sidelobe structure in the pattern of 
Figure 3»12, a change which is due to the fact that the largest noise 
input is from the endfire direction rather than broadside as in Example I„ 
The excitation vector for this array is 
i T = [0.23^38 0.21875 o,i6ko6] (3.73) 
which yields a signal-to-noise ratio of 1.9^ S /N . 
Examination of the effects of varying the interelement spacing of 
the five element array yields the information shown graphically in Figure 
3.13• The effect of secondary maxima at spacings beyond approximately 
0.9X is quite pronounced, as should be expected, since the initial forma-
tion of the secondary beam occurs at the endfire bearing, the direction 
of maximum noise input. The maximum value of signal-to-noise ratio for 
the five element array is k.06 S /N which occurs at a spacing of 0.8 
wavelengths. The power pattern of this array is shown in Figure J.lk. 
EHIIff 






Fig. 3.11 Normalized Noise Dis t r ibu t i 
Example I I . on -
Spacing = -
aQ = 0.23^38 
a1 = 0.21875 
a = 0.16^06 
SNR = I.9I4. 
• Antenna Power Pattern 
Noise Power Pattern 
/ 
3 0 **> 50 60 
Angle off Broadside in Degrees 
TO 90 
Fig. 3.12 Power Pattern for Optmum Five Element Array 






























0 . 5 -
0.2 0.4 0.6 0.8 l . o 1.2 l.k 1.6 l . 
Interelement Spacing d in X 
F i g . 3-13 Performance of Five Element Array 
in Noise Environment - Example I I . 
8 2.0 
20 
' i 1 — " • — i — 
30 kO 50 60 
Angle off Broadside in Degrees 
70 80 90 
Fig. 3.14 Power Pattern of Optimum Five Element Equally Spaced 
Array for 0.8 Wavelength Interelement Spacing -
Example II. vo 
H 
92 
The specification of the excitation of the five element array as a 
function of the interelement spacing is shown in Figure 3.15. Variation 
of the element amplitudes is more marked and is due primarily to the 
nature of the noise distribution. 
An increase in the number of elements results in a rapid increase 
in signal-to-noise ratio as indicated in Figure 3.16. In this example, 
as in the previous one, results are shown for spacings of one-half wave-
length and that spacing for which the signal-to-noise ratio is maximum 
for the five element array. 
A final comparison of the signal-to-noise ratio of the synthesized 
array and that of a Dolph-Chevyschev array is shown in Figure 3«17« 
Example III 
To complete the case studies of representative noise spatial 
distributions, the following example is considered. Whereas the noise 
distributions in Example I and II had maxima in the broadside and endfire 
directions respectively, the function 
N(e) = NQ I sin (jt cos e) | (3.7*0 
has nulls in these directions. Figure 3«l8 illustrates graphically this 
noise distribution. 
Figure 3.19 shows the power pattern of an optimized five element 
array with an interelement spacing of one-half wavelength. The excitation 
vector for this array is 
a T = [0.2500 0.16667 0.20833] (3-75) 
l.o l.i 1.2 1.3 l.k 1.5 1-6 
Element Spacing in Wavelengths 
1.9 2.0 
Fig. 3«15 Amplitude Distribution for Optimum Five Element 
Equally Spaced Array in Noise Environment -
Example II. vo 
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Fig. 3.16 Signal-to-Noise Ratio of Broadside Arrays 
as a Function of Number of Radiators -
Example II. 
95 

























1 . 0 -
S/N for Optimum 
5 Element Array 
N=5 
— i — 
-10 -20 -30 
Sidelobe Level in db 
-40 
I i 
Fig. 3.17 Signal-to-Noise Ratio for Five Element Chebyschev 







F i g . 3.18 Normalized flfoi 




d = \/2 







\ S/N = 1.125 
0̂ 50 ^0~ 
Angle off Broadside in Degrees 
70 80 90 
Fig. 3.19 Power Pattern for Optimum Five Element 
Array Noise Environment - Example III. 
98 
which resu l t s in a s ignal- to-noise r a t i o of 1.125 S /N . Variation of 
o o 
the signal-to-noise ratio with interelement spacing is illustrated in 
Figure 3»20. The maximum value occurs at a spacing of 0.9 wavelengths. 
The power pattern of this array is shown in Figure 3•21. As in the 
previous examples, the excitations of the elements for various spacings 
are shown in Figure 3*22. 
The results of increasing the number of radiators for a spacings 
one-half wavelength are shown in Figure 3•23. 
Finally, comparisons of the five element array with a Dolph-
Chebyschev array are illustrated graphically in Figure 3.2^. 
Variable Spacings in the Optimization of Signal-to-Noise Ratio 
The preceding developments have illustrated methods for the opti-
mization of the performance of equally spaced arrays in a prescribed 
noise environment. Results of the examples show that arrays designed 
using the developed procedure offer substantial increases in performance 
over arrays designed using the Dolph-Chebyschev procedure. All arrays 
were constrained to be equally spaced, but the effects of varying this 
constant interelement spacing were studied with the result that for a 
five element array, substantial peaks in the signal-to-noise ratio were 
noted for spacings ranging from 0.8 wavelengths up to 0.95 wavelengths. 
One is tempted, therefore, to include element positions as independent 
variables in the signal-to-noise ratio optimization process, as was done 
in pattern synthesis for minimum mean squared error in the previous 
chapter. 
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inclusion of radiator locations as independent parameters in the optimi-
zation procedure. When the displacement of the radiators is expected to 
be small about some average spacing, a perturbational analysis is derived. 
Larger displacements require use of the method of steepest descent. 
Optimization of the signal-to-noise performance of an array is 
essentially '-the problem of finding the optimum balance between bearrrwidth 
of the radiation pattern and the sidelobes of the pattern. The bearrrwidth 
is primarily a function of the total aperture width, while sidelobe level 
is predominantly determined by the amplitude distribution across this 
aperture. The influence of the amplitude distribution is dominant, 
however, over that of aperture because of the effects of the grating 
lobes which appear at wide values of interelement spacing in arrays. The 
examples of the previous section illustrated the degradation in signal-
to-noise performance caused by these secondary beams as the spacing 
between radiators approached one wavelength. The amount of degradation 
was, of course, dependent upon the spatial characteristics of the noise 
distribution, but was significant in each of the example distributions, 
as shown in Figures 3,6, 3*12, and 3"19* It should be expected, there-
fore, that the use of spacings as independent variables would not result 
in arrays characterized by widely varying separations between elements °, 
in fact, one would predict from the foregoing qualitative discussion that 
the solution would not represent a marked deviation from the optimum 
equally spaced array. This prediction is borne out by the examples 
included in this section. 
The specific approach taken in this research to the inclusion of 
element positions as independent variables recognizes the dominance of 
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the amplitudes of excitation of the radiators. It is an iterative method 
which combines the synthesis procedure developed for arrays with known 
element locations with either the method of steepest descent or a pertur-
bational technique for handling small variations in spacings about some 
average value. Implementation of the procedure is a two step undertaking 
for each iteration. A "trial" solution is selected by choosing the 
equally spaced array which resulted in optimum performance using the 
methods of the previous section. The amplitudes resulting from this 
solution are then held constant, and spacings are allowed to vary inde-
pendently using either the method of steepest descent or the perturba-
tional technique.• The process is then repeated until the optimum array 
is synthesized. Because of the dominance of the amplitude terms, only 
one iteration was performed for the example noise distributions included 
in this report. The improvement in signal-to-noise ratio was very small 
in each case, justifying the termination of the process. This small 
increase in signal-to-noise ratio does not preclude the possibility of a 
strong extremem to which the process might be converging extremely slowly. 
Physical insight, however, makes the existence of such a strong extremum 
Improbable, primarily because of the degradations due to secondary beams 
as the average spacing approaches one wavelength. Smaller values of 
spacings are ruled out because of necessity for a narrow main beam, 
The development of the perturbational technique for handling small 
variations in spacings is deferred to Appendix A because of algebraic 
complexity. This method of presentation is additionally justified because 
of the dominant role played by the amplitude distribution in the optimi-
zation process. The method of steepest descent proved adequate in the 
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investigation of the influence of the spacing parameter as the following 
examples will illustrate. 
Figures 3«25, 3«26, and 3«27 show the power patterns of arrays 
derived using the excitation vectors of the examples of the previous 
section which yielded optimum signal-to-noise for the equally spaced 
arrays. Holding the amplitudes fixed in each case, the spacings were 
allowed to vary using the method of steepest descent to seek the minimum 
value of the integral 
jt 
I (£,x) = J G(f,x,e) N(e) sin 0 de (3-76) 
o ' 
which represents the net noise power out of the array. Note that the 
solution vectors in all three cases deviate negligibly from the equal 
spacings for which the amplitudes are optimum. Subsequent iterations 
using the combination of the optimization technique for known spacings 
and steepest descent procedures would not appreciably improve the signal-
to-noise ratio. The apparent conclusion to be drawn from these results 
is that unequal spacings are secondary in influence to the amplitudes of 
radiator excitations, and that the optimization technique for equal 
spacings will be adequate for most practical situations. 
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This research has investigated the optimization of the performance 
of linear arrays of isotropic radiators. The particular optimality cri-
teria considered were pattern synthesis for minimum mean squared error 
and synthesis for maximum signal-to-noise ratio when the array is to be 
operated in a known or measurable noise environment. In each of these 
cases, specific efforts were devoted to investigation of the role of 
variable element spacings in improvement of array performance. 
In the area of radiation pattern synthesis, the inclusion of 
variable spacings in synthesis procedures has been the object of increas-
ing attention in the current literature. Mathematical complexity has 
limited the development of compact synthesis procedures. This research 
has demonstrated that the methods of nonlinear programming provide a 
useful means of overcoming this complexity, in addition to furnishing 
other advantages such as the incorporation of design constraints, a fea-
ture not exhibited by the methods currently in use. 
While all degrees of freedom readily usable by the array designer 
were included in the synthesis procedure, specific attention was devoted 
to study of unequally spaced arrays. The examples included in Chapter II 
showed that use of variable spacings was a key factor in improved array 
performance when compared with the performance of arrays synthesized by 
the widely used Fourier technique. This improvement, however, did not 
Ill 
appear to result from widely varying interelement spacings, but from a 
more efficient utilization of aperture structure. 
Incorporation of linear inequality constraints among the design 
variables was accomplished by the use of the created response surface 
technique. The effects of a maximum aperture constraint were studied in 
the synthesis of a broadside exponential pattern. Two particular con-
straints were imposed, and illustrated the pattern deformation due to 
reduced aperture. Convergence of the created response surface method was 
rapid in both cases. The ability to handle inequality constraints was 
shown to be one of the most useful features of the nonlinear programming 
approach to optimum pattern synthesis. 
A comparison of the synthesis procedure of this research and cur-
rent methods reported in the literature shows no increase in complexity 
of implementation for the procedure studied. The use of the digital 
computer is dictated in all current methods of array design where element 
locations are considered as independent variables. 
The synthesis of arrays for maximum signal-to-noise ratio is a 
topic of contemporary interest in antenna research. Prior to this work, 
little has been published in this area. Initial attention was, therefore, 
directed toward optimization of equally spaced arrays. The optimization 
problem was shown to reduce to the generalized characteristic value prob-
lem when an equality constraint was imposed on input signal power from a 
particular direction. Two linear transformations which converted the 
generalized problem to a more conventional eigenvalue problem were derived. 
The results of the optimization procedure were studied for three repre-
sentative noise distributions. In every case, a substantial increase in 
112 
performance was noted when the arrays designed by the developed procedure 
were compared with arrays designed by the Dolph-Chebyschev process. 
Variable spacings were included in the signal-to-noise ratio opti-
mization procedure using the steepest descent technique. Indications are 
from the example noise distributions considered that the dominant role 
was played by the array excitation vectors. Unequal spacings were of less 
importance. 
Several interesting extensions of the signal-to-noise ratio optimi-
zation procedure are suggested by this work. One of the most practical 
would be the modification of the technizue to allow specification of 
non~separable noise spatial distributions. This extension will be marked 
by a probable substantial increase in mathematical complexity. A second 
extension might include the specification of a noise power spectrum in the 
frequency domain as well as having a spatial distribution. In this case 
the array would operate in conjunction with a conventional filter, with 





CONVERGENCE OF THE METHOD OF STEEPEST DESCENT 
The proof of the convergence of the steepest descent method is 
readily carried out following Saaty and Bram (29). While this and similar 
"proofs on convergence are readily accessible in several references, the 
following must be included for completeness. 
Let the objective function to be minimized be denoted f(x), where 
x is an n-dimensional vector. Assume that f(x) is continuous with con-
tinuous second derivatives, and define the set 
S = { x I f (x) < f(x)} (A.l) 
for some x . Assume S is bounded (an obviously necessary assumption if 
a solution to the minimization problem is to exist). Further assume that 
the inequality below holds 
I uT H(x)u I < M u T u (A.2) 
where u is any vector, x e S, and H(x) is the nxn matrix of second par-
tial derivatives of f evaluated at point x. Let the3 values of x in the 
steepest descent be given by the iterative equation 
where X, is a scalar satisfying 
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f ( x - XfcVf (XJP) < f ( x k - X Vf ( x ^ ) (A A) 
for a l l X > 0 . 
The proof of convergence must es tab l i sh two re su l t s which are* 
(a) a subsequence x, converges to a point x e S for which Vf (x) = 0, 
and, (b) f(x ) decreases monotonically to f ( x ) . I t must f i r s t be 
established tha t i f x, G S, then x , - . G S. To show t h i s , l e t x, e S, and 
assume V f ( x J ^ 0. Denote the l ine segment connecting xL and x by 
the se t 
L = x | x = x. - XVf(x v ) , X > 0 , (A.5) 'k ' " V J - ^ k 
and denote 
g(X) = f (xk - X Vf(xk)) - f(xjP (A.6) 
The i l l u s t r a t i o n s of Figure A,1 w i l l be of assis tance in these and fol< 
lowing developments. Using Taylor 's formula,:g(x) may be wr i t ten , : , 
2 
g(X) = - X u £ \ + | r ^ k H(i)uk (A.7) 
where z G L, H("z) is the nxn Hessian evaluated at "z, and for notational 
convenience u, = Vf(x, ). By hypothesis, both u, and H("z) are continuous! 
thus gf(X)/X = 0 is continuous and is given by 
g'(0) = - * £ \ < 0 (A.8) 
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A. e (0,X,');> a^d thus 
f (xk - Xuk) < f(xk) 
for X. e (0,X,'K Let X,, denote the point at which g(X.) is minimum. Then 
X, > 0 and 
k 
f(\-W * fK) (A.10) 
which establishes x. k+1 ~ \ ' W as a member of set S. 
•— T _ 
It is necessary to confirm the fact than 11 • IL-* Oas k-*», 
If g(X.) < 0 for every X,, then the hypothesis that S was compact would "be 
violated^ hence, there exists some X,' >0 so that g(X,') = 0. Let X,1 be the 
least positive X such that g(X,T) vanishes.- Then, 
i _ 
- T -
\ E^ u k 
(A.11) 
-T „ -Using the hypothesis on the boundedness of |u H u |, then 
X' * M (A.12) 
and 
g (X) < -X,uk û . + — M u k uk (A.13) 
From this expression, it may be readily seen that the only stationary 
point in the interval (0,X,') is the minimum at X = X, j consequently 
g(X,) reaches its maximum at the end points of intervals (6, 2/M - 6), 
MM. 
o > 0. It is easily shown by direct substitution that 
g(8) = g(| - 8) = -6(1 - | 8 ) \ T \ (A.14) 
This bounds g(x) as follows 
(Vk) < g(X) < -6(l-|8)u^u^ (A.15) 
for every value of k. Since -g(x,) >0, 
V -g(^k) < - (A.16) 
k=l 
which is easily shown by direct substitution of g(^k) =
 f(x - X,iL ) 
- f(x, ) into this sum, observing that a telescoping series results, and 
then applying the hypothesis that S is bounded. Since 8 > 0, and 
•5 < 2/M - 5, then 6 < 1/M and (l - MS/2) > l/2. Consequently, if 
-g(\) < °° 
k=l 
— T — 
this requires that u, u, "•Gask*** which in turn requires that 
Vf (x, ) -* 0 as k -* ». 
k' 
Since S is compact and since x, e S for every k, then the sequence 
x, has an accumulation point in S, and consequently a subsequence 
x,w-» x and Vf(x \- Vf(x) = 0. The fact that for every X, , g(X. ) < ) kM kM' ' ^ k' k7 ' 
ensures that f(x,M) decreases monotonically to f(x) which completes the 
convergence proof. 
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It should be noted that in most developments on steepest descent 
techniques, the necessity of a unimodal objective function is imposed. 
As pointed out in earlier discussions, unimodality is not a property of 
functions resulting from physical problems such as the antenna optimiza-
tion problem considered in this research. To circumvent this difficulty, 
several techniques are applicable. A most important factor is the use 
of prior knowledge of the physical nature of the problem in the choice of 
the initial point for the procedure. In a large number of problems, this 
will prove sufficient to ensure convergence if the surface described by 
the objective function is not too irregular. Secondly, a series of checks 
on the behavior of the value of the objective function at the points of 
iteration, interpolating where required, will result in a decreasing 
sequence { f (Z )} and will in turn provide for convergence to a point 
where x where Vf (x) = 0 . 
1.20 
APPENDIX B 
CONVERGENCE OF THE CREATED RESPONSE SURFACE METHOD 
Rigorous establishment of the convergence of the minimization of 
f(x) subject to constraints g.(x) may be accomplished as follows: Let 
f(x) be a real valued twice continuously differentiable function where 
x is a n-vector. There are n non-negativity constraints x. > 0 and m 
other linear inequalities in the set of inequalities g.(x). Then for a 
sequence { r, ] decreasing to zero as k tends to infinity, 
K. 
lim min F(x,r ) = min f(x) (B.l) 





F(x,rk)*4 f(x) + rk V g ^ (B.2) 
i=l 
To establish that F(x,r, ) converges to the minimum of f(x) subject to 
constraints g.(x), it must be shown that given any e > 0, there exists a 
K such that for every k > K, 
| min F(x,rk) - f($) | < € (B.3) 
x 
Where f(x) is the actual constrained minimum of f(x). 
Note that because the constraints are linear, for rp < r 
12CL 
min F(x,r ) < min Ffx^r,) (B„4) 
x x 
Because f(x) is continuous, there will exist a neighborhood N(x) such 
that for e > 0 and for every x in N(x), 
f(x) < f(S) + § (B.5) 
For x e N(x), choose K such that 
r 
-. k /-V < o/\ \ (B°6) 
min g.(xj 2(m+nj ' 
Then for k > K, 
min F(x,r) < min F(x,r, ) < f(x) + e (B.7) 
x x 




EXTENSION OF OPTIMIZATION PROCEDURE TO ARRAYS 
WITH COMPLEX EXCITATIONS 
The method for optimizing the signal-to-noise ratio of a broadside 
array may be simply extended to include arrays with complex excitation 
coefficients. Since the details of the optimization procedure are iden-
tical with that for broadside arrays once the quadratic forms representing 
signal power and noise power out of the array are obtained, this appendix 
is concerned only with the derivation of these forms. 
The power pattern of an array with complex excitation but a purely 
real radiation pattern is given by the square of equation (2.I3). 
M 2 
G(t?) = a + 2 \ a cos (pmd cos 0) + b sin (m£d cos 0) (C.l) 
m=l 
After a moderate amount of algebraic manipulation, the expansion of (C.l) 
yields 
M 
G(e) = a + ^ a Y f a cos (mftd cos 0) + b s i n (mfld cos 6) } v / o o / c m K ' m V K / J 
m=l 
M M 
+ ^ Y .\ [ a a cos (mpd cos 0) cos (nf3d cos 0) 
m=l n=l (C.2) 
+ b b s i n (m6d cos 0) s i n (nfid cos 0) m n 
+ a b cos (mpd cos 0) s i n (nf3d cos 0) 
+ a b cos (nf3d cos 0) s i n (mf3d cos 0 )} 
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Imposing the constraint that the power pattern in some angular direction, 
say 0 , will he prescribed value 
G(0Q) = K
2 (C.3) 
then the optimization of the signal-to-noise ratio consists of minimizing 
the integral 
pit 
I = / G(e) N (e) sin 0 d0 (C.*0 
o 
The integral I is a quadratic form similar to expression (3*3^) for the 
case of the "broadside array. Expansion of I yields 
« • M 
g « r-n „rt 
I = a 
o 
TT 
I N(e) sin 0 d0 + 4 a \ a / N(e) cos (m^d cos e) sin 0 d0 
m=l ° 
M * 
+ 4 a \ b / N(e) sin (mpd cos 0) sin 0 d0 
m=1 ° (C.5) 
M M ^ 
+ *M V j a a / N(e) cos (m£d cos 0) cos (npd cos 0) sin 0 d0 
m=l n=l *~ ° 
P* 
"b b / N(e) sin (m£d cos 0) sin (n£d cos 0) sin 0 d0 
+ a 
m b / N(Q) cos .(m0d cos 0) sin (n£d cos 0)sin 0 d0 
b / N(0) cos (npd cos &) sin (m£d cos 0)sin 0 d0 I 
In matrix notation. I may he written 
X2b 
T — I = e F e (C.6) 
_T where e = [a a_ ... a., bn ... b.J is a vector of order 2M + 1. The o 1 M l M 
square matrix F is real symmetric of order 2M + 1 also and may be denoted 
as follows: 
F = 
f f f 00 01 02 
f01 fll f12 • ' ' f ^ 2 M 




f0,2M fl,2M f2,2M ' ' * f2M,2M 
(c.7) 
The elements of F are specified by the following expressions 
f = / N(e) sin 6 de oo / 
for i = 1, ..,} M: 
f = 2 / 
oi / N(e) cos (i£d cos e) sin 9 de 
. o 
o,i+M = 2 / N(e) sin (i£d cos e) sin 0 d0 
(C8) 
2 / . f.. = k i N(e) cos (i£d"cos 9) sin 0 d0 
r n 2 
f. », . », = M N(e) s i n (i^d c o s ^) s i n 0 d ^ 
I + M . I + M / 
J o 
f o r 1 = 1 , . . . , M: 
f.. = k N(e) cos ( i pd cos e) cos ( jpd cos e) s i n 9 de 
1 J J o 




= 4 / N(e) sin (ipd cos e) sin (jpd cos e) sin e de 
Similarly the equality constraint may be written as a quadratic form 
—T - 2 
e C e = K (C9) 
where G is of order 2M + 1, real, and symmetric. 
C = 
C00 C01 ' ' ' C0,2M 
C01 Cll - ' * C1,2M 
• • 
co,2M ci,2M • • •• ' Qm,m 
(CIO) 
The elements of C are given by the following expressions. 
C =; 1 
oo 
for i = l, ... 9 M : 
Coi = 2 cos (ipd cos 0 ) 
o 
C6,i+M = 2 s i n (̂  cos 0O) 
Cii = i+cos (i^d cos 0 ) 
i+M ,i+M = k sin t 1 ^ cos 0 ) 
for i = l, ... , M : 




C . i,j+M " 4 cos f 1^ c°s 0 ) sin (jpd cos 0 ) 
c. i+M ,J+M " k s i n ^ P d cos 0 ) sin (jpa. cos 0 ) 
From this pointy the optimization procedure is identical to that devel-




A PERTUKBATIONAL TECHNIQUE FOR SIGNAL-TO-
NOISE RATIO OPTIMIZATION 
In this appendix, small variations in interelement spacings are 
considered in the optimization of the signal-to-noise ratio ;of a linear 
array. The developed procedure may "be used in conjunction with the 
procedure derived in Chapter III of this thesis to synthesize arrays 
which differ slightly in geometrical arrangement from the optimum 
equally spaced array. An example is included to illustrate application 
of the method. 
The point of departure in this development is the excitation 
vector of an equally spaced array which has been optimized for a partic-
ular value of constant interelement spacing. If this vector of radiator 
excitations is denoted 
a T = [aQ a x ... a^] (D.l) 





= J a + 2 \ a cos (x cos e) I (D.2) 
L ° L m m J 
In this expression, 0 is the angle measured from the array axis, and £ 
has been incorporated into x as follows. 
m 
x = £d • (D.3) 
m K m v ' 
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Let the spacing of the radiator from the center of the array d be com-
posed of a "base interelement separation," say d, which will be corrected 
by a perturbation denoted as A . This may be written mathematically as 
d = md + A (D.4) 
m m N ' 
in which case the expression for the power pattern of the array may be 
written as 
M 2 
G(e) = J a + 2'\ cos (mBd cos 6 + BA cos Q) L (D-5) 
m=l. 
An appropriate trigonometric identity allows (D.5) to be written as 
M 




-£%-<—•>-<« . - . •>} 
m=l 
For small arguments, the following approximations are valid, 
sin (BA COS Q) ̂  BA cos 9 
'PV 2 cos (BA COS Q) ** 1 - -— cos 9 
K m ' 2 
(D.7) 
It is convenient to effect the change of variable 
if = Bd cos 6 (D.8) 
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in which case 
A ty 
sin (pA cos e) M m 
m d 
cos (pA cos 0) « 1 
m -1 (¥ J 
(D.9) 
A change in variables in the expression for G(G) results in 
M / A \lr \ 2 
.G(lr) - ( a o + 2 ^ am ( [ l - \ ( - f - ) ] cos m * 
m = 1
 p (P.10) 
A ^ . ft 
- — J - s in mijyV 
Upon expansion of this expression and subsequent dropping of terms which 
involve powers of A and higher, the approximate expression for G(\|r) 
becomes 
2M 







A V 2 
A \ 2 2 
— - ] y s i n m.\|f • 
- 2 a 2 co 2 
rvi 1 «N f ' U Til » I ] I ' • o^J^)2 V 
m=l A 
» m . 
- 4 a a — T - # s i n m\k 
o m d } 
M M 
a V 1 V ^ • m n ,2 . . + p \ \ a a - — \Jr s i n m\Jr s i n n\Jr 
m=l h=m+l 
M " ( /AB f 
— 4 \ \ a a , [-—— J -Jr cos m\|r cos n\|r 
L _L mn1 \d / 
( D . l l ) 
m=l n=i A 
+ 2 —— ty cos m\|r s i n 
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where the f (a) are functions of the excitation vector a only. This 
m 
compact notation is used in this term because it does not enter into 
the end result to follow. 
The integral to be minimized is (3.28), which after a change of 
variable becomes 
'•Pd 
I = p - • T G(*) N(1r) d^ (D.12) 
4d . 
The integral may be written after substitution for G(^) as follows. 
2M Rd 
fid I = V f ( a ) j N(10 cos m^ d\|r 
m=o -pd 
M ^ / A \ P P d 
+ 2 V I 2am
2 [ — ) f i 2 N(^) s i n 2 m^ d^ 
m=l <* -$d 
/ A m \ 2 Pd 
- a a I - T - ) / ^ N(^) COS m^ d\|r 
-id 
Am ppa. 
- 2a a - ^ 
o m d 
-fid 
JL M. 4 A n - «
d 
r P d -j 
/ t N f r ) s i n m t d t \ ,^ 1 s 
-Rd ^ 
Q V
-1 V-1 ^ m " n p o 
+ / / aman — I S — / ^ N (^ ) s i n m ^ s i n n ^ d ^ 
m=l n=m+l -j3d 
K M_ A r . _ P d 
- 4 
 f A  
/ / a m a ~T~ 1 ~T" / ^ N ^ c o s m ^ C O S n ^ d ^ 
1=1 n=l <• -Bd 




The identifications listed "below will ease the notational problem. 
_pa 
-pd 
q = / N(i) COS mi di 
pd 
hm = / i
2 N(i) sin2 mi di 
-pd 
?pd 




f = / N(i) i cos mi cos ni di 
-pd 
pd 
a = / . i N(i) sin mi di 
-pd 
h = / i N(i) cos mi sin ni di 
mn • / . 
pd 
-pd 
Substitution of these quantities in (D.13) yields 
2M 
pd
 -i = y i f ^ ) 
a £_, ^m m • 
m=o 
+T -f2^ \ A2 - 2 e -& A2 
A 1 m d2 m m d2 
m=l 
a a *) 
- k g --2-tt A i Dm d m J 
M M n a 
+ 8 y y = -^ A A 





Minimization of I implies that 
Z v—i r
 a a o a a ") y u . f ^ A 2 + 8h - ^ A i L \ *n d
2 n mn d" n J 
|£ = 0 , i = 1, ..., M (D.16) 
Carrying out this operation yields the set of linear equations below where 
i = -1, 2, ..., M. 
i - 1 , M s 
(D.17) 
2 \ c . a A + / 2 b . a . - e . a - 2 ' \ f •. a A. 
/ m i m m I 1 1 i o / m i m y l 
m=l m=l 
M > M 
+ 2 \ . c . a A • = d f g . a 4 - 2 ) h . a 
/ lm m m I I o / mi m 
m=i+l m=l 
The set of A. which satisfy these linear equations are added to the base 
values in (D.^) to determine the new element locations. 
The application of this method is a matter of some algebraic com-
plexity^ and a step by step numerical example is beyond the scope of this 
appendix. Figure D..1 summarizes the results of such an application. 
This illustration shows the moderate increase in aperture resulting from 
the use of this procedure. For convenience of the reader, the sidelobe 
structure of the power pattern is plotted on an expanded scale. 
133 
As with any approximate method, the usefulness of this perturba-
tional technique is limited. As pointed out in Chapter IV, the spacing 
parameter proved to "be secondary in importance to the amplitudes of 
radiator excitation in signal-to-noise optimization. The steepest 
descent process proved completely adequate for incorporation of spacings 
into the optimization process, with the perturbational method outlined 
here "being of reduced importance. 
Equispaced Array 
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