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An overview of alien crosstalk cancellation for DSL systems with multiple pairs is here presented. It is shown that when a com-
mon crosstalk source aﬀects the receivers of multiple pairs, the noise exhibits a certain correlation among the pairs. In a DMT
system, the frequency-domain noise samples are most strongly correlated between pairs when they correspond to the same tone.
Thus, noise decorrelation algorithms applied independently for each tone can provide significant performance enhancements.
Three possible methods are described for noise decorrelation, one is suitable for two-sided coordination and two are suited
for receiver coordination among the pairs. It is theoretically proven that the data-rate performance of these three methods is
identical from the perspective of the sum rate over all pairs. Simulation results corresponding to an ADSL2+ two-pair system
with a T1 disturber are presented to illustrate the noise correlation property and to indicate the potential performance bene-
fits.
Copyright © 2006 Hindawi Publishing Corporation. All rights reserved.
1. INTRODUCTION
Digital subscriber line (DSL) transmission is typically con-
strained by crosstalk interference. As DSL technology ad-
vances and processing power increases, the interest in tech-
niques for crosstalk reduction has increased. Most of these
techniques are based on multiple-input multiple-output
(MIMO) system representations, and it is common in the
DSL literature to refer to them as vectoring methods and to
describe a DSL system employing such methods as a vec-
tored system. This paper gives an overview of a specific class
of vectoring methods that aim to suppress interference aris-
ing from crosstalk sources that lie outside the vectored sys-
tem. The eﬀect of such sources is typically referred to as alien
or out-of-domain crosstalk. These concepts are further ex-
plained in the paragraphs that follow.
Vectored systems are comprised of multiple twisted pairs
and the corresponding transceiver modules. The multiple
twisted pairs are represented as a MIMO channel. In a vec-
tored system, joint signal processing (or MIMO) techniques
are employed on one or both sides of the MIMO channel.
Vectoring techniques that require joint signal processing at
both sides fall under the category of two-sided coordination.
Vectoring techniques that only require joint signal process-
ing at one side are described as coordinated reception or coor-
dinated transmission, depending on the side where the joint
signal processing takes place.
An alternative categorization of vectoring methods re-
lates to the type of crosstalk that is being cancelled. The
crosstalk interference aﬀecting transmission of information
on a pair belonging to the vectored system can originate from
two kinds of sources. Crosstalk may originate from a trans-
mitter belonging to the vectored system, or it may originate
from a transmitter outside the vectored system. The first kind
is defined as in-domain crosstalk, while the second kind is de-
fined as alien or out-of-domain crosstalk.
One of the earliest references to MIMO methods for
DSL is [1], where both transmitter and receiver methods
were described. The concept of alien crosstalk cancella-
tion was described extensively in [2, 3]. This early research
was later followed by work focusing on the discrete multi-
tone (DMT) modulation method. Methods for coordinated
reception/transmission of in-domain crosstalk cancellation
were described in [4, 5], which involved MIMO decision
feedback at the receiver, and MIMO precoding at the trans-
mitter. Two-sided coordination for in-domain crosstalk can-
cellation was proposed in [6]. References [7, 8] showed that
significant performance benefits are still possible with sim-
plified vectoring techniques that achieve partial cancellation.
Linear MIMO signal processing was shown in [9, 10] to be
near-optimal for in-domain crosstalk cancellation. A general
theory of MIMO for DSL and an overview of its applications
are given in [11]. An alternative approach towards crosstalk
cancellation which exploits the common-mode signal of DSL










Figure 1: DSL crosstalk environment.
pairs and which does not rely on joint signal processing of
signals from multiple pairs was presented in [12].
Vectoring methods have attracted significant interest
from the DSL industry. Such methods have been presented
and discussed within DSL standardization bodies such as
the Network Access Interfaces (NAI) Committee of the Al-
liance for Telecommunications Industry Solutions (ATIS).
These discussions have partly been motivated by the appli-
cation of DSL bonding, where multiple pairs are used to
transport a single data stream, and which oﬀers the pos-
sibility to implement two-sided coordination. Contribution
[13] presented information on the concept of alien crosstalk
cancellation using two-sided coordination. The benefits of
vectoring were analyzed using real measured channels in
[14]. Alien crosstalk cancellation is also described in detail
in [15].
This paper presents the theory of alien crosstalk cancel-
lation, and gives an overview of such MIMO methods. The
system model is given in Section 2, where the assumption of
DMT transmission ismade and the property of noise correla-
tion among tones is illustrated. Section 3 describes a number
of approaches for alien crosstalk cancellation (also referred
to as MIMO noise decorrelation), and shows their equiva-
lence from an information-theory standpoint. The approach
of receiver coordination with noise prediction for DMT has
not been previously proposed in the literature. Section 4
shows simulation results for alien crosstalk cancellation, and
Section 5 draws some final conclusions.
The following notation is used in the rest of this pa-
per. Bold letters indicate vectors, lowercase is used for time-
domain signals, and uppercase is used for frequency-domain
signals. The superscripts T and ∗ denote the transpose and
conjugate transpose operations correspondingly.
2. SYSTEM MODEL
2.1. Channel model
The DSL environment for a vectored system is shown in
Figure 1. It is assumed that the vectored system consists of
L twisted pairs, and that crosstalk originates fromM sources
that lie outside the vectored system. These sources may give
rise to either of far-end crosstalk (FEXT) near-end crosstalk
(NEXT), but this fact has no consequence for the anal-
ysis that follows. The important observation is that alien
crosstalk aﬀects the vectored pairs in a common way. This
implies that the received noise has a certain degree of corre-
lation among the vectored pairs. Exploiting this noise corre-
lation is the fundamental concept for alien crosstalk cancel-
lation.
Using vector notation, the output signal on pair i can be
expressed as






where yi is a column vector containing a block of N received
samples, x
p
i is (N + ν)× 1 and holds the transmitted samples
on pair i, ni is N × 1 and contains the Gaussian-distributed
noise samples received on pair i, and z
p
k is (N + ξ) × 1 and
holds the transmitted samples of crosstalk source k. The sam-
ples contained in these vectors are ordered from the most re-
cent to the least recent. The noise correlation matrix can be
assumed to be Rnini = I with no loss of generality. The ma-
trix Hci is N × (N + ν) and represents the convolution ma-
trix corresponding to the channel of pair i. The matrix Aci,k
is N × (N + ξ) and represents the convolution matrix of the
crosstalk coupling channel from source k to victim pair i. The
parameters ν and ξ denote the length (in number of sam-
ples) of the nonzero part of the impulse response of the direct
channel and of the alien crosstalk coupling correspondingly.
The sampling rates and sampling times are assumed to be
identical for all pairs. It is noted that the direct and the indi-
rect channels are here assumed to include the time-domain
filtering of the transmitter and receiver modems.
2.2. DMT transmission and synchronization
DMT transmission is here considered, since it is by far the
most popular transmission method in DSL. It is assumed
that each DMT symbol includes both a cyclic prefix (CP) and
a cyclic suﬃx (CS) [16]. It is also assumed that timing ad-
vance is employed at the customer premises’ modems as de-
fined in the very-high-speed digital subscriber line (VDSL)
recommendation [17].
A timing diagram is shown in Figure 2 to illustrate the
concept of synchronized DMT transmission among multi-
ple pairs. The time scale corresponds to the vertical axis. Two
pairs are assumed and both transmission directions are con-
sidered. LT-TX1 and LT-TX2 indicate the transmitters at the
line termination (LT) or central oﬃce’s side for the two pairs.
NT-TX1 and NT-TX2 indicate the transmitters at the net-
work termination (NT) or customer premises’ side for the two
pairs. The corresponding receivers are denoted as NT-RX1,
NT-RX2, LT-RX1, and LT-RX2. The transmission is shown
for the duration of a single DMT block. The following ex-
ample assumptions are made. The channel memory is equal
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Figure 2: Example of synchronized lines.
to 2 units of time, and the CP is set equal to 2 units of time.
The propagation delay of pair 1 is 2 units of time, and the
propagation delay of pair 2 is 3 units of time. The maxi-
mum propagation delay is equal to 3 units of time, so the
CS is also set to 3 units of time. The timing advance at the
NT side equals the propagation delay of the corresponding
pair.
In the above example, the block transmission of the main
part of the DMT symbol starts at time 0 for the LT transmit-
ters. The transmission of the CP starts at time−2. The timing
advance at the NT side means that the block transmission at
the NT side is advanced by an amount of time equal to the
propagation delay of the line. This results in DMT symbols at
the NT side starting transmission at the same time as those
at the LT side. Evidently, the DMT blocks are synchronized
across all transmitters.
Next, the receiver timing is examined. It is a require-
ment for the DMT blocks to be synchronized across the re-
ceivers, in order to fully exploit noise correlation among the
receivers. The existence of the cyclic suﬃx makes this possi-
ble: the thick vertical line segments show the block of sam-
ples that are extracted at the receivers. For NT-RX2, the re-
ceived block includes all the samples of the main part of
the DMT symbol. For NT-RX1, the received block includes
part of the CS, in order to coincide in time with the re-
ceived block of NT-RX2. Similarly, the received blocks at
the LT side are chosen to coincide in time. The inclusion of
part of the CS implies only a phase change for the channel
model. Amathematical representation of this scheme is given
next.
The inclusion of the CP and the CS can be expressed as
x
p
i = Pixi, (2)
where xi is an N × 1 vector containing the DMT block sam-
ples to be transmitted excluding the CP and the CS. The
parameter N is chosen to be equal to twice the number of
DMT tones. The matrix Pi is (N + ν)×N and models the ad-
dition of the CP and CS. Letting the length of the CP be equal
to ν, the length of the CS that is included in the received block










Additionally, the FFT and IFFT operations are repre-
sented as
Yi = Qyi,
xi = Q∗Xi, (4)
where Yi is the FFT output at the receiver, and Xi is the IFFT
input at the transmitter. The matrices Q and Q∗ correspond
to the FFT and IFFT transforms, respectively.
From (1), (2), (4), a new expression is obtained for the
received samples of user i at the FFT output:










= ΛiXi + N′i + Ai. (7)
Note that Hi=Hci Pi is a circulant matrix, which makes Λi=
QHiQ∗ a diagonal matrix. The correlation matrix of the new
noise term is RN′iN′i = I . The choice of μi in the definition
of Pi depends on the timing of the received block. It can be
shown that this choice only aﬀects the phase of the diagonal
elements of Λi. The next subsection investigates the term Ai,
which represents the alien crosstalk.
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2.3. Alien crosstalk correlation












With the assumption that crosstalk sources are indepen-














while the correlation matrix of alien crosstalk of user i with














There is a special case that deserves some attention. Set-
ting ξ=ν and zN−k=z−k, for k = 1, . . . , ν, results in
z
p
k = Pzk , (11)
where P is as in (3) with μi = 0. These conditions correspond
to the special case where the alien crosstalk sources are DMT
transmitters with the same sampling rates, same block sizes,
and same CP and CS as the vectored system. Also, the trans-
mission of the alien crosstalk sources must be such that the
DMT symbol boundaries are synchronized with the received
DMT symbols of the vectored system. This special case does
not correspond to a practical situation, but it does provide
some intuition.
Assuming that the transmitted samples of the alien cross-
talk are white, there exists E(zkz∗k ) = Ez,kI . (Note that any
transmitter spectrum shaping of the alien crosstalk sources
can be incorporated in the alien crosstalk coupling.) Then,
the correlationmatrix of the alien crosstalk of user iwith that




























where ΛAi,k = QAi,kQ∗ is a diagonal matrix. This expres-
sion shows that for this special case, noise correlation exists
only when the same tone is examined for diﬀerent users. In
other words, there is no correlation between noise of diﬀer-
ent users, when that noise corresponds to diﬀerent tones.
When the above special case does not hold, noise on some
tone of one user may be correlated with noise on another
tone of a second user. This is attributed to the eﬀect of FFT
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Figure 3: Power spectral density of T1 transmitter.
2.4. Example
An example is next presented to illustrate the noise correla-
tion property in practical conditions. It is assumed that there
is a single crosstalk source from a T1 transmitter, which af-
fects the downstream receivers of 2 ADSL2+ systems [18].
Other noise sources (e.g., background noise) are here ig-
nored.
The bandwidth of the ADSL2+ system is 2.208MHz,
where 512 tones with a 4.3125 kHz spacing are used. The
power spectral density (PSD) of the T1 transmitter over this
frequency region is shown in Figure 3.
It is assumed that the ADSL2+ receivers are aﬀected by
NEXT interference originating from the T1 transmitter. Ac-
tual crosstalkmeasurements were used to calculate the result-
ing eﬀect, which were obtained through Stanford University.
The measurements were made over 300m of 26AWG cable.
Two sets of coupling measurements are here used, with set
1 representing the coupling between pairs 2 and 6, and set
2 representing the coupling between pairs 2 and 11 within
a single binder. In what follows, it is assumed that set 1 ex-
presses the coupling between the crosstalk source and vec-
tored pair 1, while set 2 expresses the coupling between the
crosstalk source and vectored pair 2. The magnitude of the
NEXT coupling is shown in Figure 4.
For the numerical computations that follow, (9) and (10)
are used. The frequency responses of the crosstalk coupling
are converted to impulse responses and shortened to cap-
ture 99.9% of the impulse energy, thus determining the el-




k ) correlation matrix is derived
by computing the correlation of the transmitted samples of
the crosstalk source. For this computation, the transmit spec-
trum shaping is modeled through an FIR filter with 81 sam-
ples.
Figure 5 shows a curve representing the magnitude of
the noise variance of pair 1, and five curves representing the
magnitude of the correlation between noise on a specific tone
and other tones of pair 1. In the five curves representing the
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Figure 5: Noise correlation for user 1.
correlation, the reference is chosen to be tones 100, 200, 300,
400, and 500, respectively. The noise variance corresponds to
the dashed curve, and the other curves can be easily recog-
nized by noting the point where they coincide with the noise
variance curve. The main observation from these results is
that the noise among tones is indeed correlated to some ex-
tent, but that such correlation is relatively weak.
Figure 6 shows similar curves corresponding to user 2.
Again, it is observed that noise correlation between tones is
relatively weak.
Finally, Figure 7 presents a curve with the magnitude of
the correlation between noise of pair 1 and of pair 2 for the
same tone, and five curves with the magnitude of the corre-
lation between noise on a specific tone of pair 1 and noise on
tones of pair 2. For the five curves where a specific tone of
pair 1 is used as a reference, the tone index is chosen as 100,
200, 300, 400, and 500, respectively. It is observed that, on the
one hand, the correlation between diﬀerent tones of diﬀerent
pairs is relatively weak. On the other hand, the correlation
between pairs 1 and 2 for the same tone is significant and
comparable to the noise variances of the two pairs. This indi-
cates that methods exploiting the noise correlation between
pairs within the same tone are of interest, while methods for




Equation (7) is here repeated for convenience,
Yi = ΛiXi + N′i + Ai. (13)
In the above equation, the received frequency-domain sam-
ples of user i are given, where vector samples correspond to
diﬀerent tones, and i = 1, . . . ,L. Since Λi is diagonal, this ex-
pression can also be given as
Yi,n = Λi,nXi,n +N ′i,n + Ai,n, (14)
where n = 1, . . . ,N is the tone index, and where Yi =
[Yi,1 · · ·Yi,N ]T , Xi = [Xi,1 · · ·Xi,N ]T , N′i = [N ′i,1 · · ·N ′i,N ]T ,
Ai = [Ai,1 · · ·Ai,N ]T , and Λi,n are the diagonal elements of
Λi.
Reorganizing (14) into vectors corresponding to a spe-
cific tone, the following expression is obtained:
Zn = TnWn + Nn, n = 1, . . . ,N , (15)
where Zn= [Y1,n · · ·YL,n]T , Wn= [X1,n · · ·XL,n]T , and Nn=
[N1,n · · ·NL,n]T . Also, Tn is a diagonal matrix with elements
Λ1,n, . . . ,ΛL,n. The term Nn includes noise components cor-
responding to both background noiseN ′i,n and alien crosstalk
Ai,n. In the expression above, RNnNn is in general nondiagonal,
as explained in Section 2.
3.2. Two-sided coordination
Two-sided coordination for DSL has been proposed in sev-
eral instances. Reference [1] first showed the concept for DSL
and presented transmitter and receiver design methods. In
[2], the idea of exploiting noise correlation with two-sided
coordination was first analyzed. Also, [13, 15] described an
approach for alien crosstalk cancellation for DMT-based sys-
tems with two-sided coordination.
The analysis of this section essentially makes use of the
methodology of [19], when applied to DSL. Starting from
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Figure 6: Noise correlation for user 2.
(15), it is noted that the noise correlation matrix has the fol-
lowing Cholesky decomposition:
RNnNn = GnREnEnG∗n , (16)
whereGn is a lower-triangular matrix with diagonal elements
equal to 1, and REnEn is a diagonal matrix with positive ele-
ments.
The singular value decomposition (SVD) of the equiva-
lent channel of tone n after noise decorrelation is expressed
as
T˜n = R−1/2NnNnTn (17)
= R−1/2EnEnG−1n Tn (18)
= UnΣnV∗n , (19)
where Un and Vn are unitary matrices, and Σn is diagonal
with positive elements in decreasing order. (Square-root fac-
torization other than Cholesky can also be used to obtain the
equivalent channel after noise decorrelation.)
Then, channel diagonalization is achieved by the follow-
ing operations. At the transmitter,
Wn = VnW˜n, (20)
where W˜n is the input of the operation. At the receiver,
Z˜n = U∗n R−1/2NnNnZn, (21)
where Z˜n is the output of the operation.
Combining (15), (19), (20), and (21),
Z˜n = ΣnW˜n + N˜n, (22)
where N˜n=U∗n R−1/2NnNnNn and RN˜nN˜n=I , so that the noise sam-
ples are no longer correlated.
The transmitter and receiver structures are shown in
Figure 8.
Next, it is shown that on a per-tone basis, the maximum
achievable data-rate sum with this method is equal to the ca-
pacity of the channel. The capacity of the vector channel of
(15) is defined as the maximum of the mutual information
between Zn and Wn [21]. With Wn having a Gaussian distri-






















whereRZnZn and RWnWn are the correlationmatrices of Zn and
Wn, respectively.
The transmitter and receiver operations of (20) and (21)
represent 1-1 transformations. Therefore, the mutual infor-
mation of the channel of (22) equals the mutual information




























whereRZ˜nZ˜n and RW˜nW˜n are the correlationmatrices of Z˜n and














where ρn,k are the diagonal elements of Σn, and En,k are the
diagonal elements of RW˜nW˜n . Equality holds when the oﬀ-
diagonal elements of RW˜nW˜n equal 0.
Thus, transmission optimization becomes the problem
of power allocation to parallel channels, which has the well-
known water-filling solution [22]. It is clear from above that
two-sided coordination is capable of reaching the maximum
achievable data rate.
3.3. Receiver coordination with
decision-feedback structure
Alien crosstalk cancellation with receiver coordination was
investigated in [3], where both decision-feedback approaches
and noise-predictive approaches were proposed to achieve
noise decorrelation. A general framework for MIMO re-
ceivers was presented in [20] as the generalized DFE (GDFE).
The GDFE can be shown to contain as subcases many pop-
ular MIMO techniques. The application of the GDFE for
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Figure 7: Noise correlation between user 1 and user 2.
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Figure 8: SVD transmission.
DSL vectoring was proposed in [4] with the objective of in-
domain FEXT cancellation. Also, the DSL multiuser theory
given in [11] describes the use of the GDFE for the purpose
of noise decorrelation.
The analysis of this section is based on the GDFE formu-
lation. Starting from (15), the feedforward operation of the
GDFE is expressed as
Z′n = G−1n Zn
= G−1n TnWn + En,
(27)
where Z′n is the output of the operation,Gn is as given in (16),
and En is the resulting error termwith REnEn=I . Although the
feedforward operation decorrelates the noise, it introduces
interference among the in-domain pairs, since G−1n Tn is non-
diagonal. To eliminate this interference, a feedback operation
is applied,





= Z′n − FnŴn (29)
= TnWn + En, (30)
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Figure 9: Generalized decision feedback.
where Z˜n is the output of the operation, and Dn is a diagonal
matrix whose elements are the diagonal elements of G−1n Tn.
The vector Ŵn represents the decoded symbols, for which it
is here assumed that they are always correct.
The transmitter and receiver structures are shown in
Figure 9.
Next, the mutual information is computed. The mutual















)−H(Z′n − FnWn | Wn
)
(34)






where (31) holds because multiplication by Gn represents a
1-1 transformation, and (34) is obvious by the definition of
conditional entropy [21]. The above formulas show that the
GDFE scheme does not reduce themutual information of the
channel.
Finally, a simple expression is given for the mutual infor-

























where τn,k are the diagonal elements of Tn, En,k are the diago-
nal elements of RW˜nW˜n , and σ
2
n,k are the diagonal elements of
REnEn . The inequality relation follows from Hadamard’s in-
equality, and equality holds when the oﬀ-diagonal elements
of RW˜nW˜n equal 0. Thus, the maximization of the sum capac-
ity can be achieved by solving the power allocation problem
on parallel channels.
A note on the decoding order of the vectored pairs can be
made. It can be observed that changing the decoding order
is equivalent to premultiplying Wn and Zn by a permutation
matrix. Such an operation indeed changes the values of τn,k
and σn,k, however, it is easy to see that the mutual informa-
tion as defined above is not aﬀected. This implies that the de-
coding order aﬀects the rate of each pair but not the highest
possible sum rate.
3.4. Receiver coordination with
noise-prediction structure
An alternative to the decision-feedback structure is next de-
scribed. Instead of decorrelating the noise with the feedfor-
ward section and then cancelling the interference by sub-
tracting weighted estimates of the symbols, the receiver noise
can be directly decorrelated by estimating and subtracting
the error of the decoder. This is similar to the well-known
concept of a noise-predictive decision-feedback equalizer
[23].
From (16), the noise vector is expressed as
Nn = GnEn, (39)
where En is called the innovations vector. The lower-trian-
gular property of the Gn matrix naturally leads to the follow-
ing noise decorrelation procedure. First, Nn,1=En,1, which is
easily found by subtracting the decoder output of pair 1 from
the decoder input of pair 1. Then,
Nn,2 = En,2 + g(2,1)n En,1 ⇐⇒ En,2
= Nn,2 − g(2,1)n En,1,
(40)
where g(2,1)n is the element of Gn at row 2 and column 1. So,
the noise term of pair 2 can be decorrelated by subtracting
g(2,1)n En,1 from the received signal of pair 2. Then, En,2 is es-
timated by subtracting the decoder output of pair 2 from
G. Ginis and C.-N. Peng 9


































Figure 10: Error whitening.
the decoder input of pair 2. This process continues for the
remaining pairs, where in each iteration the previously es-
timated errors En,1, . . . ,En,k−1 are weighted and subtracted
from the received signal of k.
Starting with (15), the noise-prediction operation is ex-
pressed as










= TnWn + En, (43)
where it is seen that the resulting noise term is uncorrelated,
and Tn, En are the same as in (30).
The transmitter and receiver structures are shown in
Figure 10.
An interesting advantage of this scheme is the lack of the
feedforward section. It should be noted that there are several
possibilities for the computation of the error En. The DSL de-
coder consists of multiple stages, and the error computation
can be computed based on the output of any of these stages.
The typical DSL decoder includes an inner decoder (e.g., trel-
lis decoder) and an outer decoder (e.g., Reed-Solomon de-
coder). The error can be found by comparing the symbols at
the decoder input with the estimated symbols correspond-
ing to either the outer or the inner decoder. The error can
even be estimated by obtaining a decision through a “slicer”
operation. In each of these cases, there is a tradeoﬀ between
latency and error propagation.
Since the expressions of the equivalent channels in (30)




) = I(Wn; Z˜n
)
, (44)
which implies that the noise-prediction scheme has no infor-
mation loss compared to the DFE scheme, or compared to
the original channel.
For the purpose of gaining intuition, an alternative ap-
proach is here used to arrive at (38). Using the chain rule, the









Wn,k;Zn |Wn,1, . . . ,Wn,k−1
)
. (45)



















Wn,k;Zn,m |Wn,1, . . . ,Wn,k−1,Zn,1, . . . ,Zn,m−1
)
(47)
= H(Zn,m |Wn,1, . . . ,Wn,k−1,Zn,1, . . . ,Zn,m−1
)
−H(Zn,m |Wn,1, . . . ,Wn,k−1,Wn,k,Zn,1, . . . ,Zn,m−1
)
(48)
= H(En,m |Wn,1, . . . ,Wn,k−1,Zn,1, . . . ,Zn,m−1
)




where (49) follows from the fact that En,m is the only variable
term of Zn,m given the conditions, and (50) holds because
the conditioning onWn,k provides no additional information
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about En,m. Form > k,
I
(
Wn,k;Zn,m |Wn,1, . . . ,Wn,k−1,Zn,1, . . . ,Zn,m−1
)
(51)
=H(Wn,k |Wn,1, . . . ,Wn,k−1,Zn,1,. . . ,Zn,m−1
)




where (53) holds because the conditioning on Zn,m oﬀers no
additional information onWn,k. Then, form = k,
I
(

















where f (k,m)n is the element of Fn on row k and column m,
and (55) follows from the fact that the conditioning fully de-

























Again, it is noted that changing the decoding order aﬀects
the rate of each individual pair, but does not change the sum
rate.
4. SIMULATION RESULTS
In this section, simulation results are shown to demonstrate
the performance benefits that can be realized with alien noise
cancellation. These are generated by “frequency-domain”
simulations, where the SNR is computed for each tone by
using the knowledge of the channel and of the transmitted
PSD, and by evaluating the receiver noise level. The SNR per
tone is then converted to the number of bits per tone, which
leads to an estimate of the achievable data rate. In the follow-
ing, the simulation assumes the error-whitening structure of
Figure 10. But, as noted in Section 3, the maximum achiev-
able data-rate sum over all vectored pairs is the same regard-
less of the specific noise decorrelation method.
Similarly to the example of Section 2.4, downstream
communication is considered, where the vectored system
consists of two pairs and there is a single T1 disturber (up-
stream and downstream) that causes interference. Again, the
vectored pairs employ ADSL2+ for communication and use
the PSD mask of Annex A [18]. The NEXT coupling coeﬃ-
cients and the T1 PSD are the same as in the example. Ad-
ditionally, FEXT coupling from the T1 disturber to the pairs
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Figure 11: FEXT coupling for the 2 vectored pairs at 300m.
Table 1: Simulation parameters.
Number of DMT tones 512
Tone width 4.3125 kHz
Symbol rate 4 kHz
Coding gain 6 dB
Noise margin 6 dB
SNR gap 9.8 dB
Maximum power 20.4 dBmW
Cable type 26-Gauge
Source/load impedance 100Ohm
Max information bits per tone 14
Background noise −140 dBmW/Hz
measurements obtained with the same setup as that for the
NEXT measurements. The magnitude of the FEXT coupling
is shown in Figure 11. Since these measurements were ob-
tained with a 300m loop, the FEXT coupling was normalized
for other loop lengths using the well-known rule according
to which the FEXT PSD is proportional to the loop length
and to the squared magnitude of the channel transfer func-
tion. Note that no in-domain crosstalk has been included in
the simulation. The rest of the simulation assumptions are
shown in Table 1.
Figure 12 shows the noise PSDs of the two receivers for
a 3 km loop. The noise of pair 1 is unaﬀected by the noise
decorrelation algorithm. The noise of pair 2 is significantly
mitigated after the application of the algorithm. Note that
the frequencies where the noise of pair 2 is not greatly re-
duced correspond to those frequencies where pairs 1 and 2
have weak noise correlation.
Next, Figure 13 shows the bit distributions of the two re-
ceivers for the same case. As expected, the bit distribution
of pair 1 is unchanged, but pair 2 is capable of transmitting
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Figure 13: Bit distributions before and after noise decorrelation
with 3000m loop.
more bits per tone after noise decorrelation as a result of the
higher receiver SNR.
Finally, Figure 14 shows the rate-reach curves of the 2
pairs and also the sum rate for loops between 1 and 4 km.
Of course, the rate-reach curve of pair 1 is the same before
and after noise decorrelation, but the rate increase of pair
2 is significant over almost all loop lengths. In the shortest
loops, the improvements become smaller mainly because of
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Figure 14: Rate-reach curves before and after noise decorrelation.
Performance gains over a wide range of loops have also
been observed with other NEXT interferers that aﬀect a sig-
nificant portion of the downstream or upstream band. For
FEXT interferers (e.g., FEXT from a similar system), the gains
are considerable primarily in short enough loops, where
FEXT is the dominant noise source.
5. CONCLUSIONS
This paper gave an overview of the subject of alien crosstalk
cancellation for DSL systems employing multiple pairs. First,
it was shown that a common interference source leads to
noise correlation among the victim DSL pairs, and that such
correlation is strongest within the same tones. Then, specific
methods were presented to perform crosstalk cancellation by
exploiting the noise correlation property. It was theoretically
shown that the methods have equivalent performance with
respect to the sum rate over the pairs. Last, performance sim-
ulation results were presented to illustrate the potential ben-
efits.
It is worth making some additional comments about the
practical application of noise decorrelation. Although not
presented in this paper, the noise decorrelation methods re-
quire the existence of additional algorithms for initialization
(before the DSL link is established) and for adaptation (af-
ter the DSL link is operational). The initialization algorithms
aim at producing estimates of the noise correlation, which
was simply assumed to be known in advance in this paper.
The adaptation (or updating) algorithms are needed since it
is generally expected that crosstalk interference varies over
time, either due to slow-varying variations of the crosstalk
coupling, or due to crosstalk sources becoming active or in-
active.
Finally, the results presented in [24] demonstrated that
in-domain crosstalk cancellation can be simplified by careful
12 EURASIP Journal on Applied Signal Processing
choice of the tones and pairs over which joint signal process-
ing is applied. This previous conclusion indicates that similar
selection methods can also be applied for alien crosstalk can-
cellation, thus oﬀering the possibility of complexity reduc-
tion.
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