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ПОСТРОЕНИЕ РЕЛЯЦИОННОЙ МОДЕЛИ ДЛЯ СИСТЕМЫ 
ИНТЕЛЛЕКТУАЛЬНОГО АНАЛИЗА ДАННЫХ 
 
Застосовано методи інтелектуального аналізу даних для вирішення завдань 
пошуку асоціативних правил. Метою проведених досліджень є розробка моделі 
реляційної бази даних, що задовольняє вимогам алгоритму асоціативного пошуку. 
Подана універсальна схема реляційної бази даних дає змогу ефективно 
застосовувати метод асоціативних правил. Наведено приклад, що підтверджує 
ефективність використання реляційної моделі даних, що нормалізована до 3NF та 
має подвійний складений ключ, для пошуку асоціативних правил у середовищі СУБД. 
Ключові слова: база даних, реляційна модель, асоціативний пошук 
Применены методы интеллектуального анализа данных для решения задачи 
поиска ассоциативных правил. Цель проведенных исследований – разработка 
реляционной модели базы данных, удовлетворяющей требованиям алгоритма 
ассоциативного поиска. Представлена универсальная схема реляционной базы 
данных, позволяющая эффективно применять метод ассоциативных правил. 
Приведен пример, подтверждающий эффективность использования реляционной 
модели данных, нормализованной до 3NF и содержащей двойной составной ключ, для 
поиска ассоциативных правил в среде систем управления базами данных. 
Ключевые слова: база данных, реляционная модель, ассоциативный поиск. 
Given article describes the application of data mining techniques to solve 
problems of finding association rules. The aim of the research is development of a relational 
database model that meets the requirements of the algorithm of associative search. We 
present a universal scheme of a relational database, which allows effective use of the 
method of association rules. An example proving the effectiveness of the relational data 
model, normalized to 3NF, and containing a double compound key, to find the association 
rules in database management systems. 
Keywords: database, relational model, associative search 
 
Интенсивное развитие компьютерных технологий привело к 
значительному увеличению числа информационных систем и, 
соответственно, объема хранимых данных. Получили развитие новые 
направления в этой области исследований: интегрированные 
информационные системы и технологии, информационные пространства и 
сообщества, мультиагентные системы,  актуальными остаются вопросы, 
связанные с анализом данных. Разработка эффективных методов анализа 
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больших объемов первичных или, так называемых «сырых», данных 
позволит извлекать новые знания и принимать обоснованные решения.  
Целью проводимых исследований является разработка структур 
хранения данных, ориентированных на эффективную совместную работу с 
системами аналитической обработки, основанными на методах Data Mining. 
Методы интеллектуального анализа Data Mining 
Data Mining – это процесс обнаружения в данных ранее неизвестных 
нетривиальных практически полезных и доступных интерпретации знаний, 
необходимых для принятия решений в различных сферах человеческой 
деятельности. Интеллектуальный анализ данных (англ. Data Mining) – 
выявление скрытых закономерностей или взаимосвязей между переменными 
в больших массивах необработанных данных. Подразделяется на задачи 
классификации, моделирования, прогнозирования и другие. Термин «Data 
Mining» введен Григорием Пятецким-Шапиро в 1989 году. 
Термин «Data Mining» не имеет однозначного перевода на русский 
язык (добыча данных, вскрытие данных, информационная проходка, 
извлечение данных/информации) поэтому в большинстве случаев 
используется в оригинале. Наиболее удачным непрямым переводом 
считается термин «интеллектуальный анализ данных» (ИАД). 
ИАД включает методы и модели статистического анализа и 
машинного обучения, дистанцируясь от них в сторону автоматического 
анализа данных. Инструменты ИАД позволяют проводить анализ данных 
предметными специалистами (аналитиками), не владеющими 
соответствующими математическими знаниями. 
Алгоритмы, используемые в Data Mining, требуют большого 
количества вычислений. Раньше это являлось сдерживающим фактором 
широкого практического применения Data Mining, однако рост 
производительности современных процессоров, позволяющий провести 
качественный анализ сотен тысяч и миллионов записей, снял остроту этой 
проблемы.  
Задачи, решаемые методами Data Mining 
1. Классификация – это отнесение объектов (наблюдений, событий) к 
одному из заранее известных классов. Это  наиболее простая и 
распространенная задача Data Mining. В результате решения задачи 
классификации обнаруживаются признаки, которые характеризуют группы 
объектов исследуемого набора данных – классы; по этим признакам новый 
объект можно отнести к тому или иному классу. Для решения задачи 
классификации могут использоваться методы: ближайшего соседа (Nearest 
Neighbor), k-ближайшего соседа (k-Nearest Neighbor), байесовские сети 
(Bayesian Networks), индукция деревьев решений, нейронные сети (neural 
networks). 
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2. Регрессия, в том числе задачи прогнозирования. Установление 
зависимости непрерывных выходных от входных переменных. В задачах 
регрессии и классификации требуется определить значение зависимой 
переменной объекта на основании значений других переменных, 
характеризующих данный объект. Пусть дано конечное множество объектов 
. Каждый из объектов характеризуется некоторым 
признаковым описанием . Пусть значения 
признаков  известны. Тогда задача заключается в 
определении неизвестного признака . Если множество значений 
конечное, то задачу называют классификацией, а если оно счетное или имеет 
мощность континуума, то говорят о задаче регрессии. 
3. Кластеризация – это группировка объектов (наблюдений, событий) 
на основе данных (свойств), описывающих сущность этих объектов. Объекты 
внутри кластера должны быть «похожими» друг на друга и отличаться от 
объектов, вошедших в другие кластеры. Чем больше похожи объекты внутри 
кластера и чем больше отличий между кластерами, тем точнее 
кластеризация. Кластеризация является логическим продолжением идеи 
классификации. Сложность кластеризации заключается в том, что классы 
объектов изначально не предопределены. Результатом кластеризации 
является разбиение объектов на группы. 
4. Ассоциация – выявление закономерностей между связанными 
событиями. Примером такой закономерности служит правило, указывающее, 
что из события X следует событие Y. В ходе решения задачи поиска 
ассоциативных правил отыскиваются закономерности между связанными 
событиями в наборе данных. Отличие ассоциации от других задач Data 
Mining состоит в том, что поиск закономерностей осуществляется не на 
основе свойств анализируемого объекта, а между несколькими событиями, 
которые происходят одновременно. Наиболее известный алгоритм решения 
задачи поиска ассоциативных правил – алгоритм Apriori. 
5. Последовательные шаблоны – установление закономерностей 
между связанными во времени событиями. Последовательность позволяет 
найти временные закономерности между транзакциями. Задача 
последовательности подобна ассоциации, но ее целью является установление 
закономерностей не между одновременно наступающими событиями, а 
между событиями, связанными во времени (т.е. происходящими с  
определенным интервалом во времени). Другими словами, 
последовательность определяется высокой вероятностью цепочки связанных 
во времени событий. Фактически, ассоциация является частным случаем 
последовательности с временным лагом, равным нулю. Эту задачу Data 
Mining также называют задачей нахождения последовательных шаблонов 
(sequential pattern).  
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6. Анализ отклонений – выявление наиболее нехарактерных 
шаблонов. Проблемы бизнес анализа формулируются по-иному, но решение 
большинства из них сводится к той или иной задаче Data Mining, или к их 
комбинации. Например, оценка рисков – это решение задачи регрессии или 
классификации, сегментация рынка – кластеризация, стимулирование спроса 
– ассоциативные правила. Фактически, задачи Data Mining являются 
элементами, из которых можно собрать решение подавляющего большинства 
реальных бизнес задач. 
В перспективе возможны следующие направления развития Data 
Mining: 
- выделение типов предметных областей с соответствующими им 
эвристиками, формализация которых облегчит решение соответствующих 
задач Data Mining, относящихся к этим областям; 
- создание формальных языков и логических средств, с помощью 
которых будут формализованы рассуждения, и автоматизация которых 
станет инструментом решения задач Data Mining в конкретных предметных 
областях; 
- создание методов Data  Mining, способных не только извлекать из 
данных закономерности, но и формировать некие теории, опирающиеся на 
эмпирические данные; 
- преодоление существенного отставания возможностей 
инструментальных средств Data Mining от теоретических достижений в этой 
области. 
Исследователи отмечают, что существуют как успешные решения, 
использующие Data Mining, так и неудачный опыт применения этой 
технологии. Области, где применение технологии Data Mining принесет 
ожидаемый результат, имеют такие особенности: 
- требуют решений, основанных на знаниях; 
- имеют изменяющуюся окружающую среду; 
- имеют доступные, достаточные и значимые данные; 
- обеспечивают высокие дивиденды от правильных решений. 
Ввиду того, что Data Mining развивается на стыке таких дисциплин, 
как статистика, теория информации, машинное обучение, теория баз данных, 
вполне закономерно, что большинство алгоритмов и методов Data Mining 
были разработаны на основе различных методов из этих дисциплин. 
Например, процедура кластеризации k-means была просто заимствована из 
статистики. Большую популярность получили следующие методы Data 
Mining: нейронные сети, деревья решений, алгоритмы кластеризации, в том 
числе и масштабируемые, алгоритмы обнаружения ассоциативных связей 
между событиями и т.д. 
Применение методов Data Mining – фактически единственная 
возможность извлечь пользу из накопленной информации. Data Mining 
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позволяет извлекать из данных знания и превращать их в конкурентные 
преимущества: качественно прогнозировать, предсказывать развитие 
событий, управлять рисками и прочее. 
В последнее время неуклонно растет интерес к методам 
«обнаружения знаний в базах данных». Объемы современных баз данных, 
хранилищ данных, весьма внушительны, и вызывают устойчивый спрос на 
новые масштабируемые алгоритмы анализа данных. Одним из популярных 
методов обнаружения знаний стали алгоритмы поиска ассоциативных 
правил. 
Описание алгоритма поиска ассоциативных правил 
Ассоциативные правила позволяют находить закономерности между 
связанными событиями. Первый алгоритм поиска ассоциативных правил, 
называвшийся AIS, был разработан в 1993 году сотрудниками 
исследовательского центра IBM Almaden. На середину 90-х годов прошлого 
века пришелся пик исследовательских работ в этой области, и с тех пор 
каждый год появлялось несколько алгоритмов. 
Предметные области, в которых наиболее часто применяется  метод 
оценки ассоциативных свойств данных: 
- розничная торговля: определение товаров, которые стоит 
продвигать совместно; выбор местоположения товара в магазине; анализ 
потребительской корзины; прогнозирование спроса; 
- маркетинг: поиск рыночных сегментов, тенденций покупательского 
поведения; 
- сегментация клиентов: выявление общих характеристик клиентов 
компании, выявление групп покупателей; 
- оформление каталогов, анализ сбытовых кампаний, определение 
последовательностей покупок клиентов (какая покупка последует за 
покупкой товара А); 
- анализ Web-логов. 
Поиск ассоциативных правил – это один из главных подходов 
интеллектуального анализа данных. Поиск обнаруживает скрытые связи, на 
первый взгляд никак несвязанных данных. Эти связи – правила. Те, которые 
превышают определенный порог, считаются интересными. Одним из 
наиболее часто цитируемых примеров поиска ассоциативных правил служит 
проблема поиска устойчивых связей в корзине покупателя (Market-Basket 
Problem). Проблема поиска устойчивых связей в корзине покупателя состоит 
в том, чтобы определить какие товары приобретаются покупателями вместе, 
так, чтобы специалисты по маркетингу могли соответствующим образом 
разместить эти товары в магазине для повышения объема продаж, а так же 
принять другие решения, способствующие продажам. Именно способность 
обнаруживать скрытые правила делает поиск ассоциативных правил ценным 
и способствующим поиску знаний. 
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Рассмотрим эту задачу в обобщенном виде [1]. Обозначим объекты, 
составляющие исследуемые наборы, множеством: 
 , (1) 
где  - объекты, входящие в анализируемые наборы, - общее 
количество объектов. 
Транзакциями будем называть наборы объектов, хранящиеся в базе 
данных и подвергаемые анализу. Опишем транзакцию как подмножество 
множества : 
, (2) 
Набор транзакций, информация о которых доступна для анализа, 
обозначим следующим множеством :  
, (3) 
где    - количество доступных для анализа транзакций. 
Множество транзакций, в которые входит   объект: 
         (4) 
Произвольный набор объектов обозначим следующим образом: 
. 
 
(5) 
Множество транзакций, в которое входит набор , представим как:  
          (6) 
Отношение количества транзакций, в которое входит набор , к 
общему количеству транзакций называется поддержкой (support) набора и 
обозначается : 
 
(7) 
При  поиске аналитик может указать минимальное значение 
поддержки интересующих его наборов . Набор называется частым  
(large itemset), если значение его поддержки больше минимального значения 
поддержки, заданного пользователем: 
 
(8) 
Таким образом, при поиске ассоциативных правил требуется найти 
множество во всех частых наборов: 
 
(9) 
 
Разработка модели базы данных на основе метода 
ассоциативного анализа 
Рассмотрим варианты структур реляционной базы данных (РБД), 
удовлетворяющих требованиям задачи (1)-(5) поиска ассоциативных правил. 
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Выражение (1) описывает объекты интеллектуального анализа. В 
соответствии с правилами проектирования РБД для представления объектов 
различных предметных областей может быть рассмотрена следующая 
модель: 
Отношение «Объекты» содержит ключевой атрибут «Код Объекта» 
и список функционально-зависимых атрибутов  . 
На рис.1 представлена схема отношения «Объекты». В качестве 
примера приведен фрагмент базы данных для представления списка товаров, 
что в теоретико-множественной форме имеет вид:  
 
 
 
    
 
 
 
 
 
 
 
 
 
 
 
Рисунок 1 – Схема отношения «ОБЪЕКТЫ» 
Под транзакцией в рассмотренной выше методике (2)-(5) будем 
понимать объект или множество объектов второго уровня, которые 
характеризуется интеграционными свойствами по отношению к 
определенным ранее объектам. Таким образом, схема отношения объектов 
второго уровня будет идентична схеме, приведенной на рис.2.  
 
 
 
 
 
 
 
 
 
 
 
 
Код Объекта 
Объекты 
Имя Объекта 
Атрибут 1 
Атрибут 2 
Атрибут n 
ID товара  Наименование Цена 
Товары 
101101  Тел LG HD 1452 
101102  ПК HP321 5687 
101103 ПРИНТЕР  540 
Код Объекта 
Объекты-2 
Имя Объекта 
Атрибут 1 
Атрибут 2 
Атрибут n 
ID накладной  Дата поставки Поставщик 
Накладные 
101  10-11-2009 МКС 
102      11-11-2009 ФОКС 
103 12-11-2009 ЭПИЦЕНТР 
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Рисунок 2 – Схема отношения «ОБЪЕКТЫ-2» 
 
Определим тип связей объектов первого и второго уровней. Согласно 
определению, одна транзакция может содержать в себе несколько объектов 
первого уровня и, соответственно, в одной транзакции не может быть 
повторяющихся объектов [2].  
Рассмотренный тип связи соответствует множественному типу 
«многие-ко-многим» или  M → N .  В реляционной модели данных такой тип 
связи реализуется через дополнительное отношение «Транзакции_Объекты». 
В качестве примера транзакции можно привести реальный объект второго 
уровня, обладающий интеграционными свойствами – это накладная, в 
которую входят объекты – товары. Схема реляционной базы данных 
«Накладные_Товар» приведена на рис. 3. 
Схема базы данных «Накладные_Товар» содержит три отношения: 
«Накладные», «Товар» и «Накладные Товар». Жирным шрифтом выделены 
ключевые атрибуты. В отношении «Накладные Товар» применяется двойной 
составной ключ. Такое решение позволяет поддержать ограничение 
целостности, сформулированное на этапе постановки задачи синтеза схемы 
базы данных: один товар не может быть дважды введен в одну накладную. 
Пример отношения «Накладные_Товар» приведен на рис.4.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      
 
 
Рисунок 3 – Схема базы данных «Накладные Товар» 
 
Приведенное выше отношение «Накладные_Товар» соответствует 
множеству D: в накладную № 101 входят товары ПРИНТЕР и ПК HP321, 
1 
ID товара 
Товары 
Наименование 
Цена 
ID 
накладной 
Накладные 
Дата 
поставки 
Поставщик 
ID 
накладной 
Накл_Товар 
ID товара 
 
Количество 
1 ∞ 
∞ 
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накладная №102 содержит одно наименование ПРИНТЕР и накладная № 103 
содержит три товара ПРИНТЕР, ПК HP321 и Тел LG HD. 
 
 Накладные Товар 
ID накладной  
101  
101  
102 
103  
103  
103 
Поставщик 
МКС 
МКС 
ФОКС 
ЭПИЦЕНТР 
ЭПИЦЕНТР 
ЭПИЦЕНТР 
ID товара 
101102 
101103 
101103 
101101 
101102 
101103 
Наименование 
ПК HP321 
 
ПРИНТЕР  
 
ПРИНТЕР  
 
Тел LG HD 
 
ПК HP321 
 
ПРИНТЕР  
 
Кол-во 
1 
1 
2 
1 
1 
1 
Рисунок 4 – Пример отношения Накладные_Товар» 
  
   
Произвольный набор объектов, включенных в состав 
анализируемых, составляет множество . Этот параметр является 
переменным и является подмножеством множества  
 
. 
 
Пусть . Тогда смысл задачи ассоциативного анализа 
(6)-(7) будет состоять в следующем:  определить сколько раз встречается 
объект   в общем числе товаров, поступающих по всем накладным 
. 
Предлагаемый в статье универсальный подход к построению 
реляционной модели данных информационной системы поиска 
ассоциативных закономерностей в данных позволяет решать целый класс 
типовых задач, в которых объекты связаны отношением «многие-ко-многим» 
или  M → N[3]. Примерами такого класса задач могут быть следующие: 
поликлиника: для этой задачи характерны две сущности находящиеся в 
отношении M → N «Больные» и «Врачи»; библиотека: «Читатели» и 
«Литература»; прокат аудио и видео носителей: «Клиенты» и «Диски» и т.д. 
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Для примера рассмотрим задачу поиска ассоциативных 
закономерностей в предметной области «Подготовка и аттестация кадров 
высшей квалификации» – Высшая аттестационная комиссия (ВАК) Украины. 
Рассмотрим одну из наиболее важных задач, решаемых ВАК. Защита 
кандидатских и докторских диссертаций соискателями осуществляется в 
специализированных советах, в которые входят ученые, ведущие 
специалисты в научных областях по специальностям. Специализированный 
совет может включать от 11 до 25 специалистов, при этом по требованиям 
ВАК, один ученый- специалист в конкретной области исследований не может 
принимать участие в работе более чем двух специализированных советов. 
Универсальное отношение реляционной базы данных представлено на рис.5. 
В результате нормализации универсального отношения, 
приведенного на рис. 5,  схема реляционной базы данных может быть 
преобразована к виду, представленному на рис. 6.  
 
СПЕЦИАЛИСТЫ_СПЕЦСОВЕТЫ_СПЕЦИАЛЬНОСТИ 
 
Код_Спе-
циалиста 
Фамилия Место 
работы 
Телефон N_Спец 
совета 
Органи- 
зация 
Специ- 
альность 
1 Иванов ХНУРЭ 33-22 Д 01.001 ХПИ 05.13.06 
1 Иванов ХНУРЭ 33-22 Д 02.011 ХАИ 05.13.06 
2 Петров ХНУРЭ 33-22 Д 01.001 ХПИ 05.13.23 
3 Сидоров ХПИ 11-44 Д 01.001 ХПИ 05.13.06 
3 Сидоров ХПИ 11-44 Д 02.011 ХАИ 05.13.23 
 
Рисунок 5 – Отношение «СПЕЦИАЛИСТЫ 
СПЕЦСОВЕТЫ_СПЕЦИАЛЬНОСТИ» 
 
 
 
 
 
 
 
      
 
   
 
 
 
 
1 
1 
1 
∞  
∞
 
∞
 
СПЕЦИАЛИСТЫ 
Код_Специалиста 
Фамилия 
Место работы 
Код_Специалиста 
Н_Спецсовета 
Специальность 
СПЕЦСОВЕТЫ_ 
СПЕЦИАЛЬНОСТИ 
ТЕЛЕФОНЫ 
Место 
работы 
Телефон 
СПЕЦСОВЕТЫ 
Н_Спецсовета 
Организация 
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Рисунок 6 – Схема реляционной базы данных 
«СПЕЦИАЛИСТЫ_СПЕЦСОВЕТЫ_СПЕЦИАЛЬНОСТИ» 
 
Отношение «СПЕЦСОВЕТЫ-СПЕЦИАЛИСТЫ» полностью 
удовлетворяет требованиям к структуре данных, ориентированной на 
применение технологии поиска ассоциативных закономерностей (1)-(9). В 
приведенном примере в качестве ограничения может использоваться 
выражение (10):   
 
 (10) 
 
где  – максимальное число, как ограничение участия 
специалиста в работе спецсовета, 
 – текущее количество специализированных советов, в 
которых работает специалист.  
Рассмотренный пример подтверждает, что нормализованные 
отношения РМД, приведенные к 3-й нормальной форме, содержащие 
двойной составной ключ, позволяют наиболее эффективно применять 
методы ассоциативного анализа данных.  
Выводы 
Реляционная модель базы данных, предложенная в качестве 
универсальной информационной структуры для решения задачи 
ассоциативного анализа, позволит повысить эффективность 
рассматриваемого подхода за счет реализации в среде современных систем 
управления базами данных. 
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