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Abstract
Three methods of solution are presented for the synthesis of finite, lumped-
parameter networks for the case in which the desired behavior is prescribed in trans-
ient terms, rather than in terms of the more usual frequency (gain and/or phase)
characteristics: 1) Refinements on the already-known "time-domain" approach, using
orthonormal sets of damped sinusoids, give the method much flexibility and generality
with a minimum of computational work. 2) Certain time-frequency-domain relation-
ships are derived which permit a "frequency-domain" approximation to be made while
retaining control over the network transient response. 3) Finally, a new method em-
ploying both time- and frequency-domain approximations, through the use of certain
intermediary functions called "constituent transients," not only offers improved control
over the approximation error in time, but also provides a connection between the pres-
ent problem and classical approximation theory and technique in applied mathematics.
Examples illustrating the extent of applicability of each method are presented.
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NETWORK SYNTHESIS FOR SPECIFIED TRANSIENT RESPONSE
I. Introduction
In the field of network theory a certain need has arisen for the development of tech-
niques for synthesizing networks on the basis of their transient behavior rather than
from the standpoint of their frequency-selective filtering requirements. This need has
been accentuated in the past decade or so by an increased emphasis on time-domain
phenomena, both from the standpoint of analysis, that is, system evaluation, and from
the standpoint of design. This time-domain viewpoint requires that the designer regard
a linear filter not only as a frequency-selective device, which has as its purpose the
separation of messages from one another and from noise on the basis of their trans-
mission spectra, but also as a linear operator, which performs this separation by a
weighted averaging of the pasts of the message signals. This viewpoint leans heavily
on the statistical approach for an assessment of communication systems, which are
currently being evaluated in terms of their information transmission capabilities, rather
than in terms of the accuracy with which they can transmit sinusoids. Academically,
too, a transient approach to ac circuit theory offers many advantages over the more
conventional steady-state approach.
The effect of this change of emphasis on the field of network synthesis is just now
being felt. As improved methods for the realization of networks have been developed,
more attention has been focused on the less clearly defined and very difficult approxi-
mation problem. A large amount of success has been achieved, but only for the case
in which the network specifications are given in terms of frequency (gain and/or phase)
characteristics, rather than the transient behavior. That is, whereas much is known
about the design of networks for prescribed frequency-domain behavior, remarkably
little is known about the synthesis of networks for specified transient response.
It is the solution of this problem which forms the subject of this report. Three
methods of solution are presented, each having its merits and disadvantages, but the
methods are collectively applicable to wide classes of problems. Examples are included
where appropriate.
The present section is concerned with developing a logical background for the more
detailed discussions of the sections to follow. The problem is first defined precisely
and stated in mathematical terms. After summaries of the three procedures of solu-
tion, a set of operations called "preliminary simplifications" is described; these steps
serve to reduce any solvable problem to a standard form (through normalization, etc. ),
and are included early in the discussion to clear the way for the more important material
to follow.
1.1 Circuit aspect of the problem, and realizability
Network synthesis necessarily comprises two distinct steps, well known to anyone
familiar with the subject. The first step is one of solving the approximation problem,
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which is concerned with reducing the given original specifications of what job the net-
work to be designed is to perform, to a system function which characterizes the network.
(A system function will be defined subsequently.) An approximation is normally involved
because the specifications are almost without exception of a somewhat ideal nature and
cannot be realized exactly in a physical system. It will be assumed here that the approx-
imation problem begins with the statement of the desired over-all behavior of the net-
work, and some sort of tolerances must therefore be specified with the data. The second
part of synthesis is the realization of the system function as an interconnection of physi-
cal components.* It involves a mathematical expansion of some sort to place in evidence
the individual contribution of each network element. Although this step is exact, it is
not unique. There is usually much freedom of choice in the particular network configu-
ration to be employed as this step is carried out, and this is indeed fortunate.
The art of network realization is much more highly developed at the present time
than are techniques of solution of the approximation problem (ref. 3). Furthermore,
most of the solutions to the approximation problem which have been developed are based
on the frequency characteristics and not on the transient response.
For present purposes, for which the given specifications are of a transient nature,
this natural division of the synthesis procedure permits an isolation of the network
problem from the approximation problem. Thus, as far as the approximation is con-
cerned, it is sufficient to find a system function which corresponds to a physically real-
izable network. The network is to be completely characterized in terms of its system
function.
The notation to be used is illustrated in Fig. 1. Here and throughout the text, an
asterisk applied to a symbol denotes an approximation to the function represented by
the symbol without the asterisk. Capital-letter functions of s denote the Laplace trans-
forms of the corresponding lower-case time functions, e. g.
00
F(s) =f e-Stf(t)dt. (1)
0
With this notation, then, the system function H*(s) of the network may be defined as the
Laplace transform of the time response of the network to a unit impulse input applied
at t = 0. For any other input fi(t), then, the output transform is known to be (ref. 4)
F*(s) = Fi(s) H*(s). (2)
The signals involved are normally voltages or currents, but may be charges, flux link-
ages, deflections, velocities, etc. if the realization step of the synthesis can be carried
*These components are, of course, ideal components. Several ideal components may
be necessary to represent an actual physical component, depending on the frequencies
of operation, e. g. an inductance, capacitance, and resistance may be necessary to rep-
resent a physical inductor at high frequencies.
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fi(t) = input transient
NETWORK _ f(t) = desired transient response
H (s) f*(t) = actual output response
h(t) = ideal impulse response
h (t) = actual impulse response
- f. H(s) = ideal system function
H*(s) = actual system function
Fi(s) = 2[fi(t)] Fi*(s) = fi*(t)]
H(s) =[h(t)] H*(s)= [h (t)]
F(s) = [f(t) F*(s) = O[f*(t) ]
Fig. 1
The system and notation to be employed.
out in terms of these other parameters.
The approximation problem may now be stated as one of finding H*(s) =.[h*(t)] ,
given the input, fi(t), the desired output, f(t), and some information about acceptable
tolerances between f(t) and the actual output, f*(t). This report describes three pro- |
cedures for solving this approximation problem.
In the discussion to follow, the input fi(t) will be taken as a unit impulse. This is
done primarily to simplify the description of the solutions and does not really represent
a restriction in the usual sense. f(t) is therefore identical with the impulse response,
h(t), and F(s) = H(s). The extension to a more arbitrary input is carried out in sectionII.
Generally speaking, there are apparently two distinct ways of deriving the system
function H*(s) from the desired impulse response, h(t) (see Fig. 2). One might first
transform h(t) to H(s), and then approximate H(s) by H*(s); or h(t) might be approxi-
mated first by some function h (t), which, when transformed, would meet the realiz-
ability conditions. The former approach is referred to as approximation in the frequency
domain and the latter as approximation in the time domain. It is clear that the only
difference between the two procedures is in the order in which the operations of trans-
formation and approximation are performed. However, the implications of this sole
distinction are very deep and far-reaching and will require considerable elaboration
later.
Before discussing the relative merits of time- and frequency-domain approximation,
it will be well to state the conditions for physical realizability. In terms of the system
function H*(s), these conditions read, for a linear, lumped-parameter, stable network:
The necessary and sufficient conditions for a system function to be physi-
cally realizable are that it should be a real, rational function of the com- (3)
plex frequency s = cr + j, have a finite number of poles, and be analytic (3)
for Re(s) > 0 (except, perhaps, at s = 0 and s = o).
For special types of systems and for certain frequencies of operation, it is often
necessary to specify additional conditions (e. g. for RC networks and for high-frequency
wideband amplifiers where parasitic capitance imposes a limitation on performance).
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f (t)
Ptm
E. AkeSkt
Fig. 2
The two alternate approach
the transient synthesis pro]
F (s) A few of the more important special cases will be
considered at appropriate times, but attention will
be focused primarily on finding system functions
meeting the above, more general condition.
Corresponding to this condition on the system
-F'(s) function, H*(s), a condition may also be stated for
= P(s the impulse response, h*(t), which also charac-Q (s)
terizes the system. Performing an inverse trans-
formation of the type of system function described,
es to
es to we obtain a type of impulse response which must
satisfy the following criterion (ref. 4):
The necessary and sufficient conditions for an impulse response to be
physically realizable are that it should be a finite, real sum of damped,
complex exponentials, plus (possibly) a finite number of singularity
functions at t = 0,
Uk(t ) =y [k],
and a constant. That is, h*(t) must have the form
n m
h*(t) = Re > AkeSkt + Z Bjuj(t) + C
k=l j=0
(4)
where all Ak and sk may be complex constants, C and all B. are real
constants, m and n are positive integers, and Re(sk) < 0. (Terms of
the form tPeSkt, corresponding to multiple-order poles in H*(s), are
also permissible; p is a positive integer. )
The first condition is appropriate if frequency-domain approximation is used, and
the second condition if time-domain approximation is used. It is through either one of
these realizability criteria that the present approximation problem is reduced to a math-
ematical problem, so that available techniques of applied mathematics may be exploited
and applied.
1. 2 Synopses of the three solutions
In order that the solution to the present approximation problem be as useful as
possible, the major objectives of workability and generality (i. e. applicability) of the
synthesis methods to be developed have been set up to guide the formulation of a solu-
tion. Qualities designated as network economy, simplicity in calculations, and error
control, in order of increasing importance, were selected as more specific goals.
The problem of network economy is that of making the best use of a given number of
network elements or, what is the same thing, that of using no more network elements
than are necessary to produce a desired transient, in response to a given input and for a
given set of tolerances. The number of elements need not be kept at the theoretical min-
imum value, for such a requirement would normally lead to considerable work; but, at
the other extreme, network elements should not be carelessly wasted.
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Previously presented solutions to the problem of synthesis for prescribed transient
response which make any claim to generality, suffer from two very strong drawbacks
(often in addition to poor network economy) (refs. 5, 6). One of these is the extreme
complexity of the algebraic and numerical work required to obtain a good approxima-
tion. Part of this complexity is due to the fact that the only means for finding the error
arising in the approximation seems to be to plot the result and compare it with the
desired transient. This is a tedious process. In addition, the approximation proce-
dures themselves are algebraically intricate and, if found to yield too large an error,
must often be completely repeated with a greater number of terms.
The other defect of existing techniques is poor error control; that is, it is nearly
impossible to exercise any control over the distribution of the approximation error in
time. This shortcoming is by far the most important of the three, for in it is involved
not only the specification of acceptable tolerances on the desired output, but also the key
to the development of useful frequency-domain approximations (see Fig. 2). This latter
topic has to do with the problem of approximating F(s) by F* (s) in such a way that the
error in the time domain is controlled in amount and distribution.
As pointed out in the last section, the time-domain solution is carried out by
1) approximating the desired response f(t) by means of a finite sum of damped exponen-
tials or sinusoids, e. g.
n
f*(t) = Akeskt (5)
k=l
where Re(sk) < 0 (the Ak and sk will usually depend on the number n of terms) and
2) transforming this sum by the Laplace transform to give a ratio of polynomials in
the frequency s
n A
F*(s) = ks- (6)
k=l
At this point, the question is raised: how does one go about approximating an arbitrary
function by means of a sum of exponentials? Aside from point-by-point, curve-matching
techniques and a few methods applicable to special classes of functions, the only proce-
dure with any degree of flexibility and generality, and which at the same time does not
lead to an unreasonable amount of computational work, is that based on the use of termi-
nated expansions. That is, f(t) is first expanded in terms of an infinite set of exponen-
tially damped sinusoids, and this expansion then is terminated after a finite number of
terms to give a realizable approximation. If the expansion converges fairly rapidly over
the time-interval of interest, the approximation should be "good" and will lead to an
economical network realization. Furthermore, if the error is found to be too large for
an approximation, it may be reduced merely by inclusion of an additional term of the
expansion.
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Let it be supposed, therefore, that the desired response is expanded in terms of a
set of functions Mk(t)
00
f(t) = CkIk(t) (7)
k=l
in which each $k(t) is a linear sum of exponential functions e it. Let it also be supposed
that the linear sum is formed in such a way that qk(t) consists of k (or less) exponentials,
and so that the following integrals are satisfied
b 0 for j k
f ij(t)Ok(t)dt = f (8)
a 6k 0 for j = k.
The functions ~k(t) of such a set are said to be orthogonal, or, if all 6 k = 1, they are
said to be orthonormal. Their main virtue for present purposes lies in the ease with
which an arbitrary response f(t) may be expanded in terms of them, as in (7). For
multiplying both sides of (7) by (j(t) and integrating over the interval (a, b), all the
integrals of cross products vanish, by (8), leaving
b
Ck = f f(t),k(t)dt (9)
a
for the orthonormal case.
Two important properties of this type of expansion should be noted. First, the set
(k(t) is independent of the function being expanded, so that one or more desirable sets
may be computed and kept on hand to be used for the solution of several problems.
Second, although an infinite expansion is being made, one need not form the entire
expansion to obtain the first few terms. In other words, the coefficients Ck are inde-
pendent of the number of terms used in the approximation. Consequently, if an n-term
approximation is found to lead to too great an error, one need only compute Cn+1 and
add the next term Cn+l1 n+l(t) to the approximation already obtained. A familiar ortho-
gonal expansion is the development of a function over a finite interval in a Fourier
series; here the individual sine and cosine terms are themselves orthogonal, so that
each 4k(t) is a single sine or cosine.
Historically, the application of orthogonal exponential functions to the solution of the
time-domain problem has met with very limited success, primarily for the reasons
mentioned at the beginning of this section, i. e. intricacy of computations, lack of gener-
ality, and poor error control. A fresh approach was made to this problem, and the
results are reported in section II. In addition to overcoming these shortcomings to a
certain extent, the approximation procedure incorporates a number of new features.
Most important of these are the following:
1. It has been found possible to carry out the orthogonalization process in terms of
-6-
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the Laplace transforms k(S) of the orthogonal functions ~k(t) instead of the functions
themselves, with a considerable saving in computational work.
2. Whereas past applications of orthogonal functions have been restricted to real
exponentials, the new approach may also employ complex exponentials, which lead to
complex poles instead of merely real poles in the system function.
3. It is now possible to introduce constraints into the approximation, both in the
time and frequency domains. For example, the error as a function or time, or any of
its derivatives, may be forced to be exactly zero at arbitrary points along the time scale.
Also, the system function may be forced to have some of its zeros in selected positions,
or the attenuation and/or phase characteristics may be constrained to have chosen values
at any points on the jw-axis.
4. Orthogonal functions may also be created for the interpolation of responses
given either graphically, as a set of ordinate values, or in an analytical form too
complex for evaluation of the integrals (9). The treatment of empirical data is dis-
cussed in section VI.
The time-domain solution is discussed in detail in section II.
The frequency-domain problem, it will be recalled, is that of approximating F(s),
the Laplace transform of f(t), by a ratio of polynomials in s of the proper type, but in
such a manner that the corresponding time-domain error is controlled in amount and
distribution. There is apparently a need for some sort of correspondence relating phe-
nomena in the two domains. For present purposes, this correspondence is found in a
theory of complex integral evaluation recently developed by Dr. Manuel Cerrillo of this
laboratory (ref. 7) and may be stated in the following manner. There exists between the
time and frequency domains a certain correspondence, relating any interval along the
time scale to a specific region or set of regions in the frequency plane; this correspond-
ence is of such a nature that if a transform is approximated well over this region or set
of regions, then the transient will be approximated well over the corresponding interval
of time. It turns out that these "regions of importance" in the s-plane are related to
certain saddle-points of the integrand of the inversion integral
f(t) = 1i j F(s)e tds (10)
Brl
where the contour Br 1 passes from -joo to +joo to the right of all singularities of F(s).
Once these regions have been determined, it is necessary to 1) approximate F(s)
within them, and 2) determine the corresponding time-domain error. As in the time-
domain case, the only really general method of approximating an arbitrary function is
through the medium of terminated expansions, Since the desired approximation is to be
rational, one might utilize power series expansions of F(s) or of some transformed form
of F(s), but a more powerful and more rapidly convergent type of development is found
in continued-fraction expansions. The theory of continued fractions as pertains to the
-7-
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present problem is discussed in section III, following a derivation of Cerrillo's
domain-relationship just stated. Cerrillo's theory of approximate integration is also
utilized in section V to determine the error in the approximation, once obtained.
From a practical standpoint, this solution of the frequency-domain problem suffers
from a number of limitations. The method is applicable only to analytically given
responses, and in order that the saddle-points be located without cumbersome compu-
tations, the analytical form must be simple. Because of the extremely rapid conver-
gence of s-domain expansions of the proper type for these simple functions, however,
a third solution to the approximation problem has been devised in which an attempt was
made to combine the respective merits of both the first two methods.
In this third method, the given response is first approximated in terms of specific
sets of these simple functions, called "constituent transients" here because of their
fundamental role as the elements from which a given transient may be composed. Each
constituent transient is then transformed and a second approximation is carried out by
s-domain expansions. Off hand, it would naturally be assumed that to perform an
approximation in two steps instead of one would not only increase the approximation
errors, but would also lessen the chance of accurately estimating them. However, just
the opposite effect takes place here, primarily because the two approximations are both
of a type which lead to small controllable errors.
There are two reasons why the constituent-transient approach is an economical and
practical solution. 1) The constituent transients may be grouped into sets which are
common eigenfunctions; such sets of functions are known to be orthogonal and thus read-
ily lend themselves to the expansion and approximation of wide classes of arbitrary
responses. 2) The transforms of the constituent transients are capable of good
frequency-domain approximation in such a way that a) the time-domain error may be
controlled, and b) the rational approximations to all of the constituent transforms of one
eigenfunction set have the same poles, so that their sum leads to no greater network
complexity than does a single term. Thus, the flexibility of the constituent-transient
solution to the approximation problem is seen actually to be due to the fact that the
approximation is carried out in two steps, and that the intermediary functions are chosen
to be the most convenient type for the problem at hand.
For convenience, the constituent transients are classified into two groups: 1) a
rapid-transition group, useful for the representation of discontinuities and rapid changes
in value and slope of a given response; 2) a slow-transition group, to be used for the
approximation of the smooth, more natural parts of the response. For example, rec-
tangular and triangular pulses are included among the rapid-transition group, and the
set of Bessel functions Jk(t) are among the slow-transition group.
The constituent-transient method is described in detail in section IV.
In the solution of a transient synthesis problem, any one of the above three methods
may be employed. It almost goes without saying that the given transient would be sim-
plified as much as possible before the refined methods are applied. These and certain
-8-
other "preliminary simplifications" are outlined in the section to follow. In addition,
any of the three methods may be followed by a process of error determination and
reduction; means are described in section V for measuring the approximation error and
for reducing and redistributing it over the time scale if desired.
In summary, three methods for the solution of the approximation problem of network
synthesis have been described briefly. The time-domain approach, while applicable to
a large variety of responses and capable of yielding results of various types, requires
a sizable amount of computational work in many problems. The frequency-domain
approach gives excellent results with very little work, but is only applicable in practice
to a limited class of problems. The constituent-transient approach represents an
attempt to combine the advantages of both time- and frequency-domain techniques with-
out the corresponding disadvantages. By employing common eigenfunction expansions
of the desired transients in conjunction with a limited number of rapidly convergent,
frequency-domain expansions, good error control and good network economy are
achieved with an intermediate amount of computational and algebraic work.
1. 3 Preliminary simplifications
In this section a number of simplifying operations to be performed directly upon the
desired response preliminary to the main approximation will be described. For each
operation on f(t), it is understood that the inverse operation is to be carried out on the
final approximation. It may be noted that realizability is preserved in all cases. The
justification of most of these steps is found in the theory of the Laplace transformation,
with which it is assumed the reader is familiar (ref. 4).
(1) Change of scale: the Laplace pair
a) aF(as) (11)
where a > 0 enables the time scale to be adjusted to simplify the numerical work.
(2) Lowpass-bandpass transformation: if f(t) consists of a "carrier" modulated by
an envelope fe(t), it may be written
f(t) = fe(t) · cos(wot - 0) (12)
and by the complex convolution theorem, we get the pair
f(t) F(s) = [e0Fe(s + j°) + e- j Fe(s - jo)]. (13)
The transformation fe(t) - f(t) is one of several types of lowpass-to-bandpass transforma-
tions which can be used in filter design problems. Unfortunately, the usual transforma-
tion for this purpose, namely
s- k +
-9-
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does not have any simple transient interpretation. For a sufficiently high carrier fre-
quency, however, all lowpass-bandpass transformations have about the same transient
characteristics as in (12).
(3) Extraction: if f(t) contains any impulses at t = 0 or an additive constant at t = oo,
these may be extracted for later re-insertion in the approximation. This is done pri-
marily as a matter of convenience, so that the resulting transform F(s) is finite as s -+o.
Also, if f(t) has any easily recognizable exponential or damped sinusoidal additive com-
ponents, these too should be removed while the main part of the approximation is being
carried out.
(4) Predistortion: if f(t) is divided by a distribution function p(t) before approxima-
tion and multiplied by p(t) afterwards, the approximation still pertains to f(t), but the
error now has a different distribution than if f(t) had been approximated directly. In
particular, the envelope (or bound) on the error as a function of time is multiplied by
the error distribution p(t). To preserve realizability, p(t) must be a sum of exponentials
or damped sinusoids; and to prevent the approximation from accumulating too many
terms, only one or two exponentials should be used. Good error distributions are
p(t) = A + Be at (14)
and
p(t) = A + B(e-at - Ce-mat) (15)
The shape of the first of these curves is obvious, and normalized plots of the second are
presented in Figs. 3 and 4 for m = 2 and m = 5, respectively, to show the possible vari-
ations of error weighting. By the complex convolution theorem, the distributions (10 and
1 1) lead to approximations
AF 1 (s) + BF 1 (s+a) (16)
and
BC
AFl(s ) + BFl(s+a) - - Fl(s + ma) (17)
respectively, where fl(t) = f(t)/p(t) is the function approximated. Apparently the number
of poles is doubled in the former case and tripled in the latter case, unless special pole-
configurations are used, or unless A = 0.
(5) Differentiation: it is sometimes desirable to approximate not f(t) itself, but its
derivative, and integrate the resulting approximation. The pairs
-10-
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P(t)-A
B
m =2
MAXIMA = 0.5 e·at
-0=3
0.5 1.5
Fig. 3
Plot of normalized error distribution function for m = 2.
pAt-A
m=5
*C= (at)
-C=1
-LOCUS OF MAXIMA=0.8e - at
Fig. 4
Plot of normalized error distribution function for m = 5.
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t
sF(s) - f(O)
t
f(t)dt
0
00oo
J f(t)dt
t
1F(s) (19)
) s F(s)
F() -F(s) (20)s
demonstrate the mechanics of this operation. Since the final integration has a smoothing
effect, this step is often useful for reducing the magnitude of the oscillating error, espe-
cially near sharp changes in the value of the transient and for redistributing the error in
time.
(6) Integration: the steps of the previous operation can, of course, be performed in
reverse: the integral of f(t) can be approximated, and the derivative of the approxima-
tion taken. The effects are just opposite, the size of the oscillations increasing.
(7) Translation: if f(t) is unspecified between t = 0 and t = to , the function f(t + to)
may be approximated instead of f(t), and the substitution t-t - to made in the resulting
approximation. Each term of the form AkeSkt in this approximation then becomes
Ake kto e k t . It should be noted that this operation is not the same as the usual "real
translation" employed in Laplace transform theory (ref. 4).
It will be assumed in the sections to follow that all of the above operations which are
appropriate have actually been performed on a given f(t) preliminary to the main approx-
imation. For simplicity, the same symbol f(t) will be retained for the simplified form
of the transient.
Actually, it is not always necessary that the error-distribution function p(t) in the
"predistortion" operation consist of a sum of exponentials. For, if constituent trans-
ients are employed, then instead of the usual approximation
n
f(t) E Ckgk(t ) (21)
k=l
one may use
n
j (t) 7 pc ) (22)
k=l
provided the transforms of p(t)gk(t) are all capable of good frequency-domain approxi-
mation. Such a situation arises several times in the use of common functions as
constituent transients, when the form of the functions best suited for time-domain
approximation (say, gk(t)) differs from the form best suited for s-domain approximation
(P(t)gk(t)). In such a case it is appropriate to employ two error distribution functions
simultaneously: the first, as just described, to facilitate the s-domain expansion; the
12-
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f'(t) (18)
second, a sum of exponentials as in (4), to compensate for the first distribution and to
introduce the desired error distribution.
Before closing this section, it will be well to point out the importance of the infinite
interval (0,oo). It may be safely said that the number of practical problems in which
precise transient behavior is desired over the entire interval (0, o) is extremely small.
Furthermore, for sufficiently large t, the response must drop off to zero either expo-
nentially or as an exponentially damped sinusoid, so that no other type of behavior at
infinity can be obtained, even if it were desired. One might very well reason, then,
that the methods to be described should be developed for approximation over only a finite
interval. That this conclusion is incorrect is brought out by the following three facts:
(1) If a finite interval is employed, almost nothing can be specified about the trans-
ient outside of this interval using existing approximation methods. It may behave very
perrqticllv. and as a rule it cannot he controlled.
(2) The use of an infinite interval does not imply that equal emphasis is given in the
approximation to all sections of the time scale. In fact, normally very little weight is
placed on reproducing the response for large values of t.
(3) It is difficult to carry out analytical approximations over a finite interval and
simultaneously satisfy the realizability criterion.
Approximations over finite intervals have their applications, of course, -but for these
three reasons the infinite interval is usually employed, even when very little is speci-
fied about the tail of the transient.
II. Orthonormal Approximation
The notion of orthogonality and the use of orthogonal expansions has already been
introduced. This section will attempt to present a unified theory of approximation with
orthonormal exponential functions, and several improvements over existing techniques
will be offered. It is felt that these improvements will render the theory useful for the
solution of practical transient synthesis problems.
The subsection following presents the theory of orthonormal exponential approxima-
tion, including the relation of the new sets to be derived to the usual orthogonal poly-
nomials, and improved methods for generating sets giving rise to both real and complex
poles in the s-domain approximations. It will be shown that this approach determines
only the zeros of the approximating rational function, and a set of poles must be assumed
beforehand. The "Prony method," explained in subsection 2. 2, provides a partial means
for determining optimum pole positions. The third subsection is concerned with the in-
troduction of constraints in the orthonormal process and paves the way for the use of
arbitrary input signals fi(t) in the last section of this report.
2. 1 Formation of orthonormal sets
The time-domain expansion problem, it will be recalled, is that of carrying out the
approximation
-13-
nf(t) f*(t) = Anke s k t (23)
k=l
in which Re(sk) < 0 and complex Ank and Sk occur together in conjugate pairs of terms,
so that the sum is real. This expression becomes, on transformation
n A
F(s) F*(s) = E s nk (24)
k--1k=l
which is clearly realizable, if these conditions on the Ank and Sk are fulfilled. The
expansion problem, therefore, is one of developing f(t) in a real, infinite series of
damped, complex exponentials.
The most obvious way to achieve this result is to find some transformation of vari-
able for converting expansions in terms of orthogonal polynomials into the desired
exponential sums. The simplest such transformation which transforms the usual ortho-
gonality interval (-1, 1) in x into the interval (0, ) in t is
x = 1 - 2e 2at (25)
Hence, an-expansion of f(t) (written as a function of x) in terms of polynomials in x
-2at -4at -6at
becomes, on transformation, an expansion in terms of e , e , e ,... . etc.
Aside from the fact that the exponential constants (which are the positions of the poles
of F*(s)) are simple, negative, real numbers, this form of expansion is quite acceptable.
It is convenient to write the orthogonal polynomials directly as orthonormal functions
of t. The orthogonality condition for the Legendre polynomials Pk(x), for example, is
= for j kf Pk(x)Pj(x)dx 2 (26)
_-lt 2k + 1 for j = k.
With the transformation (25), the functions Pk(l - 2e a t ) are orthogonal with weight
2 ae - 2 a t and the same normalizing factor. Alternatively, the Legendre functions
k(t) =V/(2k + 1)2a-Pk(l - 2e-2at)-e - a t are orthonormal with unity weight over (0, oo)
in t. These functions are tabulated in appendix D, Table D-I along with several other
orthonormal sets to be derived subsequently. In all cases, the coefficients Ck in the
expansion
f(t) = Z Ckk(t) (27)
k=l
in terms of the orthonormal set 4k(t) are given by
cc
Ck = f f(t)4k(t)dt (28)
0
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the weight having been absorbed into the functions of the set.
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Orthonormal functions corresponding to tne scneDyscneII, ultraspneurca1, acoul,
or any other set of polynomials orthogonal over the interval (-1, 1) in x may be derived
in a similar manner with the same transformation (25). For Laguerre polynomials
Lk( ) , which are orthogonal over (0, o) with weight e-y, we let y = at and absorb the
weight as before, obtaining the set lk(t) = v/a e -at Lk(Zat); this set is also orthonormal
over (0, co), but now with unity weight. Its use was first suggested by Lee (ref. 8). The
sets listed in appendix D giving real poles include: The Legendre set, for poles at -a,
-3a, -5a, ... , with unity weight; the Tschebyscheff set, for poles at -a, -2a, -3a, .....
with weight (e 2 at - 1) 1/2; the exponential set, with unity weight; the Laguerre set, for
_ 
_____s- 1 1__ __1_ 4^ art 1_ J.wXr fi h e~c hcn hnt it
a multiple-orer pole at -a, witn unity welgL. In e uaids 1 tur ctiuusLULlgi lt: jP1 UlJ- Idt.C
one of these sets will be described at the end of the present subsection and in the next
subsection.
Unfortunately, the use of these orthogonal polynomials gives rise to s-domain
approximations having their poles equally spaced along the negative-real axis of the s-
plane (except the Laguerre approximation, which produces a single multiple-order pole
at s = -a). The restriction of equal spacing can be easily overcome, however. If the
poles are to lie at s = -a 1 , -a 2 , -a 3 ... , then the form of the orthonormal functions
may be set up
4l(t) = alle al t
+2(t) = a 2 1 e t + ae 2 (29)
-a t -at -a t
3(t) = a3 1 e alt + a3 2 e 2 + a3 3 e 3t , etc.
The orthonormality condition
~~=00 (0 for j # k
f Ok(t) j(t)dt (30)
0 ) 1 for j = k
can be applied to these expressions for the Pk(t) to give all of the unknown aki (there are
just enough relations to do this). As a result, an orthonormal set giving rise to poles
anywhere along the negative-real axis of the frequency plane may be generated, and
coefficients in the expansion of a function f(t) in terms of them may be calculated by (28).
Actually, there are two ways of finding the orthonormal sets for a given set of a k ,
both of which are much easier than this method just described. In one of these, the
expressions (29) are replaced by
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l(t) = alle t
+2 (t) = b2 1 4l(t) + a2 2 e- a2 t (31)
3(t) = b3 1 I 1 (t) + b3 2 42(t) + a 3 3 e -3t, etc.
which are clearly the same, but involve different coefficients. The orthogonality condi-
tions, applied to these new representations, yield much simpler equations for the coef-
ficients than before. It turns out that no high-degree equations need be solved, and the
accuracy is much improved.
The other method of generating the set ~k(t) is based on the complex convolution
theorem of Laplace transform theory (ref. 4). This theorem reads
00 +jO0
Po -st' -'I +tj oofl(tf(t)e Stdt j F1 (w)F(s-w)etdw. (32)
0 -joo
If we set s = 0, replace w by s, and identify f and f 2 with qk and 4j in (32), we find that
0= for j f k
27j f·.k(s)j (-s)ds
_j ol 1 for j = k
-Jo
where k and 4. are the Laplace transforms of the orthonormal functions. This relationJ
shows that the transforms of the orthonormal functions are themselves orthonormal in
some complex sense. In fact, with s = j
00 0(j)d f for j k
= 1 for j - k.
If the first few transforms k(S) are computed in terms of the a k, it is found that the
zeros of each transform lie in the right half-plane in the same pattern as do the poles in
the left half-plane, except for the kth pole. That is, k(S) has poles at -a 1 , -a 2 , ... , - k ,
and finite zeros at al, a2, ... ak-l That this is generally true is at least consistent
with the complex orthonormality condition (33). For, since each ck(t) ontains no
impulses, the integrand of (33) behaves at least as A/s 2 at infinity, so the contour along
the j-axis may be closed in either half-plane along a large semicircle of radius R, with
the guarantee that the contribution to the integral along such a semicircle tends to zero
as R- 0 . If the poles and zeros lie in the above pattern, then for j = k all of them cancel
one another except those at +ak; and the integrand becomes
*The application of (33) to the proof of the pole-zero symmetry was discovered by
students in Professor Y. W. Lee's class. The symmetry itself was discovered, so
far as is known, jointly by the author and W. H. Huggins.
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Ek Ck
s + ak s - a k
(35)
where Ek is the constant multiplier of k(S) Use of the residue theorem in either half-
plane gives 2/2ck = 1 or k = 
.
For j k, only some of the poles and zeros cancel,
and it may be verified that the sum of the residues at the poles which remain, all sum
to zero in either half-plane.
To obtain the orthonormal set with exponential constants ak' therefore, write down
the transform of each member of the set
(s - al)( - a 2 )... (s - ak-l)
4lk(s) =E ?' (s + a)(s + a).. ( + k) (36)
and expand it in partial fractions. The residues are the akj of (29), and the inverse
transform of this expansion is ~k(t). Of these three methods for finding the k(t), this
last method is by far the simplest.
The easiest way to evaluate the integrals (28) for the coefficients Ck is to recognize
that each integral is a sum of integrals of the form
oo
f(t) e- aitdt
0
but this is just F(ai), the Laplace transform of f(t) evaluated at s = ai. Hence
k
Ck = z akiF(ai).
i=l
I
(37)
(38)
Before generalizing these techniques of orthonormal expansion to complex poles, it
will be well to point out the relation between the orthonormal sets and the mean-squared-
error criterion. In this approach, it is argued that a-useful criterion of excellence of
a transient filtering system is the rms error between the desired output f(t) and the
actual output f*(t)t
00
e2 f J [f(t) - f*(t)] 2 dt.
0
(39)
One might substitute for f*(t) either the expression (23) or the first n terms of (27).
Anticipating the expansion of the square, however, it is clear that orthonormal functions
will yield a simpler expression for the error, because of the vanishing of the integrals
of the cross products. So, substituting in (39), the expansion
tlIf a weight is used in the orthonormal functions employed in the expansion of f(t), this
weight must be included in the error integral also.
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nf*(t) = C kk(t) (40)
k=l
one obtains
0o n n f 
g2 =f f 2(tydt- 2 CkCk+ Ck(41)
0 k=l k= 1
where the Ck are given by (28).
!i Minimization of this error* with respect to the Ck requires that a /ack = 0 or
i C = Ck for all k. In other words, the choice of coefficients C k, as given by (28) for
the orthonormal expansion of f(t), automatically minimizes the rms error between what
is desired and what is actually obtained in the response.
The mean-squared-error criterion also has an interpretation in terms of frequency-
domain expansions. Application of the complex convolution theorem (32) (with s = 0 and
w replaced by s) to the error criterion (39) gives
00o
8 I (j) _- F* (jo)I2 do (43)
-00
or
= 1 [ReF(j) - ReF(j] + [ImF(j) - ImF(j)] do. (44)
-o00
That is, mean-square approximation of the transient response may be obtained by simul-
taneous mean-square approximation of both the real and imaginary parts of the frequency
response along the entire imaginary axis of the s-plane. Note that (43) says nothing
about approximation of magnitude and phase characteristics at all, since the magnitude
signs refer to the error, not the response.
One of the transformations useful in making frequency-domain expansions is
1 -z
s = +- (45)
which maps the j-axis onto the unit circle of the z-plane, with the right half of the
*To show that the solution obtained is a minimum and not a maximum, it is merely nec-
essary to find the error
00 n
82 =J f2 (t)dt - E C k (42)
0 k=l
from which it is clear that the presence of each term of the series reduces the error
rather than increases it.
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s-plane falling inside.* Consider, now, the behavior on the unit circle z = e j0 of an
approximation of F(s(z)) =-(z) about z = 0. Making the transformation (45) in the inte-
gral (43) and writing (e j 0 ) = az(O) + j'(0), the criterion becomes
2 1 j {[a(0) -a 1)] ] }1 + cos (46)
That is, mean-square approximation of the transient response may be obtained by simul-
taneous mean-square approximation of the real and imaginary parts of the frequency
response, expressed as a function of 0 (where w = tan(0/2)), with a weight 1/(1 + cos 0).
If the approximation as a function of 0 is carried out without a weight (that is, with
unity-weight function), the result is the same as if F(jw) had been approximated with a
weight
2 2
1 + cos (47)l~cos 2 V' ( )
1 -s + 
It is this type of approximation which arises out of using a power series expansion of
.57z) about z = 0, for with z = ej
(z)= do + dlz + d2 z + 
(48)
a+ j= d + d1 cos 0 + d 2 cos 20 + ... + j [d1 sin 0 + d2 sin 20 +...].
Thus, a(O) and /(0) are represented as Fourier series, the partial sums of which are
known to minimize the mean-square error between them and their approximations a*(0)
and 1*(0), respectively, with unity weight, provided the coefficients are given by
Tr rr
dk = 2f ja(0) cos (k0)do 2 f /(Oe) sin (k0)dO. (49)
-Tr -fT
But these expressions are the real and imaginary parts of the Cauchy formula for the dk
Tr
dk = 2wj J(z) k+l - 2r (a+ je dO (50)
C -w
where C is a positive contour around z = 0 on, or inside of, the unit circle.
It is interesting to observe that an approximating partial sum of (48), expressed as
a function of s, and with the weight (47) absorbed, gives the approximation to F(s)
*This is the transformation = tan(0/2) used in certain solutions to the usual amplitude
and phase approximation problem (ref. 9).
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F*(s) s d= 1 +s) (51)
k=O
The individual terms in this approximation have a familiar appearance; the kth term has
a (k+l)th order pole at s = 1, a kth order zero at s = 1, and the constant multiplier isI/Z.
This term is, indeed, the transform of the kth Laguerre function for a = 1, discussed
earlier in this section. It is then clear that the coefficients Ck of the Laguerre expan-
sion are identical with the dk of the power series (48). This equivalence shows an
interesting correspondence between orthonormal expansions and frequency-domain
expansions. Unfortunately, this is as far as the correspondence extends.
To obtain orthonormal expansions corresponding to complex poles in the final approx-
imation, either of the two methods already described for generating an orthonormal set
may be used with complex values of the ak , with only slight modifications in the notation.
Manipulation of the first few functions of the type (29) with complex ak shows that a
desirable notation is the following
~l(t) = Re clleslt
+2 ( t) = R e c21eslt
3 (t) = Re c 3 1 eSlt + Re c 3 2 eS2 t
+4(t) = Re c 4 1 es lt + Re c4 2 eS2t
5(t) = Re c 5 1eslt + Re c52 eS2t + Re c 5 3 eS3t , etc.
(52)
where the cvi are complex constants. The transforms, analogous to (36), are found to
be
2k-l(s (s... - [L) + l]
Zk( 4 Ez [(s + al)2 + ]' '' [(s + ak k + P s) (53)
The exponential constants are sk = -a k - jPk' Thepoles of kZk-1 and p2k lie at the points
s = s1, l,' s2' s2 .... Sk' Sk' and the zeros at s = -s 1, -s1' -s2' -- 2 ... , -Sk-l'
-Sk-1 with one additional real zero at - Isk for 2k-1 and at Isk I for 2k'
The c i are found, as before, by expanding (53) in partial fractions; here cZkl is
twice the residue at s = s i in the expansion of 2k-1' Only the odd-order transforms
need be expanded, when it is recognized that
C2k, i = C2k-1, i i 1 Sk i ) s (54)i
Equation 38 for the C k in the desired expansion (27) must now be replaced by
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k
C = Re [CiF(-si)] (55)
i=l
where v is Zk-l or +2k.
As in the case of real poles, the most tedious part of the development of the ortho-
normal set is the expansion of (53) in partial fractions. However, only half as many
expansions are necessary for the same number of poles (by virtue of (54)). Also, since
fewer complex poles than real poles are normally required for the same magnitude of
error (because of the greater versatility of damped sinusoids over mere damped expo-
nentials), many problems may be solved with complex poles more easily than with real
poles. This is particularly true if one is able to make use of certain configurations of
poles for which the expansion of (53) is considerably simplified. Some of these special
..... 21 .... t_ _ ._l ....... ___
cases will now e aKen up.
(1) The most important special case is that in which all of the poles of the set lie
on a circle centered at the origin. If the residues (1/2)c2k_ 1i are computed from (53)
in the usual fashion, it is found after considerable algebra that their angles are all the
same at the same pole (same value of i). That is, the constants c i c3, i c5 i .. .
all have the same angle, say 0 i, and from (54) the constants c 2, i c4 , c6, i ... all
have the angle 0i + w/2. If the poles lie on a circle of radius c, then the i-th pole is
found to be related to this angle by
j2ei
Si = -c e . (56)
Consequently, in computing the cvi by a partial-fraction expansion of (53), it is only
necessary to find the magnitudes of the residues (1/2)cvi. This operation is much sim-
pler than computing the entire complex residue, since the multiplication and division of
complex numbers is not necessary.
The distribution of the poles around the circle might also be chosen so that the par-
tial fraction expansion is simplified. One possibility is the Butterworth distribution, for
which
i = 4n (n - 2i + 1) (57)
where n is the total number of poles and i = 1, 2, ... , (n-1)/2 or n/2. These poles are
spaced uniformly on the semicircle in the left half-plane, as in the Butterworth lowpass
filter. The set for n = 5 and c = 5 is listed in appendix D, Table D-V.
A still simpler circular distribution of poles is that in which the real parts of the
poles are given equal spacing. The simplicity arises out of a relationship between the
c . and thea of the "exponential" orthonormal set, which uses equally-spaced realVI a kj etwd
poles. For, setting a = a1 in appendix D, Table D-III, the poles of the new complex
set have real parts equal to -a, -2a, -3a, ... , and these points are also the locations of
the poles of the exponential set. The relationship between the coefficients is found to be
-21-
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aki jOi
C2k-l, i - cos 0 ei
c = ja ki ej i2k, i sin 0.
1
t i < k. (58)
If the radius c is chosen smaller than the largest real part, not all of the poles will be
complex, but will lie on the real axis in pairs whose distances from the origin have the
geometric mean c. All of the above formulas still hold, however, even though some
values of i and 0i come out complex instead of real.
The circular equi-a set for 6 poles and c = 1 +/5 (201 = 72 ° ) is listed in appendix D,
Table D-VI, and plots are presented in Figs. D1 and D2.
(2) The second special case is that in which no attempt is made to arrange the poles
in a special pattern, but they are placed at positions in the s-plane which have integers
as their co-ordinates (a i , Pi, and ci), so that the numerical computation of the residues
is simplified. Such a procedure is especially advantageous if the number of poles is
large, for much greater accuracy is usually required in the residues than is needed in
the final approximation. If the expressions for the residues can be evaluated in terms
of simple rational numbers (except for the normalizing factor v which may be kept
separate), unlimited accuracy is available with very little work up to the point where a
decimal expression is required.
Suitable pole positions for these simplified calculations are given by (integer) values
of a i ' i' and ci which satisfy the diophantine equation
2+ 2 2
iz+ i = Ci (59)
These co-ordinates are plotted in Fig. 5 for ci < 85. The scale factor in the s-plane
may, of course, be adjusted after the orthonormal set is developed. It is apparent from
the figure that the plane is covered fairly well, so that almost any configuration of poles
may be accommodated with, say, about 10 percent accuracy in their locations. Needless
to say, the configuration should be chosen as close to the origin as is convenient to keep
the numbers as small as possible.
(3) The third and last special case is that in which the poles are chosen to lie equally
spaced along the j-axis. This set could be derived from (53) by dividing by J and
letting all aj tend to zero, but it should be fairly obvious that this configuration of poles
corresponds to a Fourier series in the time domain. The Fourier expansion of a function
is well known to be an orthogonal development, by virtue of the fact that the sines and
cosines of the series are themselves orthogonal over the interval of expansion. Hence,
each orthonormal function of the set consists of only a single term, i. e. a sine, cosine,
or, in the complex representation, an exponential.
To establish a notation, let f(t) have the Fourier expansion
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of
f(t) =
k=-oo
b ejkwo t (60)
over any interval T = 2/o units long. The coefficients bk are then given by0 0k
1
bk T (61)
t
0
where t is the time marking the start of the approximating interval, and the approxi-
mation is
m
f*(t) = 
k=-m
bkekwot.bke (62)
This expansion differs from the other two special cases in two important ways.
First, the presence of jw-axis poles requires that predistortion be applied in the pre-
liminary simplification stage of the approximation, so that these poles are eventually
moved into the left half-plane. The simple distribution p(t) = e a t is sufficient. The
second difference is the finite interval of approximation, here (t o, to + To) Because
of the periodic character of Fourier series, the behavior of the approximate response
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Fig. 5
Integer pole-positions suitable for the generation of complex-pole orthonormal sets.
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outside of this interval is known to be a repetition of that inside. The effect of predis-
tortion, however, is to tend to quench the fluctuations following the interval of interest
and to increase the size of any variations preceding the interval (if to > 0).
Fourier approximations are generally very good ones, the error oscillating about
zero with almost equal maximum deviations, except in the vicinity of a rapid change in
the value of the transient. In such a vicinity, the approximation oscillates rather
strongly, and the amount of overshoot decreases only slowly with an increase in the
number of terms in the approximation. In fact, the overshoot near a discontinuity never
decreases below 9 percent of the total jump, regardless of the number of terms taken
(ref. 10). This "Gibbs' phenomenon," as it is called, is the only major disadvantage
of Fourier series, but it is a serious one, since the series expansions can be success-
fully applied only to smooth functions unless some means can be found for overcoming
these oscillatory effects.
The "means" lies in alternate ways of summing the series to obtain the approxima-
tion. The usual Cesaro or Fejer summation is made by averaging the first n partial
sums of the series to obtain the nth Fejer sum (ref. 10). That is, if the series
00
E uk (63)
k=l
has the nth partial sum
n
uk = Sn (64)
k=l 1
then the nth Fejer sum is
S 1 + S + ... +S n
= 1 n n (65)
n n
or, in terms of the uk
n-i n-2 2 1
= u + u + -u + +.. -u + -u (66)n 1 n 2 n 3 n-1 n-l n (66)
In other words, each term of the series is weighted by multiplication by a different
constant, decreasing linearly in size from unity for the first term to 1/n for the last
term. Actually, this situation is but a special case of a more general type of summa-
tion, called "Cesaro-m" summation and designated HCm," in which the weighting factor
is not (n-k+l)/n, but
(n-1)! (n-k+m)! (67)
(n-k)! (n+m-l)!
For m = 0, this constant multiplier reduces to unity and direct summation is implied.
For m = 1, the Fejer or usual Cesaro sum is obtained. For values of m between 0 and
1, intermediate behavior results. Four summations of the Fourier series for a simple
-24-
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Fig. 6
Cesaro-m summation of the Fourier-series
approximation to a square wave.
discontinuity are given in Fig. 6, only the central portions of the approximations being
presented. The behavior exhibited is characteristic of Cm summations in that the over-
shoot is reduced at the expense of an increased time of transition across the discontinu-
ity.
The interval to be used in Fourier expansions, if not fixed in the specification of the
problem, would normally be taken somewhat larger than the actual interval of interest.
By extrapolating the given response outside of the given interval for a short ways, the
oscillatory behavior of the approximation near the ends of the interval may be kept out of
the interval of interest. To illustrate this point, consider the approximation to the pulse,
p(t) = u_ l(t) - u_ l(t-l), by means of Fourier series and with the predistortion et. If the
period were chosen as extending from t = 0 to some finite time such as t = 2. 5, the
approximation, being periodic before final multiplication by e - t would try to approximate
the discontinuity at t = 0 and would produce bad oscillations there. Therefore, we choose
to -0. 2 (rather arbitrarily), and T = 2. 5, and obtain the approximation of Fig. A38 in
appendix A (for 7 poles). The height of the second peak at t 2.5 must be slightly
-2.5greater than e = 0. 082.
The greatest handicap by far of the method of orthonormal expansions lies in its
inability to provide even a hint as to the optimum positions of the poles. For a given
set of poles, the zeros (that is, the residues) are determined for optimum response on
a least-mean-square basis, but an attempt to apply the same criterion to pole determin-
ation leads to very complicated transcendental equations in even the simplest of prob-
lems. No modification of this criterion, such as the use of a weight in the error integral
(39), serves to dispel this difficulty.
Three outlets have been found. One of these is called the Prony method and is dis-
cussed in the next subsection. Another is the method of frequency-domain expansions
presented in section III. The poles of one of the approximants of an appropriate
continued-fraction expansion may be employed as the basis for an orthonormal set. The
third means of settling this question is the recognition of the fact, supported by
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numerous examples by other authors and in this report, that the positions of the poles
are not critical in the vast majority of problems likely to be handled. The only situa-
tions in which one might question this decision would seem to be in the approximation
of transients having discontinuities, and those in which rapidly oscillating, highly under-
damped components are present that could not be adequately approximated unless the
proper frequencies of oscillation were found and used. If only one such rapidly varying
component is contained in the response, * the determination of its frequency, phase,
magnitude, and damping constant presents no difficult problem. These constants may
be measured graphically if they cannot be found from the analytical expression for f(t),
and the oscillating term may be subtracted from f(t) directly. If two such components
are present, either they may be extracted separately (if their amplitudes and frequencies
are not of the same order of magnitude), or they will produce an observable beat (in the
remaining cases) from which the individual frequencies, magnitudes, etc. can be found
from the average and difference frequencies, envelope waveform, etc. Similar determi-
nations are appropriate if additional highly underdamped oscillatory components are
present, with slightly less generality. If an oscillating wave of changing frequency is
present, the problem very likely falls in the category of those not considered. This is
true because it is extremely difficult for a finite, lumped-parameter network to generate
a signal of changing frequency, if the input transient is a simple wave; and if the input
is a frequency-modulated wave, the synthesis methods of this report are not applicable.
Certain types of oscillations with changing frequency over a finite period can be obtained,
but an arbitrary fm signal cannot be reproduced in a finite, lumped-parameter system.
The fact that the pole positions are not critical, even for a function with a discontinu-
ity, is borne out by several approximations to the pulse function p(t). These are pre-
sented in appendix A along with the approximation of p(t) obtained by frequency-domain
expansions. Figures A32 and A33 illustrate several approximations made with the
Laguerre orthonormal set, various values of the scale factor a being employed. The
value of a is certainly not very critical from the standpoint of over-all pulse repre-
sentation, any value between 4 and 8 giving an approximation of about the same type.
The associated mean-squared errors are given in Table A-II in appendix A, and their
variation is seen to be only a rough criterion of the satisfactoriness of approximation.
The exponential-set approximation of Fig. A34 gives about the same behavior. The plot
of Fig. A35 shows the result of approximating the derivative of p(t), i. e. u(t-l), with
the exponential set and then integrating the approximation. The oscillations are seen to
be almost completely quenched in this example. Figure A31 shows the result of Cesaro-
m summation with the Laguerre approximation; here m = 1/4, and the desired smoothing
effect is obtained, even though the poles are not equally spaced and do not lie along the
jw-axis.
It should be recalled here that any "carrier" in the given response is assumed to have
been extracted in the second preliminary simplification.
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The approximations of Figs. A36 and A37 were all obtained with orthonormal expan-
sions having circular pole distributions and are clearly an improvement over the real-
pole examples. The curves B and C of Fig. A37 will be explained in subsection 2. 3.
2. 2 The Prony method
The Prony method is a systematic procedure for finding an "optimum" set of poles
to be associated with a given transient response. It finds its primary application as a
preamble to the development of orthonormal expansions, and it is almost on an equal for
general practicality with the method of generating frequency-domain expansions pre-
sented in section III. As originally introduced by Prony and discussed by others since
his time (refs. 6, 11) the procedure is rather tedious to carry out to the point of useful-
ness. The technique described in this section is felt to represent an improvement over
these methods, not only because a more logical approach is used to derive the results,
but also because the calculations required in an actual problem are lessened in amount
and systematized considerably.
The problem of determining good pole locations is one of finding what the "natural"
complex resonances of a transient are. If the waveform were periodic, Fourier synthe-
sis would be called for. Since it is not, one looks for the irregular points of the Laplace
transform of the transient, which, after all, is the limiting form of the Fourier integral
as the period tends to infinity. If the Laplace transform cannot be conveniently investi-
gated, one must look elsewhere for a clue to the frequencies and decrements of a set of
damped sinusoids which most naturally "fit" the given response.
The problem may also be interpreted as one of finding a linear differential equation
with constant coefficients which is satisfied approximately by f(t)
f(n) + B n-B f'+ B f 0 (68)
or, in terms of f*(t)
f*(n) + B f*(n- + + B*' + B f* =0. (69)n, n-l nl no
By letting f* = e s the solution of the differential equation is
n
f*(t) = Aekt (70)
k=l
It might be mentioned at this point that the problem of determining the natural reso-
nances of a transient is not an eigenvalue problem, as might be inferred from similar
resonance problems in electromagnetic field theory and acoustics. The eigenvalues,
associated with the natural frequencies of the system under investigation, are normally
determined from a knowledge of the shape of the boundary of the system. Since the
present "system" has no co-ordinates other than time, the eigenvalues cannot be deter-
mined from the boundary, but form a continuous spectrum given by the spectrum func-
tion F(s). The only exception occurs when the interval of interest is finite; in this case,
Fourier series of the appropriate period are called for.
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where the A'k are constants dependent on the "boundary conditions," and the sk are the
roots of the characteristic equation
n n-i
+ Bn, n-lS + ... + BnlS + Bno = 0. (71)
This solution has exactly the form desired for an approximation of f(t), so that if some
way could be found for determining an "optimum" set of coefficients Bnk in (68), the
corresponding "optimum" set of poles might be found directly by solution of the charac-
teristic equation (71). The problem is therefore not one of solving a given differential
equation, but of finding a differential equation to be solved. The process of solving it
is straightforward.
The approximation indicated in (68) will now be performed by recourse to the mean-
squared-error criterion. Let the sum of terms on the left in (68) be denoted by en(t),
which is a small, but nonzero error function of time. Minimization of its average value
over an interval (a, b) in the mean-square sense requires that a n/aBnk = 0 for all k < n,
where this average value n is
b
e n e (t)dt. (72)
a
These n conditions are readily seen, on expansion of the square and integration, to
constitute a system of n simultaneous linear equations, which may be solved for the
Bnk.
The solution of this set of equations might be avoided, however, if the terms of e(t)
of (69) could be regrouped into orthogonal sets, so that the numerous integrals of the
cross-products in the development of the square in (72) become zero. That is, by
writing now
e =f
el = bOe o + f'
e2 = b 2 0 e o + b 21 e1 + f"
e3 = b3 0 e + b3 1 e + b3 2 e 2 + f"', etc.
(73)
the coefficients bkj may be chosen so that all ek(t) are orthogonal over (a, b)
f ek(t)et dt= for j k.
The expression (72) is now much simpler, and its minimization with respect to the
bkj yields
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b
bkj f f(k)(t)ej(t)dt j < k. (75)
a
This condition for a minimum, however, is exactly the same equation that is required
in finding the bkj from the orthogonality condition (74), for application of (74) to any two
different ek(t) of the set (73) leads immediately to (75). In other words, the orthogonali-
zation of the ek(t) by (74) automatically minimizes the errors En. Once the bkj are
known, the equations (73) may be expressed directly in terms of f(t) and its derivatives,
and the characteristic equations (71) written down by inspection for n = 1, 2, 3, ...
This method apparently depends for its success upon the availability of the integrals
(74), that is
b
Kkj= f f(k)(t)f(i)(t)dt. (76)
a
Integration of this integral by parts leads to a set of formulas which relate most of the
Kkj to others, so that only K 0 0 , K 1 1, K 2 2 , etc. need be actually evaluated by integra-
tion. For a = 0 and b = o, these formulas are contained in
Kk+l,j + Kk, j+l = f(k)( 0) f(j)(0). (77)
In particular, noting that Kkj = Kjk, we have
K - [f(0)] 12 2 [I f(0)]2
01 =- [ 1 2 = - f
K2 3 = - [f"()] 2, etc.
K11 + K0 2 = -f(0)f'(0) K2 2 + K 1 3 = -f'(0)f"(0), etc.
K 1 2 +K 0 3 = -f(0)f"(0) K2 3 + K 1 4 = -f'(0)f"'(0), etc.
(78)
If f(t) satisfies a second-order differential equation, all of its derivatives above the first
may be expressed in terms of f and f'; this relation is sometimes helpful in evaluating
the integrals Kkk.
An example should serve to illustrate the essential features of this technique, and to
show the order in which the constants Ek and bkj are computed. Let f(t) = l/(l+t), so
that
f(k)(t) =1 (k79)
(l+t)k+l
and Kkk = (k!) 2 /(2k + 1). The formulas (78) yield
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1
001 K01 =
1
11 3
We then compute, by (74) and (75)
e =--f
O
E =1
0
1
10- 2
1 2
'I 12 2 0 = 3
1 f2
(81)
b21 2
1 3 27 b 9
E2 = 45 30 = b 3 1 - 32 2
e2 = f + 2f' + f2 3
3 18 f , 9 f f + f
3 = 5f+- + 2
etc. to give the characteristic polynomials
1
1
-+s
1 23 +Zs+ s
3 18 9 2 3
10 55 
12 48 108 2 3 435+ 48 s + s + 8s +, etc.35 7 7
All of these polynomials have their zeros distributed along the negative-real axis of the
s-plane, so any one may be used to generate the first few members of a suitable ortho-
normal set.*
Despite the fact that the mean-squared error criterion has been applied to both zero
determination in the last subsection and pole determination in the present subsection, it
is important to note that the criteria of "optimum" response is completely different in
the two cases. A small error in the Prony method, because it is an error between a
sum of derivatives of f(t) and a sum of derivatives of f*(t), is not necessarily indicative
of a small error in the approximation of f(t) itself. In fact, the method says nothing at
all about the zeros, which are equivalent here to the boundary conditions on the
*Orthonormal approximations based on these poles are given in reference 12, p. 62.
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02 = 3
1
K1 2 = 2
K2 =422 5
24
K0 4 = 25
K14 =-4
3
03 - 2
6
13 = 5
23 -2
36
33 -
48
K2 4 = 4- (80)
K34 = -18
K4 4 = 64.
(82)
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differential equation for f *(t); only an optimum differential equation is found for the given
transient, and nothing more.
If f(t) happened to be exactly equal to a finite sum of damped sinusoids, application
of the Prony method would yield the exact values of the complex frequencies as soon as
a sufficiently large value of n was reached in the process of orthogonalization. En would
turn out to be zero (from equation (68)), and the orthogonalization process could be
carried no further. Such a situation would not arise with analytical signals, since if f(t)
were expressed as a sum of damped sinusoids, there would be no approximation problem.
This special case is of interest in the extension of the Prony method to empirical data,
however, carried out in section VI.
The question might be raised as to whether the characteristic polynomials always
have all of their zeros in the left half of the s-plane, where the poles of a realizable
system function must lie. The answer is that they do not, and this nonrealizable behav-
ior might be considered as a distinct disadvantage of the Prony method. It is more likely
an indication that not enough terms have been used in the approximate differential equa-
tion, however, for, as the precision increases with added terms, it is not reasonable
to expect that the "natural" sinusoidal components of a realizable response should be
found to have exponentially increasing envelopes. As was pointed out a few pages back,
the pole positions are not usually critical, so that the Prony method should be used as
a means of suggesting desirable pole configurations rather than as specifying them pre-
cisely. With this viewpoint, then, the presence of right half-plane zeros in the charac-
teristic polynomials should not be considered calamitous. If these zeros lie relatively
far to the right, more terms should be used; if they lie close to the imaginary axis, they
may be imagined to be moved over to the axis. *
The above method can also be applied using an integro-differential equation instead
of a mere differential equation; that is, the expression for ek(t) may be integrated any
number of times before the error k is computed (or, negative values of k may be em-
ployed) (ref. 13). There appears to be no particular advantage to this alternate approach,
however, unless the derivatives of f(t) do not exist or are not integrable in (76), or
unless the integrals of f(t) are easier to handle than the derivatives (certainly not the
usual case with analytically expressible functions).
2.3 The introduction of constraints
The approximations obtained by the method of orthonormal expansions all have a
common characteristic; in general, their transforms have n-l finite zeros (for n poles)
which might lie anywhere in the s-plane, and one zero at infinity. It would be helpful in
*It might be reasoned that as long as the errors Ek are all finite, there can be no expo-
nentially increasing terms in the approximation, since these, if present, would cause
an infinite error over the interval (0, oo). This is false, once again because Ek is not
the error in the response but the error in the differential equation and may remain
finite even though unbounded exponential terms occur in the approximation.
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certain synthesis problems if the number of finite zeros could be reduced below n-1.
This constraint has its main application in the synthesis of systems having unavoidable
parasitic capacitances which impose a limitation on the performance of the system. The
condition takes the form that H *(s) must behave as A/(sC)M as s-moo, which is known to
be equivalent to requiring that all the derivatives of the impulse response at t = 0 less
than the (m-l)th vanish. For example, if H*(s) is to have three zeros at infinity (three
capacitances), then we may require in the time domain that h*(0) = h* '(O) = 0.
Specific-value constraints such as these can be incorporated into a minimization
problem like the present mean-squared-error problem by the method of Lagrange multi-
pliers (refs. 14, 15). It remains to be shown that the results can be obtained easily. To
illustrate the technique, let the error (41) be minimized subject to the constraint f*O) =
0, or, from (40)
nZ C k4k() = 0. (83)
k=l
To this end, we introduce the Lagrange multiplier 2Xk and minimize not 2 of (41), but
now
n
'c = 2 - 2o E Ck'k(O) (84)
k=l
with respect to the C'. Setting a8/aCk = 0 for each k n, there is obtained, instead
of C k = Ck as before, the expression
C = Ck + Xok(O). (85)
°
0 may be found with the help of the original constraint (83)
n
E Ckbk(O)
=k k=l (86)
k=l
To introduce the constraint, therefore, we first solve the problem without the con-
straint, then find the value of X0 from (86), and compute the new coefficients C k from
(85). The only added information which is needed is the initial values qk(0) of the ortho-
normal functions of the set. These may be obtained easily from the initial-value theorem
k(0)= lim sk(S ) = Z/ k (87)S- s
for the case of both real and complex poles, so that
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nZ~l kX _Zkvl (88)o n
k= 1
Actually, there is no reason why an arbitrary value of time cannot be used instead
of t = 0 for the point at which the constraint is to be applied. Also, one need not be con-
fined to a type of constraint which forces the approximation at this point to be zero; any
ordinate value, such as f(O), may be imposed. With both of these modifications, (85)
becomes
C = Ck + X ok(tl) (89)
and (86) becomes
n
f(tl) - Ckk(tl)
X k=l (90)
o n
E lk(tl)
k=l
for the constraint that the approximation equal the desired response at t = t 1 . The only
tedious step in the application of these formulas is the calculation of the values (k(tl),
which are tabulated only for the Laguerre orthonormal set (ref. 16).
To impose q constraints, say f () = 0, i = 0O 1, 2, .. , q-l, it is necessary to
introduce q Lagrange multipliers 2 i and minimize
q-1 n
2 2
c -2 i C i)(0). (91)
i=O k=l
After a bit of algebra, the new coefficients are found to be
q-1
k= Ck + Xi)(0) (92)
i=O
where the Xi must be found from the set of q simultaneous linear equations
q-1
Z kiYij = 6 j = 1 ... ;q-1. (93)
i=O
The quantities ij and 6j are given by
n
Yij = (°) () (94)
k=l
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nE Ckk (0) (95)
k= 1
Needless to say, any or all of the constraints of this set may be replaced by those of the
type used in the last paragraph, i.e. f*(ti) = f(ti), or f*(J)(ti) = f(J)(ti) for any integer
value of j. That is, the approximation or any of its derivatives may be equated to that
of the desired response (or to any other value) at any point on the time scale. It is in
this manner that the error may be forced to be zero and/or have zero derivatives at
arbitrary values of time, as promised earlier.
Other constraints of perhaps greater practical importance can be made in the fre-
quency domain. For example, to force F*(s) -to have a zero at s = 0, we proceed as
before with the constraint
n
F*(0) = z Ck(0) = 0.(96)
k=l
This is the same as (83) with ~k(0) replaced by 4)k(), so the solution follows directly
from (85) and (86) with this substitution. Similarly, F*(s) can be forced to have any
specified value at any point or set of points in the s-plane at which one is willing to cal-
culate the values of the transforms k(si) of the orthonormal functions.* Also, similar
constraints may be imposed on Re [F*(s)] , Im [F*(s)], any derivative of these or of
F*(s), or any combination of these constraints and the above, whether in the time or
frequency domains.
Among the interesting special applications are the following:
(1) The behavior at s = oc, F*(s) - A/(sC)m, and the zero-frequency gain F*(0), may
be prescribed in advance; these conditions are useful in the synthesis of pulse amplifiers
and wideband systems.
(2) The attenuation characteristic may be forced to be zero at any set of points along
the j-axis by forcing Re [F*(jwi)] and Im [F*(j i)] to vanish at these points w.. This
constraint is pertinent when it is desired to design a system on the basis of transient
specifications, but one which must also reject interference at specific frequencies.
(3) Because F*(s) may be constrained to have zeros at any points in the s-plane, and
the poles of F (s) are chosen arbitrarily at the start, any number of zeros and poles of
the final approximation may be specified in advance. Such a situation arises if a part of
the system to be synthesized is in cascade with the rest and is fixed. That is, writing
H* (s) = Hi(s) H2(s), we may say that if the network with system function Hi(s) is fixed,
then the problem is one of finding an H*(s) having among its poles and zeros those of
H (s).
*If complex values of s i are used, each must be accompanied by its conjugate.
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It must be remembered when constraints are applied that the approximation errors
will in all probability become greater, the more so for a large number of constraints,
depending somewhat on their severity. For the same tolerances, therefore, this
increase of error should be anticipated by using more poles whenever severe constraints
are introduced. A notion as to the severity of the constraint can be obtained
n
g2 =3 (Ck -C Ck)2 (97)
k=l
An example of the use of constraints is given in Fig. A37 of appendix I, in which the
pulse function p(t) is approximated by means of the circular equi-a set with six poles in
F *(s). Curve A is the direct approximation, which gives rise to a mean-squared error
of 0. 0466 or 4. 66 percent of the maximum value. Curve B shows the result of imposing
the constraint that the initial value of the approximation shall be unity. The increase in
error is found to be 0. 25 percent. The constraints F*(jc) = 0 give rise to curve C of
the figure, and the error increases by 8. 49 percent. (The constant c is the radius of
the circle on which the poles lie.) The latter constraint is apparently the more severe.
A still more severe one is F*(0) = 0; the approximation obtained was so poor that it was
not even plotted, and the mean-squared error increased to over 90 percent. A much
larger number of poles would be required if this constraint were to be used.
It would be desirable to be able to introduce other types of constraints into the mini-
mization problem, such as those restricting the system function to be positive-real (for
two-terminal passive networks), to be minimum-phase (all zeros in the left half-plane),
or to have the poles and zeros in special configurations. All of these constraints, how-
ever, are of the type in which bounds are set on one or more parameters, in contrast to
the constraints handled in this subsection in which definite values are specified. Mini-
mum and maximum value constraints may sometimes be introduced into a minimization
problem (ref. 14), but all attempts to apply available techniques to the present one met
with failure. No other way could be found for introducing any of these constraints, so
this aspect of the problem was dropped.*
*The reader who may be tempted to attack this problem by first considering the RC case
(real poles only) might well observe that the impulse response of an RC driving-point
network, being a sum of positive, damped exponentials, is a monotonically decreasing
function. Furthermore, all of its derivatives are also monotonic, odd derivatives
increasing and even derivatives decreasing. Such a response has the general appear-
ance of a single damped exponential term and is certainly a very uninteresting type of
network response. There is no apparent reason to believe that RLC driving-point net-
works suffer from the same uselessness, however. In fact, an example to the con-
trary is the response g3 3 of Fig. 13, which, if plotted for larger values of t, would
exhibit a strong peak near t = 24 as the input impulse is reflected from the open end
of the network (Fig. 12a) and appears back at the input terminals.
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2.4 The case of arbitrary input
The material of the last subsection provides one means of extending the synthesis
methods to the case of an arbitrary (non-impulsive) input. Referring to Fig. 7, let it
be assumed that the transient at the junction of the two sections of the system is the
specified input, fi(t), or at least an approximation to it, f*(t). Then it may be imagined
that a preliminary problem is solved in which the system function H(s) is found for the
first system, having an impulse response f(t). When this step has been completed, the
over-all system function H*(s) is found, subject to the constraint that certain of its poles
and zeros are fixed at those of Hi(s). Finally, these fixed poles and zeros are dropped
from H*(s) to obtain the desired system function H2(s) which gives the output f (t) in
response to the input i (t).
The shortcomings of this method are numerous. The class of problems to which it
is applicable is limited to those for which the input can be approximated very accurately
by only a few damped sinusoidal terms. The accuracy is necessary because it is rarely
possible to state tolerances on fi(t), which is actually a prescribed waveform and not a
desired response. If it is to be replaced by an approximate expression, one has little
choice but to keep the error well below the tolerances on f(t) over the entire time scale.
Only a few terms can be used in the approximation, because the over-all system function
F *(s) must contain poles and zeros not only for the desired system, but for the input
transform as well. If F*(s) becomes very complicated, the computations necessary to
introduce several constraints become very intricate.
It should be clear, however, that these limitations are inherent in the arbitrary
input problem, in quality if not to the same degree. The added complexity is the price
paid for the solution of this more difficult problem. One might better turn for a usable
solution, therefore, to a direct application of orthonormal damped-sinusoidal functions
to this arbitrary input problem. This investigation will be carried out next. Of course,
one might argue that since the first system (in Fig. 7) is to be discarded anyway, it need
not be physically realizable. The implied procedure would then be one of approximating
fi(t) (but not necessarily by a sum of damped sinusoids) and then approximating f(t) by
the same functions as well as some damped sinusoids, in such a way that F* (s) contains
the nonpolar singularities of F(s) as a factor. This approach is worth noting, but unless
a technique can be found for its implementation, it clearly lacks the desired generality.
fi*(t)
UO (t) H1
4 (s) H2 (S) f (1)uo H S)= _f (t)
Fig. 7
Block diagram of the double system, pertinent for the
introduction of an arbitrary input into the transient synthesis problem.
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No such technique is known, and it will not be discussed further.
To apply the methods of this section to the case of arbitrary input, the use of the
mean-squared error criterion is called for. As before, the error to be minimized is
o00
2 =j [f(t)- f(t)]2dt (98)
0
but now f*(t), no longer the same as the impulse response, is not a sum of damped sinu-
soids. Rather, it is given by the convolution of the input fi(t) and the impulse response
h(t). Then
z= f - f fi (t-)h()d dt. (99)
(All signals are taken to be zero for negative t.) Anticipating the development of the
square, the expression for the error may be simplified by the definition of the correla-
tion functions
00oo
'Poi(T) =f f(t)fi(t-T)dt T 0 (100)
0
00 00
T )= fi(t T)fi(tf(t)dt = f fi(t-T+C)fi(t)dt T, cV >. 0. (101)
0 0
The error (99) then becomes
00 00 00 00
= f f(t)dt - f oi()h(T)dT + f fii(T-r)h(T)h()dTd (102)
0 0 0 0
To minimize this error with respect to h(t), a method of the calculus of variations
is employed. Following Wiener (ref. 16), the change in the error due to a perturbation
ET(t) in h(t) is computed, and its derivative with respect to is set equal to zero at
E = 0. For all admissable (t), then
o00
oi(T) =jii(Tra)h(a)dar - 0. (103)
0
This condition, a Wiener-Hopf integral equation, is shown by Wiener to actually lead to
a minimum error and is therefore a sufficient as well as a necessary condition for mini-
mum C2.
Unfortunately, however, this minimization does not solve the approximation problem,
since the solution of the Wiener-Hopf equation does not yield an h(t) which is a sum of
damped sinusoids. h(t) is realizable in the sense that it is zero for negative t and does
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not contain more than a finite number of impulses, discontinuities, etc. but an infinite
number of network elements is required to realize it exactly. A better approach, there-
fore, is to assume the form of an approximate h(t), say
n
h*(t) = E Dnkqk(t) (104)
k=l
where the k(t) form an orthonormal set of damped sinusoids, and thus minimize the
mean-squared error with respect to the unknown coefficients Dnk. In this way, the
impulse response so obtained is not only realizable in a physical sense, but corresponds
to a finite system as well.**
By substituting (104) in the expression (102), for the error and setting each
a2/a Dnk = 0, one obtains the set of n simultaneous linear equations
n
Aj EkjDnk j = 1, 2 .. n. (105)
k=l
A
This set of equations may be solved for the Dnk. The constants Aj and Ekj are given by
00
j =f 9oi(T)qj(T)dT (106)
0
Ek Tj Jii(T)k(T)"k(oodTdu. (107)
0 0
The familiar form of these expressions can be explained if one attempts to expand (poi(T)
and TPii(T-C) in series of orthonormal functions of the set d4k(t); (106) and (107) are then
recognized to be the equations for the coefficients of these expansions
00
Poi(T) = A jq(T) T >0 (108)
j=1
00
Tii(T -' ) E= Ekjk(T)j(o) T, > . (109)
k,j=l
*It is assumed that any impulses, constants, etc. in h*(t) are extracted in advance in
the preliminary simplifications step. If the constants associated with each cannot be
definitely fixed by inspection, then the terms may be inserted in (104) and the minimi-
zation carried out with respect to these unknown constants as well as the Dnk.
**This suggestion originated with John Costas of the Research Laboratory of Elec-
tronics, M.I.T.
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The resulting mean-squared error is found to be
oo n
z = f f 2 (t)dt - jDnj (110)
0 j=l
Part of this error is due to the finiteness of the system, but even when n - oo there may
be an irremovable error due to a possible inherent incompatability between the given
input and desired response. It is this incompatability which prevents one from replacing
the integral equation (103) by the simpler condition
oo
f(t) =j fi(t-)h(T)dT (111)
0
obtained from (99), which leads, in general, to an impulse response h(t) either unbounded
or nonzero for negative t. The transform of this condition yields
H(s) = F (112)
which provides a frequency-domain interpretation of this nonrealizability. Any right
half-plane zeros of Fi(s), unless cancelled by equal zeros in F(s), produce right half-
plane poles in H(s).
The solution of the equations (105) may be considered merely as an extension of the
special case of impulsive input, for which fi(t) = uo(t), so that C0oi(T) = f(T) and (Pii(T-O-) =
u0 (T-a) (from (100) and (101)) andAj = Cj, Ekj = 0 for k j, and Ekk = 1 (from (106) and
(107)). Hence, Dnk = Ck for all k n. Any of the constraints mentioned before may be
introduced here in exactly the same fashion, although the solution is necessarily more
complicated with the added restrictions.
It may be noted that for an n-pole system, this approach, in contrast to the previous
one, requires the solution of only n simultaneous equations, regardless of the complex-
ity of the input and output signals. On the other hand, the correlation functions are
represented only by the first n terms of their series in (105), regardless of their com-
plexity. Hence, if the problem is one in which the system is to perform a simple oper-
ation (e. g. differentiation) on a complicated signal to give an equally complicated output,
this method could not be expected to work in general until a sufficiently large value of n
is reached to fully characterize the signals involved. This disadvantage puts this second
method on a more equal par with the first approach.
In either case, however, it would be helpful if some indication of good pole positions
for the orthonormal sets could be found. A frequency-domain expansion of (112) is ap-
propriate, if H(s) in this expression has only left half-plane singularities, but this is
not always the case. One might make s-domain expansions or apply the Prony method
to both fi(t) and f(t) and choose the poles on the basis of which singularities are present
in F(s) which are not present in Fi(s), but such a procedure would be computationally
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laborious and somewhat inconclusive because of the over-all lack of precision.
An improved method, taking into account any partial incompatibility of the input and
output signals, is Wiener's spectrum-factorization solution of the Wiener-Hopf equa-
tion (103). Direct transformation gives
Poi() = )ii(s)H(s) - R(s) (113)
in which the double-ended, rather than the single-ended, transform is used, since (ii(T )
is nonzero for negative T. That is
00
fii(S) =.i [ii(T)] =J ii(T)e- STdT. (114)
-00
oi(s) is the transform of .i(T), which is zero for negative T, so oi(S) is analytic in
the right half-plane. On the other hand, R(s), the transform of the residual term (since
(103) holds only for T > 0), is analytic in the left half-plane. ii(s) is analytic in neither
half -plane.
For an s-domain solution, ii(s) is now factored into +ii(s), which has all of its poles
and zeros in the left half-plane, and ii(s), with all of its poles and zeros in the right
half-plane. Dividing through by ii(s), one obtains
(115)
iit
analytic analytic
in right in left
half-plane half-plane
The first term is again analytic in neither half-plane, but may be written as the sum of
two functions, each analytic in one half-plane. This is done by breaking the (double-
ended) inverse transform 4(t) = I [ oi(s)/pii(s)] into two parts: Pl(t), zero for t < 0;
4IZ(t), zero for t > 0. Then
+(s)H(s) -l(s) = R(s -2(s) (116)
where /l1 (s) and \I/2 (s) are the transforms of Pl(t) and + 2(t), respectively. The entire
left-hand side of (116) is analytic in the right half-plane, and the right-hand side is
analytic in the left half-plane; but since each side is equal to the other, each must be
analytic in both half-planes, i. e. each must be equal to a constant. In the case of
bounded signals, Pl(s) and + i(s)H(s) vanish at s = oo, so this constant is equal to zero.
Therefore, from the left side of equation (116)
H(s) = 1 () 1 (s) = 1 ) I
-i+i(s) / ( (S) -ii
~~~~~fi 
(117)
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This solution to the Wiener-Hopf equation has all of its singularities in the left half-
plane and may be developed in a frequency-domain expansion to determine good pole
locations for H*(s). The operator .ISII may be interpreted as: take the inverse trans-
form, discard that part for t < 0, and transform the result back to the s-domain.
The above method of analysis was first applied to the communications problem in
the historic treatise by N. Wiener, "Extrapolation, Interpolation, and Smoothing of
Stationary Time Series" (ref. 16). Wiener considered the case in which the signals are
random functions, and the first application to aperiodic signals was made by Y. W. Lee
(ref. 17).
The material of this section is intended to be introductory rather than comprehen-
sive, and no claim is laid to the generality of the results derived.
III. Frequency-Domain Expansions
It was mentioned in section I that one possibility for deriving an approximate system
function F*(s) from a given desired transient response f(t) lies in the approximation of
F(s), the Laplace transform of f(t), as a function of the complex frequency. It was also
pointed out that such an approach, while avoiding the intricacy of the sums of damped
sinusoids of the time-domain attack, would be limited in its usefulness unless some
means were found for correlating the errors of s-domain approximation with the corre-
sponding errors arising in the time domain. The basis for a better understanding of
these error relationships appears to lie in the theory of the process of transient forma-
tion as interpreted through the Laplace inversion integral (10).
The subsection to follow considers certain relationships between the time and fre-
quency domains and is a condensed presentation of some of the principal ideas in a new
theory of complex integral evaluation and transient formation developed by Dr. Manuel
Cerrillo, with whom the author has had the privilege of working for the past two years
(ref. 7). The succeeding subsections discuss various-types of frequency-domain expan-
sions, especially with regard to their regions of convergence in the s-plane, their rapid-
ity of convergence, and the corresponding time-domain behavior. Detailed description
of error determination methods is reserved until a greater background of technique has
been presented.
3. 1 Relationship between the time and frequency domains
Almost anyone familiar with transient analysis is aware of certain limiting forms of
relationships between the time and frequency domains. For example, the initial-value
theorem
lim sF(s) = lim f(t) (118)
s-- o t- O+
(valid when the limits exist) implies in the limiting processes that the behavior of f(t)
for small values of t is determined by the behavior of F(s) for large values of s.
-41-
Similarly, the vicinities of the singularities which are farthest to the right in the s-
plane are the most important regions for evaluation of the transient for large t, since
all other singularities, lying to the left, contribute more highly damped terms to the
response. These two examples serve to demonstrate a desirable type of "correspon-
dence" between the two domains, in the sense that if F(s) is accurately approximated
throughout the proper region (or regions) of the s-plane by a function F *(s), then their
inverse transforms f(t) and f*(t) will match quite accurately over the "corresponding"
interval of time. It would be very advantageous if such relationships could be found for
arbitrary values of time and not merely small and large t. Actually, this may be asking
for too much, especially since there is no a priori reason for believing that such a cor-
respondence even exists for all time.
To obtain certain very pertinent results, however, consider the evaluation of the
Laplace inversion integral (10). Any finite part of the Bromwich-l contour may be
distorted from its original position to pass through the finite part of the s-plane in any
fashion whatsoever, as long as it is not moved across any singularities, including branch
cuts, or across itself in the process of distortion. If it is imagined that the value of
the integral is being computed by a point-by-point evaluation along the contour (that is,
as a line integral), it would be natural to pick the contour so that the process of evalu-
ation would be simplified as much as possible. For example, it may be possible to pick
the contour so that the contribution to the integral is extremely small over the entire
path except for one short section, so that almost the entire value of the integral is
obtained by integrating over this section. To get an approximate value of the integral,
then, it would be necessary to integrate over only this short segment of the properly
chosen contour, neglecting the contribution over the "tails" of the contour reaching to
-jOO and +jo0.
It is helpful in this regard to picture the magnitude of the integrand as the altitude
of a mountainous terrain in the s-plane over which the contour is passed. Although a
number of contours may be chosen, any one of which will yield the proper value of the
integral, the most desirable contour would be one which remains at a low altitude for
as much of its path as possible and soars to a high altitude over one or more short seg-
ments. Almost the entire value of the integral is obtained over these segments.
When it is realized that the topography of this mountainous region is actually a
function of time (due to the presence of the term eSt in the integrand of (10)), the perti-
nence of this visualization to the question at hand should become clear. The regions of
the s-plane surrounding the important short sections of the optimum contours are the
"regions of importance" corresponding to a certain value of t. Consequently, for a
given range of values of t, the "corresponding" regions of the s-plane are given by those
portions from which the major contribution to the integral comes when the optimum con-
tour is used.
To find these regions for a particular transform F(s) and given value of t, it must
first be recognized that they will always occur near the mountain passes of the terrain.
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This is so because of the maximum modulus theorem of function theory, which says in
effect that a function cannot have any finite maxima in a region of analyticity or, in other
words, that all of the mountain peaks must be infinitely high (ref. 10). Therefore, if
the points of zero slope (or saddle points, as they are called) are found for a function,
then the centers of the regions of importance will certainly be among them, if such
regions exist at all. In general, there will be several saddle points, each a function
of t, so that as t varies from 0 to oo, each saddle point describes an orbit through the
s -plane.
In order to choose the optimum contour for a given value of t, it is necessary to
know the location of the saddle points and the orientation, altitude, and relative steep-
ness of the sides of the mountain passes. The altitude function under discussion is the
magnitude of the integrand, namely IF(s)e t s I, so that the saddle points are certainly
contained among the zeros of the derivative of the function
W(s,t) st +ln [F(s)] (119)
which is an exponential representation of the integrand of (10). These points are, there-
fore, the s solutions of the equation W' = 0, or
t F(s)- 0. (120)
To investigate the shape of the terrain at the saddle in greater detail, expand W(s, t)
in a Taylor series about the saddle point
W( .(s, t)(s s)W2 "'(s, t) (s - s) + . (121)
Here s s = ss(t) is a solution of (25). Figure 8a shows a three-dimensional plot of the
real part of this expression near the saddle point in the s-plane. The first term on the
right is the altitude of the saddle point. The magnitude of the coefficient of the second
term measures the relative steepness of the paths of descent leading to the valleys
below, and the argument of the second coefficient indicates the azimuthal orientation of
the entire configuration. If the coefficient of the second term is zero, the local behavior
is determined by the third term. As can be seen from Fig. 8b, the saddle point is now
a conjunction of three valleys and three ridges instead of two; such a saddle point is
said to be of the third order, in contrast to the previous second-order type.* Higher
order saddle points, representing the junction of a greater number of valleys and ridges,
rarely occur, but their interpretation should be clear from the present discussion.
An example should clarify these ideas. Consider the pair**
*The nomenclature for the order of a saddle point is inconsistent in the literature.
**Tables of Laplace transforms are listed in references 18-21. Frequent use of these
tables will be made in this and the following sections without specific reference to
them.
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F(s) -IAz f(t) = Jt) (122)
so that W = st - (1/2)1n(1 + s2). W' = 0 gives
s = I+ -1 4t 2 (123)
The orbits are shown in Fig. 9a. The short arrows at various points along the orbit
indicate the directions of the lines of steepest descent at these points; the confluence of
orbits at s = 1, corresponding to t = 1/2, results in a third-order saddle point at this
point, and it can be seen that three lines of steepest descent radiate from it.
For small t, there are two saddle points, but the line of steepest descent for the
left-hand one is not oriented so that a distortion of the Br1 contour can be made to pass
directly through it. This difficulty is not encountered with the right-hand saddle point,
however, so one may state that: the region of importance for small t is the vicinity of
the right-hand saddle point. This conclusion is in agreement with the statements of the
first paragraph of this section regarding the "corresponding" region for t 0. Similarly,
the statement about the corresponding regions for large t is also substantiated by the
present example, for it is clear that the contour must pass through both complex saddle
points in its passage through the finite plane, so that: the regions of importance for
large t are the vicinities of the two complex saddle points. For intermediate t(t 1/2),
the region of importance is, of course, that near the point s = 1.
P=O
(S)
Fig. 8
Topographical view of saddle points:
(a) second-order, (b) third-order.
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(It/4)
(b)
Fig. 9
Saddle-point loci for (a) the first example, and
(b) the second example, in the text.
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The method of determining the time-frequency-domain correspondence is now theo-
retically complete, but certain difficulties are encountered in the solution of problems.
Whenever the number of saddle points is greater than two, the algebraic work becomes
very long and tedious, and the equation (120) cannot be solved specifically for the saddle
points, so that the cut-and-try numerical work is required to determine the orbits.
In order to avoid these disadvantages, it is expedient to factor F(s) into two parts,
one of which will remain in the integrand, and the other of which will be taken to the expo-
nent as before. So, if F(s) = Fl(s) · F 2 (s), we may write the integral as
1 W 1 (s, t)f(t) = T J F(s), t e ds (124)
Br1
where W 1 (s, t) = st +n [F 2 (s)]. The orbits determined from
F (s)
t- (s ) 0 (125)
will then pass through an s-plane containing the singularities of Fl(s) instead of a blank
plane, and the meaning of regions of importance" must be re-evaluated in these new
terms.
According to the topographical model of the magnitude of the integrand, the new
factor Fl(s) will have little effect on the shape of the terrain except near its singular-
ities. Consequently, if these singularities are sufficiently far from the saddle points
and from the contour of integration used for a particular value of t, their effect on the
locations of the regions of importance will be negligible. If a saddle point should pass
over or near a singularity of F(s), however, the contour for integration might be
changed somewhat, but the region of importance is still the vicinity of the saddle point,
which is also the vicinity of the singularity. Similarly, if the contour were forced to
pass near an isolated singularity (over the side of a mountain), the vicinity of this singu-
larity would have to be added to the regions of importance for the corresponding value of
t.
In order to keep the number of regions of importance small, it is advisable to per-
form the factorization of F(s) differently for each range of values of t. The pertinent
singularities are removed to the exponent, and those having a negligible effect or which
lie very close to the saddle points are left in the integrand as Fl(s). The only singular-
ities which complicate the problem are those which are simultaneously too close to the
saddle point to have a negligible effect and too far away to be included in the saddle
point's region of importance. The problem of factorization, therefore, is one of sepa-
rating the singularities into two groups, one of which gives rise to saddle points and a
contour which lie either close to or far from the other group.
As an example of this more complicated factorization, consider the function
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F(s)- = In(s) e4/(sl)
1 + s (s 2 + 4s + 5)
Starting with the "strongest" singularities first, we set Wl(s, t) = st - 4/(s+1), so
s = +2j/Ii. This orbit is shown in Fig. 9b. The orbit for the algebraic factor alone
is the same as in the previous example. The logarithmic singularity is a very weak
one, and the poles lie far to the left, so these singularities may be expected to have
only a secondary effect. For small t, it is sufficient to pass the contour through the
right-hand saddle point, which moves in much more slowly than those on the vertical
orbits. Nearing t = 1/2, however, the essential singularity at s = -1 begins to have an
effect, and a new contour through all three saddle points is necessary. As t approaches
unity, the contour is forced to pass close to the branch points; and to prevent including
their vicinities in the regions of importance, the contour is shifted to avoid entirely the
saddle points on the vertical orbits. For larger t, the contour continues in this posi-
tion, but the vicinities of first the origin, and later the essential singularity at s = -1
must be included in the regions of importance.
The regions of importance are as follows:
(1) very small t: vicinity of right-hand saddle point;
(2) 1/4 < t < 1 (approximately): vicinities of all three saddle points shown;
(3) intermediate t: vicinities of the two right-hand complex saddle points and of the
origin;
(4) large t: vicinities of the two right-hand complex saddle points and of the point
at s = -1.
The poles on the left do not influence the selection of the regions of importance at all.
Although this example has been especially chosen to simplify the description of the
factorization of F(s), the principles involved in the determination of the regions of
importance corresponding to each interval of time are the same in any case for which
these regions exist. Actually, only the simplest of problems of this nature will be
investigated in the sections to follow.
The method of integration implied in the description of the regions of importance in
the preceding paragraphs is called the "saddle-point method" in simple cases (second-
order saddle points and Fl(s) nonsingular near the contour), and it is called the
"extended saddle-point method" in certain more complicated cases (ref. 7). Mere
knowledge of the location of the regions of importance is not sufficient for the approxi-
mate evaluation of the integral, however. The line integrals over the short segments
of the contour through the regions of importance must still be evaluated, and this is
often a difficult if not impossible task.
Some applications of the extended saddle-point method to the determination of certain
transients will be given in subsection 5. 1.
*It is also called the "method of steepest descents" and "method of stationary phase."
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Before closing this section, it may be interesting to point out a correlation between
the regions of importance and the actual behavior of the associated transient. It may
have been noticed in the first example that the orbits followed the real axis of the s-
plane while the transient was monotonic, and that they passed off the real axis toward
the imaginary axis as the transient became oscillatory. In fact, the frequency increased
to o = 1 with increasing time, both in the transient oscillations and in the passage of the
orbit.
This type of behavior may be expected for most transform-transient pairs, and it is
not difficult to see why. To evaluate the integral by the saddle-point method, it would
be most natural to expand the integrand about the saddle point, since this point marks the
center of the region through which the important segment of contour is passing. If the
first few terms of the expansion (121) are used in the exponent to represent the integrand
throughout the region of importance, the first term, not being a function of s, may be
brought outside of the integral. Hence, one multiplying factor of the transient for the
appropriate interval of time is
W(s , t) s t + n [F(ss)] s t
e = e LJ= F(s s) e (126)
and one would not be surprised to find that the transient is monotonic for s s real, and
oscillatory for s s complex. (The term F(ss) varies slowly near the saddle point, if it
is'analytic there.) This argument is not a proof, of course, since (126) is not the entire
transient, but it at least demonstrates the plausability of the above statement.
3.2 Types of frequency-domain expansions
Once the regions of importance in the s-domain corresponding to the intervals of
time of interest are known, the approximation problem is one of making some sort of
expansion of F(s) which, when terminated, will approximate F(s) well over these regions
of importance by means of a "realizable" rational function of s. One may then rest
assured that the time'approximation to f(t) is accurate over the corresponding time inter-
val.
It is appropriate, therefore, to investigate some of the possible expansions of com-
plex functions which have realizable terminated forms, according to the condition (3).
It is very often convenient to employ a transformation s-z to move the region (or
regions) of importance to the origin, the point at infinity, or to some other point more
convenient for expansion. * After the expansion is made and terminated, the inverse
transformation z - s is performed. It is important to transform, also, the realizability
criterion (3) if such a transformation is used.
*It is assumed that the transformation s -* z, as well as most of the expansions to follow,
are made with real coefficients. Although there will be occasion to use a few expan-
sions with complex coefficients (in conjunction with their conjugate expansions), their
validity will be fairly obvious, and the remarks to follow hardly need be complicated
by this generality.
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The simplest type of expansion is, of course, the Taylor or power series*
j-(z) = a + alz + az a + ... (127)
writing F(s(z)) =_3(z). The partial sums, being polynomials, are themselves rational,
so any rational transformation z - s will preserve this property. The transformation
of the realizability criterion may cause difficulty, however, since the zeros of the partial
sums of power series are difficult to confine to specific regions. ** The same remark
holds for a power-series development of 1/-(z)
(Z) 2 (128)
a + alz + a2 z + 
and for Laurent expansions
2 1 1Y(z) = a + alz + a -+ Z 2 + (129)
z
The example of the last section may be used to illustrate these points. For small t,
it was found that the vicinity of s = o was the region of importance, so that one might
use the expansion
1 1 1 3
F(s) = = + +... (130)
1 + s2 2s 8s
For t 1/2, an expansion about s 1 is needed; by letting z = (l-s)/(l+s) and expanding
about z = 0
F(s) :+ s *[ 2(I + s 8 1 + s'-s - ]+ . (131)
For large t, expansions about s = +j would be called for, but since these points are
singular, no Taylor expansion is possible. In fact, no other type of expansion about
these points can be used, since branch points are not realizable exactly in any form of
finite, rational expression. Indeed, the transient Jo(t) is itself not realizable for large
*When z = s, it is interesting to note that the coefficients ak of the power series of F(s)
are related to the moments mk of the time response f(t), namely (ref. 5)
F(k)(0) k oO
ak k : ^ J tkf(t)dt ( 1 ) m kak k!! kT- k'
0
**Significant in this connection is a theorem of Jentzsch (ref. 22), which states that
every point on the circle of convergence of power series is a limit point of the zeros
of its partial sums. This theorem guarantees that the poles of the approximating
functions in (128) will eventually be distributed in all quadrants if enough terms of
the series are used. (The theorem can be extended to entire functions. ) In particu-
lar, if (z) = F(z) = F(s) = e S , the expansion (128) is realizable only up to a fourth-
degree denominator. See appendix A, Table A-I.
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t, since it behaves as
Jo(t) coc (t - (132)
and no finite sum of exponentials can reproduce exactly an envelope behaving as 1/j at
infinity. If one were interested in preserving the behavior for some large ranges of
values of t, points to the right of s = j could be used for expansions of
1 1
and 1 - js a l + js
and the resulting approximations multiplied together.
A disadvantage of the power-series expansion lies in the fact that all of the poles of
the rational approximation lie at one point (all of the zeros in (128)), whereas it is felt
that for a given number of poles and zeros a better approximation could be had if both
the poles and the zeros, instead of only the zeros, were free to be chosen at optimum
locations. In other words, a type of expansion is needed whose partial sums are rational
functions of a more general character and not merely polynomials.
Partial fraction and infinite product expansions might be a step in the right direction,
were it not for their specialized application. Partial fraction expansions can be made
only for meromorphic functions, and infinite product expansions with rational com-
ponents can be made only for certain entire and meromorphic functions.
The needed generality is found in the analytic theory of continued fractions (refs. 23,
24). The form of continued fraction with which we will be most concerned is
a
o
alz
1+
a z (133)
1+
a z
1+
1 +.
where the ak are all real numbers. It is clear that if this expression is finite, the con-
tinued fraction is a rational function of z. If the fraction is infinite, there is apparently
a possiblity of its representing an algebraic or transcendental function in some way, just
as a convergent infinite power series represents a function within its circle of conver-
gence. However, the meaning of an infinite continued fraction remains to be defined,
and the convergence behavior must be investigated, before any conclusions can be
reached regarding its approximating properties for transcendental functions.
Because continued-fraction theory is neither well known nor well discussed in the
literature, the next subsection is concerned with the requisite background material in
this subject. The approach to be used is unique, inasmuch as we have little concern
here with the arithmetic theory, which usually precedes a discussion of the analytic
theory. Also, a number of pertinent theorems very difficult to prove by purely
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mathematical means are almost obvious from network theory considerations.
3. 3 Continued-fraction theory
By analogy with power series, an infinite continued fraction of the type (133) is said
to converge if the sequence of finite, terminated continued fractions, or approximants
A a
n o
B n alzn 1+
1a2 (134)1 +
1+
l+a z
n
tend to a finite limit as n-* oo for fixed z. The meaning of uniform convergence follows
directly as the usual extension of this definition. The numerators A and denominators
n
Bn are polynomials in z and may be seen to obey the recurrence formulas
An+ 1 An + an+ 1 n-
(135)
B B=+a zBBn+l Bn an+l n-l
where A = a o, Bo = 1, A1 = 0, and B_ 1 =1. Also
n-lBn n- B n = (-Z) a a .. a (136)
These formulas may be proved without difficulty by induction.
While the above definition settles the problem of convergence of a given continued
fraction, it raises the question of just how it is possible for a sequence of rational func-
tions to approach a nonrational function. From the standpoint of singularities, this
limiting process requires that an increasingly large number of poles and zeros approach
in the limit one or more singularities which are not all poles.
It may be recalled that the partial sums of a power series, although only polynomials,
tend to the function being represented as n-a oo, but only within a circle of analyticity.
All or almost all of the zeros of the partial sums tend to the circle of convergence and
become infinitely dense about its circumference as the number of such zeros becomes
infinitely large. In this case, therefore, polynomials may approach a nonpolynomial
function by representing it only in a restricted region, i. e. that bounded by the circle
of convergence.
Although the poles and zeros of approximants would be expected to be more capable
of rapidly approaching a nonpolar singularity in the limit than the zeros of partial sums,
one should still expect that continued-fraction expansions also converge only over
restricted regions. For, how else could a sequence of single-valued functions such as
in (134) approach, say, a multivalued function?
To observe the convergence behavior of the approximants, it is appropriate to
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generate the continued-fraction expansions of several functions having common types of
nonpolar singularities. A number of methods for actually deriving the expansions of
given functions will be outlined in subsection 3.4, but it is sufficient at present to point
out the desired "correspondence" between power series and continued fractions
Definition: The power series.-(z) = c o + c l z + c 2 z 2 + ... and the continued
fraction (133) are said to "correspond" if the power series development of
the nth approximant, An/Bn, of (134) agrees with the given power series
for (at least) the first n terms. That is
A
n n n+I n+2
ClZ + cz +... + c z + ...z n + l (137)B n n+l n+
n
where the constants c may be different from the constants c k . Of course, other defini-
tions of the continued-fraction representation of a function could be made, just as alter-
nate power-series developments are possible, but it is convenient to pick an expansion
such as that just defined, for which the coefficients are not dependent on the number of
terms taken in a partial sum.
It should be clear from this definition of "correspondence" that the continued-fraction
expansion, like the power-series expansion, is an extrapolative development, since it is
made about a single point. Consequently, the region of best approximation by the
approximants is the vicinity of the point of expansion, and the convergence is more
rapid, the greater the distance of the other nonpolar singularities from the point of
expansion.
One method of generating the expansion consistent with the notion of "correspondence"
is that of alternately dividing the power series into its leading term and subtracting unity
from the result, then repeating these steps successively with the remaining power
-z 2
series. For example, forV-(z) = e Z - 1 - z + (1/2)z - + ... , this process gives
-z 1
e =
l+z+ + (138)
1 z -
z
1 -~z+ -z -+
and finally
-z 1
e - o _
1+
T i o f sa nt i ii g s r ar a (138)
Termination of this fraction after nine divisions gives the rational approximation
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-8 1 8z 2 1 + 2 4 (139)8 1 +Iz+ +3 -z + 1z 1B8 2 28 84 1680 z
The manner in which this approximant approximates(z) is shown in Fig. 10. The
point of expansion is z = 0 and marks the center of the region of best approximation;
as far as this vicinity is concerned, the array of poles and zeros looks almost like the
essential singularity at infinity. As the order of the approximant is increased, the
number of poles and zeros increases, as well as their distances from the origin, but
they retain their almost-circular pattern. Much more will be said concerning this
important expansion later, but this example demonstrates how a sequence of rational
approximants can approach an essential singularity of the simple exponential type.
Apparently the continued fraction (138) represents(z) throughout the entire z-plane,
sinceJV(z) is an entire function, and the poles and zeros pass to infinity in the limit-
(obvious from the later discussion). An example of an expansion valid over a limited
region is afforded by
~~1 1 + 1+
1 +z/4 (140)
+/4
1+.
The poles and zeros of the sixth approximant are shown in Fig. 11. Since(z) is multi-
valued, whereas any approximant is single-valued, not all of the function can be repre-
sented simultaneously. The arrangement of the poles and zeros, however, suggests
that a single branch of the function is being
ly ,japproximated, corresponding to one of the
x 0 sheets of the z-plane, cut along the line of
'0 the poles and zeros between the branch points
Z-PLANE of. (z) at z = -1 and z = -oo. Inspection of
x o other approximants would verify this hypoth-
esis; all of them exhibit a line of alternating
~5 0 'X
-5 0 5 X poles and zeros on the negative-real axis
x 0 between the branch points of (z), the density
being greater near z = -1. Such a distribu-
tion of poles gives rise to positive values of
the imaginary part of the approximants on
one side of the segment and negative values
on the other side: this cliff-like behavior is
Fig. 1 0 also exhibited by Im(-) on the two sides
Pole-zero pattern of the ninth approx-
imant of the continued-fraction expan-
sion of e-z about z = 0. proven rigorously (ref. 24) that the expansion
-53-
_ 
 __ __ 
 _ _
Z -PLANE
X
Fig. 11
Pole-zero pattern of the sixth approximant of the
continued-fraction expansion of 1/Ji+z about z = o.
(139) represents that branch of the function9(z) which corresponds to one of the sheets
of the z-plane, cut along the negative-real axis from -1 to -oo.
It should be pointed out that the common notion that the position of the branch cut is
quite arbitrary, as long as it joins the branch points, is not violated here. Because only
one branch of the function is being represented, the z-plane must show a cut along some
specific line between the branch points. The continued-fraction representation of a mul-
tivalued function thus gives an added meaning to the concept of a branch cut, which is
often thought of merely as an artifice introduced to facilitate the visualization of Riemann
sheets.
To obtain useful continued-fraction expansions of the function F(s) = 1/+ =
.[J(t)l valid for various intervals of time, it is merely necessary to make the proper
transformation: z- s. Letting z = 1/s in (139), and manipulating the result, one
obtains
1 1
1 2s + 1 (141)
2s+
2s +
This representation is readily seen to be the driving-point impedance of an infinitely
long, LC ladder network, as illustrated in Fig. 12a. Moreover, the approximants are
the impedances of finite open and short-circuited sections of this network and have their
poles and zeros on the position of the cut between -j and +j through the origin (Figs. 12b
and 12c).
The expansion (141), made about s = oo, should give rise to approximations to Jo(t)
most accurate near t = 0. Tabulation of the inverse transforms of the first few approxi-
mants (Table I) verifies this correspondence, as can be seen in Fig. 13. The transient
Jo(t) is, of course, the voltage response e(t) caused by an applied unit impulse uo(t) =
io(t) and the approximations of Fig. 13 are the driving-point impulse responses of finite
sections of the line. Note that these approximate transients lie above the Jo(t) curve
for even-order approximants and below Jo(t) for odd-order approximants.
For t 1/2(s 1 1), the transformation
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Fig. 12a
Semi-infinite ladder network directly related to the continued fraction (141).
jW
s- PLANE
ajo
s - PLANEci
-j
Fig. 12b
The branch cut in the s-plane
of the function 1/1 + s-.
-I.0
Fig. 12c
The pole-zero pattern of the
fourth approximant of (141).
f3(t)
5o (t)
I If(t)
f4 (t)
f 2 (t)
Fig. 13
Approximations of Jo(t) for small t based on the continued-fraction expansion (141).
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G
2
=( 1 2 (142)
is called for. The poles and zeros of the approximants now lie on a semicircle of unity
radius in the left half-plane with the center at the origin. The transient approximations
are shown in Fig. 14 and may be seen to be most accurate for small, nonzero values of
t.
The physical interpretation of (141) as a ladder network suggests that more accurate
approximations than those of Fig. 13 might be obtained if the fraction were not cut off
abruptly to obtain the approximants, but were terminated more gradually through the use
of, say, a load resistance (i. e. a constant). By using a termination "R," the fraction
becomes
An 1
n s+
2s + 1 (143)
2s +
1
+ 2s + R
which, with an+lz replaced by R/2s in (135), may be written
A 1
An An+ 2 RAn-1
A 1- 
B B+-RB 1n n 2 n-l
The loci of the poles and zeros of the third approximants with changing R are shown in
Fig. 15, while Fig. 16a shows the corresponding time-domain behavior. The curve of
Fig. 16b is the approximation obtained by using a "matched" termination: the inductance
preceding the termination is halved in value to match the half-capacitance at the input
(see Fig. 12a). It is obvious that the use of terminations in this example improves the
approximation considerably.
Another continued fraction closely related to (141) is obtained by dividing by s and
2letting s -. s. The resulting fraction
1 1
s( +s) -+ 1
s
2+ 2 1 (144)
s 2+.
is recognized to be the driving-point impedance of an RC ladder network (same as
Fig. 12a with each L replaced by an R). The driving-point impulse response is found
from a table of transforms to be et/2I (t/2), where I is the Bessel function of imagi-
nary argument. The effect of terminating this ladder abruptly is shown in the curves of
Fig. 24, analogous to Fig. 13 for Jo(t), and the transients for a gradual transition with
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/f2( t)
f3(t)
Jo(t), f5(t)
Fig. 14
Approximations to Jo(t) for intermediate t based on the
continued-fraction expansion (141) with the variable s transformed by (142).
_io
R-l-s 050.1
10
R-l-s, 05 01
I0 
lo
- I I I
R-2 07
R-l- 05 01
R.I
R-l R-05 R-O1
0.6 0. 725 R-17 7 2 03R*72 0.2R·2 0.1 R-I0
jOB
jO.6
jO4
0.2
ZERO FOR
/R-O
POLE FOR
Fig. 15
Loci of the poles and zeros of the third approximant of (143) as the terminating
constant R varies from zero to infinity. The isolated poles and zeros to the
left are obtained with the load R = 1 - s, representing a matched termination.
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Fig. 16
Approximations to Jo(t) obtained by (a) gradual and (b) matched
terminations of the third approximant of (143).
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0.5
-0.5
1.0
0.75
0 8 16 24
Fig. 17
Approximations to e t/2Io(t/2) obtained by
the gradual termination of the continued fraction (144).
a terminating resistor are given in Fig. 17. The same type of behavior observed in the
LC case is apparent.
These two examples have served to illustrate the salient points of the continued-
fraction approximation of transcendental functions. Before embarking on a discussion
of the realizability conditions associated with continued-fraction expansions it will be
well to point out a possible generalization of the approximations already introduced.
One method of generating a continued fraction from a power series has already been
described in the first example above. In view of the "correspondence" with power series
about the point of expansion, one might alternatively set up in literal form one of the
approximants, say
n n- 1
A 1 + Y z + + z = 2or 
n nl (145)
n 1+ + . + zV n n + 
nl* nv v or 2
If this expression is equated to the power series and multiplied through by the
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Table I
Approximations to Jo(t) for Small t
g = 1
g1 = cos (0. 707 1t)
gll = (1/3) + (2/3) cos (0. 86603t)
g2 = 0. 5 cos (0. 92388t) + 0. 5 cos (0. 38268t)
= 0.2 + 0.4 cos (0. 951057t) + 0.4 cos (0. 587785t)
g23= (1/3) cos (0. 965926t) + (1/3) cos (0. 707107t) + (1/3) cos (0.258819t)
g33 = (1/7) + (2/7) cos (0. 974928t) + (2/7) cos (0. 781831t) + (2/7) cos (0.433884t)
denominator polynomial Bn, coefficients of like powers of z may be set equal to one
another, starting with the lowest powers and proceeding to higher powers until all of
the Ynk and nk have been determined. The power series expansion of the resulting
rational function (145) will clearly agree with the original power series for the first n
terms. This is actually a very useful technique, since it is often sufficient in a problem
to find merely one approximant and not the entire continued fraction.
The numerator degree ,. and the denominator degree v, as noted in (145) and easily
verified, are both equal to n/2 for the even approximants, and v = + 1 = (n+l)/2 for
the odd approximants. One might naturally inquire at this point why this process of
equating coefficients cannot be applied with more arbitrary values of and v. Indeed
it can, provided we are willing to forego the relation between the resulting rational
function and the continued fraction (133) from which the original approximants (145)
were derived. A table of rational approximations to a given function, arranged in
columns according to increasing numerator degree = 0, 1, 2, 3, etc. and by rows
according to increasing denominator degree v = 0, 1, 2, 3, etc. is called a Pade table.
The Pade table for e -s is given in appendix A, table A-I. (The entries above the diago-
nal file ( = v) of the table are not written in, but they are reciprocals of the entries
below the diagonal file, with ,u and v interchanged, and s replaced by -s.) Additional
data on this table are also included in appendix A, and will be discussed at greater length
in the section to follow.
It is possible to derive a continued fraction which will generate other entries than
those on the diagonal and subdiagonal files, but it will not be of the form (133) which
always leads to the succession of approximants shown by the stair-step sequence in
Fig. 18. This generalized continued fraction has the form
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a
o I 1 A L\
p+l kleu}
1 + bplz + bp2Z +...+b + b p + a
1+ a z
1 + ap3 Z
1+.
for < v, and the form of the reciprocal of this expression for > v. These fractions
generate stair-step sequences p files below (or (p+l) files above) the main sequence of
Fig. 18. An example of this type of expansion is given for e s in subsection 4. 2.
Pad6e tables of several other simple functions will be discussed in the next section,
and a few of them are listed in appendix C in tables C-I through C-IV.
The question of the realizability of continued-fraction approximants has so far been
avoided. The approximants of the expansions (141) and (144) were easily recognized as
meeting the realizability criterion, by virtue of the fact that they could be identified with
*
the driving-point impedances of LC and RC ladder networks. The realizability of the
approximants of the expansion (138) of e- z with z = s, say, is not so apparent.
What constitutes a "realizable" approximant clearly depends upon the transformation
z - s which is employed. Fortunately, for the simpler transformations which will be
used, namely
1 2 1 s-a\ z s
z = s; z _ ; z = s ; z = s ; z+ (147)
s
a number of theorems of continued-fraction theory may be directly applied to find suffi-
cient conditions on the set of coefficients ak in (133) in order that all of the approximants
be realizable under one of these transformations. The substance of these theorems will
be presented without proof, but many of them are almost obvious from a knowledge of
network theory. For example, if all a k > 0, all approximants of
o 1
als ~ 1 1 (148)
1+ a a
a2 o 0 o + I
1+ als a 1
1+. a + a
and
*Actually, the realizability criterion (3) does not allow poles on the imaginary axis.
However, such poles may be considered to be permissible at an early step in the
approximation procedure, provided it is understood that they will be moved to the left
before the final approximation is formed. For this same reason, right half-plane poles
are permissible early in the procedure, as long as they are later shifted to the left
half-plane; however, such a situation should be avoided if possible, because of the
large amount of transient predistortion required to produce even a small shift of the
poles.
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a s
a 2 1 (149)
al+ as + a
2 +
aZ as als 1
1+ +
1 + . aoa 2s
are obviously not only realizable, but are positive-real impedance or admittance func-
tions of two-element-kind networks.
Another artifice often useful is the knowledge that the continued fraction, related to
(133) but having the approximants Ao/Bo , A2 /B 2 , A 4 /B 4 , A 6 /B 6 , etc. (the so-called
even part of (133)) is
a
o
2
ala 2 z1 + alz - 2 (150)
1 + (a 2 + a3)z -
1 + (a 4 + a 5 )z -
while the odd part, having the sequence of approximants Al/B1 , A3 /B 3 , A 5 /B 5 , etc. is
aoa 1z
a -
o 2
1 + (al + a)Z a2a3z (151)
1 + (a 3 + a4 )z -
These statements are readily verified.*
In the theorems to follow, a continued fraction will be called "realizable, if all of
its approximants have denominators whose zeros lie in the left half-plane or on the imag-
inary axis.
Th. (1) The continued fraction
a
o
als
1 + as (152)
1+
1 +
is realizable if a 2 k+l 1 O, and either (i) a2k > 0 or (ii) ak < 0, and a2k+l > la 2k I . aZk-l
for all k> 0.
Th. (2) The continued fraction (152) is realizable, and the poles and zeros of its
approximants alternate along a segment of the negative-real axis from -c to -, if all
a k > 0, and each a k may be written a k = gk(1 gk- 1 ) where 0 gk < 1 for all k > and
*The fraction is obviously not equal to the sum of its even and odd parts.
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Fig. 18
The stair-step sequence of entries
in the Pade table generated by the
continued fraction (134).
c = 1/4b(1-b), b = lim gk'
k-. 0
Th. (3) The continued fraction (152) is
realizable if (133) is realizable (with z = s), and
the transformation z - s maps the left half of the
z-plane onto all or part of the left-half s-plane.
Th. (4) The even part of the continued
fraction (152) is realizable, and each pole
at k is accompanied by a zero at -S k ' if
-(1/2)al = a 2 > 0O and -a 2k-l = a2k > 0 for k 2.
(That is, the approximants are the transfer
functions of all-pass networks.) This condi-
tion can exist only if the function expanded
has unity magnitude for s = jo.
Th. (5) The continued fraction
a s
o
2
1+ 2
a2s
1+
(153)
1 + .
is realizable, and the poles and zeros of its approximants alternate along the j-axis, if
all ak > 0.
Th. (6) The continued fraction (133) with
s-I
z - or z (s + 1)2or z s s+-I (154)
is realizable if each lak may be written akl = (1 - gk-l)gk' where 0 < gk, 1, k 2.
Th. (7) The continued fraction (133), under either of the transformations (154), is
realizable if either
koo
k=l
lakl 1
or Ial < 1/2, lakl + lak+lI 1/2, k 1, and
Z Ibkl
k=l
(155)
(156)
diverges, where b1 1 and bk+l = 1/akbk, k 1.
Fortunately, most simple functions can be handled by a more elegant method, which
will be described at the beginning of the next subsection.
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3.4 The use of frequency-domain expansions
Two methods of generating a continued-fraction expansion have been mentioned, both
of which are based on a knowledge of the power series of the function at the point
in question. A quicker, though less general, method is the following. If the function
being expanded can be expressed as the quotient of the first two functions of a sequence
obeying a second-order recurrence formula, there is a possibility of its being expanded
directly through the use of this formula. For, if a set of functions Kn(z) can be found
such that
Kn- 1 = Kn + anZKn+ 1 (157)
and it is possible to identify.-(z) with aK l (z)/Ko(z), then repeated application of the
recurrence formula gives
K1 a a
_-(z) = a 0 = 0 a (158)
1+ 1+ 
K1 a2zK 3
1+ K2
etc. until the fraction (133) is generated.
Fortunately, most simple functions and all of the common eigenfunctions may be
expanded by this method. One may work with the recurrence formulas of each function
individually, but a more general approach, easier to use if not so illuminating, is offered
by the possibility of expressing all functions likely to be handled in terms of generalized
hypergeometric series. These series, despite their ominous name, are really nothing
but power series having a certain very general, though systematic, form for the coeffi-
cients. They derive their present usefulness from the fact that they all obey recurrence
formulas of the type (157).
The notation of the hypergeometric series is as follows. The function pFq(z) is a
function of z and of p + q constants and is defined by the power series
pFq(Z) = 1 + + + cz 2  (159)qIf 1 2' . . . , then the coefficients are2
If the constants are a1 , a, ... a and Pq, . , then the coefficients arep ~~~q
I10 ... q
= 12" **
a l (a 1 + l)a 2 (a 2 + 1)... ap (a + 1) 1
c2 = 1(61 + 1)2(62 + 1)... - q(q + 1) 2!
al(a1 + 1)(al + 2)a 2 . .. a (a + l)(ap + 2) 1
c3 1(61 + 1)(1 + 2)62
.
. .q( q + 1)(q + 2) 3.
(160)
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etc. In particular
c;) = + ab + a(a+l)b(b+l) z a(a+l)(a+2)b(b+l)(b+2) z (161)
Fl(a, b; c;z) = 1 + a + c(cl)c+ + * (161)
c c(c+l) .
The analytical properties of many of these functions have been investigated in the
past, and are discussed in the literature. It suffices to mention here a few identities
between certain hypergeometric series and known functions. As can be seen by inspec-
tion, 0 FO(z) = eZ. 0 F 1 may be written as a Bessel function, and 1FO(a; z) = (l+z)a.
1F1 = M is called by various names, including the "confluent hypergeometric function,"
the "Whittaker function, " and the "Kummer function. " It is an entire function, and
includes among its special cases the error integral, the parabolic cylinder functions, the
incomplete gamma function, and many others. 2F1 is the most common of the functions
usually designated "hypergeometric series, " and except for certain values of its con-
stants, has a branch cut from z = 1 to oo. Its special cases include most common ortho-
gonal polynomials, many logarithmic functions, inverse trigonometric and hyperbolic
functions, and numerous others. 0F2 rarely occurs, and the 2 F 0 series is asymptotic.
The recurrence formulas obeyed by these functions may be used to generate conver-
gent expansions about z = 0 for ratios of two series having the same subscripts. The
most useful of these are
2 Fl(a, b+l; c+l; -z) (163)
2Fl(a, b; c; -z)
1Fl(a+l; c+l; -z)
1Fl(a; c; -z) (164)
0Fl(C+l; z)
Fl(c+; ) (165)
0Fl(c; z)
2 F 0 (a, b; -z)
2 FO(a, b-l; -z) (166)
all of which have the expansions of the type (133) with a = 1 and, respectively
(a+k)( c-b+k)
a2k+1 (c + 2k)(c + 2k + 1)
k 0 (167)
ak -(b+k+l)(c - ak + 1)
a2k+2 (c + 2k + 1)(c + 2k + 2)
(c-b+k
a2k+l = (c + 2k)(c + 2k + 1)
k 0 (168)
a +-(b+k+l) 
a2k+2- (c + 2k + )(c + 2k + 2
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k > 1 (169)ak = (c+k+l)(c+k)
a2k+l = a+ k; a2k = b+ k; k 0. (170)
ZF1 reduces to 1F0 if b = c, and 1F1 reduces to e-Z if a = c. Some additional special
properties of these expansions will be presented in the next section.
The fourth case above represents an interesting situation, inasmuch as the continued
fraction converges over one entire sheet of the z-plane (exterior to the cut and any
poles), even though the power series diverges. This phenomenon is discussed in greater
detail in reference 24.
It remains to discuss a few of the most useful transformations (147) of the z - s type.
The transformation
Z + Cs (171)
leaves the point of expansion fixed, but points in the rest of the plane, including the point
at infinity, are moved about in a single-valued fashion (see Fig. 19). The entire left
half of the z-plane maps into the interior of a circle centered on the real axis and passing
through the origin and the point s = -1/C. Similarly, since the inverse transformation
is
s Z (172)1 - Cz
the entire right half of the s-plane maps into the interior of a circle centered on the real
axis and passing through the origin and the point z = 1/C. Because the origin is fixed in
this transformation, the continued fraction (133) in the variable s/(l+Cs) should be
closely related to a fraction in s, say
a'
5[z(s)] = F(s)= as (173)
1+as1+ s
a s2
1+
Comparing approximants, the relations between the coefficients ak and a are found to be
a = a; al = a; a = a + C; aka'2k-l = aka2kl k > 1o al
(174)
a' + a' a + a C k 0.2k 2k+l = a2k a2k+1
This transformation is useful for adjusting the relative distances of the frequency-
plane singularities from the center of the region of importance, in order that a better
approximation may be obtained on one side of the region than on the other. Such adjust-
ment is particularly desirable if the region of importance is close to a singularity, as
was the case for large t in the example (approximation of Jo(t) by s-domain expansion)
used earlier in this section.
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If this transformation is used, the realizability theorems must be applied to the
primed coefficients rather than the original coefficients, of course.
The realizability theorems cannot be applied directly if either of the transforma-
tions
2
s- a or s- a) (175)
as + 1 (175)
is employed, except for the case when a = 1, as in (154). In all of the examples
of the following section, however, the poles fall in sufficiently simple patterns so that
the realizability test may be performed by inspection.
The presentation of the technique for
developing s-domain expansions is now
formally complete. A given transient, after
preliminary simplifications, is transformed
to the s-domain, where the regions of
importance are found corresponding to the
pertinent intervals of time. A point of
expansion is chosen, any transformations
of variable deemed necessary are made,
and the expansion is found. After testing
I- ~~~~ 1 _ '.
ior reallzaDlllLy, an approxImaIm IS cnosen
for the approximation. The error must then
be determined and redistributed along the
time scale if necessary. These steps will
be described in later sections.
Actually, frequency-domain expansions
will find their main application in this report
in th- th rv o f r ncti tilln rci _t.c nnVl
Fig. 19 transforms, to be presented in the next
Map of the transformation z = s/ secti . The approximations to constituentMap of the transformation z = s/(l+Cs).
transients will provide an adequate test and
numerous examples of the technique just
described and will reveal the limitations on the applicability of s-domain expansions.
Such limitations clearly exist, for although any analytical function is capable of an s-
domain expansion, it may not be possible to find one which gives the desired time-domain
behavior. In addition, the approximants of the expansion must be realizable.
IV. Constituent Transforms and Transients
The statement has already been made that it would be very desirable if some link
could be established between the approximation problem at hand and the extensive
approximation techniques available in the theory or eigenfunction expansions. These
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functions include not only the classical orthogonal polynomials, but the great majority
of well-known and well-tabulated functions derived from the second-order differential
equations of physics (refs. 25, 26).
If such a link could be provided, the way would be left clear for a division of the
process of solution of the approximation problem into two distinct steps. The given
transient response would first be approximated by a sum of these eigenfunctions by a
time-domain expansion; the functions may be chosen appropriate to the response at hand
to yield the type of approximating behavior desired. This approximation is then trans-
formed to the frequency domain, and each term is reapproximated in an expansion by
the method of the last section; the closing subsection demonstrated the ease with which
many well-known transforms may be developed in rapidly convergent expansions.
The solution is then theoretically complete, provided means of error determination
can be found. The present section is concerned with developing logically a useful set
of eigenfunctions, called "constituent transients" here because of their role as the
"building-block" elements out of which an arbitrary transient is composed. The consti-
tuent transients are chosen both on the basis of the simplicity of their s-domain expan-
sions and t- and s-domain correspondence, and are also chosen from the standpoint of
their possible usefulness in time-domain representations.
The constituent transients have been classified into two groups: 1) the "slow-
transition" group, including those particularly useful for reproducing the slow, moder-
ate, "natural" parts of a transient, and 2) the "rapid-transition" group useful for
approximating discontinuities and abnormally rapid changes in value and slope of the
response, (that is, for the irregular or "unnatural" parts). The members of the former
group are developed first in the subsection to follow, while the rapid-transition consti-
tuent transients are described in subsection 4. 2. The last subsection is concerned with
the expansion of arbitrary responses in terms of constituent transients, and some exam-
ples are presented.
4. 1 Generation of the sets
The transform pair used as an example in the previous section, namely
1 Jo(t) (176)
will serve as an excellent starting point from which the set of slow-transition constituent
transients may be generated. The generalization of (176) will proceed in two directions,
the first intended to form a class of orthogonal time functions and their approximations
from Jo(t), and the second directed toward the creation of additional basic transform
pairs similar to (176). Taken together, these two extensions will produce several ortho-
gonal function-sets with their approximations, which will then be available for the expan-
sion of arbitrary transient responses.
The expansion (141) of the above constituent transform about the point at infinity was
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found to have the direct
appendix C, table C-I.
and currents at various
eo(t) = Jo(t), we have
network realization of Fig. 12a. The Pade table is given in
It is interesting to inquire into the expressions for the voltages
points along the ladder structure. Starting with io(t) = uo(t) and
i = i - e' = J = Jl(t)
e 1 -e Ji - 21 = J2(t)
i 2 = i - 2e = J1 - 2J1 = J3(t)
(177)
etc. so that in general
ip(t)= J2p-l(t)' ep(t) = J 2 p(t). (178)
Introducing the symbol Gk(s) for a constituent transform and
stituent transient, we may write Go(s) = 1/ 1 +s , and
gp(t) = Jp(t).
gk(t) for its mate, the con-
(179)
The integer p will be called the index of the constituent transient.
The termination of the infinite ladder network to obtain an approximation to Jo(t)
should also yield corresponding approximations to the higher-order Bessel functions.
For example, if An/Bn is an approximant of G(s), then G 1, G 2, etc. have the approxi-
mations (from the transforms of (177))
A
* nG I=1 -G=1-s B
n
An - n = (1 + n sz) -G2 = _nn Z s - t B s ) n
A An- A
3 1 + s ) B- _ = (1 + 4s) - (3s + 4s) 
n n n
( 180)
However, the polynomials in s in these expressions are the numerators A and denomi-
* P
nators Bp themselves, e. g. G 3 = A2 - B 2 (An/Bn). The approximations to Gp(s) are
found to be
BP A-n B
G;(s) = (-1)P p p-l n
I Bnp ~~n
n >/ p. (181)
The Ap and Bp are such that all but (n-p) terms of the numerator polynomial of (181)
cancel exactly, leaving a (p+l)th order zero at s = oo. These zeros at s = oo are also
present in the constituent transforms Gp(s), which arep
Gp(s) = 1
+s 2 l+s
(182)
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1.0
0
JO(t)
Fig. 20a
Approximation to Jo(t) for small t by g33 (t).
9* (2)(t)
g33 U)
0! 2 4
Fig. 20b
Approximation to J(t) for small t by g3)(t).
J.
2 6
* (4)
g2 3 W
Fig. 20c
Approximation to J 4 (t) for small t by g34)(t).
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))(t)
-
Jo
-
)
-
The most significant property of the approximations (181) is that for a fixed value of
n, all of them have the same poles regardless of the index p, as long as p n. Conse-
quently, any sum of the constituent transients go' g1, ... gn may be approximated with
just as few terms as are required for any one member of the set gp. This conclusion is
not invalidated if the approximants An/Bn (modified by the use of a constant termination
on the ladder network, as in (143)), are employed in place of An/Bn
.
The original poly-
nomials Ap_ 1 and Bp_-1 in (181) must be retained, however.
The time-domain approximations for n = 6 and p = 0, 2, and 4 are shown in Figs. 20a,
b, and c. These realizable approximations to Jo(t), J 2 (t), and J 4 (t) were computed from
the approximants
* A6 64s 6 + 80s 4 + 24s 2 + 1
+o B 7 5 3 (183)
6 64s + 112s + 56s + 7s
* 16 - A1B6 16s 4 + 12s 2 + 1
- 2 B 7 5 3 (184)
6 64s + 112s + 56s + 7s
B3A6 A36 4s + 1
* B 7 6 3 (185)
6 64s 7 + 112s5 + 56s3 + 7s
It is worthy of note that the approximation errors in these three cases are about the
same. The use of a modified approximant A 6 /B 6 would have reduced this error, but
the curves of Fig. 20 illustrate the point of the present discussion well enough.
To extend the class of constituent transients in another direction, starting with the
pair (176), it would be logical to investigate some other transforms having simple types
of singularities at the same points and similar transient responses. One such pair is
tan-l(1) sin t (186)
s t
in which the transform has the expansion
tanI(I) 1 1 (187)
s+
3s + 9
5s +
7s +
The Pade table is given in appendix C, table C-II, and the time-domain approxi-
mations are listed in Table II and plotted in Fig. 21. The same type of behavior
is exhibited as in Fig. 13 for the approximations to Jo(t) for small t, except that
the error is slightly less for the same value of n. The high-index constituent trans-
ients are found to be gp(t) = 1p(t), where the -functions are related to the half-
order Bessel functions
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22k(k,) 2
12k(t) = ( 2kk)! A/ J( 2k+l)/2(t)
2kl(t) = (2k)!(t)
(k!)- 2 2t k-1)/ I (188)
The formula (181) for approximations to high-index constituent transients is also valid
for this set.
The two zero-index constituent transients already considered (Jo(t) and (sin t)/t) are
really two special cases of the set of Lambda functions (ref. 27)
Ar(t) = r( ) Jr(t)
tr r
(189)
plotted in Fig. 22 and belonging to the transform pair
(r) F1 1;r+
o~~~~~~~~
gor)(t)= Ar(t) (190)
These transforms all have algebraic singularities at the points +j, and these are
their only singular points. Six of the special cases are listed in table III. The
expansion of the hypergeometric function of (190), generalizing the expansion (141)
for 1/1 + s 2 can be made directly by reference to equation (163). Letting a = 1/2,
b = 0, c = r, and z = 1/s 2 and noting that 2 F (1/2, 0;r; -z) = 1, we find
i I~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~i
'T
ITt 
Fig. 21
Approximations to (sin t)/t for small t,
based on the continued fraction (187).
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(191)G(r)(S) = I
o a1
s+
a2
+
+ 
where, from (70)
(k + )(k+r)
a2k+l (r+ 2k)(r+ 2k+ 1)
k O. (192)
(k+l)(k + r + )
a2k+2 = (r + 2k + l)(r + 2k + 2)
The high-index transients and their approximations can be generated for the Lambda
functions in exactly the same way as for Jo(t). However, this is hardly necessary
when it is realized that all of the transients in the last column of table III can be
expressed in terms of the constituent transients for r = 0 (the Jp(t) set) and r = 1/2
(the p(t) set). For, from recurrence formulas for the Bessel functions
4- -4_[ T -, f
+ I IA I VT1 m
i~~~~~~ I 
1~~~~~~~~~~~~~~~~~~~~
_t4
-1 t j it--_ t
Fig. 22
Plots of the constituent transients AV(t).
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Al(t) = Jo(t) + J(t) (193)
A3 / 2 (t) = o(t) + 2 lz(t) (194)
4 1
A2 (t) = Jo(t) + 3J 2 (t) + 3J 4 (t), etc. (195)
This equivalence does not render useless the expansion (191) for r-values other than 0
and 1/2, since the convergence behavior of the approximations for r = 2, say, is differ-
ent from that for r = 0, by using (195). However, only the two most important cases
have been investigated in any detail.
All of the approximations developed so far are valid only for small t, and these in
an extrapolative manner. To get approximations for intermediate values of t, let
s -- (a+s)/(l - as) in (141) for r = 0, and in (187) for r = 1/2; then the functions expanded
become, respectively
1 _ a- s 1 (196)
/ 1+; s z11Z a
tan ( n(-an ( ) -tan- (). (197)
Since the transformed functions have the same form as the originals, the same expan-
sions (141) and (187) may be employed, but with the change of variable.
For very large t, these transients are all nonrealizable, because of the branch
points at s = +j. For moderately large t, some expansion about points to the right of
the singular points might be used, but since the period of the oscillations is very nearly
(if not exactly) equal to 2rr for large t, one might just as well extract this "carrier" from
its envelope (see operation (2) in subsection 1. 3) and approximate the envelope. The
carrier may be reinserted in the approximation afterwards. For all of the Bessel
functions, this envelope is approximately /JI/t.
The realizability conditions are applied to (191) without difficulty, since the ladder
network realization is already available. The poles and zeros of the approximants alter-
nate along the jw-axis between the branch points when the fraction is terminated abruptly,
and move off into the left half-plane if a resistive termination is used. The result of
the transformation s -. (a+s)/(l - as) is to shift the line of poles and zeros farther into
the left half-plane (for a > 0); the new locus is an arc of a circle through the branch
points and the point s = -a if the abrupt termination is used. In every case, the poles
and zeros are spaced closer together near the branch points than on the rest of the cut
position.
For real-axis algebraic singularities, a completely parallel discussion based on the
expansion
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(198)G(r)(s) = 1
o a1
s+ 
1+
a3s+
a41+
S+.
instead of (191) may be presented. This development, obtained from (191) through the
transformation s - s, after division by s, is associated with the transform pair
g)(t) = F1; r+l; -t)0 1 ' -L (199)
and apparently has the direct realization as an RC (rather than an LC) ladder network.
Table IV and Fig. 23 give the set of zero-index transients analogous to those in table III
and Fig. 22, and the high-index transients for r = 0 are
g (t) = et/2 I (t/2) l
g2 p l(t) = [Ip -l(t/2 ) - Ip(t/2)]
(200)
where I is the Bessel function of imaginary argument. These transients for r = 1/2
are listed in table C-V of appendix C, and plots of them are given in appendix C,
Figs. C7 and C8. Because of the direct network realization, all of the poles and zeros
are seen to alternate along the real s-axis from s = 0 to -1. The Pade tables may be
computed from those for 1//1 + s 2 and tan-l(l/s) in appendix C, by using the above-
mentioned transformation.
Figures 24 and 25 show some approximations to these constituent transients for p = 0.
Fig. 23
Plots of the constituent transients M(1/2; -1; -t).
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Table II
Approximations to (sin t)/t for Small t
gO0= 1900
cos (0. 57735t)
= 0. 44444 + 0. 55556 cos (0. 77460t)
0. 34785 cos (0. 86114t) + 0. 65214 cos (0. 33998t)
0. 28444 + 0. 23692 cos (0. 90618t) + 0. 47864 cos (0. 53847t)
0. 171324 cos (0. 932470t) + 0.360762 cos (0. 661209t)
+ 0.467914 cos (0. 238619t)
0. 208980 + 0. 129485 cos (0. 949108t) + 0. 381830 cos (0. 405845t)
+ 0.279706 cos (0. 741531t)
Table III
Zero-Index Constituent Transients, Class IA
G(r)(s) = (/s) 2 F(1/2, 1;o F r+1; -1/s
2 )
s
1
1-+ -2
tan 1(1)
gor)(t) = Ar(t)
cos t
Jo(t)
sin t
t
2
s + +s
3 [(l+s2 ) tan 1 1 s]
4 s[+2 1+2
31 (s+ 1 +2)
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g*gO =
g*
1 1
g1 2 =
g22 =
g23 =
r
-1/2
0
1
3/2
2
2
t J 1 (t)
3 sin t
t2 - cos t]
8
2 J 2(t)t
It I # Rl 
Fig. 24
Approximations to e t / 2 I (t/2)
based on the continued fraction (144).
erf (I)
8
Fig. 25
Approximations to (1/2)(fJ;i)erf(v ).
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Plots of the constituent transients M(v; 1/2; -t /4).
Fig. 27
Plots of the constituent transients l/(l+t)V+
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Other classes of slow-transition constituent transients may be based on the expan-
sions of the hypergeometric functions of the last section. The existing set of classes
may be doubled in size with the inclusion of
2 F (a 1;--) =
a 2
s +
s+ 
(201)
which gives rise to an LC ladder network, and its real-pole mate
(202)IF a,l;-ls 1
a1
s+
a 21+
a 3
s+
1 + .
which gives rise to an RC ladder. Here a2k+l = a + k and a2k+ 2 = k + 1. The important
special cases are listed in tables V and VI, and Figs. 26 and 27. The pair of these of
most interest are those for a = 1/2 and a = 1; some approximations to these are given
in Figs. 28 and 29, and constituent transients are presented in Figs. C5, C6, C9, and
C10 of appendix C. The Pade tables for (201) are given in appendix C, tables C-Ill and
Table IV
Zero-Index Constituent Transients, Class IB
r Gr)(s) = (1/s)2 Fl(l/2, 1; r+l; -1/s) gr)(t) = 1F(1/2; r+l; -t)
-t
e
e-t/2 Io(t/2 )
1 -1 (\
tan v-s
2
s + s(1+s)
2 s [1+s) tan 1 ) - is]
4 s + 2 s(l+s)
- (+S]2
2 jt erf (t>
e -t/2 [I 0(t/o- 1(t/2) - I( )]
4 [ - t)t erf(Vt) - et]
e - t/2 [I + I 1 + I2]
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-1/2
0
1
1+s
1
is- F _+_S
1/2
1
3/2
2
C-IV, and the approximants for (202) are easily obtained from them by dividing by s
and letting s - s. The previous statements about the pole and zero loci of the earlier
class apply without modification to this class, also.
Two other expansions are of limited importance. One of these is that of (l/s) 2F 1
(1, 1; r+l; -1/s2), which has one interesting special case if r = 1
Go(s) = sln(l I+ ) |g(t) = 2{ t ct (203)
The behavior of this transient is only slightly different from the first example of this
subsection, however, and the added complexity of the expressions for the constituent
transients when the index is high discourages its application. The other expansion is
that of 1 F 1 (1; r+l; -l/s), which will be discussed in the next subsection with the rapid-
transition constituent transients.
Table VII summarizes the accomplishments so far. The first half of the table lists
the constituent transients which give rise to complex poles, and the lower half gives
those for real-axis poles.
It may have been noticed that the coefficients of the denominators in the Pade table
for 1/1 + s (table C-I), have a familiar appearance: they are the coefficients of cos x,
2 3
cos x, cos x, etc. in the developments of cos nx by the usual trigonometric formulas.
The numerators bear a similar relationship to the developments of sin nx. Further
inspection reveals that
An jun(js)
An - (js) (204)
n n+ 1(s)
where Tn and Un are the cosine and sine Tschebyscheff polynomials, respectively,
defined by
Tn(x) = cos no
x cos 0. (205)
U (x) = sin (n+1) o
n(X) = sin 0
An investigation of the approximants of other constituent transform expansions shows
that similar closed-form expressions exist. For the tan- l(l/s) expansion the denomi-
2 2
nators are Legendre polynomials, and the expansions of Oi/ · e erfc(s) and -se S Ei(-s)
have Hermite and Laguerre polynomials, respectively, for their denominators. In
every case the numerator is related to the function of the "second kind" associated with
the denominator polynomial; this situation is as it should be, since both numerator and
*This transient was investigated only because it was strongly suspected that the loga-
rithmic branch points would give a significantly different behavior from that already
encountered. This thought turned out to be quite false, and even the approximations
were very similar to the approximations of Jo(t).
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Table V
Zero-Index Constituent Transients, Class IIA
G(r)(s) = (1/s)2 FO(a, 1; -1/s2)
1/s
g(r)(t) = F l (a; 1/2; -t 2 /4)0o 1 
1
2
V - e erfc(s)
2 2
-seS Ei(-s )
s s e12erfc(s)
2s 1 - s i e s erfc(s)]
5 + s 2 Ei(2 )]
1 + v. e-t 2/4()erf(jt/2)
( t )et/4
1 _ t
(jt/2)erf(jt/2)
Table VI
Zero-Index Constituent Transients, Class IIB
a G(r)(s) = (1/s)2 F(a, 1; -1/s)0
l/s
/- e s erfc( )
-eS Ei(-s)
g(r) t= 1
( +t) 0 '
1
1
1
+t
2 - 2 r s eS erfc(fs)
1 + seSEi(-s)
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a
0
1
3/2
-t 2/4e
2
0
1
3/2
2
1
(l+t)3 / 2
(l+t) 2
----- - I --
-t4 6 I 62 et/
Table VII
Slow -Transition Constituent Transients
Go ( s)
1
t/l+s
tan ()
gZk(t)
Jzk(t)
2lk(t)
gZk- 1 (t)
Jzk_l(t)
2 k- 1 (t)
2
ff e erfc(s) k!t
2 k _t2 /4
(2k)! e
(t/2) 2k-1 t 2/4
(k-l)!
2
-se s Ei(-s 2 )
1
s(l+s) e t/ZIk(t/2 )
tan 1 ( 
TS~
E eS erfc( Js) tk( +t)-k-1/k lt
k(2Zk)!tkl -k-1/2
(k!) 2 2 2 k (+- 1
t (l+t) kt k-(l+t) - k - 1
denominator obey the same recurrence formula (135).
A knowledge of these closed expressions for the numerators and denominators is
helpful in the computation of the approximants, but they are important mainly because
the zeros of most of the orthogonal polynomials are known and tabulated, so that the
poles and zeros of the approximants are available without the solution of high-degree
equations. Table VIII lists the closed forms for the constituent transients of the first
half of table VII; those for the second half may be written down by inspection, by using
the change of variable s - s after dividing by s. The other constituent transients added
at the end of this table will be explained in the next subsection. The functions used are
defined in table IX.
It is possible to provide a systematic basis for the generation of all of these closed-
form approximants, and simultaneously find the closed forms for the denominators of
all entries in the Pade' tables of the constituent transforms. The proof is tedious and
not particularly illuminating (ref. 23), so only the results will be given here. A and
B will be used to denote the numerators and denominators of the entry in the Pade
table having numerator degree p. and denominator degree v. Then
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Class
IA
IIA
IB
a2k(t) 2 k- l(t)
IIB
Xzk(t) X2k- 1 (t)
-eS Ei(-s)
--- ----------- ------- -- _^·1^11-·1-1111 1-_ - - -
1/2 e t [I k-l(t/?') It/-)]
If G0 (s) satisfies the differential equation of first order
s(a + bs)Go - (c + ds)Go + c = 0 (206)
then the denominators satisfy
s(a + bs)B" - {(tL+v)a - c + [(p+v-l)b - d] s B' v + v(bp - d)B = 0. (207)
The numerators satisfy an inhomogeneous second-order differential
equation of similar form.
This statement is applied to the constituent-transform expansions by returning to the
hypergeometric series as functions of z and making use of their differential equations
and recurrence formulas. After considerable algebra, it is found that the expansion of
(1/s) 2Fl(a, 1; r+l; -1/s ) has the denominators
Bv =Fl(-v, -.- a; -- v-r; -1/s 2 ) (208)
and the expansion of (l/s) 2F 0 (a, 1; -1/s 2 ) yields
Bl = F0(-v--a;-1/s 2) (209)
The expansion of Fl(1; r+1; -s), which will be used in the next subsection, has the
denominators
B .v = 1F 1(-v; -- v-r; -s). (210)
It is interesting to note that each hypergeometric series expanded gives rise to
denominators of the same type as itself, but having different constants. These expres-
sions agree with the results of table VIII, as they should. The numerators are usually
rather difficult to find by this process. This is not surprising, since simple hypergeo-
metric representations of functions of the second kind are not known in many cases.
4. 2 Rapid-transition group of constituent transients
The choice of a group of transients for the representation of the "unnatural" parts
of a desired response - discontinuities and rapid changes in value and slope - is not quite
so arbitrary as was the selection of the slow-transition group. The simplest transcen-
dental which can be associated with a sudden change in the transient is the exponential
-s
e , belonging to the pair
e - s uo(t-1 ) (211)
where uo(t) stands for a unit impulse occurring at t = 0. Integration of uo(t-1) from t
to oo gives the unit pulse function
p(t) = u_l(t) - u_l(t-) (212)
belonging to the pair
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(1 - eS) p(t) (213)
s
and having a unit discontinuity at t = 1. For reproducing a change of slope at t = 1, the
delayed impulse may be integrated twice, giving the pair
2 (- 1 + e ) 2(1-t) · p(t) (214)2
s
which drops linearly from 2 at t = 0 to 0 at t = 1, and is zero thereafter.
A convenient classification of these transients which provides at the same time a
number of other useful pulse functions is offered by the pair*
M(a; c; -s)
r(c) (lc-a-1 ta-1
r(a)r (c-a) ( 15t
(c > a > 0)
The time function on the right, which will be denoted by m(a; c; t), is plotted in Fig. 30
for various values of a and c, and is seen to be a pulse function with the erratic behav-
ior at t - 1. The transients of (215) will constitute the entire class of rapid-transition
constituent transients.
The approximation of these transients is a difficult operation. The problem is really
one of obtaining approximations to e-s = M(a; a; -s), inasmuch as the corresponding
approximations for other integral values of a and c can be obtained by simple opera-
tions on the approximations to e . These operations are based on the recurrence form-
ulas satisfied by M(a; c; -s), and all preserve realizability (since only the zeros are
moved, not the poles)
M(1; c+l; -s) =s [1 -M(l;c; -s)] c > (216)
M(a+l; c+l; -s) =(a-c) M(a; c+l; -s) + a M(a;c; -s). (217)
a a
It may also be desirable to obtain approximations for c equal to odd multiples of 1/2
(to produce infinite slope and zero value at t = 1, for example, as in m(l; 5/2; t)). The
recurrence formulas again make it necessary to approximate only one case, namely
M(1; 3/2; -s) = ir e -s erf(j 1r) p(t) (218)
(j s) 2 V5
The problem of approximating e s in the s-domain, or uo(t-1) in the time-domain,
is the familiar problem of synthesizing a delay network. The various networks possible
are fairly well known; the use of cascaded all-pass lattices, simple ladder networks
(the "artificial line"), ladder networks with special types of mutual coupling between
*The notation 1Fl(a; c; -s) = M(a; c; -s) has been adopted.
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Table VIII
Closed Forms for Constituent Transform Approximants
Go(s) Approximants
1
V + 2
tan-U)
2
Tr e erfc(s)
An jUn(js)
Bn 
An jQn(JS)Bn TPn+ (ijs)
n n+lA j-Qn(is)Bn 
n
Bn Hn+1(js)
2 2
-se Ei(-s )
A2k
B2k
III SeJ; -s erf(jf/s)
T Ji
A2k-]
B2k-1
A2k-1
B2k-1
s [£°(_S - ykl(S2)
Lk(-s )
Lk( -s2)
Lk-1 (-s ) - Lk(-s2)
I _k- I(S)
M(-1; -2k+1/2; s)
4Jk( s)
M(-k; -2k-1/2; s)
= M(-,; -L -v;-s)
M( -v; -L- v; s)
Class
IA
IIA
A2k
B2k
IV -se
A
vB
J.v
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Table IX
Orthogonal Polynomials Associated with Constituent Transform Approximants
(1) Tschebyscheff polynomials
Tn(x) = cos nO U,(x) = sin (n+l)0sin 0 x = COs . See references 28, 29.
(2) Legendre polynomials
Pn(x) = 1 dn [(2 _l)n]2 n. dx Qn
( x ) =- QoPn+l = Wn(x)
where Qn(x) = Legendre functions of the second kind. See references 28, 29, 30.
(3) Hermite polynomials
Hn(x) = (-1)n ex d (e-x)
dxn
(x) = polynomials related to the Hermite
n functions of the second kind. See
references 27, 29.
/3 = 16x - 40x
M4 = 32x 4 - 144x 2 + 644
X = 8x 2 - 82 X = 64x
5
- 448x 3 + 528x5
f = 128X6 - 1280x 4 + 2784x 2 - 768
(4) Laguerre polynomials
1 x dn Xx )Ln(X) = -e n (eXx )
dx
£°n(x) = associated polynomials. See references 8, 29.
Y = 10
1 = 1 (3 -x)
1 
2 6 (11 - 8x + x )
23 -= 21 (50 - 58x + 15x 2 x3 )
= 120 (274 - 444x + 177x 2 -24x 3 + x4 )
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l = 4x1
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Table IX (continued)
Orthogonal Polynomials Associated with Constituent Transform Approximants
(5) Special polynomials related to confluent hypergeometric function
= 1
Y4 1 -2 s1 3-5
23 + 48 2
32 9- 3-.5-7-9 s
24 4.23 2
3 = 1 311 35'1113
8-3-16 3
3-5 79 11 13 -
4 = 1 25 445
4 3= 1 - 17 s + 3-5-1517
A
2 8-3-5-11 3
s - 35-7-13-15-17 +
16-3-128 4
3-5-7-9-11-13-15-17 
1
A
-,' 1 = 1
2-1
3.7
2.2 4-9 2
311 s+3.5.9.11 s
A 23 42 + 5 2
3 = 1 315 35.1315 -
8-31
3-5-7-11-13-15
^ 2-4 448 2
4 1 319 35-1719 
8-8-15 3
3-5-7-15-1719 s +
16-3-5-29 4
3-5-7'9-13-15-17-19 s
1,1 I
m l· l,~' ml,
2i
m2,2
I , I I3
12, f
_ m1,3
I
Im
L213 '2 2, .5
I III
'3, m 3,4 , m3,5 3,6
Fig. 30
Plots of the important rapid-transition constituent transients (215).
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the coils, sections of transmission line, etc. are all common. The main disadvantage
of these approximations to an ideal delay system is the proverbial one: in the process
of trying to obtain a constant amplitude and linear phase on the j-axis of the s-plane,
little attention is paid to the time-domain, where the real "delay" is taking place.
A large number of approximations to e-s have been computed, and their time-domain
behavior may be observed in the curves of appendix A. The first curves presented are
those obtained by terminating prematurely the limit operation in the expression
-a
e - lim (l (219)
a x aQ - 00
so that approximations to G(s) = e -s are
G*(s) 1 (220)
(1 +s)
and
g*(t) = a2 (at) 1 ea: (221)
These approximations are shown in Fig. A-1 for a = 1, 2,4, 8, and 16, and the corre-
sponding integrals are given in Fig. A-2. More oscillatory responses are obtained from
the limit operation
-a
e = lim + + (222)
so that
G (s) = (223)
(1 + s+ 2
and
t 2 a-1
g(t) = (2a2) e-at (2- 1)' a- 1/ 2 (at) (224)
Plots of these ga(t) are shown in Fig. A-3 for a - 1, 2, 4, and 8. Other interpretations
of the limit, e. g.
a
/1 _ as
e-S - lir a for a + b = 1 (225)
could be tried, but, like the two previous approximations, would require very high-order
multiple poles before good approximations are obtained (ref. 31).
A much improved approach, suggested in the last section, is based on the continued
fraction expansion (138) of e - s about s = 0. The Pade table for this fraction is given in
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table A-I of appendix A, and the entries of the table have the closed form given at the
top of this table and in table VIII, developed in the last subsection (ref. 23). Figures A-4
through A-11 give the approximations to uo(t-l), and Figs. A-12 through A-19 the
approximations to p(t). These curves were obtained by inverse transformation of the
entries in the Pade table out to = v = 6. Three approximations to m(l; 3; t) and two to
m(2; 3; t) are shown in Figs. A-20, A-21, and A-22, to exhibit the type of behavior that
may be expected for the rapid-transition constituent transients other than uo(t-l) and p(t).
All of the entries shown which are below and on the main diagonal in the Pade table
are realizable except G 0 5 and G06. The realizability of the entries on the diagonal and
first sub-diagonal files can be proven for all [L and v by the theorems of section III, or
more simply by the following direct realization. Anticipating the use of a constant-
resistance lattice (all-pass) network for the approximants of the diagonal file (since
Gvv(jw) = 1), let G(s) = e-s be a transfer impedance, and write
1 -z
G(s) = 1 + za (226)
a
where z is the series arm and zb the shunt arm of the lattice ahd zaz b = 1. Then
-s
z 1 - e =tan h s
a -1 +es 2
1
2 1
6 1
10 1
14 1
s 18
S
(227)
which gives the realization of Fig. 31. If this ladder is terminated in a 1-ohm resistor
rather than cut off abruptly, it is found that the first file below the diagonal is obtained.
This direct realization shows that the poles of the approximants of these two files lie in
the left half-plane, for all v.
The positions of the poles of the entries of the Pade table for e-s were computed in
the process of determining the approximate transients, and are plotted in Figs. A-23
through A-29. The poles for somewhat higher values of [L and v may be found to one
or two places by extrapolating with a table of differences the real and imaginary parts
of the poles along a diagonal or vertical file passing through the unknown entry. The
higher-order entries can be found from the expression in the upper part of table A-I of
appendix A, however, if only the ratios of polynomials are desired. Asymptotic expres-
sions for the high-order transients are derived in section V.
The continued fraction generating the nondiagonal entries of this Pade' table may be
shown to be (ref. 23)
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sp+l
2 S
s s
p P!
p+2 + 
p+ 3 -
for the stair-step sequence p files below that of Fig. 18. Sequences above the main
diagonal are formed by reciprocating (228) and replacing s by -s.
If the fraction (138) is not cut off abruptly to obtain the Pade approximants, but is
terminated in a constant (not a resistor here, since the fraction has no direct ladder
realization by itself), it is possible to get transient behavior intermediate between that
of any two successively generated entries in the Pade table. Because of the large variety
of approximations already available, however, this added flexibility hardly seems worth
the bother. Furthermore, it is found that if this constant is adjusted to remove the bad
behavior at t = 0 of one transient approximation, the transient approximation corre-
sponding to another entry in the table is obtained automatically. In fact, if entries [F±, v]
and [P, v+l] are generated by the same fraction, a modified termination at the second
of these to make one additional derivative vanish at t = 0 yields entry [L+, v] (and simi-
larly for p. and v interchanged). This relationship is based on one of the hypergeomet-
ric recurrence formulas, applied to Eqs. (135) with an+ls replaced by -v/(B-+v), the
terminating constant.
The rectangular pulse function p(t) has been used as an example for most of the
approximation methods discussed in this section and in section II. The methods of
section II, though intended to be applicable to only slow-transition responses, actually
give fairly good responses to p(t), as can be seen from the remaining curves in appen-
dix A. They differ, however, in two respects. First, these methods give a larger
Ii
z = Z0 Zb
1/6 1/14 1/22 1/30
1/2K /K ' I -. 1 
t 1/2 i 1/10 1/18 1/26 1/34 i on
1/I I I I I owl
Fig. 31
Constant-resistance lattice for the direct realization
of the diagonal and first subdiagonal entries of the Pade table for e - s .
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-se (228)
0.5 1.0
ml,5/2
( t)
1.5 2.0
Fig. 32
Approximations to m(1; 3/2; t) and m(l; 5/2; t)
by g3 4 and its integral, respectively.
overshoot than most of the Pade approximations, and this overshoot does not diminish
appreciably as the number of poles is increased. Second, the approximations are not
generated in a logical sequence, so that an increase in the number of poles may actually
cause the transient approximation to become "poorer" in some sense. In the derivation
of the asymptotic formulas for the high-order Pade transient approximations (subsec-
tion 5. 3), it will be shown how the overshoots decrease with increasing p. and v (for
.L < v). It can already be seen from the curves that the overshoots after the discontinu-
ity are heavily suppressed for ,p and v nearly equal, and the overshoots before the dis-
continuity are small for . << v.
Figure A-30a is a plot of an approximation to p(t) obtained by expanding e-s about
s = 1, by using the transformation s = (1-z)/(l+z), which maps the jw-axis onto the unit
circle in the z-plane, with the right half-plane falling inside. Figure A-30b shows the
related impulse approximation. The continued fraction in z which was obtained is
exp( z = 1 1 2z (229)
2z1+ 
1+ 2z/35
1 - z-
1 - .
and the fifth approximant was used. The approximation is very nearly the same as
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fg 2 3 dt of the Pade group (Fig. A-14), so it may be concluded that if there is any appre-
ciable improvement in this type of expansion over the direct one, it is not apparent until
larger values of 1± and v are used.
Sample approximations to the transient m(1; 3/2; t) of the pair (219), and to its inte-
gral, m(l; 5/2; t), are presented in Fig. 32. As with the corresponding p(t) approxima-
tions, higher values of . and v would be necessary to obtain really good reproduction
of the irregularity at t = 1.
A few slow-transition constituent transients can be derived from the expansion (138)
for e - s by letting s - 1/s. The appropriate basic pair is
Go(s) = e /s go(t) = uo(t) - Al(2t) (230)
and the time-domain approximations to g(t) are shown in Figs. 33 and 34. The Pade
table, continued fraction, and closed forms of approximants may be obtained directly
922
-A, (2V)
-el
30
902
Fig. 33
Approximations of uo(t) - A1(2 at) based on the expansion (138) with z = 1/s. The small
plot shows the approximations based on entries of the Padg table (s - 1/s in table A-I)
below the first subdiagonal file.
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from those of e - s by replacing s by /s. The class of zero-index transients for which
(230) is a special case is the set
o fr+l
s
g(r) = A (2]T).
0 rhZn (231)
This set is plotted in Fig. 34. The essential singularity at s = 0 is indicative of non-
realizable behavior in the response for large t. The changing period of the oscillations
gives evidence of this behavior, but the approximations are very highly damped, so that
erratic oscillations such as are exhibited for very large t by the first approximations to
Jo(t) (Fig. 13) are not present here. The possible application of these constituent trans-
ients will be discussed in the next subsection along with the rest of the slow-transition
group.
4. 3 Representation of arbitrary functions in terms of constituent transients
The selection of a set of constituent transients for the expansion of a given response
should be based upon not only the character of the response, but also upon the type of
approximation desired. By the combined application of variable transformations and the
more common eigenfunction expansions, a large variety of possible responses can be
approximated arbitrarily closely, with many types of error distributions to choose from.
The price paid for such generality is a lack of a logical and systematic technique of
I
- c I -JL+ ,Ti I ' !e 'i I 1! I , ~ , i i ,1 . , 
-t~ ~ -4!- 
-
~---,--! - -I - ..I I -- ttt ~ ! --- '- -' . . . . .. ~~ ~ ~~I, It I'-U/ I " ' '[ I / 1 ,_[E' ,I~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~L
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Fig. 34
Plots of the constituent transients Al(2 A1).
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approximation; rather, each problem must be solved by whichever of the numerous
methods is appropriate in that particular case.
The basis for all eigenfunction expansions lies in the orthogonality of the eigen-
functions.
The most important two sets for analytic expansions are those based on J(t) and
-t /4on e . For the high-index transients of Class IA, the integral relation (ref. 32)
J (t) (t) 2 sin [( 2 2] (232)
0 p -r
shows that the odd and even order Bessel functions are each separately orthogonal over
(0, o) with weight l/t. (Jo(t) must be excluded, since the integral diverges for p = r = 0.)
Furthermore, the even and odd Eta-functions of Class IA are seen to be orthogonal over
(0, o0) with unity weight. 2/4
For the set based on e , the Hermite polynomials are called for (see table IX,
item (3)). The given response should be approximated in terms of the "Hermite func-
tions," defined by
hp(t) = et / 4 H ( t) (233)
which are orthogonal over (0, o) with unity weight. If the weight w(t) = e- t 2/ 2 is desired,
Hermite functions such as e Hp(t) may be used. In either case, the sum of Hermite
-t2/4p
polynomials multiplying e is written as a polynomial in t after the approximation
is made, so that each term may be identified with one of the constituent transients of
Class IIA in table VII.
For the "B" classes of constituent transients, which lead to approximations having
all real-axis poles, the most important sets for analytical expansions are those based
on l/(l+t) and 1/JiT. In fact, for any set based upon l/(l+t) a , as in table IV, the expan-
sion problem is that of developing (l+t)af(t) in a power series in
t
+t = x (234)
that is, of developing (1-x)-af(x/(l-x)) in a power series in x. The interval (0, oo) in t
goes into the interval (0, 1) in x, so any set of polynomials orthogonal over (0, 1) may
be used directly: the even or odd Tschebyscheff or Legendre polynomials, or the
Tschebyscheff, Legendre, Ultraspherical, or Jacobi polynomials transformed to the
interval (0, 1) from (-1, 1) with the simple transformation x- (l+x)/2. The only differ-
ence between one set and another lies in the distribution of the approximation error over
the time interval.
It should be pointed out that the use of "predistortion," such as with the factor
(l+t)a multiplying f(t), as exactly equivalent to the introduction of a weight w(t) in the
-95
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orthogonality integral. This is true because the expansion of f(t), namely
oo
f(t) =E Ckk(t) (235)
k= 1
and the pertinent condition of orthogonality
b = 6 0 if p = r
a P(t)br(t)w(t)dt if p(236)
and equation for the coefficients Ck
00oo
Cp= f f(t)p(t)w(t)dt (237)
P p
all remain essentially unchanged, if each cQp(t) is replaced by qp(t)//wt) and f(t) by
f(t)/Vrw{t, the weight being dropped (replaced by unity). Consequently, in the Bessel
expansion, we could just as well expand f(t)/Jt in a series of the functions J p(t)/f/i with
unity weight. Similarly, the factor (l+t) a could be replaced by the weight w(t) = (l+t) 2 a ,
and the orthogonal polynomials used could be multiplied by (l+t)a to form the unweighted
set.
For approximation over only a finite interval, several alternatives are available.
For unrestricted poles (the "A" classes), the simplest solution is to expand et /4f(t)
in a series of orthogonal polynomials over the time interval of interest ((0, 1), for exam-
ple). The resulting approximation of f(t) is then of the form of a sum of constituent
transients of Class IIA. For real-axis poles, it is only necessary to replace x in (234)
by Cx, where C < 1, and then approximate over the interval (0, 1) in x. The corre-
sponding finite time interval is
t =0 to t = C1 - C'
For approximation over an interval which does not start at t = 0, but at some later
time, the translation method of subsection 1.4 may be used directly as described.
Orthogonal functions are not the only means of expanding an arbitrary function, of
course. Besides mere graphical fitting, other types of analytical relations can often
be used. A good example is the use of the recurrence formulas for the Bessel func-
tions, supplied by the problem of designing an artificial line for good pulse delay. Sup-
posing that the form of the network is constrained to be an LC ladder, start with the
infinite ladder of Fig. 12a generated from Go(s) = 1//1 + s. For impulsive input, the
voltage at the tenth node is g 2 0 (t) = J 2 0 (t), plotted in the first curve of Fig. 35. This
response could be improved considerably if the overshoot could be reduced, and one way
to do this would be to add or subtract the voltages at neighboring nodes to cancel out the
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oscillations after the first. Application of the Bessel recurrence formula
2n )4 2n+2 2n 2n-2
or, approximately, for large n
\t/ ,) n M 2 J J (239)(t ) J2nf4J2n+2 + 2J2n+ 4J2n-2
(the curve for which is the second of Fig. 35), shows that the peaks after the first can
be approximately halved in height, with only a slight change in the first peak, merely
by adding three successive constituent transients in the proper proportion. Repeated
use of the recursion formula (238) gives a still better pulse reproduction, as can be seen
from the third curve, and the recurrence formula reads
t JZn 1 J+ 4 4n+ + J J + 1 J (240)2n 16 2n+4 4 2n+2 8 2n 4 2n-2 16 2n-4 '
To obtain finite ladder networks having these pulse responses, it is convenient to
first find an infinite ladder having a voltage of the type (2n/t)qJ 2 n(t) at the nth node. The
ladder may be found from the recurrence formula for these voltages (e. g. (239)), by
starting with the driven end of the network and proceeding to the right, or it might be
recognized that the expansion (191) for the transforms of the Lambda functions gives
rise to node voltages of just this type. The expansion for any value of r corresponds
to a ladder network with node voltages proportional to (2n/t)rJ 2 n(t) for the nth node.
Once this infinite ladder is obtained, it may be terminated (abruptly or with a load resis-
tor) to give realizable approximations to the infinite-ladder response.
As pointed out in subsection 1. 3, discontinuities and rapid changes in value and slope
Fig. 35
Original and corrected impulse responses at the tenth node
of the ladder network shown for the case when all Ck = Lk = 2, k 1.
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of the response can be extracted by inspection, since the magnitude of the sharp varia-
tion and its time of occurrence are the only two quantities needed for its separation.
The application of rapid-transition constituent transients to the reproduction of sharp
(nondiscontinuous) changes, whether carried out graphically or analytically, is best
done directly with the approximations of appendix A. Use of the constituent transients
themselves is not recommended because of the fact that the error near the discontinu-
ities is usually the main source of the total error, and can often be reduced somewhat
by proper approximation of the slow-transition components of the response near the time
of the discontinuity. In other words, extract discontinuities in value and slope from a
response by subtracting their approximations, not the constituent transients themselves.
V. Error Determination and Reduction
The success of any approximation procedure depends very heavily on the ability of
the designer to keep track of the errors arising in the steps of the approximation. It
will be the objective of this section to describe means for determining the errors associ-
ated with each of the two types of approximations introduced so far, namely
(1) approximation of f(t) in the time domain by means of constituent transients or
orthonormal exponential functions, or possibly by other analytical means, or graphically;
(2) approximation of F(s), or of the transform of a constituent transient, in the fre-
quency domain by means of an s-domain expansion.
The presentation is broken down as follows. The first subsection to follow is con-
cerned with the determination of error in orthogonal expansions, whether these are made
in terms of constituent transients or exponentials. The need for asymptotic expressions
for the orthogonal functions of large order is pointed out. In subsection 5. 2 the notion
of frequency-time-domain correspondence discussed in section III is recalled and is
applied to the determination of the error in frequency-domain expansions. The results
are applicable not only to the synthesis methods of this report, but also to the approxi-
mate determination of the transient responses of a large class of physical systems. Two
pertinent applications form the subject of subsection 5. 3: the asymptotic formulas of
high-order members of the orthonormal sets of section II are derived, and the approxi-
mations to uo(t-l) and p(t) obtained by frequency-domain expansion of e s (Figs. A-4 to
A-19) in section IV are found by an approximate method, valid for large it and v. The
last subsection discusses methods of error reduction and redistribution.
5. 1 Determination of error in orthogonal approximations
If the first n terms of an orthogonal expansion such as (27) or (235) are used as an
approximation f *(t) to f(t), then the error is
00
en(t) = Ckk(t) (241)
k=n+l
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or, if the series converges fairly rapidly
e*(t) = Cn+ln+l(t). (242)
In general, the use of the first neglected term of a series as a measure of the approx-
imating properties of the partial sum is not usually recommended, the reasons given
having something to do with the observation that an infinite number of terms is being
neglected, and their sum is not necessarily small, even though the terms themselves
may be small. While this conclusion is certainly correct in many cases, especially in
many extrapolative expansions such as the Taylor series, it is not true in general. In
fact, it is a distinctive characteristic of orthogonal approximations that the error curve
has very nearly the same shape and approximately the same amplitude as the first neg-
lected term of the expansion, even though the series converges relatively slowly
(ref. 28). This fact has been substantiated in the past by numerous examples, the best
known of which are the Fourier series approximations of simple functions. Even the
Fourier series for a discontinuous function, although it converges extremely slowly
(as /n), has partial sums which oscillate nearly sinusoidally about the given function
with a frequency approximately that of the first neglected term. Indeed, for the m = 0
curve of Fig. 6, the neglected term is (1//11) sin (lrrt), which at least has about the
same shape and period as the actual error. For continuous functions, the comparison
is even better.
To determine the error resulting from such an approximation of the error as this,
it is only necessary to compare the size of the next term neglected (here Cn+2 4n+2 (t))
should this be desired.
It should be expected that the first neglected term is not an indication of the error
if the number of terms in the approximation is small. In such a case, however, the
error may be found by direct computation of the approximation with this small number
of terms.
An even better estimate of the error can be made if the coefficient C is modified
so that the entire mean-squared error resulting from the n-term approximation is
absorbed in the expression (242) for e (t). This error was found in section II to ben
Xc n
g = f f2 (t)dt - 2 (243)
O k=l
A2for an orthonormal approximation. If we now set = Cn+l' the error en(t) is more
nearly equal to Cn+ 1 n+(t )
Unfortunately, what is often a very difficult step still remains to be carried out: the
determination of numerical values of n+l(t). Although tables of several orthogonal
polynomials and of most common eigenfunctions are available, the only tabulated ortho-
normal sets comprised of damped sinusoids which exist are those for the Laguerre func-
tions, and, with modifications, those for sets directly related to the tabulated orthogonal
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polynomials. If it were necessary to compute the numerical values of n+l term by term
to find the error, however, one might just as well compute the values of f*(t), which has
the same number of terms, and which gives the exact rather than an approximate error.
Actually, it is this step of the procedure, computationally very tedious, which we are
trying to avoid.
In subsection 5. 3 some asymptotic expressions for the high-order orthonormal func-
tions are derived which render unnecessary the calculation of n+l as a sum of exponen-
tials or damped sinusoids. For the constituent transients forming orthogonal sets, such
expressions are already available in most cases (ref. 33). For example, for large
values of n
Pn(X) Jo [n cosl(x)] (244)
L (x ) J (2 -) (245)
for the Legendre and Laguerre polynomials, and
m
H 2m() (-l)m /Z ( )m cos (2x -m )
(246)
HZm-_(X) (-1)m 2 JZm ( m ) sin 2i,
for the Hermite polynomials. The Tschebyscheff polynomials
Tn(X) = s [ncos  cos(x)]
(247)
Un(x) = sin [(n-) cos- (x)]
sin [cos 1 (x)]
hardly need asymptotic formulas. Szego (ref. 33) gives additional formulas similar to
the above for the other less common orthogonal polynomials, as well as for various
ranges of x. He also supplies correction terms in these expansions so that the accu-
racy of the approximate expansion may be checked.
For orthogonal constituent transients other than polynomials, such as the Bessel
functions and Eta-functions, very adequate tables are available, so the asymptotic form-
ulas, though well known, are not really needed.
5. 2 Approximate transient analysis in certain systems
The object of this subsection will be to derive approximate expressions for the trans-
ients corresponding to those rational transforms having their poles and zeros in certain
convenient configurations in the s-plane. The rational transform will be designated by
n-m n-m-1
* s - +a m;+ ... + als + a 
G (s) =n-m-l 1 (248)n +b n-1
n s + ... + b + b o
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it being assumed that the constant rrtultiplier has been extracted. g (t) will denote its
transient mate.
The problem may be interpreted as one of evaluating the inverse Laplace integral
*(t) = f G* (s)etsds (249)
Brl
in an approximate manner, in such a way that the error introduced in the course of
approximating the integrand shall be directly measurable as a discrepancy between
g*(t) and its approximation. Recalling the discussion of section III, it should be clear
that for any specified interval of the time scale, it is necessary to approximate G*(s)
over the "corresponding" region of importance of the s-plane. Such an approximation
requires here that aggregates of poles and zeros be replaced by other types of singulari-
ties more easily integrable (just the opposite procedure of the previous type of approxi-
mation in which transcendentals were approximated by rational functions). Realization
of this inverse relationship between the previous techniques of synthesis and the present
analysis provides an advance indication of the types of pole-zero configurations which
can be handled by the method of this subsection.
For small values of t, it has been pointed out that the region of importance is the
vicinity of the point at infinity. The approximation problem, therefore, is one of
replacing the group of poles and zeros of G*(s) by one or more other singularities in
the finite plane, in such a manner that the behavior at infinity stays about the same. The
various approximations to e- s discussed previously suggest that a wide variety of pole-
zero locations might be approximated by an essential singularity near the origin, say,
e - b / (s + c ) . To obtain such an approximation, first pick a point s = -c, which is approxi-
mately midway between the innermost pole and zero (its value is not very critical), and
shift the entire configuration of poles and zeros to the right a distance c; by means of
the pair
G (s+c) g*(t) e-ct (250)
the returning shift after the approximation will multiply the transient by e . By letting
G*(s-c) = Gl*(s), power series expansions about infinity of G(s) and e b / s may be com-
pared term by term, yielding from
(s) 1 [ + d 2 ' (251)
m s 2
the more rapidly convergent expansion
(s)= 1 .eb/s [I + + (252)
m - L 2
s s
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Here b = d, and B2 = d2 - d/2. The transient expansion is, therefore
*() = e-ct( l/2 [Jm (2 ) + B 2()Jm+l(2F)+ ... ] . (253)
If the poles and zeros are located nearly symmetrically about the points s = -c, as
in Fig. 10, the first term of this development usually holds within a few percent over
at least the first one or two cycles of a response generated by four or more poles. Fur-
thermore, the pattern of its behavior will follow that of the g*(t) over several cycles.
The second term is retained only to provide an estimate of the accuracy of this approxi-
mation.
For other collections of poles and zeros which resemble the configurations obtained
in the approximants of the expansions of section III, the same approach is applicable.
Comparison of power series about infinity serves to maintain a good approximation for
small t in every case. The formula (253) has been found to yield fairly good results
even when the pole-zero distribution is not symmetrical, however, so these alternate
expansions are not usually necessary. The only important exceptions are cases in which
the poles and zeros alternate along a line (approximately), so that a branch cut would be
the natural approximation to the line of singularities.
For small, nonzero values of t, the-vicinity of a saddle point moving in from infinity
on the positive real s-axis is the region of importance. The saddle-point method of inte-
gration may usually be applied in this case, but useful results are often rather compli-
cated for rational transforms unless all of the poles and zeros except a few are located
a significant distance to the left of the imaginary axis. Fortunately, this is just the situ-
ation in which the formula (253) applies over only a very short range of time, because
of the nonsymmetrical pole-zero distribution.
To locate the right-hand saddle point, the factor representing the right-hand-most
pole or pair of poles should be extracted to the exponent. If this pole is real, we may
first move it to s = 0 by proper choice of the constant c, obtaining Gl(s) as before,
whence
Gl(s) = G(s) el(s) (254)
and W(s, t) = st - In(s). W' = 0 gives the orbit s s = /t, so that the saddle point moves
from s = o0 at t = 0 to s = 0 at t = 0, along the positive-real s-axis, as it should. Expan-
sion of W(s, t) about s = s s now gives
W(s,t) = 1 +In(t) + 2 t2(s - )2 + (255)
and expansion of G2(s) in a Taylor series about the same point gives rise to the integral
for the transient
-102-
g*(t)= e ctg*(t)
(256)
e -ct te J (t 2 /2)(s- 5 ) 2 (256)
= ec eJ t/) s [G (s + Gz'(ss) (s - s5 ) + ... ds.
Br 
Integration through the saddle point on a vertical contour is now performed by letting
s - s5 = jy, where y passes from - to oo; the result takes the form
1-ct 1
g*(t) 12 G2(t) It2 G + (257)
The term GZ(l/t) (as well as its derivatives) is a rather complicated rational function,
but since it varies very slowly for large values of t, it may be assumed to be constant
over the important range of t and equal to its value at t = 0 or at some small value of
t. Because the expansion (255) of the exponent diverges for t = 0, the result (257) will
be valid only for small, nonzero values of t. The divergence for large t is due to the
singularity at s = 0, and to any other complex poles near the imaginary axis.
If the right-hand-most poles are complex, they should first be moved to the imagi-
nary axis (to +ja, say) with the proper value of c, and then absorbed in the exponent:
W(s, t) = st - n(s2 + a 2). The integration is carried out as before and yields
2
2 s/2 s s t-ct 1t
g (t) = G (Ss) -Gz (258)
where s = (l/t)(l + s s
values -a 2 t 2 ). This expression is valid for even a smaller range of
values of t than the previous, because of the point of confluence at s = a (the orbit is
the same shape as that of Fig. 9), corresponding to t = 1/a. The extended saddle-point
method may be used to integrate through the third-order saddle point at s = a, but in
the present case too many terms are usually required to give a usable result.
Examples of the application of these techniques of approximate transient analysis
for small t will be presented in the subsection to follow.
For very large t, the vicinities of the right-hand-most poles are the regions of
importance. The exponential or damped sinusoidal terms corresponding to these poles
may be extracted by computation of their residues. For only moderately large values
of t, with a pair of complex poles, the saddle-point method just applied for small t may
also be used for large t by integration through the two complex saddle points (see
Fig. 9a). The integration is straightforward, yielding
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gt(t) I 2 -ct [IG*(Ss) I COS (T - - + Po) +
IG "(Ss) I t cos (T - + + ) + .. (259)
where s = (l/t)(I + jT), T= t - , 0 = 1/2 tan (T), and gp0 and z2 are the angles of
G (ss) and G 2'(ss), respectively. As before, the argument of these quantities would
normally be taken as constant (say, s s = ja) over the interval of interest, since G2(s)
and its derivatives vary slowly near the saddle point. This application of the saddle-
point method will diverge for large t, as the saddle points approach the poles; but since
the value of the response is very small, the divergence is often not even noticeable in a
plot of the approximation. At any rate, the sinusoid representing these complex poles
may be extracted and used alone for very large t. The saddle-point method diverges
as t approaches /a because of the point of confluence at s = a.
If the vicinity of the origin (or any point, s = -c) is free of poles, an approximation
useful for moderately large t can sometimes be obtained by the replacement of all of
the poles and zeros outside of this vicinity by a single singularity at infinity. By analogy
with the method for small t, the use of an essential singularity may be anticipated.
Comparing the Taylor series
G(s) = [1+cs+c 2 s+c3 s ... ] (260)
o
with
P-3s+ys 2 1 +2 2 1 33
e-S+ = 1 - + ( - 2 )s - + ... (261)
or
eP- s - s s3 = 1 -22 - ( + 3)3 + ... (262)(6
we may write Gl(s) in the form
G1(s) e= b Ie +Y5 [ + .... (263)
o
or
a s-s -e 3 
G1 (s) b2e 6 1 + cs + ... ] . (264)
The integral (249) for g*(t) then becomes
*(t) = e f e [ + + ] ds (265)
Br1
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g*(t) =e taoj bs 1+ c s + ds. (266)
Brl
The first of these integrals is well known and evaluates to
-Ct 2 2
ae -(t- )2 /4Y1 (267)g*(t) = eb-Pi' +3t-3) (t-P) + (267)
The second is expressible in terms of the Airy integral, which, while not so familiar,
has nevertheless been tabulated (ref. 34). The result is
a 1
g*t) Ai(x) C 2 (268)
where 6' = 3, and x = (t-p)/6'.
Of the two solutions presented, (267) and (268), the second has been found to be the
most useful in the examples of the next subsection. The solution with the smallest cor-
rection term should be used in any particular problem, however; the magnitudes of the
constants c and c may be compared to give this information.
It is unfortunate that no method of analysis is available for finding the approximate
behavior of the central portion of a transient. However, for the orthonormal functions
and most of the constituent-transient approximations currently under discussion, at
least one each of the approximation techniques just described for small t and for large
t has been found to give usable solutions over almost the entire transient, even for such
small orders as u = 6. In other words, the width of this central interval is compara-
tively small. The value of transient over the short, central interval where no good
approximation is available may usually be found within ten or twenty percent merely
by interpolating between the "tails" of the approximations on either side. If greater
accuracy is desired for some reason, one or two points within this interval may be com-
puted exactly from the sum of exponentials, but this would not normally be necessary.
There are two exceptions to this rule. The approximations to A-type constituent trans-
forms having a line of alternating poles and zeros along a segment of the jw-axis cannot
be analyzed for large t by any of the techniques described. From a transient stand-
point, this is not surprising, for such a distribution of poles must give rise to a sum of
several undamped sinusoids of different frequencies. If these terms are only slightly
damped (that is, if only a small amount of predistortion is used), then it must be the
case that the problem being solved is one for which the response for large t is unspeci-
fied and of only limited importance. If the damping is greater, these erratic oscilla-
tions will eventually decay, so that if it is necessary to compute the sum of sinusoids
exactly, the calculations need be carried out over only a comparatively short interval.
Plots of approximations to some of the A-type constituent transients are presented in
Figs. 13, 20, 21, 28, and 29. In all probability, however, the modified continued-fraction
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expansions of the constituent transforms would be employed, if the behavior of the
approximate response for large t was important, and the pole-zero configurations of
these modified approximations are readily analyzable by the techniques of this subsec-
tion.
The other exception lies in those sets of orthonormal damped sinusoids whose trans-
forms have complex poles. As an example will show, the central interval over which
the approximations fail is rather broad, so that even the recommended interpolation
between the "tails" cannot be safely carried out. There seems to be no alternative but
to compute the value of the function at several points. Actually, however, because the
number of terms in a complex-pole approximation is small, and because of the difficulty
of computing one additional member of the set merely for error estimation, it is not
likely that the error would be computed by means of the "first neglected term" method
at all. One might better apply the analysis techniques to the final approximation F*(s)
to the extent to which they are applicable, and then compute the exact values of f*(t) at
intermediate points. While this method leaves something to be desired in the way of
simplified computations, no alternative is apparent. The tedium which has been avoided
through use of a few complex-pole orthonormal functions has now reappeared in a differ-
ent form.
By way of its collateral interest, an application of Laguerre functions to the solution
of the analysis problem for arbitrary pole-zero configurations will be used to close this
subsection. In section II a connection between time- and frequency-domain expan-
sions was pointed out which identified the coefficients of the Laguerre expansion of f(t)
with the coefficients of a certain power series of F(s) about the point s = 1 in the fre-
quency plane. Although it was implied that the function F(s) be a transcendental, the
property continues to hold regardless of the analytical form of F(s), as long as the
expansions converge. Applied here to the ratio of polynomials (248) for G *(s), the prop-
erty requires that if one forms the expansion
z G*(+z)= C + Clz + Cz +... (269)
then the Laguerre expansion of g*(t) is
00oo
g*(t) = i Cklk(t). (270)
k=0
The scale in the s-plane may be adjusted beforehand to center the group of s-plane sing-
ularities about the point s = -1, which maps into z = o in the transformation. Needless
to say, only the first N terms of the series (270) would be used, and the (N+l)st term
retained for an estimate of the error.
The difficult steps of this approach are 1) the transformation s-z, and power series
expansion by long division, and 2) the calculation of the values of g*(t) from tables of
the Laguerre functions. Present tables (ref. 16) list only the first six functions of this
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set, but Lanczos, who recommends this method of transient analysis, reports that more
extensive tables are in preparation (ref. 35). The usefulness of the method is contingent
on the availability of these tables, since six functions would be sufficient for only the
smoothest of transients. No example is given, primarily for this reason.
5.3 Examples of approximate transient evaluation
The methods of analysis of the last subsection will now be applied to the determina-
tion of approximate expressions for some of the orthonormal functions listed in appen-
dix D. Consider first the Laguerre set, for which (for a = 1)
Lk(s) k(t) = i k (271)(l+s)
For small t, we take c = 0 and get for the series (251), by long division,
Lk(S) = (_l)k /2 ( 2k + 1 2k + 2k + 
- + z (272)J s s
so b = 2k + 1, m = 1, and B2 = 1/2. Hence
lk(t) = (-1) ~/ LJo( 2 Y) + 2 JZ(2y) + (273)
where y2 = (2k + l)t. For k = 5, this reads
15(t) = -2 [JO(2i/ + ... ] . (274)
This approximation is compared with 15 (t) in the left-hand curve of Fig. 36.
For large t, the pole-zero configuration suggests that the expansion (260) be used.
Expanding about s = 0, there is obtained
Lk(s ) =J [1 - (2k + 1)s + (2k2 + 2k+ ) + s + .(275)
For the Airy-integral approximation, 2 = k + 1, 6 = (2k + 1)/3, and c = 1/2, so
'k(t) = - Ai(x) (1 + x + (276)
where '3 = 2k + 1 and x = (t - 2k - 1)/6'. For k = 5, again
5 (t) = Ai(x) + (1) 2/3x - . . .] (277)
for x = (t-11)/3/l, and the plot is shown in the right-hand curve of Fig. 36. A fairly
good approximation is obtained for both small and large t, even for this low value of k.
For the exponential set, similar expansions lead to
q (t) = ( 1 k /i [J(2kv) + tJ 2 (2k) + ... ] (278)P) = (_ 1) [JO 2278
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for small t, and
qk(t) = Ai(x) ++- x+ . (279)
for large t. The values of 6' and c as functions of k are rather complicated, so a
quicker result can be obtained by finding , and then equating qk(3) above to its value
computed from the sum of exponentials to find the proper value of 6'. For k = 6, (278)
and (279) become
q6 (t) = J Jo(12 F) + (280)(280)
q6 (t) = 0. 4394 Ai(x) + ...
for small and large t, respectively; here q6 (Q) = q6 (4. 7333) = 0. 1560, so 6' = 1.3139,
and x = (t - 4. 7333)/1. 3139. Plots are presented in Fig. 37.
For the circular equi-a set, it is easily verified that b = 2 alk + 1, where the upper
sign is for 42kl(t) and the lower sign for >2k(t). The formula (253) holds without
change, with m = 1, c = 0, and the constant multiplier 2Ij k/. For k = 3, the sixth func-
tion reads
+6 (t) = -6 Jo(2y) + ... (281)
for small t, where y = (19 + 5)t. For large t, the development (259) yields a tolerable
approximation; for the sixth function, this approximation is
4 6(t) 16. 82 e - t cos T - 81 tan ()] (282)
for T = (5 + 2 )t2 - 1. These two approximations are shown in Fig. 38.
The next example for consideration is taken from the Pade6 approximations to e - s in
table A-I of appendix A. The ratio of polynomials (248) is a quotient of confluent hyper-
geometric functions, namely
G - -- v; -s) (283)p v M -v; -- v; T
The numerator degree is p., and the denominator degree v, so m = v - .. Expanding
about infinity, Eq. (252) becomes here
G ( I)v! e-b/s + + (284)
2TV jsmL s
where b = (v+l) + v(p.+l), and B 2 = m(m+2)/2. The expression for the transient follows
immediately
m+ Bzt m+
g* (t) =( 1 1tm; A-_(2y) +t m)m-+ 1(2y) + . (285)
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for > < v (m 3 1), and y =/i At [Zv -m. For v
gvv(t) = (-1 [uo(t) - (+l)A(y) + v(v+)(v)(v+3) A(2y) + .] . (286)
Of perhaps greater direct interest is the integral of this impulse approximation
0 
gv(t)dt = 1 - (- 1 ) , m Am(2y) + BZ (m+2)!Am+z ( 2y ) + '" (Z87)
t
valid for all m W> 0. By reference to a table of Bessel functions, it is possible to com-
pute the heights of the peaks and the zeros of the oscillating approximations for small t.
This information is presented in table X, in which the quantity "A" is to be multiplied
by the entries following it on the same line
Lo obtain tne first, second, and third over-
shoot percentages. These values are exact
only in the limit as (+v) passes to infinity,
but they are approached very closely with
even small values of ~l and v, as can be
verified by comparison with the plots of
Figs. A-12 to A-19.
A similar table for the heights of the
peaks of the approximations to uo(t-l) could
be set up if desired. The initial value
ox gvv(t) (less the impulse at t = 0) is
Fig. 38 (-1) 2v(v+l), and the first two peaks have
Asymptotic approximations to the heights which are 13. 23 percent and 6.45
sixth function of the circular equi-a percent of this initial value, regardless of
orthonormal set for small t (A) and
large t (B). the value of v.large t (B).
The asymptotic locations of the zeros
of the approximations to u (t-l), which are
the points of maxima and minima of the approximations to p(t), are given by the zeros
of Jm_1 (Zy). These values are listed in table XI. The t-values may be computed from
the expression for y, namely
y2 = [2v2 - 2(m-l)v - m t. (288)
The peaks of the impulse approximations occur at the zeros of the derivative of
tm - lAm_1(2y) (from (285)); that is, at the zeros of Jm_2(2y). The values of m' in the
last column should be used if it is these points which are desired.
5.4 Error reduction and distribution
It is the object of this subsection to describe means for reducing and redistributing
the approximation error without increasing the total number of poles in an approximation.
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Table X
Percentage Overshoots of Pulse Approximations
A
1
4v
2v - 1
20v(v-1)
(2v - 2v - 2) 2
200v(v-l)(v-2)
(2v - 4v - 3) 3
4 2000 v(v-l)(v-2)(v-3)
(2v - 6 v- 4 )
Q1/A 0 2 /A _3/A
40.28 30.01 24.97
15.60 23.48 29.37
7.39 18.46 32.30
2.88 10.12 22.79
1.54 7.08 19.57
Table XI
Zeros and Peak Locations of Pulse Approximations
m 2y 2Y2
5.136 8.417 11.620
0 3.832 7.016 10.174
1 2.405 5.520 8. 654
2 3.832 7.016 10.174
3 5.136 8.417 11.620
4 6.380 9.761 13.015
mI
0
1
2
3
4
5
Two such methods have already been discussed, although not specifically in this connec-
tion. The translation method of subsection 1. 4 provides one means for correcting an
approximation f*(t) with terms of the form Akf*(t + 6 k) . The procedure is best carried
out graphically: first plot the error on a large scale and match some multiple of f*(t),
shifted to the left, to this error for large t; subtract this approximation, say, Alf*(t+ 61),
and repeat for a smaller value of t, etc. until the error has been made as small as is
desired in the interval of interest. The correction terms, having the same exponential
constants as the original approximation, do not increase the number of poles in the final
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0
1
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System function. Only the residues, that is, the zeros, are moved. An example of the
translation method applied to the pulse approximation g 56 dt is given in Fig. A-39 of
appendix A. The approximation to uo(t-l), namely g5 6 (t), shown in the upper part of
the figure, was used for error reduction here because of its predominant peak near t = 1.
The five correction terms used are listed in the figure, and it is clear that a consider-
able reduction in overshoot near the discontinuity is possible with only a slight change in
the rise time.
A second method, applicable as an improvement of frequency-domain expansions,
is that of utilizing some or all of the poles derived from the s-domain approximation
as a basis for a new orthonormal set. This new set may be used directly for a reduc-
tion of the error or the given response may be entirely re-approximated in the time
domain. In either case, the number of poles is not increased.
Actually, any other damped-sinusoidal functions with the same exponential constants
may be used in place of f*(t+6) in the first method above. Any individual term of the
approximation may be used, if this it appropriate, or any one or more members of the
orthonormal set may be used, if the method of section II was employed to obtain f (t).
One particularly useful set of error correction functions is the group of approximations
to a delayed impulse by means of an orthonormal set of damped exponentials. The coef-
ficients Ck for an expansion of uo(t-6) in terms of the set 4k(t) are (from (28))
o0
Ck =f uo(t 6)k(t)dt = k(6) (289)
0
so that the approximation becomes
n
u* (t-6) = E ~k( 6).k(t) (290)
k=l
If the exponential set has been derived from a set of orthonormal polynomials, for exam-
ple, Pk(X), this sum may be written as a single term instead of a sum with the help of
the Christoffel-Darboux identity (ref. 36), which reads
(291)E Pk(x)Pk(Y) = A n+( )pn(y) Pn(X)Pn+l(Y) ( )
k=l
where An is a constant. For the Laguerre functions, the approximation to the delayed
impulse becomes
u(t-) n + 1 1n+l(6)ln(t) - n(6)n+l(t)
_*t 6) = a -t (292)
and similar expressions may be derived for the other real-pole sets listed in appendix D.
The expression (292) is sufficiently simple so that it may be used as a function for error
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Fig. 39
Delayed impulse approximations
for error reduction, 6 = 1 and 6 = 3.
reduction if desired. Its plot roughly resembles that of in+l(t), except for the presence
of a peak at t = 6. Impulse approximations for 6 = 1 and 6 = 3 are shown in Fig. 39 for
the Laguerre set, n = 4.
If the approximation is expressed in orthonormal functions, it is sometimes possible
to actually reduce the number of poles without increasing the error (ref. 28). Let the
approximation f*(t) be expressed as a sum of n exponentials, and suppose that the kth
term of this representation is to be eliminated. From
-a t -a t -a t
~(t) = ae + ... + anke + ... +ann (293)
this exponential may be written
-akt = (t) an -a t an,k- k-l n,k+l -k+lt a -a t
e a --- e e e n (294)
ank ank ank ank ank
As can be seen from the tables of appendix D, the coefficient ank is quite likely very
large, especially if n is large and if k - n/2; furthermore, n(t) itself has a relatively
small bound, especially for the Laguerre and Tschebyscheff sets, but in no case greater
than 2 iT. Consequently, the first term in (294) may be very small in comparison with
the other terms for all t, and may therefore be completely negligible within the toler-
ances on f*(t). If these steps can be carried out successfully, the kth term of the
approximation may be replaced by changes in all of the other terms.
This method is particularly useful with the Tschebyscheff functions, all of which have
the small upper bound 2/ Ji, but have extraordinarily large coefficients. For example
e-lit 2048 6(t) + 2 7 5 e9t 2. 75e 7 t + 1.203125e 5 t
- 0. 214844e- 3t + 0. 0107422e- t (295)
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and the first term has a bound 1/1024 = 0. 0009765625 _ 0. 001. This technique is also
applicable to damped-sinusoidal and constituent-transient orthonormal sets, but works
best for large values of n.
VI. The Treatment of Empirical Data
6. 1 Methods of interpolation
The designation of "empirical" data is here intended to include any nonanalytically
specified response, whether given graphically, as a set of ordinates, or as an analyti-
cal function which cannot be carried through all of the analytical operations for some
reason. Regardless of which of these three forms the data are in, however, it may be
assumed in the discussion to follow that it has been restated as a set of desired ordinate
values f(tk) corresponding to a finite number of points tk on the time scale. The process
of finding a curve of the desired type to pass through these points f(tk) is called inter-
polation.
Much literature exists on the subject of interpolation but most of it is concerned with
the polynomial interpolation of data prescribed for equally spaced points on the argument
scale, and is not directly pertinent to the problem at hand without modification. It should
be emphasized that interpolation methods possess none of the reliability, precision, and
generality of analytical methods. Because the data do not completely characterize the
desired response, and are often not accurate, interpolation techniques sometimes
yield very poor approximations for no readily apparent reason. Also, because the
desired response is given numerically in the form of a table, the operations upon it
should be expected to be computationally elaborate. For these reasons, every effort
should be made to provide data in analytical form, or in graphical form if this is not
possible and if the tolerances are sufficiently lenient.
Let it be pointed out parenthetically at this time that if the desired response can be
expressed graphically and if the tolerances are of the order of magnitude of a few per-
cent or more, it is often appropriate to carry out the approximation by a graphical
curve-fitting process. These operations are best performed by first matching the given
response to one or more of the constituent transients or damped sinusoidal functions by
graphically fitting the two curves to make the error small. This error is then plotted
and the process repeated with other members of the same approximating set of functions.
This last step may be repeated as often as is necessary to distribute and reduce the
error to the desired proportions. To facilitate such manipulations, several of the con-
stituent transients presented in appendix C are shown plotted. This graphical solution
is not always applicable, but provides a useful short cut in certain cases, and is there-
fore worthy of mention.
The fundamental interpolation formulas (ref. 37) (namely, those of Newton, Stirling,
and Lagrange) are usually expressed as polynomials (say y(x)) which pass through the
n+l points x i (i = 0, 1, 2, ... n). They differ from one another only in their methods of
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derivation, since an nth degree polynomial can pass through n+l points in only one way.
The reader is referred to the references for details of their application. The discussion
of this subsection is concerned mainly with the use of less well-known methods more
directly applicable to the present approximation problem.
To convert the real interval (xo , xn) in x into (0, oo) in t, the transformation x = x +
-at (Xn - Xo)e may be employed. Since xo and xn are still arbitrary, we may take xO= -1,
-at at
x I, and use x 2e - 1, or x = 0, x = 1, and use x = e . For an interval (0, 6)
n o n
in t, the transformation
1 -at -a6 -at
x -a - xne ) + xne (296)
1 -e
is called for. The use of any of these transformations with polynomial approximations
such as those described above gives rise to equi-spaced real poles in the approximate
transform. Exponential predistortion should be used to prevent the constant term in the
polynomial approximation from giving rise to a pole at s = 0.
An alternative approach analogous to the orthonormal approximations of section II
is based on certain arguments of the last section that the error in an orthonormal
approximation is approximately equal to the first term neglected in the expansion
(ref. 28). Hence, for an n-term approximation with the set k(t), the error will be zero
near the zeros of n+l(t). For all of the sets considered except the complex-pole sets,
1n+l(t) has precisely n zeros, say tni, i = 1, 2,... n (not counting the zero at infinity).
The coefficients Dnk in the approximation
n
f*(t) Z Dnkk(t) (297)
k=l
might be determined, then, by equating this approximation to the set of given ordinate
values f(tni) at the n points tni
n
f(tni) = L Dnk k(tni) i = 1, 2, .. n. (298)
k=l
This set of equations may be solved for the Dnk.
Since the original orthogonality condition (30) on the ck(t) was not used directly in
determining the coefficients, Dnk, the solution of a set of equations might be avoided
if a different set of functions was employed. By analogy, let a set k(t) of the form (29)
be chosen, but let the akj be determined so that the kk(t) are orthogonal not with respect
to the integrals (30), but with respect to the sums
n (= for j k
Z k(tni)j( ni) (299)
~i=l ~=Ek for j = k.
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Multiplication of both sides of (298) by ij(tni) , and summation over i, yields the formula
n
Dnk = E E f(tni)*k (t n i )
1=1
k= ,2,....n. (300)
The task of solving ~n+l(t) for its zeros, computing the values ~k(tni), and solving
the set of simultaneous equations (298) has now been replaced by the ordeal of creating
new orthogonal sets of exponential functions. The reduction in the computational work
required is significant, and the freedom of choosing the points of interpolation is an
added advantage. Moreover, these computations may be carried out once and for all
for a specified set of tni.
The most useful of such sets is the Fourier series, which has the peculiar property
that the sines and cosines are orthogonal with respect to both the integrals, e. g.
Trf0 sin (kx) sin (jx)dx = 0 for j k (301)
and the sums
n
sin (kxni) sin (jxni) = 0 for j k, j, k n (302)
where the Xni are the zeros of sin [(n+l)x] (excluding the end-points). In other words,
the sets %k(X) and qCk(X) are the same in this case. To obtain a Fourier approximation
over the interval (to,to + To), first change this interval to (-1, 1) in x with the trans-
formation x = (2/To)(t - to) - 1. After certain manipulations of (300) so that the same
interpolation points may be used for the sine and cosine expansion, it is found that for
the approximation
n-l n-l
f*(t) = no+ E Cnk sin (kx) +Z
k= 1 k= 1
Dnk cos (kx) + Dnn cos (nx) (303)
the coefficients are given by (ref. 28)
n-l
Cnk = Yj sin (-n)
j=l
n
D Cos
nk = n jcos n
j=O
k = 1,2,...n-l
k = 0, 1,...n.
where yj and y are the ordinates corresponding to the odd and even parts of f(t) = f(x)
at the interpolation points, that is
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(304)
Yj 2 P[,(n)+ f n = 1, 2, ... n (305)
Yo=(
To use Fourier series over the infinite interval, the Tschebyscheff exponential set
of appendix D, table D-II may be employed. The coefficients in the approximation
n-l
f*(t) = Cnkk(t) (306)
k=l
are found to be given by the formula
n-i
Cnk 2n-T Z f(t ) os [(2k - 12 - 1(307)
nk 2n -1 2n - 1 n(21 - 1]2
j=l
where tnj = In {sec [(2j - 1) r/2(2n - i)]}, j = 1,2, . . .n. A table of these interpolation
points is given in table B-I of appendix B.
Since the error is known to be very small at the points of interpolation, the usual
problem of error determination does not exist here. The methods of section V may be
applied if detailed knowledge of the approximation between these points is required, but
such accuracy is not usually necessary. For the Newton, Stirling, and Lagrange formu-
las, for which the error is exactly zero at the interpolation points, remainder formulas
are available to find the intermediate error (ref. 37). Some additional information must
be known about the function approximated in these cases, that is, higher-order differ-
ences or an analytic expression. For the orthogonal interpolation formulas, a new
mean-squared error may be found to ascertain whether enough terms have been used in
the approximation to adequately represent the original data, at least at the interpolation
points. Replacing the integral in (39) by a sum over the points tni,- the error becomes
2= E f(tni) - kDnk( tni) (308)
i=l k=l
Developing the square and using the orthogonality relation (299), the resulting expression
may be minimized with respect to the Dnk. The formula (300) results, as it should, and
the mean-squared error is
n n
9, = E f (tni) - EkDnk ' (309)
i=l k=1
The main disadvantage of these methods of interpolation is the restriction that the
number of interpolation points equals the number of terms in the approximation (hence,
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the number of poles). Even though the techniques of interpolation are inherently limited
to smooth data, at least 6 or 8 points at a minimum are required to characterize even
the simplest of curves, not to mention oscillatory responses, whereas two or three
terms may be sufficient for a good approximation. The objective of good network econ-
omy has obviously not been achieved.
To overcome this difficulty, two outlets are possible. One lies in the application
of the Fisher method of interpolation (or one of its "improved" modifications (ref. 38)),
which has been developed for just such a problem as the present: the fitting of a large
amount of data with a small number of terms in some optimum manner (ref. 39). The
procedure is somewhat long, the more so with the modifications, and will not be
described here. The other method of avoiding the difficulty is to perform the approxi-
mation in two steps: first, with the Fourier or Tschebyscheff set with a large number
of terms, and second, with an orthonormal, damped-sinusoidal set, using analytical
methods and a smaller number of terms. In this way, one is not constrained to the use
of the pole loci associated with the interpolation sets already discussed, but may employ
any set of poles which is appropriate to the response at hand. Actually, the first
approximation (the interpolation) need not be made with damped exponentials or sinu-
soids at all, but this turns out to be more convenient, since most other functions which
might be used, e. g. constituent transients (eigenfunctions), do not lend themselves to
useful interpolation applications.
6. 2 Interpolation with the Prony method
To determine good pole positions, a frequency-domain expansion or the Prony
method may be applied to the first approximation, or a modified form of the Prony
method may be applied directly to the original data (refs. 6, 11). In fact, because of the
difficulty of evaluating the integrals (76) in the original Prony method, the modified
technique may often be better applied even when the response is given analytically.
To extend the Prony method to empirical data, the differential equations (68) and (69)
are replaced by difference equations, and the integral (72) for the mean-squared error
by a sum over the interpolation points. The solution of a linear difference equation with
constant coefficients is a sum of exponentials, so the problem is still one of finding an
optimum set of Bnk (here denoted by Ink' for example). Thus, equation (69) becomes
f* [(p+n)A] + n,n-lf* [(p+n-1)A] + + On, 1 f* [(p-l)A] + On, 0 f*(pA) = 0 (310)
where A is the interval on the time-scale, and p is the "running" variable of the differ-
ence equation. To solve this equation, substitute f* = es t = St , yielding
Sn Pn Sn - 1 + ... + S + n, 0. (311)
The logarithms of the zeros of this polynomial are the optimum pole positions.
To find the nk' the error is formulated as before, and minimized. Orthogonalization
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of the terms in (310) is not now practical, but direct minimization leads to the set of
equations
n-l
nkYkj Ynj j = =0, 1, .... n-l (312)
k=0
which may be solved for the nk' The ¥kj are defined by the infinite sums
00
Ykj = f [(i+k)] f [(i+j)A] k, j 0, 1,. .n . (313)
i=O
These sums would normally be made finite in any practical problem, of course. Actu-
ally, only n+l of these sums, say yko(k = 0, 1, .. . n), need be evaluated completely, since
all of the others differ from these only in the absence of the first few terms.
It is impossible to evaluate the relative value of this modified Prony method unless
a large number of examples is worked out and their solutions compared with those
obtainable by other methods of pole determination. A few examples (refs. 6, 12) show
that the method is not a complete failure, but the large amount of work necessary to
prove the real worth of the method has not been carried out.
VII. Conclusion
Principal emphasis in this research has been placed on method rather than specific
results. The numerical examples, therefore, serve mainly as sample checks on the
techniques developed, since the actual value of these methods can be determined only
from their repeated application to practical problems. A better evaluation of their worth
at this point might be made if the limitations of the approximation procedures were
reviewed. After this discussion, a few remarks pertinent to the specification of toler-
ances will be made, and some advice on the subject of network realization will be given.
7. 1 Review and evaluation
The difficulty of a transient synthesis problem may be measured roughly by the
degree of departure of the desired transient response from a smooth curve representing
one or more damped oscillations or damped exponential waveforms. Although it is not
always possible to picture in advance, even qualitatively, how a given transient might
be expressed as the sum of a few damped sinusoids, it is certainly true that discontinu-
ities and rapid changes in the transient or its first few derivatives are most difficult to
reproduce in the approximation. If such irregularities are present, therefore, the diffi-
culty of the problem will be set by the number of them, and, of course, by the tolerances
prescribed in their vicinity. Other types of irregular behavior difficult to obtain in a
physical system include waveforms of changing frequency over a large number of cycles,
and combinations of rapidly oscillatory and monotonic behavior in the same transient.
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All of these limitations are inherent in the synthesis problem, since responses with
such unnatural behavior cannot be accurately produced in a linear, lumped-constant
system without a large number of poles, hence a very complicated network. Additional
limitations are imposed by the nature of the synthesis methods used, however. The most
serious of these are as follows:
(1) Only restricted types of input signals can be handled. As pointed out in section
VII, the procedure presented is not practically useful in cases of intricate input wave-
forms, even though the system called for by a given input and desired output is a very
simple one. The procedure is limited to those input signals which can be obtained as
the impulse responses of simple networks.
(2) Empirical data representing oscillatory transients not reducible by the extrac-
tion of a carrier lead to very tedious computations. Such data must usually be first
expressed in analytical form by means of orthogonal interpolation (exponential or
Fourier) or some other means of interpolation, and the entire problem solved by analyt-
ical methods. The only other empirical method which leads eventually to complex poles
is direct Fourier interpolation, used with predistortion, but the resultant pole configu-
ration is very inflexible. Although empirical data are traditionally more difficult to
handle than analytical expressions, the presence of irremovable oscillations can double
the amount of work required for a solution.
(3) The determination of the approximation error over the central time interval is
sometimes a difficult task. Because the approximations for small and large time do not
always overlap, and because the methods of approximate transient evaluation are not a
always successful for central time, it may be necessary to compute the error at several
points directly from the approximation f*(t).
(4) The types of constraints which can be imposed on the system function are lim-
ited. Moreover, most of these constraints can be imposed only in an approximation of
f(t) or of an error by the orthonormal method.
The original objectives of this research have all been achieved, to varying degrees,
depending on the type of problem being solved. The aim of improved network economy
has been achieved through the use of rapidly convergent expansions, and by means of a
general familiarity with the types of pole configurations best suited to specific classes
of problems, e. g. the semicircular distribution of poles for responses with discontinu-
ities. Good error control may be credited to the introduction of methods of error deter-
mination, and to the use of only those expansions whose partial sums or approximants
tend to their limits in a systematic manner. While it is not possible to make any very
specific claim about the simplicity of the calculations required in the proposed proce-
dure, the fact that certain problems which were previously untouchable can now be
solved indicates a definite improvement over past techniques. The criterion of "work-
ability" of the methods is still limited by the intricacy of the calculations, but this situ-
ation is as it should be.
A difficulty which may be encountered by anyone who attempts to apply the synthesis
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procedures of this report to practical problems is the task of specifying the tolerances
on the desired response. In many problems, it is not possible to state precisely what
sort of transient is wanted. While this dilemma technically falls outside the subject of
this research (since it has been assumed that the tolerances are known, at least approxi-
mately), a word of warning is appropriate. It has been found by experience that several
practical problems which are seemingly transient synthesis problems might actually be
solved more easily in terms of the amplitude and phase spectra than the transient
response. This illusion arises because of the simplicity of stating in transient terms
what is ideally desired in the system: a single curve replaces two curves, and the ideal
impulse response is often a very simple transient. However, it cannot be overempha-
sized that no approximation problem can be properly attacked unless some sort of toler-
ances can be specified along with the ideal design data. These tolerances are fully as
necessary as the ideal response itself, and one should not be fooled into thinking he has
simplified his problem by restating it more simply in the time domain if he sacrificed
a knowledge of acceptable tolerances in the process.
A review of the synthesis procedures proposed reveals that the following types of
tolerances are typical of those that may be specified at the start along with the desired
output and given input:
(1) The interval (0, -o) of the transient may be divided into a maximum of three con-
ecting parts, called the initial, central, and final intervals, and the response may
remain unspecified over either the initial or final intervals, or both.
(2) Over the central interval, the envelope of the error (which will normally oscil-
late about zero) may be specified to be flat at a fixed value, to increase or decrease
approximately exponentially, or to assume the shape of any of the curves of Figs. 6 and
7, except near points where the transient has a discontinuity or rapid change in value or
derivative.
(3) In the vicinity of points of rapid change in value or slope of the response in the
central interval, the approximation may be specified to be monotonic or to oscillate with
prescribed maximum overshoot.
(4) The error and/or any of its derivatives may be forced to be exactly equal to
zero at specified points of the time scale in any interval.
Actually, any sort of tolerances can be met with sufficient network elements and
enough computational work, by virtue of the error reduction and redistribution methods
described in section V. From a practical standpoint, however, the prescribed toler-
ances must be met to at least the proper order of magnitude by the main approximation.
*The question of what sort of outputs may be specified with given inputs, while of theo-
retical interest, is of no practical importance. Realizing that the actual impulse
response must be zero for t < 0, and equal to a sum of damped sinusoids and exponen-
tials, for t > 0, one naturally limits h (t) and all of its derivatives to be zero for t < 0,
and to be bounded for t > 0. Similarly, no output can occur ahead of the corresponding
input in time.
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7.2 Networks
System functions which are required for transients having rapid-transition compo-
nents are generally nonminimum-phase functions, whereas the approximations to the
slow-transition constituent transients of section III have transforms with all of their
zeros in the left half-plane, and sometimes are even positive-real. Most methods of
network realization for transfer functions, if applied to system functions having right
half-plane zeros, are often found to lead to networks having certain characteristics
undesirable in practice. Although the subject of network realization technically falls
outside of the scope of this report, the frequent recurrence of such nonminimum-phase
system functions makes a few comments on their practical realization very desirable.
Some of the methods of transfer-function realization require outright that the function
be minimum-phase, or that all of the coefficients of the numerator polynomial be posi-
tive (so that at least some of the zeros must lie in the left half-plane). For a lattice
realization, there is no restriction on the locations of the zeros in either the constant-
resistance or open-circuited cases, unless an attempt is made to reduce the lattice to
an unbalanced form of network. Experience has shown that the reduction becomes more
difficult as 1) the zeros are moved farther to the right; 2) the moduli of the zeros are
made greater than the moduli of the poles; and 3) the number of poles exceeds two. To
avoid reduction, one may employ ideal transformers, which also arise in the Darlington
and Cauer methods of realization, or use an active system (a push-pull or similar
arrangement, or merely a single tube for inversion) but the well-known disadvantages
of both of these alternatives discourage their use.
One possible way of realizing a nonminimum-phase transfer function is in the form
of a cascade amplifier with interstage networks of the type shown in Fig. 40. Each such
network, in its most complex form, consists of a sequence of constant-resistance
lattices in tandem, except for the first and last, which need not be lattices, but are
designed to have only a constant load and constant input impedance, respectively. Since
the over-all system function is equal to the product of the system functions of all of the
component networks (multiplied by the transconductances of the tubes), the poles and
zeros of the system function may be grouped together in such a way as to give lattices
which are reducible, and otherwise acceptable from a practical standpoint. If the
lattices are simple networks (for example, two poles and two zeros, or less) the reduc-
tion is not difficult, and the wastefulness of network elements characteristic of lattices
is not present.
RQ Rn RQ Rn RQ
Fig. 40
Type of interstage network recommended for
the realization of nonminimum-phase transfer functions.
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The simplest test of reducibility of a two-pole-two-zero lattice is the reduction
process itself, except in a few special cases. The most important of these special cases
is the all-pass lattice, which has the normalized transfer impedance
21 - 2as + s(
ZT = 2' (314)1 + as + 
A direct realization gives the network of Fig. 41a, which may be reduced to the bridged-
T network of Fig. 41b, the twin-T network of Fig. 41c, or other forms. No mutual
inductance is required if the angle of the poles and zeros to the imaginary axis is less
than 30 ° for the bridged-T, and is between 30 ° and 45 ° for the twin-T. If mutual induct-
ance is permitted, the angle may be increased to 90 ° .
As the poles and zeros are moved from the all-pass position, dissipation generally
appears in the lattice which may render reduction impossible. If the lattice cannot be
reduced, the realization may usually be accomplished by introducing a surplus factor:
a pair of left-half-plane poles to be associated with the original zeros, and a pair of
zeros coincident with these poles to be associated with the original poles. The added
poles and zeros cancel one another, so the over-all system function is not influenced,
but an additional network is required as the single irreducible lattice is replaced by two
reducible ones.
If desired, parasitic capacitances may be incorporated into the terminating networks.
Figures 42 and 43 illustrate two elementary possibilities of input and output networks,
respectively. The input network of Fig. 42 has the transfer impedance
ZT= 2 C_(s+ R) (315)T s2 + + s + \R+1
exhibiting two poles and a real zero, and the output-network of Fig. 43 has the transfer
impedance
1
zT C1 (316)
s R'C'
which has one real pole. Figure 44 illustrates an output network with complex poles; its
transfer impedance is given by (315).
An example of this approach to the realization problem is provided by the system
function of a delay network
12(s - lOs + 30) (317)
G 24- 4 3 2
s + 12s + 72s + 240s + 360
obtained from table A-I. Let the problem be one of finding a single interstage network
with equal parasitic capacitances at the input and output terminals to realize this system
function. Since the moduli of the zeros exceeds the moduli of the poles, it is expected
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2a
Fig. 41a
Lattice for the realization of
two complex poles and two complex zeros.
1/2 a I/2 a1/4a
I1
Fig. 41b
Reduction to bridged-T form.
Fig. 41c
Reduction to twin-T form.
S -PLANE
R
C I
L
on
x
X
Fig. 42
Input network and pole-zero configuration.
S -PLANE
la-C
L
Fig. 43
Output network and pole configuration.
Fig. 44
Alternate output network having
the pole-zero configuration of Fig. 42.
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(and it may be verified) that a surplus factor will be needed. Choosing this factor as
(s + al)(s + 30/al) = s + (a1 + 30/al)s + 30, G 24 may be factored into a product of three
transfer impedances
(s + a1)
ZT1 2 (318)
s + 7.558040s + 16.185879
2
s - 1Os + 30
ZT2 R 2 +3 30 (319)
s + a 1 +
1
-s+30
a1
0T3 2 (320)
s + 4.441960s + 22.241609
These three impedances may be realized by the networks of Figs. 42, 41b, and 44,
respectively. al may be chosen to make the load resistance of the first network equal
to the input resistance of the third network. Then it is found that a l = 7. 252, and this
resistance is R = 3. 273. The final connection is shown in Fig. 45. The impedance level
has been normalized to give unity capacitances, so that the over-all transfer impedance
is
ZT1 ZT2ZT3 1
- T 2 - 1RG4(321)
R
and G24 has been realized except for a constant multiplier.
7. 3 Recommendations for further work
The unsolved problems of this research, most of which were mentioned in the list of
limitations of the last subsection, and certain related points in the theory of transient
phenomena in networks, suggest the following subjects for further investigation:
(1) The determination of the theoretical limits on transients available from certain
limited network-types: two-terminal passive
,007 networks, all-pass networks, minimum-phase
l 001j43 3.273 networks, etc.
T1.166 11 6 (2) The synthesis of networks of the types
-- 052 549 3.273 0 in (1) above for prescribed transient response.
o0.2180 10.72 (3) The approximate determination of trans-
076 34 ients over the central time interval from a know-
ledge of the system function.
Fig. 45 (4) The development of a theory of trans-
Unbalanced delay network with ient perturbations; that is, an evaluation of the
terminating capacities and with
effect on a transient response of a slight dis-the impulse response 2 4 (t)(see Fig. A-8). placement of a pole or zero, or of the value of
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a single network element in the realization.
(5) The derivation of a means of direct interpolation with complex-pole orthonormal
sets.
(6) The investigation of slow-transition constituent transients other than those listed
in table VII.
(7) The development of a means for conveniently handling complicated input signals.
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Appendix A
Approximations to Rapid-Transition Constituent Transients
The Pade table for e - , the basic transcendental of the rapid-transition group of
constituent transients, is presented in table A-I out to entry [6, 6] , and the expression
for any other entry is given by the formula in the upper part of the table. Approxima-
tions to uo(t-l) = 1 [e s] corresponding to these entries are shown in Figs. A-4 through
A-11, and their integrals (from t to oo), which are approximations to the pulse function
p(t) are shown in Figs. A-12 through A-19. The poles of these entries for successive
diagonal files are given by the intersections of the curves in Figs. A-23 to A-29.
Figures A-20, A-21, and A-22 give some approximations to a few other rapid-transition
constituent transients.
Other impulse approximations are also illustrated. Those in Figs. A-1 and A-3 are
based on a product expansion of e , and that of Fig. A-30b was obtained through a
frequency-domain expansion of e - s about s = +1. Additional pulse approximations are
as follows: Fig. A-2 (integral of Fig. A-1); Fig. A-30a (integral of Fig. A-30b);
Fig. A-39 (method of error reduction applied tojg5 6dt); and the following orthonormal
approximations:
A-32, A-33: with Laguerre functions
A-31: C esaro- 1/4- summation of Laguerre approximation
A-34, A-35: with exponential set, the latter by integration of the impulse
approximation
A-36: with Butterworth set, five poles
A-37: with circular equi-a set, six poles, without and with constraints
A-38: Fourier series, with predistortion.
The mean-square errors associated with these orthonormal approximations are listed
in table A-II.
Table A-III lists the time-domain approximations to the delayed impulse and pulse
functions corresponding to the entries in table A-I. For each value of ,u and v the
response contains a sum of terms of the form
-alt -a 2 t
Ble + B 2 e
for real poles, and
Ae t cos (t - a)
for complex poles. The fifth and sixth columns list the values of B 1 and B 2 (or A and
4) for the approximations to uo(t-1), and the seventh and eighth columns for approxima-
tions to p(t).
Table A-IV lists other miscellaneous approximations to u(t-l) and p(t). The coef-
ficients Ck of the Laguerre approximation of the pulse are tabulated in table A-V.
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Fig. A-23
Pole positions of Pade approximants of e -s on file [n, n].
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Fig. A-24
Pole positions of Pade approximants of e - s on file [n-l, n].
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Fig. A-25
Pole positions of Pade approximants of e-s on file [n-2, n].
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Fig. A-26
Pole positions of Pade approximants of e S
-o -6 -4
-2
j8
_j4
on file [n-3, n].
j2
Pole positions of Pade
Fig. A-27
approximants of e on file [n-4, n].
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Fig. A-29
Pole positions of Pade approximants of e S on file [O, n] .
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Fig. A-30
Approximations to pulse: (a) and delayed impulse, u (t-l),
(b) based on a frequency-domain approximation about s = +1.
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Fig. A-31
Pulse approximation by Cesaro-1/4 summation of Laguerre approximation.
0 a= 1/2
Fig. A-32
Laguerre approximation to the pulse using six terms.
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Fig. A-33
Laguerre approximation to the pulse using six terms.
p*(t)
0.5 1.0 1.5 2.0
Fig. A-34
Pulse approximation with the orthonormal exponential set, n = 6.
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Fig. A-35
Pulse approximated with the integral of
the exponential-set approximation to the delayed impulse.
\ 15 2.0
I I
Pulse approximation
Fig. A-36
with the Butterworth set, with n = 5.
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Fig. A-37
Pulse approximation with circular equi-orthonormal set, n = 6;
(A) direct approximation, (B) approximation with constraint:
f*(O) = 1, (C) approximation with constraint: F*(+jc) = 0.
0.5 1.0
Fig. A-38
Pulse approximation by Fourier series
with predistortion et and using seven poles.
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P'(t)
1.0
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______I_
2 g56 (t)
g56dt- 0.05 go6(t0,2) * 0.025 g5 6 (t. 0.4)
-0018 g56(t-0.6)+ 0S5 g56(t.O0)
+0.002 g56(t-0.1)
APPX'N WITH THREE
CORRECTION TERMS
2.0 2.5
Fig. A-39
Improved pulse approximation obtained by
application of the translation method to the Pade approximation fg 5 6 dt.
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Table A-II
Mean-Squared Errors Associated with Orthonormal Pulse Approximations
Figure Type 2
A-32 Laguerre, a = 1/2 0. 1464
Laguerre, a = 1 0.1030
Laguerre, a = 2 0. 0664
A-33 Laguerre, a = 4 0.0543
Laguerre, a = 6 0.0481
Laguerre, a = 10 0.0401
A-34 Exponential set, a = 2.5 0. 0700
A-36 Butterworth 0.0504
A-37 Circular equi-a 0.0466
Circular, with g*(0) = 1 0. 0491
Circular, with G* (+jc) = 0 0. 1314
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Table A-III
Time-Domain Approximations for Pad6 Table for e- S
Poles
Z v Real
or
Complex
Impulse
a2al B1
A
Pulse
B2
'I'
B1
A
1 
. 1. 1.
Real 2. 4. 2.
Comp. 1. 1. 2. 0 2.828427
Comp. 2. 1.414214 7.348470 
-1.846439 3.
Comp. 3. 1.732051 24. 
-2.094395 6.928203
Real 1.596072 1.475687 0.924574
Comp. 0.701964 1.807339 1.646390 
-2.682186 0.849148
Real 2.625815 5.540803 2.110127
Comp. 1.687091 2.508732 5.549935 3.084197 1.835754
Real 3.637832 18.297503 5.029782
Comp. 2.681089 3.050424 17.424938 2.642284 4.290591
Real 4.644380 57.202542 12.316503
Comp. 3.677812 3.508776 52.887558 2.249521 10.404608
Comp. 1.729444 0.888974 3.357143 
-1.242379 1.726442
Comp. 0.270556 2.504776 1.191579 2.711198 0.472972
Comp. 2.764346 1.162324 12.200062 
-1.448650 4.068359
Comp. 1.235654 3.437652 3.741255 1.979394 1.024164
Comp. 3.779020 1.380176 39.697299 
-1.627682 9.867174
Comp. 2.220980 4.160391 11.335784 1.370357 2.403635
Comp. 4.787193 1.567476 123.053558 
-1.788708 24.428565
Comp. 3.212807 4.773087 33.661106 0.834579 5.850392
Comp. 5.792421 1.734468 371.03596 
-1.936370 61.363453
Comp. 4.207579 5.314836 98.606784 0.349664 14.546496
Real 2.1806071 2.4338517 1.1161349
Comp. 1.6495028 1.6939334 3.2480992 
-2.2897539 1.3737664
Comp. 
-0.2398064 3.1283350 0.7893754 1.9533246 0.2515927
Real 3.2371128 8.8982944 2.7488367
Comp. 2.6781504 2.1812206 11.316855 
-2.6747345 3.2764357
Comp. 0.7032932 4.2601452 2.3363828 1.0276551 0.5411040
Real 4.2624793 29.083711 6.8231912
Comp. 3.6900753 2.5718785 36.039802 
-3.0038074 8.0124622
Comp. 1.6786851 5.1385256 6.8621893 0.2694804 1.2694177
Real 5.2771230 90.441364 17.138385
Comp. 4.6967070 2.9080754 110.24381 
-3.2981636 19.955079
Comp. 2.6647315 5.8840229 19.976068 
-0.3929030 3.0926071
-156-
0 0
0 1
0 2
1 2
2 2
0 3
1 3
2 3
3 3
0 4
1 4
2 4
3 4
4 4
0 5
1 5
2 5
3 5
B2
-0.785398
-1.230959
-1.570797
-1.481853
-2.220213
3.492032
3.011399
-0.767576
-2.108790
-1.050623
3.205124
-1.277513
2.450802
-1.472279
1.812926
-1.645429
1.250821
-1.4910676
3.6006326
-1.9912442
2.4348404
-2.3951167
1.5245206
-2.7436267
0.7526505
___ 
_
1 1
Table A-III (continued)
Time-Domain Approximations for Pad& Table for e
Poles Impulse
FL v Real
or
Complex
4 5 Real
Comp.
Comp.
5 5 Real
Comp.
Comp.
0 6 Comp.
Comp.
Comp.
1 6 Comp.
Comp.
Comp.
2 6 Comp.
Comp.
Comp.
3 6 Comp.
Comp.
Comp.
4 6 Comp.
Comp.
Comp.
5 6 Comp.
Comp.
Comp.
6 6 Comp.
Comp.
Comp.
al
6.2867048
5.7009533
3.6556943
7.2934768
6.7039130
4.6493486
2.3618102
1.4418014
-0.8036116
3.4248882
2.4583011
0.1168107
4.4540392
3.4643094
1.0816514
5.4711771
4.4673899
2.0614330
6.4825355
5.4692595
3.0482060
7.4906382
6.4705143
4.0388475
8.4967188
7.4714167
5.0318645
a2
P
B1
A
273.34328
3.2102656 329.41941
6.5437369 57.707344
810.97974
3.4853226 969.21251
7.1420459 165.65692
0.8383505 5.8113965
2.4345226 2.8065058
3.6977018 0.4950505
1.0475509 20.972045
3.1021733 9.4055418
4.9962726 1.3906141
1.2177950 67.825531
3.6393658 29.177736
6.0234431 3.9439989
1.3660289 209.94671
4.1039852 87.950784
6.8870987 11.277087
1.4993061 632.58748
4.5199308 260.10928
7.6517910 32.162068
1.6215022 1872.7196
4.9001214 759.45055
8.3456004 91.433701
1.7350187 5475.40754
5.2525448 2196.84342
8.9853459 259.12519
B2
LIJ
B1
A
43.479580
-3.5674528 50.349303
-0.9902038 7.6987898
111.19248
-3.8173550 128.27419
-1.5392246 19.438633
-1.0950676 2.3188190
-3.2081260 0.9918969
1.2840879 0.1176132
-1.2635285 5.8556414
-3.7515633 2.3762642
0.1873486 0.2782543
-1.4090578 14.688736
-4.2155823 5.8069978
-0.7125259 0.6444663
-1.5393168 37.230321
-4.6267701 14.498205
-1.4897363 1.5686600
-1.6589336 95.073617
1.2810569 36.659634
-2.1886675 3.9047780
-1.7702276 244.34854
0.9331254 93.567892
-2.8300077 9.8617666
-1.8748936 631.38531
0.6071716 240.53965
2.8566792 25.161806
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B2
-3.0545998
0.0711284
-3.3379193
-0.5454941
-0.7539800
-2.1720176
3.0688838
-0.9667004
-2.8508840
1.7347696
-1.1421670
-3.4055460
0.6805905
-1.2946418
-3.8837440
-0.2097710
-1.4316461
1.9717040
-0.9969673
-1.5570464
1.5812822
-1.7099362
-1.6734641
1.2199206
3.9169812
Table A-IV
Miscellaneous Approximations to uo(t-l1) and p(t)
1. Figure A-30a: approximation to p(t) by expansion of e-s about s = 1:
-3. 644371t -2. 677815tp(t) 5. 774285e - 4. 407983e 775 sin (3. 508762t + 1.597634)
2. Figure A-30b: approximation u (t-l) by expansion of e-s about s = 1:
u (t-1) {-uo(t) + 57. 202540e- 3 644371t
- 52.887402e .677815t sin (3. 508762t + 0. 678720)}
3. Figure A-31: Laguerre approximation to p(t), Cesaro summation, m = 1/4, a = 6:
p(t) {1. 41068 1o(t) + 1. 30350 11 (t) + 1. 03823 12 (t) + 0. 50594 13(t)
- 0. 07608 14 (t) - 0. 20523 15 (t)}
4. Figures A-32 and A-33: Laguerre approximations to p(t); see table A-V.
5. Figure A-34: Exponential-set approximation to p(t):
2. 5p(0.4t) 1.29813ql(t) + 0. 69187q 2 (t) + 0. 30781q 3 (t) + 0. 03412q 4 (t)
- 0.13886q5 (t) - 0.21432q 6 (t)
2.5p(0.4t) 0. 6011 3 e- t + 88.2073e 2 t -494.640e 3 t + 1055.02e - 4 t
- 990. 777e -5t + 342. 998e-6t
6. Figure A-35: Integral of exponential-set approximation to uo(t-l):
2.5p(0. 4 t) 1/ 17.976 2 e - t - 85.4940e 2t+ 200.015e 3 t 247.233e -4t
7. Figure
8. Figure
+ 155. 053e 5t - 38.9033e-6t}
A-36: Butterworth approximation of p(t):
p(t) 0.29393l 1 + 0.4514842 + 0.70744 3 + 0. 37707 4 + 0. 129344+5
-1. 545085t -4 045085tp(t) - 1. 68783e cos (4. 755285t + 1. 94732) + 8. 47932e
cos (2. 938925t - 2. 29958) + 7. 33909e 5 t
A-37, curve A: approximation of p(t) with circular equi-a set:
2.5p(0.4t) 0. 45704041 + 0. 382564~2 + 0.549409(3 + 0.757617 44
+ 0.92396745 + 0.546528(6
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Table A-IV (continued)
2.5p(0.4t) 6.475095e- t cos (3. 077684t - 0. 628318)
+ 2. 597377e - t sin (3. 077684t - 0. 628318)
- 26.530021e-2t os (2. 544039t - 0.452278)
- 26.357992e- 2 t sin (2. 544039t - 0.452278)
+ 23.056882e 3t cos (1.213316t - 0.192163)
+ 70. 095977e- 3t sin (1.213316t - 0. 192163)
9. Figure A-37, curve B: approximation of p(t) with circular equi-a set, with con-
straint that g*(0) = 1:
2.5p(0.4t) 0. 4798184 1 + 0. 35978692 + 0. 5816229 3 + 0.7254044
+ 0. 96342095 + 0.5070756
10. Figure A-37, curve C: approximation of p(t) with circular equi-a set, with con-
straints G *(jc) = O(c = 1 + F5):
2.5p(0.4t) 0. 7854439 1 + 0. 4711762 + 0. 31719293 + 0. 69495994
+ 1.11357195 + 0.59768896
11. Figure A-38: Fourier approximation of p(t) with period To = 2.5, and predistor-
-t
tion e
p(t) et {0. 759820 + 1. 044632 cos (2. 513274t - 1. 350218)
+ 0. 302202 cos (5. 026548t + 2. 736440)
+ 0. 367343 cos (7. 539822t + 0. 095884)}
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Table A-V
Laguerre Coefficients for Pulse Approximation*
0. 5
0.89395
-0.14657
-0.14656
0.20027
-0.10363
0.06153
0.86466
0.32332
-0. 21801
-0. 03758
0.14288
-0.10973
0.69416
0.59054
0.27972
-0. 10017
-0. 13474
0.09327
0. 78694
-0.42613
0.18082
-0. 02178
-0.07229
0.11974
6
0.57591
0. 55876
0. 47287
0. 24964
-0. 04223
-0. 14240
*See Figs. A-32 and A-33.
Appendix B
Table B-I
Interpolation Points for Fourier Orthogonal Interpolation
1.07288
0.61500
0.41080
0.29686
0.22562
0. 17773
1.26680
0.76631
0.53139
0.39498
0.30690
1.42997
0.89959
0.64163
0.48741
1.57064
1.01821 1.69418
0.74245 1.12485 1.80427
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Ck
CO
C1
C2
C3
c4
C5
10
0.44721
0.44677
0.44314
0.42379
0.34157
0.26010
n=2:
n=3:
n=4:
n=5:
n=6:
n=7:
n=8:
n=9:
n=10:
0.14384
0.05018
0.02529
0.01531
0.01023
0.00732
0.00549
0.00428
0.00342
0.53139
0.24612
0.14384
0.09472
0.06719
0.05018
0.03892
0.03108
0.83498
0.44194
0.28004
0.19482
0.14384
0.11075
0.08799
Appendix C
Slow-Transition Constituent Transients
The tables and curves of this appendix list the most important of the slow-transition
group of constituent transients. 'Tables C-I to C-IV give Pade tables of the four most
important zero-index constituent transients. The high-index transients generated from
these are presented in Figs. C-1 and C-2, Figs. C-3 and C-4, Figs. C-5 and C-6, and
in table C-V, respectively. Some of the Class-B constituent transients are given in
table C-VI and in Figs. C-7 through C-10.
Table C-I
Pad6 Table for 1//1 + s
I
5
2 1
5 +2
2 1
s + 4
3 3
3
s
4 1 2 1
s +2s -8
5
s
6 1 4 2 1
2 8 16
3 1
s + +2
s + s
6 + ss4 + 6 1
8s -
4 + 32 1
5 +s +ij
5 5 3 5
s5 + s + T s
6 4 + 9 2 +5 S 32
6 5+ 4 3 2 1
+s + 4 + +4
7 75 7 3 7
4 8 64
Table C -II
Pad6 Table for tan-l(l/s)
1
s
2 4
s +-15
3 3
5
3
s
4 1 2 4
+-5 45
5
s
6 1 4 4 2 44
+s -5s +9453 45 945
3 11
4 6 2 3
s + s + 3-7 35
5 107 3
S6 5
54 4 7 Z_ 64
55 55 5775
4 7 2 64
9 945
5 + s 3 +5 s9 21
5 34 3 1
s +33s + s
6 + 5 4 + z 5
ii1 11 231
6 50 4 283 2 256
s 39 715 15015
7 21 5 105 2 35
+13s 143 429
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Table C-III
2
Padg Table for ir es erfc(s)
I
'9
s
2 1
s +22
3
s
4 1 2 1
+s -
5S
6 1 4 12 + 5
2 2 4
S2 + 1
s +2
23 + 3 
3 5
2
4 2 3
s +3s2 + 4
5 37 3
s + l-s10
6 21 4 27 2 3
5 20 5
s + 9s +2
5 3 15
s + 5s + 5s
5 3 33
s + 7s + 3 s
6 15 4 45 2 15
s6+ lOs4+ 87 2 + 6
s6 + 10s 87 +64
7 21 5 105 3 105
2 4 8
Table C-IV
S
2
s + 1
3
s
s + s - 1
5
s
s6 + s4 _2 + 3
Pad6 Table for
2
s +1
3
s + 2s
sa + 3s
s
4
+ 4s2 + 2
5 13 3
s +-s3
6 16 4 10 2 4S + s + s -- 3 3 3
2
-se
S Ei(-s )
4 2
s + 5s + 2
s + 6s 3 + 6s
s5 + 8s 3 + lls
S6 + 9s 4 + 18s 2 + 6
s6 + lls 4 + 26s 2 + 6
s
7
+ 12s 5 + 36s 3 + 24s
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Table C-V
Constituent Transients of Group:
1Vi =M(i+l: i+l/2: -t/4)= e-t /4 M(-1/2: i+l/2: t2/4)
50 = Voo o
61 = tv 1
62 = (vo - v1 ) + (2/3)t v2
'~ = Zt(vl - v2 ) + (2/5)t
3
v3
4 = (Vo - Zvl + v2) + (2/15)t (1Ov 2 - 9v 3) + (4/35)t
4
v4
65 = 3t(vl - 2v 2 + v3 ) + (2/35)t3(21v 3 - 20v 4 ) + (4/63)t5v 5
66 =(v o - 3v1 + 3v 2 -v3 ) + (2/35)t
2 (35v 2 - 63v 3 + 30v4 ) + (4/315)t
4 (27v 4 - 25v 5 ) + (8/693)t
6
v6
Table C-VI
Constituent Transients of Group:
Ui = M(i-1/2: i+l/Z: -t) = e-tM(l: i+l/2: t)
X0 = U1
1 = (1/3)u z
X2 = U1 -U2
X3= (3/4)(u 2 - u3 )
X4 = (1/3)(3ul - 10u2 + 7u 3 )
5 = (15/64)(5u 2 - 14u3 + 9u4)
X6 = (1/5)(5u1 - 35u 2 + 63u 3 - 33u 4 )
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Fig. C-1
Plots of constituent transients Jk(t) of even order.
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Fig. C-2
Plots of constituent transients Jk(t) of odd order.
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t
Fig. C-3
Plots of constituent transients Tlk(t) of even order.
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Fig. C-4
Plots of constituent transients nk(t) of odd order.
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Fig. C-5
Plots of constituent transients of even
order based on the expansion (201) for a = 1/2.
i2 i3 i4
Fig. C-6
Plots of constituent transients of odd
order based on the expansion (201) for a = 1/2.
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Fig. C-7
Plots of constituent transients of even order of equation (200).
0 10 20 30 40
Fig. C-8
Plots of constituent transients of odd order of equation (200).
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eo = -Ie
Fig. C-9
Plots of constituent transients of even
order based on the expansion (202) for a = 1.
2 6 8 10
Fig. C-10
Plots of constituent transients of odd
order based on the expansion (202) for a = 1.
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Appendix D
With the notation of (152), the kth orthonormal function giving rise to real poles has
the form
k
~k(t) = > akie
i= 1
-a.t
1 (D-l)
and for complex poles, the vth function is
k s.t
Xv(t) = Re E cie 
i= 1
v = 2k and 2k - 1.
The tables to follow give the locations of the poles (ai, or s = -ce j 2 ) and the constants
aki or cvi for certain useful orthonormal sets. For tables of orthogonal polynomials and
their values, refer to Fletcher's "Index of Mathematical Tables," and to references 16,
40 (Laguerre) and 30, 34 (Legendre).
Table D-I
Orthonormal Legendre Functions
(1) definition: pk(t) = (2k + 1)2a Pk(l - 2e - at) e at, where the Pk(x) are the usual
Legendre polynomials, orthogonal over (-1, 1).
(2) weight: unity.
(3) poles: a i = (2i + l)a.
(4) coefficients: aki (2k + 1)2a a ki the ai are as follows
i 1 2 3 4 5 6 7 8
1 1
2 1 -2
3 1 -6 6
4 1 -12 30 -20
5 1 -20 90 -140
6 1 -30 210
-560
7 1 -42 420 -3280 3150 -2772
1 -56 756 -4200 11550
924
-16632 12012 -3432
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70
630 -252
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Table D-II
Orthonormal Tschebyscheff Functions
(1) definition: -<(t) = (2/ja cos [(2k -1)cos 1 (eat) (-) k -
(2) weight: (e2a - 1) (
(3) poles: ai = (i + 1)a.
(4) coefficients: aki = 2 a/ · a·i; the ai are as follows
1 2 3 4 5 6 7k
1 1
2 3 -4
3 5 -20 16
4 7 -56 112 -64
5 9 -120 432 -576 256
6 11 -220 1232 -2816 2816 -1024
7 13 -364 2912 -9984 16640 -13312 4096
Table D-III
Orthonormal Exponential Functions
(1) definition: from orthonormality relations (153).
(2) weight: unity.
(3) poles: ai = ia.
(4) coefficients: aki = Zi * ai; the aki are as foll6ws
1 2 3 4 5 6 7 8
1 1
2 2 -3
3 3 -12 10
4 4 -30 60 -35
5 5 -60 210 -280 126
6 6 -105 560 -1260 1260 -462
7 7 -168 1260 -4200 6930 -5544 1716
8 8 -252 2520 -11550 27720 -36036 24024 -6435
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Table D-IV
Orthonormal Laguerre Functions
(1) definition: Ik(t) = 2a eatLk(2at), k > 0, where the Lk(x) are the usual Laguerre
polynomials, orthogonal over (0, ).
(2) weight: unity.
(3) poles: Ik(t) gives rise to a (k+l)th-order pole at -a.
(4) coefficients: here
k
lk(t) = E aki(at)i e a t = Ti e-at
i=0
k
Z aki(at)i
i=O
i
k
the aki are as follows
0 1 2 3 4 5 6 7
0 1
1 -1 2
2 1 -4 2
3 -1 6 -6
16 24 1 -8 12 6 23 3
40 10 45 -1 10 -20o 3 
- 1~
806 1 -12 30 3
80 410 - 5 45
7 -1 14 -42 140 70 28 28 87 -1 14 -42 3
-' -5- -4'-' 315
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Table D-V
(1) poles: s 1
S
s2
s3
(2) coefficient,
Orthonormal Butterworth Functions
c =n= 5
= -5 ej 7 2 = -1. 545085 - j4. 755285
= -5 ej 3 6 = -4. 045085 - j2. 938925
= -5
s: cll =
c2 1 =c -
C3 1 =
C3 2 =
C41 =
C4 2 =
c5 1 =
c5 2 =
-53
'53 
2.17287 e· j36 = 1. 75789 + jl.27718
2.99070 je j 3 6 = -1.75789 + j2.41952
-4. 34574, ej 3 6 = -3. 51578 - j2. 55436
6.68740 je 1 8 = 6. 36010 + j2.06652
-5. 98140 je 3 6 = 3.51578 - j4. 83905
20.58170 ·jej18 = -6. 36010 + j19. 57438
7.81758 ·ej 3 6 = 6. 32456 + j4.59506
-62. 98997 ·ej 1 8 = -59. 90705 - j19.46497
56. 74479
Table D-VI
Circular Equi-a Set of Orthonormal Functions
n =6, al = 1, c = 1 + 
(1) poles: sl = -c e· j2 8 1 = -1 - j3. 0776835; 01 = 0. 628318 = 36 °
52 = -c ej202 = -2 - j2. 5440393; 82 = 0.452278
s3 = -c ej 2 3 = 3 - jl.2133161; 03 = 0. 192163
(2) coefficients: cll = 1.7480641 e1 = 1.4142136 + jl.0274863
c21 = 2.4060038 e j8 1 = -1.4142136 + jl.9464980
31 = -4.9442719 ej1 = -4 - j2.9061701
32 = 6. 6707156 ej 8 2 = 6 + j2. 9152096
c41 = -6.8052065 · jej 1 = 4 - j5. 5055277
42 = 13. 7294738 · je j2 = -6 + j12. 3490263
c51= 9. 0832076 ej1 = 7. 3484692 + j5.3389754
c52= -32. 6796991 ejZ2 = -29. 3938769 - j14. 2815520
C5 3 = 24. 9542213 ej83 = 24. 4948974 + j4. 7658320
61= 12. 5019626 · jej81 = -7. 3484692 + jlO. 1143002
c62 = -67. 2604105 jej02 = 29. 3938769 - j60.4976264
c63 = 128.2569518 jej 8 3 = -24.4948974 + jl25. 8961697
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3.0
Fig. D-1
Plots of the first three circular
equi-a orthonormal functions listed in table D-VI.
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(t) 5 (t) (t)
Fig. D-2
Plots of the fourth, fifth, and sixth
circular equi-a orthonormal functions listed in table D-VI.
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