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GEOMETRIC ANALYSIS OF THE LINEAR BOLTZMANN EQUATION I.
TREND TO EQUILIBRIUM
DANIEL HAN-KWAN AND MATTHIEU LÉAUTAUD
Abstract. This work is devoted to the analysis of the linear Boltzmann equation in a bounded domain,
in the presence of a force deriving from a potential. The collision operator is allowed to be degenerate
in the following two senses: (1) the associated collision kernel may vanish in a large subset of the phase
space; (2) we do not assume that it is bounded below by a Maxwellian at infinity in velocity.
We study how the association of transport and collision phenomena can lead to convergence to
equilibrium, using concepts and ideas from control theory. We prove two main classes of results. On
the one hand, we show that convergence towards an equilibrium is equivalent to an almost everywhere
geometric control condition. The equilibria (which are not necessarily Maxwellians with our general
assumptions on the collision kernel) are described in terms of the equivalence classes of an appropriate
equivalence relation. On the other hand, we characterize the exponential convergence to equilibrium in
terms of the Lebeau constant, which involves some averages of the collision frequency along the flow of
the transport. We handle several cases of phase spaces, including those associated to specular reflection
in a bounded domain, or to a compact Riemannian manifold.
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1. Introduction
This paper is concerned with the study of the linear Boltzmann equation
(1.1) ∂tf + v · ∇xf −∇xV · ∇vf =
∫
Rd
[k(x, v′, v)f(v′)− k(x, v, v′)f(v)] dv′,
for x ∈ Ω, v ∈ Rd, d ∈ N∗, where Ω is either the flat torus Td := Rd/Zd or an open bounded subset of
Rd, in which case we add some appropriate boundary conditions to the equation. The linear Boltzmann
equation is a classical model of statistical physics, allowing to describe the interaction between particles
and a fixed background [12, 14, 15]. Among many possible applications, we mention the modeling of
semi-conductors, cometary flows, or neutron transport. We refer the reader interested by further physical
considerations or by a discussion of the validity of (1.1) in these contexts to [12, Chapter IV, §3] or [14,
Chapter I, §5]. We also point out that this equation can be derived in various settings: see for instance
[23] in the context of quantum scattering, or [10] in the context of a gas of interacting particles.
In (1.1), the unknown function f = f(t, x, v) is the so-called distribution function; the quantity
f(t, x, v) dvdx can be understood as the (non-negative) density at time t of particles whose position is
close to x and velocity close to v. The function V is a potential which drives the dynamics of particles;
we shall assume throughout this work that V is smooth, more precisely that V ∈W 2,∞(Ω).
The linear Boltzmann equation (1.1) is a typical example of a so-called hypocoercive equation, in
the sense of Villani [45]. It is made of a conservative part, namely the kinetic transport operator
v · ∇x − ∇xV · ∇v associated to the hamiltonian H(x, v) = 12 |v|2 + V (x), and a degenerate dissipative
part which is the collision operator (i.e. the right hand-side of (1.1)). According to the hypocoercivity
mechanism of [45], only the interaction between the two parts can lead to convergence to some global
equilibrium.
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The function k is the so-called collision kernel, which describes the interaction between the particles
and the background. In the following, we shall denote by C(x, v, f) the collision operator, which can be
split as
C(x, v, f) = C+(x, v, f) + C−(x, v, f),
where
C+(x, v, f) =
∫
Rd
k(x, v′, v)f(v′) dv′, C−(x, v, f) = −
(∫
Rd
k(x, v, v′) dv′
)
f(v)
are respectively the gain and the loss term. A first property of this operator is that, due to symmetry
reasons, the formal identity holds:
(1.2) for all x ∈ Ω,
∫
Rd
∫
Rd
[k(x, v′, v)f(v′)− k(x, v, v′)f(v)] dv′ dv = 0.
This, together with the fact that the vector field v · ∇x −∇xV · ∇v is divergence free, implies that the
mass is conserved: any solution f of (1.1) satisfies
(1.3) for all t ≥ 0, d
dt
∫
Ω×Rd
f(t, x, v) dvdx = 0.
We shall now list the assumptions we make on the collision kernel k.
A1. The collision kernel k belong to the class C0(Ω× Rd × Rd) and is nonnegative.
A2. Introducing the Maxwellian distribution:
M(v) := 1
(2pi)d/2
e−
|v|2
2 ,
we assume thatM cancels the collision operator, that is
(1.4) for all (x, v) ∈ Ω× Rd,
∫
Rd
[k(x, v′, v)M(v′)− k(x, v, v′)M(v)] dv′ = 0.
A3. We assume that
x 7→
∫
Rd×Rd
k2(x, v′, v)
M(v′)
M(v) dv
′dv ∈ L∞(Ω).
It will sometimes be convenient to work with the function
(1.5) k˜(x, v′, v) :=
k(x, v′, v)
M(v) .
With this notation, Assumptions A2 and A3 may be rephrased in a more symmetric way as
for all (x, v) ∈ Ω× Rd,
∫
Rd
k˜(x, v′, v)M(v′) dv′ =
∫
Rd
k˜(x, v, v′)M(v′) dv′;
x 7→
∫
Rd×Rd
k˜2(x, v′, v)M(v′)M(v) dv′dv ∈ L∞(Ω).
Assumption A3 is in particular satisfied if k˜ is bounded or has a polynomial growth in the variables v
and v′.
Note that with assumption A2, the function (x, v) 7→ M(v)e−V = 1
(2pi)d/2
e−H , which we shall call
the Maxwellian equilibrium, cancels both the transport operator and the collision operator and thus is a
stationary solution of (1.1).
Before going further, let us present usual classes of examples of collision kernels covered by Assump-
tions A1–A3 and addressed in the present article.
E1. “Symmetric” collision kernels. Let k be a collision kernel verifying A1 and A3. We moreover
require k˜ to be symmetric with respect to v and v′, i.e. k˜(x, v, v′) = k˜(x, v′, v) for all (x, v, v′) ∈
Ω× Rd × Rd. Notice that for these kernels, A2 is automatically satisfied.
A classical example of such a kernel is the following.
E1’. Linear relaxation kernel. Taking k(x, v, v′) = σ(x)M(v′), with σ ≥ 0, σ 6= 0 and σ ∈ C0(Ω)
provides the simplest example of kernel in the class E1. This corresponds to the following equation
(often called linearized BGK):
∂tf + v · ∇xf −∇xV · ∇vf = σ(x)
((∫
Rd
f dv
)
M(v)− f
)
.
This example also belongs to the following class.
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E2. “Factorized” collision kernels Let k be a collision kernel verifying A1–A3. We require k to be
of the form
k(x, v, v′) = σ(x)k∗(x, v, v′),
with σ ∈ C0(Ω), σ ≥ 0, σ 6= 0 and k∗ ∈ C0(Ω × Rd × Rd), satisfying for some λ > 0, for all x ∈ Ω,
v, v′ ∈ Rd,
k∗(x, v′, v)
M(v) +
k∗(x, v, v′)
M(v′) ≥ λ.
The sub-class of E2 which is the most studied in the literature (see e.g. [22]) consists in the following
non-degenerate case.
E2’. Non-degenerate collision kernels. Let k be a collision kernel verifying A1–A3. The classical
non-degeneracy condition consists in assuming that there exists λ > 0 such that for all x ∈ Ω, v, v′ ∈ Rd
k(x, v′, v)
M(v) +
k(x, v, v′)
M(v′) = k˜(x, v
′, v) + k˜(x, v, v′) ≥ λ.
Later in the paper (see Section 6), we will introduce other classes of collision kernels, that are inter-
esting for our purposes.
Under assumptionsA1-A3, the linear Boltzmann equation (1.1) is well-posed in appropriate Lebesgue
spaces, and the weighted L2 norm of its solutions, that is
∫
Ω×Rd |f(t, x, v)|2 e
V (x)
M(v) dv dx, is dissipated (i.e.
decreasing with respect to time, see Lemma 4.1).
This work aims at describing the large time behavior of solutions of (1.1), under assumptions A1–A3.
The main feature is that we thus allow the collision operator k to be degenerate in the following two
senses:
• the collision kernel k may vanish in a large subset of the phase space Ω× Rd;
• we do not assume that k˜ is bounded below by a fixed positive constant at infinity in velocity.
However, still in the spirit of Villani’s hypocercivity, one may hope that the transport term in (1.1)
compensates for this strong degeneracy. Our goal is to find geometric criteria (on the hamiltonian H
and the collision kernel k) to characterize:
• P1 convergence to a global equilibrium,
• P1’ exponential convergence to this global equilibrium.
The study of these questions naturally leads to another problem:
• P2 describe the structure and the localization properties of the spectrum of the underlying linear
Boltzmann operator.
In recent works [18, 6, 5, 7], Bernard, Desvillettes and Salvarani investigated P1 and P1’ in a frame-
work close to that of E2. In particular, in [6], the authors have shown that in the case where V = 0,
(x, v) ∈ Td × Sd−1, and k∗(x, v, v′) = k∗(v, v′) (where k∗ is defined in E2), the exponential convergence
to equilibrium (in the Lebesgue space L1) was equivalent to a geometric control condition (similar to
that of Bardos-Lebeau-Rauch-Taylor in control theory [37, 4]).
Previous works on this topic, for the non-degenerate class of collision kernels E2’ include [43, 44,
41, 42, 34] (spectral approach), [19, 45, 11, 35, 22] (hypocoercivity methods), [28] (Lie techniques),
and references therein. There are also several related works which concern the non-linear Boltzmann
equation, but we do not mention them since that equation is not studied in this paper.
In this article, we introduce another point of view on these questions (in particular different from
[18, 6, 5, 7]), by implementing in this context different methods coming from control theory. We borrow
several ideas from the seminal paper of Lebeau [32], which concerns the decay rates for the damped wave
equation.
The goal of this paper is to give necessary and sufficient geometric conditions ensuring P1 and P1’,
in several settings: we mostly focus on the torus case Ω = Td and on the case of specular reflection in
bounded domains. We also show that the methods we develop here are sufficiently robust to handle a
general Riemannian setting. The related question P2 is studied in the companion paper [27].
We now give a more detailed overview of the main results of this work.
4
2. Overview of the paper
In this Section, we give an overview of the results contained in this paper. For readability, we focus
on the torus case, i.e. when the phase space is Td ×Rd. Several generalizations (bounded domains with
specular reflection, Riemannian manifolds) are actually provided in the following.
2.1. Some definitions. In this section, we introduce the notions needed to characterize convergence
and exponential convergence to equilibrium. Given a collision kernel k satisfying Assumptions A1–A3,
we first introduce the set ω where the collisions are effective.
Definition 2.1. Define the open set of Td × Rd
(2.1) ω :=
{
(x, v) ∈ Td × Rd,
∫
Rd
k(x, v, v′) dv′ > 0
}
.
Note that because of A1–A2, we also have
(2.2) ω =
{
(x, v) ∈ Td × Rd, ∃v′ ∈ Rd, k(x, v, v′) > 0} = {(x, v) ∈ Td × Rd, ∃v′ ∈ Rd, k(x, v′, v) > 0} .
Let us recall the definition of the hamiltonian flow associated to H, and associated characteristic
curves (or characteristics) in the present setting.
Definition 2.2. The hamiltonian flow (φt)t∈R associated to H(x, v) =
|v|2
2 + V (x) is the one parameter
family of diffeomorphisms on Td × Rd defined by φt(x, v) := (Xt(x, v), Ξt(x, v)) with (x, v) ∈ Td × Rd
and
(2.3)

dXt(x, v)
dt
= Ξt(x, v),
dΞt(x, v)
dt
= −∇xV (Xt(x, v)),
Xt=0 = x, Ξt=0 = v.
The characteristic curve stemming from (x, v) ∈ Td × Rd is the curve {φt(x, v), t ∈ R+}.
Recall that throughout the paper, we assume that V ∈ W 2,∞(Td), so that the Cauchy-Lipshitz
theorem ensures the local existence and uniqueness of the solutions of (2.3). Global existence follows
from the fact that H is preserved along any characteristic curve. Note in particular that each energy level
{H = R} is compact (V being continuous on Td, it is bounded from below). Hence, each characteristic
curve is contained in a compact set of Td × Rd.
The notions needed to understand the interaction between collisions and transport are of two different
nature. We start by expressing purely geometric definitions. Then, we formulate structural-geometric
definitions. We finally introduce the weighted Lebesgue spaces used in this paper, as well as a definition
of a “unique continuation type” property.
2.1.1. Geometric definitions. We start by introducing the following definitions:
• The Geometric Control Condition of [4, 37], in Definition 2.3,
• The Lebeau constants of [32], C−(∞) and C+(∞), in Definition 2.4,
• The almost everywhere in infinite time Geometric Control Condition, in Definition 2.5.
Let us first recall the Geometric Control Condition, which is a classical notion in the context of control
theory. It is due to Rauch-Taylor [37] and Bardos-Lebeau-Rauch [4].
Definition 2.3. Let U be an open subset of Td × Rd and T > 0. We say that (U, T ) satisfies the
Geometric Control Condition (GCC) with respect to the hamiltonian H(x, v) = |v|
2
2 + V (x) if for any
(x, v) ∈ Td × Rd, there exists t ∈ [0, T ] such that φt(x, v) = (Xt(x, v),Ξt(x, v)) ∈ U .
We shall say that U satisfies the Geometric Control Condition with respect to the hamiltonian H(x, v) =
|v|2
2 + V (x) if there exists T > 0 such that the couple (U, T ) does.
We now define two important constants in view of the study of the large time behavior of the linear
Boltzmann equation, which involve averages of the damping function (usually called collision frequency
in kinetic theory) b(x, v) :=
∫
Rd k(x, v, v
′) dv′ along the flow φt.
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Definition 2.4. Define the Lebeau constants ([32]) in R+ ∪ {+∞} by
C−(∞) := sup
T∈R+
C−(T ), C−(T ) = inf
(x,v)∈Td×Rd
1
T
∫ T
0
(∫
Rd
k(φt(x, v), v
′) dv′
)
dt,(2.4)
C+(∞) := inf
T∈R+
C+(T ), C+(T ) = sup
(x,v)∈Td×Rd
1
T
∫ T
0
(∫
Rd
k(φt(x, v), v
′) dv′
)
dt,(2.5)
where φt denotes the hamiltonian flow of Definition 2.2.
It is not clear at first sight that C−(∞) and C+(∞) are well defined: see [32] and the beginning of
Section 7 for a short explanation. It turns out that only C−(∞) will be useful in this paper (but C+(∞)
will be interesting in the companion paper [27]).
Finally, we introduce a weaker version of the Geometric Control Condition, which will also play an
important role in this work.
Definition 2.5. Let U be an open subset of Td × Rd. We say that U satisfies the almost everywhere
infinite time (a.e.i.t.) Geometric Control Condition with respect to the hamiltonian H(x, v) = |v|
2
2 +V (x)
if for almost any (x, v) ∈ Td ×Rd, there exists s ≥ 0 such that the characteristics (Xt(x, v), Ξt(x, v))t≥0
associated to H satisfy (Xt=s,Ξt=s) ∈ U .
Using this terminology, the usual Geometric Control Condition of Definition 2.3 could be called
“everywhere finite time” GCC.
Remark 2.1. We have the following characterization of the different geometric properties introduced
here.
• The couple (U, T ) satisfies GCC if and only if ⋃s∈(0,T ) φ−s(U) = Td × Rd.
• The set U satisfies the a.e.i.t. GCC if and only if there exists N ⊂ Td × Rd with zero Lebesgue
measure such that
⋃
s∈R+ φ−s(U) ∪N = Td × Rd. Note that this implies in particular that N is
a closed subset of Td × Rd satisfying φs(N ) ⊂ N for all s ≥ 0.
2.1.2. Structural-geometric definitions. In the sequel, the above geometric definitions are used with U =
ω. They hence involve joint properties of the flow φt together with the open set ω, i.e. of the damping
function b =
∫
Rd k(·, ·, v′) dv′. As such, they do not take into account the fine structure of the Boltzmann
operator, and in particular the non-local property with respect to the velocity variable of the gain
operator f 7→
(
(x, v) 7→ ∫Rd k(x, v′, v)f(x, v′) dv′).
The next definitions aim at describing how the information may travel between the different connected
component of ω. Let us first define two basic binary relations on the open sets of Td × Rd.
Definition 2.6. Let U1 and U2 be two open subsets of Td × Rd. We say that U1Rφ U2 if there exist
s ∈ R such that φs(U1) ∩ U2 6= ∅.
Definition 2.7. Let U1 and U2 be two open subsets of Td × Rd. We say that U1Rk U2 if there exist
(x, v1, v2) ∈ Td × Rd × Rd with (x, v1) ∈ U1, (x, v2) ∈ U2 such that k(x, v1, v2) > 0 or k(x, v2, v1) > 0.
Both relations are symmetric and Rφ is moreover reflexive. When restricted to open sets intersecting
ω, the relation Rk also becomes reflexive. The relation Rφ expresses the fact that the open sets are
“connected through” the flow φs, whereas the relation Rk means that the open sets are “connected
through” a collision.
We also define another convenient x-dependent binary relation.
Definition 2.8. Let x ∈ Td and O1 and O2 be two open subsets of Rd. We say that O1Rxk O2 if there
exists (v1, v2) ∈ Rd × Rd with v1 ∈ O1, v2 ∈ O2 such that k(x, v1, v2) > 0 or k(x, v2, v1) > 0.
Given now an open subset U of Td × Rd, we define U(x) = {v ∈ Rd, (x, v) ∈ U}. With this notation,
notice that U1Rk U2 if and only if there exists x ∈ Td such that U1(x)Rxk U2(x).
Given U an open set of Td × Rd, we denote by CC(U) the set of connected components of U . Note
that from the separability of Td × Rd, it follows that for any open set U ⊂ Td × Rd, the cardinality of
the set CC(U) is at most countable.
In the sequel, the main open sets U we are interested in are ω and
⋃
s∈R+ φ−s(ω). We now define the
key equivalence relation on CC(ω).
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Definition 2.9. Given ω1 and ω2 two connected components of ω, we say that ω1 m ω2 if there is N ∈ N
and N connected components (ω(i))1≤i≤N of ω such that
• we have ω1Rφ ω(1) or ω1Rk ω(1),
• for all 1 ≤ i ≤ N − 1, we have ω(i)Rφ ω(i+1) or ω(i)Rk ω(i+1),
• we have ω(N)Rφ ω2 or ω(N)Rk ω2.
The relation m is an equivalence relation on the set CC(ω) of connected components of ω. For ω1 ∈ CC(ω),
we denote its equivalence class for m by [ω1].
This definition means that the two connected components ω1 and ω2 are linked by Rφ or Rk through
a chain of connected components of ω.
Remark 2.2. We will introduce later in Section 3.2 a related equivalence relation on CC
(⋃
t≥0 φ−tω
)
.
2.1.3. Weighted Lebesgue spaces and a unique continuation type property. Let us now introduce the
weighted Lebesgue spaces that will be used throughout this paper.
Definition 2.10 (Weighted Lp spaces). We define the Banach spaces Lp(Td × Rd) (for p ∈ [1,+∞))
and L∞(Td × Rd) by
Lp(Td × Rd) :=
{
f ∈ L1loc(Td × Rd),
∫
Td×Rd
|f |p e
V
M(v) dv dx < +∞
}
,
‖f‖Lp =
(∫
Td×Rd
|f |p e
V
M(v) dv dx
)1/p
.
L∞(Td × Rd) :=
{
f ∈ L1loc(Td × Rd), sup
Td×Rd
|f | e
V
M(v) < +∞
}
, ‖f‖L∞ = sup
Td×Rd
|f | e
V
M(v) .
The space L2 is a (real) Hilbert space endowed with the inner product
〈f, g〉L2 :=
∫
Td×Rd
eV
f g
M(v) dv dx.
We finally define a Unique Continuation Property for (1.1).
Definition 2.11. We say that the set ω satisfies the Unique Continuation Property if the only solution
f ∈ C0t (L2) to
(2.6)
{
∂tf + v · ∇xf −∇xV · ∇vf = 0,
C(f) = 0,
is f =
(∫
Td×Rd f dv dx
)
e−V∫
Td e
−V dxM.
It is actually possible to reformulate in a more explicit form the second equation in (2.6), involving
the value of f on connected components of ω (see Remark 4.1).
2.2. Convergence to equilibrium. Recall that the main goal of this paper is to provide necessary
and sufficient geometric conditions to ensure P1 and P1’. In the case of the torus, these results can be
formulated as follows.
We first give a general characterization of convergence to some equilibrium.
Theorem 2.1. The following statements are equivalent.
(1) The set ω satisfies the a.e.i.t. GCC with respect to H.
(2) For all f0 ∈ L2, there exists a stationary solution Pf0 of (1.1) such that
‖f(t)− Pf0‖L2 →t→+∞ 0,
where f(t) is the solution of (1.1) with initial datum f0.
Theorem 2.1 is actually a weak version of Theorem 5.1, which is our main result in this direction. If (1)
or (2) holds, we can actually describe precisely the stationary solution Pf0. This involves the equivalence
classes of another equivalence relation, which is related to m (see Definition 3.1 and Lemma 3.1): we
refer to the statement of Theorem 5.1. In particular, in several cases, the stationary solution Pf0 is not
the Maxwellian equilibrium
(2.7)
(∫
Td×Rd
f0 dv dx
)
e−V (x)∫
Td e
−V dx
M(v).
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As a matter of fact, we will see that the dimension of the vector space of stationary solutions is equal to
the number of equivalence classes for m. An explicit example of collision kernel for which this is relevant
is given in Section 6.2.
Among all possible stationary solutions of the linear Boltzmann equation, the Maxwellian equilib-
rium (2.7) of course particularly stands out. In the next theorem (which is actually a particular case
of Theorem 5.1), we characterize the situation for which the stationary solution ultimately reached is
precisely the projection to the Maxwellian.
Theorem 2.2. The following statements are equivalent.
(i.) The set ω satisfies the Unique Continuation Property.
(ii.) The set ω satisfies the a.e.i.t. GCC and there exists one and only one equivalence class for m.
(iii.) For all f0 ∈ L2(Td × Rd), denote by f(t) the unique solution to (1.1) with initial datum f0. We
have
(2.8)
∥∥∥∥f(t)− (∫
Td×Rd
f0 dv dx
)
e−V∫
Td e
−V dx
M
∥∥∥∥
L2
→t→+∞ 0.
As already mentioned in the introduction, our proofs are inspired by ideas which originate from control
theory. For the sake of brevity, we shall not give a detailed explanation of the proof of these results in this
introduction. Nevertheless, we would like to comment on an important aspect of the proof of (i.) implies
(iii.) in Theorem 2.2. Our approach is based on the fact that the square of the L2 norm of a solution f(t)
of (1.1), which we shall sometimes refer to as the energy, is damped via an explicit dissipation identity,
see Lemma 4.1:
(2.9) for all t ≥ 0, d
dt
‖f(t)‖2L2 = −D(f),
with D(f) ≥ 0, which we shall call the dissipation term.
The idea of the proof is to assume by contradiction that there exists an initial condition g0 in L2, with
zero mean, such that the associated solution g(t) to (1.1) does not decay to 0. This yields the existence
of ε > 0 and of a sequence of times (tn)n≥0 going to +∞ such that ‖g(tn)‖L2 ≥ ε.
We then study the sequence of shifted functions hn(t) := g(t + tn). This is the core of our analysis,
which basically consists in a uniqueness-compactness argument. We study the weak limit of hn and
show, using the identity (2.9) and the unique continuation property, that it is necessarily trivial. Then,
we consider the associated sequence of defect measures and prove that it is also necessarily trivial, yielding
a contradiction.
A difficulty in the analysis comes from the fact that in general, the dissipation term does not control
neither the L2 distance to the projection on the set of stationary solutions, nor the L2 norm of the
collision operator. However, what holds true is the weak coercivity property
(2.10) for f ∈ L2, D(f) = 0 =⇒ C(f) = 0,
see Lemma 4.2. This turns out to be sufficient for our needs. Denoting by
(2.11) A := T + C,
the linear Boltzmann operator, where Tf = (v · ∇x − ∇xV · ∇v)f and C is the collision operator, the
property (2.10) together with the skew-adjointness of T then implies that Ker(A) = Ker(T ) ∩ Ker(C).
This precise structure, together with the equivalence relation m, allows to identify Ker(A), i.e. the space
of stationary solutions of (1.1).
Besides, when studying defect measures, the analysis relies on another peculiar structure of (1.1),
which is, loosely speaking, made of a propagative and dissipative part (transport and the loss term)
and a relatively compact part (the gain term). That the gain term is relatively compact is proved via
averaging lemmas (see Appendix B and the references therein).
2.3. Exponential convergence to equilibrium. For what concerns exponential convergence, we need
to introduce a technical assumption, which is slightly stronger than A3:
A3’. Assume that there exists a continuous function ϕ(x, v) := Θ ◦H(x, v) with Θ : R→ [1,+∞), such
that for all (x, v) ∈ Td × Rd, we have ∫
Rd
k(x, v, v′) dv′ ≤ ϕ(x, v),
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and
sup
x∈Td
∫
Rd×Rd
k2(x, v′, v)
M(v′)
M(v)
(
ϕ(x, v)
ϕ(x, v′)
− 1
)2
dvdv′ < +∞.
This assumption is for instance satisfied in the standard case where k˜ has a polynomial growth in the
variables v and v′ (taking for example Θ(t) = λ exp( 14 t) and λ > 0 large enough).
We have the following criterion, assuming that A3’ is satisfied in addition to A1–A3.
Theorem 2.3 (Exponential convergence to equilibrium). Assume that the collision kernel satisfies A3’.
The following statements are equivalent:
(a.) C−(∞) > 0.
(b.) There exist C > 0, γ > 0 such that for any f0 ∈ L2(Td × Rd), the unique solution to (1.1) with
initial datum f0 satisfies for all t ≥ 0,
(2.12)
∥∥∥∥f(t)− (∫
Td×Rd
f0 dv dx
)
e−V∫
Td e
−V dx
M
∥∥∥∥
L2
≤ Ce−γt
∥∥∥∥f0 − (∫
Td×Rd
f0 dv dx
)
e−V∫
Td e
−V dx
M
∥∥∥∥
L2
.
(c.) There exists C > 0, γ > 0 such that for any f0 ∈ L2(Td × Rd), there exists a stationary solution
Pf0 of (1.1) such that the unique solution to (1.1) with initial datum f0 satisfies for all t ≥ 0,
(2.13) ‖f(t)− Pf0‖L2 ≤ Ce−γt ‖f0 − Pf0‖L2 .
Remark 2.3. If we do not assume that A3’ is satisfied, then we still have that (a.) implies (b.) and
(c.).
If C−(∞) > 0, note in particular that the Geometric Control Condition of Definition 2.3 is satisfied.
One interesting consequence of Theorem 2.3 is a rigidity property of the Maxwellian equilibrium
with respect to exponential convergence: loosely speaking, given a linear Boltzmann equation with a
collision kernel satisfying A1-A2-A3-A3’, if (c.) holds, then the stationary solution ultimately reached
is necessarily the projection of the initial datum on the Maxwellian equilibrium.
As an immediate consequence of Theorem 2.3, we deduce the following result.
Corollary 2.1. Assume that there is x ∈ Td such that ∇V (x) = 0 and ∫ k(x, 0, v′) dv′ = 0. Then
C−(∞) = 0 and there is no uniform exponential rate of convergence to equilibrium.
In particular we get in the free transport case:
Corollary 2.2. Assume that V = 0 and that px(ω) 6= Td, where
(2.14) px(ω) = {x ∈ Td, there exists v ∈ Rd such that (x, v) ∈ ω}
denotes the projection on the space of positions. Then there is no uniform exponential rate of convergence
to equilibrium.
The proof of Theorem 2.3 is as well inspired by ideas coming from control theory. The proof of
(a.) =⇒ (b.) relies on the following facts.
• By (2.9), the exponential decay (i.e. (ii.) in Theorem 2.3) can be rephrased as a certain observ-
ability inequality relating the dissipation and the energy at time 0, see Lemma A.1: there exist
K,T > 0 such that for all f0 ∈ L2(Td × Rd) with zero mean,
K
∫ T
0
D(f) dt ≥ ‖f0‖2L2 ,
where f is the solution of (1.1) with initial datum f0.
• This inequality is proved using a contradiction argument, following Lebeau [32], which also
consists in a uniqueness-compactness argument. The analysis follows the same lines as those of
(i.) implies (iii.) in the proof of Theorem 2.2. In particular, it also relies on the weak coercivity
property (2.10). The main difference is that we need to use here the fact that the Lebeau constant
is positive in order to show that the sequence of defect measures becomes trivial at the limit,
yielding a contradiction.
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For what concerns (b.) =⇒ (a.), the idea is to contradict the observability condition: we construct
a sequence of initial conditions in L2(Td × Rd) for (1.1), which concentrate to a trapped ray (whose
existence is guaranteed by the cancellation of the Lebeau constant). Loosely speaking, this corresponds
to a geometric optics type construction. In order to justify this procedure, we need that the collision
kernel satisfies A3’. Finally, we mention that the proof of (c.) =⇒ (a.) is similar but relies on an
additional argument based on the precise version of Theorem 2.1.
Remarks 2.1. (1) As for the damped wave equation [37, 4, 32, 31], the study of asymptotic decay
rates relies on “phase space” analysis. However, as opposed to the wave equation, the Boltzmann
equation is directly set on the phase space. As a consequence, the study of associated propagation
and damping phenomena only uses “local” analysis, whereas that of the wave equation (see [37,
4, 32, 31]) requires the use of microlocal analysis.
(2) One technical difficulty here is to handle the lack of compactness of the phase space Td × Rd in
the variable v. It is also possible to consider the equations on a compact phase space. In this
case, all our proofs apply, sometimes with significant simplifications. We refer to Section 14.
2.4. Organization of the paper. Part 1 is mainly dedicated to the proof of Theorems 2.1, 2.2 and 2.3.
In Section 4, we give some preliminaries in the analysis; in Section 4.1, we start by proving the dissipation
identity and recalling the classical well-posedness result for (1.1), while Section 4.2 is dedicated to a
detailed study of the kernel of the collision operator, which leads to the weak coercivity property (2.10).
Section 5 is mainly devoted to the proofs of Theorems 2.2 and 2.1; in Section 5.1, we start by proving
Theorem 2.2. Then, in Section 5.2, we state and prove Theorem 5.1, which is the precise version of
Theorem 2.1. Section 6 is dedicated to the application of these results to some particular classes of
collision kernels. In Section 7, we prove Theorem 2.3. Finally in Section 8, we briefly revisit the recent
work of Bernard and Salvarani [5] in our framework, in order to give some abstract lower bounds on the
convergence rate when C−(∞) = 0.
Part 2 is dedicated to the case of specular reflection in a bounded and piecewise C1 domain of Rd. In
Section 9, we state preliminary definitions and results in this setting (including the geometric definitions
and well-posedness). Then in Section 10, we state and sketch the proof of the exact analogues of Theorems
2.2 and 5.1, see Theorems 10.1 and 10.2. In Section 11, we study exponential convergence to equilibrium.
For a more restrictive class of collision kernels (namely E2 with an additional L∞ bound) and under a
technical regularity assumption on px(ω) near ∂Ω (here px denotes the projection on Ω defined in (2.14);
the technical assumption is automatically satisfied when px(ω) ⊂ Ω), we prove in Theorem 11.1 the
analogue of Theorem 2.3 (a.) =⇒ (b.). This technical assumption, as well as the fact that we do not
prove the analogue of Theorem 2.3, (b.) =⇒ (a.), is due to the lack of compactness up to the boundary
of Ω in averaging lemmas. We are nevertheless able to overcome this difficulty for proving (a.) =⇒ (b.),
by adapting an argument of Guo [26]. The fact that the collision kernel belongs to the class E2 allows us
to obtain a control of the distance of a solution to its projection on Maxwellians, see Lemma 11.1. This
is a quantitative coercivity estimate which is much stronger than the weak coercivity property (2.10)
we use in torus case. Finally, in Section 12, we give some remarks on some other possible boundary
conditions.
In Part 3, we adapt our analysis in order to handle other geometric situations. In Section 13, we deal
with the case of a general compact Riemannian manifold (without boundary): we first explain how to
express the linear Boltzmann equation in this setting and generalize Theorems 5.1 and 2.3 to this context.
We provide to this end a version of averaging lemmas for kinetic transport equations on a manifold, see
Lemma 13.1. Finally, in Section 14, we explain very shortly how to adapt all these results to the case of
compact phase spaces.
This paper ends with five appendices. In Appendix A, we give the equivalence between exponential
decay and the observability inequality, used crucially in the proof of Theorem 2.3. In Appendix B, we give
a reminder about classical averaging Lemmas and adapt them to our purposes. In Appendix C, we provide
reformulations of some geometric properties. In Appendix D, we provide the proof of Proposition 3.2,
which relates the two equivalence relations, which are key notions in our analysis. In Appendix E, to
stress the robustness of our methods, we explain how the results of Part 1 of this paper concerning large
time behavior can be adapted to other Boltzmann-like equations (e.g. relativistic Boltzmann equation
or general linearized BGK equation).
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3. Remarks and Examples
In this section, we provide several comments on the different geometric definitions introduced in
Sections 2.1.1 and 2.1.2.
3.1. About a.e.i.t. GCC in the torus. A first natural question is to understand the a.e.i.t. GCC in
the usual situation of free transport (i.e. V = 0), when ω, i.e. the set where collisions are effective, is
of the simple form ωx × Rd. We prove that this condition is satisfied for any nonempty ωx ⊂ Td. We
also prove that this situation is very particular, and unstable with respect to small perturbations of the
potential.
Proposition 3.1. Suppose that V = 0 and that ω = ωx × Rd, where ωx is a non-empty open subset of
Td. Then (i.)− (ii.)− (iii.) in Theorem 2.2 hold.
Such a result is in particular relevant for the study of the linearized BGK equation (class E1’).
Proposition 3.1 shows that there is convergence to the Maxwellian (2.7) equilibrium as soon as σ 6= 0.
On the other hand, ω being fixed, we give an example of dynamics (i.e. exhibit a potential V ) for
which the a.e.i.t. GCC fails. More precisely, we prove that this property is very unstable with respect to
small perturbations of the potential: for ω = ωx×Rd 6= Td×Rd there exist arbitrary small potentials (in
any Ck-norm) such that ω does not satisfy a.e.i.t. GCC for the associated Hamiltonian. This illustrates
the fact that the free transport on the torus is a very uncommon situation.
Proposition 3.2. Assume that px(ω) 6= Td, where px(ω) denotes the projection of ω on Td defined
in (2.14). Then there exists a potential V ∈ C∞(Td) such that for any ε > 0, ω does not satisfy a.e.i.t.
GCC for the Hamiltonian Hε(x, v) =
|v|2
2 + εV (x).
The proof of Proposition 3.1 and Proposition 3.2 are given respectively in Section 6.3 and Appendix D.
3.2. The equivalence relation on CC
(⋃
t≥0 φ−t(ω)
)
. We define here another key equivalence relation
∼ on the set of connected components of ⋃s∈R+ φ−s(ω). We then explain the link between the two
equivalence relations ∼ on CC
(⋃
t≥0 φ−t(ω)
)
and m on CC(ω).
Definition 3.1. Given Ω1,Ω2 two connected components of
⋃
s∈R+ φ−s(ω), we say that Ω1 ∼ Ω2 if there
is N ∈ N and N connected components (Ωi)1≤i≤N of
⋃
s∈R+ φ−s(ω) such that
• we have Ω1Rφ Ω(1) or Ω1Rk Ω(1),
• for all 1 ≤ i ≤ N − 1, we have Ω(i)Rφ Ω(i+1) or Ω(i)Rk Ω(i+1),
• we have Ω(N)Rφ Ω2 or Ω(N)Rk Ω2.
The relation ∼ is an equivalence relation on the set of CC (⋃s∈R+ φ−s(ω)) of connected components of⋃
s∈R+ φ−s(ω). For Ω1 ∈ CC
(⋃
s∈R+ φ−s(ω)
)
, we denote its equivalence class for ∼ by [Ω1].
Remark 3.1. Observe that the two equivalence relations m and ∼ are defined the same way, except that
m is considered as a relation on CC(ω) and ∼ on CC(⋃s∈R+ φ−s(ω)). Note also that if the phase space
is without boundary, in the definition of ∼ above, one can omit that Ω(i)Rφ Ω(i+1) and require only
Ω1Rk Ω(1), for all 1 ≤ i ≤ N − 1, Ω(i)Rk Ω(i+1), and Ω(N)Rk Ω2.
However, this precise Definition 3.1 will be useful when considering the case of a boundary value problem
for which the associated flow φt is no longer continuous in time.
The following lemma gives the link between the two equivalence relations. We define the function
Ψ : CC(ω) → CC
(⋃
s∈R+ φ−s(ω)
)
ω0 7→ Ω0, such that ω0 ⊂ Ω0.
The application Ψ maps ω0 ∈ CC(ω) to the connected component Ω0 of
⋃
s∈R+ φ−s(ω) containing ω0.
Lemma 3.1. Given ω1, ω2 ∈ CC(ω), we have ω1 m ω2 if and only if Ψ(ω1) ∼ Ψ(ω2). As a consequence,
Ψ goes to the quotient defining a bijection Ψ˜ between the equivalence classes of m and ∼:
Ψ˜ : CC(ω)/ m → CC
(⋃
s∈R+ φ−s(ω)
)
/ ∼ .
In particular, the number of equivalence classes for m in CC(ω) and for ∼ in CC
(⋃
s∈R+ φ−s(ω)
)
are
equal.
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The proof of Lemma 3.1 is given in Appendix C.1. As a consequence of this lemma, all the results of
this paper (together with their proofs) can be formulated with m or with ∼ equivalently.
3.3. Comparing C−(∞) > 0 and GCC. The statement that C−(∞) > 0 is in general stronger to
the fact that ω satisfies the Geometric Control Condition with respect to the hamiltonian H(x, v) =
|v|2
2 + V (x). This is due to the the non-compactness of the phase space T
d × Rd.
Assume for instance that V = 0 so that φt(x, v) = (x+tv, v): the characteristic curves are straight lines
and the velocity component v is preserved by the flow. Take k(x, v′, v) > 0 on the whole Td×Rd×Rd. In
this situation, ω = Td ×Rd and so, it satisfies automatically GCC in any positive time. Assume further
that k does not depend on the space variable, i.e. k(x, v′, v) = k(v′, v) and that there exists a sequence
(vn) such that
∫
Rd k(vn, v
′)dv′ → 0. Then, we have (∫Rd k(·, v′)dv′) ◦ φt(x, v) = ∫Rd k(v, v′)dv′ (as the
flow preserves v) and hence, for any n ∈ N, we have C−(∞) ≤ ∫Rd k(vn, v′)dv′. This yields C−(∞) = 0
although ω satisfies GCC. As an explicit example, one can take k(x, v′, v) =M(v′)M(v)2.
Note finally that if
∫
Rd k(x, v, v
′)dv′ is uniformly bounded from below at infinity (i.e. there exists
C,R > 0 such that
∫
Rd k(x, v, v
′)dv′ ≥ C for all (x, v) ∈ Td × B(0, R)c), then C−(∞) > 0 and GCC
become equivalent.
The next paragraph shows that our result is indeed more general.
3.4. Example of exponential convergence without a bound from below at infinity. Here, we
produce a simple example of dynamics and collision kernel such that C−(∞) > 0, but neither k˜ nor∫
Rd k(x, v, v
′)dv′ are uniformly bounded from below at infinity.
For this, assume (x, v) ∈ T × R and take V = 0, so that φt(x, v) = (x + tv, v). We identify T
to [−1/2, 1/2) with periodic boundary conditions. Define α ∈ C0(T;R+) with support contained in
(−1/3, 1/3) and satisfying α = 1 on [−1/4, 1/4] and ψ ∈ C0(R;R+) such that ψ(v) →|v|→+∞ 0 and
ψ = 1 on [−2, 2]. Consider the collision kernel in the class E1
k(x, v, v′) = k˜(x, v, v′)M(v′), k˜(x, v, v′) = [α(x) + ψ(v)ψ(v′)] .
We first readily check that k˜ > 0 on Td × Rd × Rd and hence ω = T × R. We also remark that for any
R > 0,
inf
(x,v,v′)∈Td×B(0,R)c×B(0,R)c
k˜(x, v, v′) = 0, and inf
(x,v)∈Td×B(0,R)c
∫
Rd
k(x, v, v′)dv′ = 0.
Nevertheless, we can prove that C−(∞) ≥ C−(1) > 0, and thus, by Theorem 2.3, there is exponential
convergence to the Maxwellian equilibrium. We set β :=
∫
Rd ψ(v
′)M(v′) dv′ > 0 and take (x, v) ∈ T×R.
• If v ∈ [−2, 2], then we have∫ 1
0
∫
Rd
k(φt(x, v), v
′) dv′ dt ≥ β
∫ 1
0
ψ(v) dt = β > 0.
• If v /∈ [−2, 2], then, denoting by bvc the integer part of v, we have∫ 1
0
∫
Rd
k(φt(x, v), v
′) dv′ dt ≥
∫ 1
0
α(x+ tv) dt ≥
∫ bvc
|v|
0
α(x+ tv) dt ≥ 1
2
bvc
|v| ≥
1
4
.
This proves that C−(1) > 0 and thus C−(∞) > 0.
Acknowledgments. We wish to thank Diogo Arsénio for several interesting and stimulating discussions
related to this work.
Part 1. Large time behavior of the linear Boltzmann equation on the torus
Throughout this section, Ω = Td.
4. Preliminary results
4.1. Well-posedness and dissipation. For readability, we shall sometimes denote
C(f) := C(x, v, f) =
∫
Rd
[k(x, v′, v)f(v′)− k(x, v, v′)f(v)] dv′.
The following dissipation identity holds for solutions to (1.1).
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Lemma 4.1. Let k be collision kernel satisfying A1–A3. Let f ∈ C0(R;L2) be a solution to (1.1). The
following identity holds, for all t ∈ R:
(4.1)
d
dt
‖f(t)‖2L2 = −D(f),
where
D(f) = −2〈C(f), f〉L2
=
1
2
∫
Td
eV
∫
Rd
∫
Rd
(
k(x, v′, v)
M(v) +
k(x, v, v′)
M(v′)
)
M(v)M(v′)
(
f(t, x, v)
M(v) −
f(t, x, v′)
M(v′)
)2
dv′ dv dx.(4.2)
The term D(f) will often be referred to as the dissipation term in the following. The proof is rather
classical and follows [17].
Proof of Lemma 4.1. Multiply (1.1) by f e
V
M(v) and integrate with respect to x and v. This yields
1
2
d
dt
‖f(t)‖2L2 +
∫
Td×Rd
(v · ∇xf −∇xV · ∇vf) f e
V
M(v) dv dx =
∫
Td
eV
∫
Rd
C(f)
f
M dv dx.
On the one hand, the contribution of the transport term vanishes∫
Td×Rd
(v · ∇xf −∇xV · ∇vf) f e
V
M(v) dv dx =
1
2
∫
Td×Rd
(v · ∇x −∇xV · ∇v) |f |2 e
V
M(v) dv dx
= −1
2
∫
Td×Rd
|f |2 (v · ∇x −∇xV · ∇v) e
V
M(v) dv dx
= 0,
since (v · ∇x −∇xV · ∇v) eVM(v) = 0. On the other hand, following [17], we have for any x ∈ Td the
identity∫
Rd
C(x, v, f)
f
M dv =
∫
Rd
∫
Rd
[k(x, v′, v)f(v′)− k(x, v, v′)f(v)] dv′ f(v)M(v) dv
=
∫
Rd
∫
Rd
k(x, v′, v)f(v′)
f(v)
M(v) dv
′ dv −
∫
Rd
∫
Rd
k(x, v, v′)
|f(v)|2
M(v) dv
′ dv.(4.3)
Symmetrizing the first term in the right hand-side of (4.3) yields∫
Rd
∫
Rd
k(x, v′, v)f(v′)
f(v)
M(v) dv
′ dv =
1
2
∫
Rd
∫
Rd
k(x, v′, v)f(v′)
f(v)
M(v) dv
′ dv +
1
2
∫
Rd
∫
Rd
k(x, v, v′)f(v)
f(v′)
M(v′) dv
′ dv.
Concerning the second term in the right hand-side of (4.3), we use (1.4) to obtain
−
∫
Rd
∫
Rd
k(x, v, v′)
|f(v)|2
M(v) dv
′ dv
= −1
2
∫
Rd
∫
Rd
k(x, v, v′)
|f(v)|2
M(v) dv
′ dv − 1
2
∫
Rd
∫
Rd
k(x, v, v′)M(v) |f(v)|
2
M(v)2 dv
′ dv
= −1
2
∫
Rd
∫
Rd
k(x, v, v′)
|f(v)|2
M(v) dv
′ dv − 1
2
∫
Rd
∫
Rd
k(x, v′, v)M(v′) |f(v)|
2
M(v)2 dv
′ dv
= −1
4
∫
Rd
∫
Rd
k(x, v, v′)
|f(v)|2
M(v) dv
′ dv − 1
4
∫
Rd
∫
Rd
k(x, v′, v)
|f(v′)|2
M(v′) dv
′ dv
− 1
4
∫
Rd
∫
Rd
k(x, v′, v)M(v′) |f(v)|
2
M(v)2 dv
′ dv − 1
4
∫
Rd
∫
Rd
k(x, v, v′)M(v) |f(v
′)|2
M(v′)2 dv
′ dv.
Combining the last two identities, we can now collect together the terms with k(x, v′, v) (resp. k(x, v, v′))
and rewrite the right hand-side of (4.3) as a sum of two squares. Namely, this provides∫
Rd
C(x, v, f)
f
M dv = −
1
4
∫
Rd
∫
Rd
(
k(x, v′, v)
M(v) +
k(x, v, v′)
M(v′)
)
M(v)M(v′)
(
f(v)
M(v) −
f(v′)
M(v′)
)2
dv′ dv.
This yields (4.1) and concludes the proof of the Lemma. 
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We have the following standard well-posedness result for the linear Boltzmann equation (1.1).
Proposition 4.1 (Well-posedness of the linear Boltzmann equation). Assume that f0 ∈ L2. Then there
exists a unique f ∈ C0(R;L2) solution of (1.1) satisfying f |t=0 = f0, and we have
(4.4) for all t ≥ 0, d
dt
‖f(t)‖2L2 = −D(f(t)),
where D(f) is defined in (4.2). If moreover f0 ≥ 0 a.e., then for all t ∈ R we have f(t, ·, ·) ≥ 0 a.e.
(Maximum principle).
Proof of Proposition 4.1. We denote
(A0f)(x, v) = (v · ∇x −∇xV · ∇v)f(x, v) +
(∫
Rd
k(x, v, v′) dv′
)
f(x, v),
(Kf)(x, v) = −
∫
Rd
k(x, v′, v)f(x, v′) dv′,
Af = A0f +Kf
with domain
D(A) = D(A0) =
{
f ∈ L2, (v · ∇x −∇xV · ∇v)f ∈ L2,
(∫
Rd
k(·, v′) dv′
)
f ∈ L2
}
.
The operator A0 generates a strongly continuous group on L2 given by
(4.5) e−tA0u = exp
(
−
∫ t
0
∫
Rd
k(φ−(t−s)(x, v), v′) dv′ ds
)
u ◦ φ−t,
where φs(x, v) = (Xs(x, v),Ξs(x, v)) denotes the hamiltonian flow of Definition 2.2.
On the other hand, the Cauchy-Schwarz inequality yields
‖Kf‖2L2 ≤
∫
Td×Rd
eV (x)
M(v)
(∫
Rd
k(x, v′, v)2M(v′)dv′
)(∫
Rd
f(x, v′)2
M(v′) dv
′
)
dx dv
≤
(
sup
x∈Td
∫
Rd
∫
Rd
k2(x, v′, v)
M(v′)
M(v) dv
′ dv
)
‖f‖2L2
The operator K is hence bounded in L2, with
‖K‖L2→L2 ≤
(
sup
x∈Td
∫
Rd
∫
Rd
k2(x, v′, v)
M(v′)
M(v) dv
′ dv
) 1
2
,
which is finite by A3.
According to [36, Chapter 3, Theorem 1.1], this implies the well-posedness of the Cauchy problem
associated to (1.1).
For the maximum principle, we recall that we have the classical representation formula:
f =
+∞∑
n=0
Kn(e−tA0f0),
where
Kg =
∫ t
0
(∫
Rd
[k(X−(t−s)(x, v), v′,Ξ−(t−s)(x, v))g(s,X−(t−s)(x, v), v′) dv′
)
× exp
(
−
∫ t
s
(∫
Rd
k(φ−(t−u)(x, v), v′) dv′
)
du
)
ds.
Recall that k ≥ 0. If f0 ≥ 0 a.e., one can observe from (4.5) that for all t ≥ 0, e−tA0f0 ≥ 0 a.e., and for
all n ∈ N, Kn(e−tA0f0) ≥ 0 a.e.. This concludes the proof.

A useful consequence of the maximum principle, of the linearity of the equation, and of Assumption
A2 is the following statement. If f0 ∈ L2∩L∞, then the unique solution of (1.1) starting from f |t=0 = f0,
satisfies
(4.6) sup
t≥0
‖f(t)‖L∞ ≤ ‖f0‖L∞ .
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4.2. Weak coercivity. In this section, we describe some properties of the collision kernel C and as-
sociated dissipation D. In several proofs of the paper, we shall need to exploit some local coercivity
properties of the dissipation. In particular, we would like to have the weak coercivity property
(4.7) ∀f ∈ L2, D(f) = 0 =⇒ C(f) = 0
(and thus, D(f) = 0 is equivalent to C(f) = 0). A difficulty comes from the fact that in general the
dissipation term does not control neither the L2 distance to the projection on the set of stationary
solutions, nor the L2 norm of the collision operator.
The main result is the following lemma.
Lemma 4.2. Let k be a collision kernel satisfying A1–A3. Let T ∈ (0,+∞] and denote ω = ∪i∈Iωi the
partition of ω in connected components. Then, the following three properties are equivalent
(1) f ∈ C0(0, T ;L2) satisfies C(f(t)) = 0 for all t ∈ [0, T ].
(2) f ∈ C0(0, T ;L2) satisfies D(f(t)) = 0 for all t ∈ [0, T ].
(3) • for all i ∈ I, we have f(t, x, v) = ρi(t, x)M(v) on [0, T ]× ωi;
• for i, j ∈ I and x ∈ Td, we have: ωi(x)Rxk ωj(x) =⇒ ρi(t, x) = ρj(t, x) for all t ∈ [0, T ].
This lemma only states properties of the collision kernel. As such, it is not concerned with the time
dependence, that we shall drop in the proof.
Proof of Lemma 4.2. By definition, we have D(f) = 〈C(f), f〉L2 so that (1) =⇒ (2).
Then, from D(f) = 0, Equation (4.2) implies that
(4.8)
f(x, v)
M(v) =
f(x, v′)
M(v′) almost everywhere in S := {(x, v, v
′), k(x, v′, v) + k(x, v′, v) > 0},
Let (x, v) ∈ ω. Thus, there exists v′ ∈ Rd such that (x, v, v′) ∈ S. By continuity of k, there exists a
neighborhood U of (x, v) such that for all (y, w) ∈ U , we have (y, w, v′) ∈ S. Thus, for all (y, w) ∈ U ,
we have
f(y, w)
M(w) =
f(y, v′)
M(v′)
that is to say that locally, (y, w) 7→ f(y,w)M(w) is function of y only. Therefore, for all i ∈ I, there is a function
ρi such that
f(x,v)
M(v) = ρi(x) on ωi.
Furthermore, take i, j ∈ I and x ∈ Td such that ωi(x)Rxk ωj(x). There exists vi, vj ∈ Rd × Rd
such that (x, vi) ∈ ωi, (x, vj) ∈ ωj , and (x, vi, vj) ∈ S. It then follows from (4.8) and f(x,vi)M(vi) = ρi(x),
f(x,vj)
M(vj) = ρj(x) that ρi(x) = ρj(x). This concludes the proof of (2) =⇒ (3).
Finally, let us check that a function satisfying the two assumptions of (3) cancels the collision operator,
i.e. that for all x, v, we have C(x, v, f) = 0.
Let (x, v) ∈ ω (if (x, v) /∈ ω, then C(x, v, f) = 0). Let i ∈ I such that (x, v) ∈ ωi. We have
C(x, v, f) =
∫
k˜(x, v′, v)f(x, v′) dv′M(v)−
∫
k˜(x, v, v′)M(v′) dv′f(x, v)
=
∫
k˜(x, v′, v)f(x, v′) dv′M(v)−
∫
k˜(x, v, v′)M(v′) dv′ρi(x)M(v)
=
∑
j∈Ji
∫
k˜(x, v′, v)1ωj (x, v
′)f(x, v′) dv′M(v)−
∫
k˜(x, v, v′)M(v′) dv′ρi(x)M(v)
=
∑
j∈Ji
∫
k˜(x, v′, v)1ωj (x, v
′)M(v′) dv′ρj(x)M(v)−
∫
k˜(x, v, v′)M(v′) dv′ρi(x)M(v),
where Ji is the largest subset of I such that for all j ∈ Ji, there exists v′ ∈ Rd such that (x, v′) ∈ ωj and
k˜(x, v′, v) > 0. According to the second property satisfied by f , for all j ∈ Ji,
ρj(x) = ρi(x),
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and thus we deduce
C(x, v, f) =
∑
j∈Ji
∫
k˜(x, v′, v)1ωj (x, v
′)M(v′) dv′ρi(x)M(v)−
∫
k˜(x, v, v′)M(v′) dv′ρi(x)M(v)
=
(∫
k˜(x, v′, v)M(v′) dv′ −
∫
k˜(x, v, v′)M(v′) dv′
)
ρi(x)M(v)
= 0.
The last line comes from the fact that k satisfies A2. This concludes the proof of (3) =⇒ (1). 
Remark 4.1. Another benefit of Lemma 4.2 is that it allows to rephrase the Unique Continuation
Property, in a slightly more explicit way.
Denote ω = ∪i∈Iωi the partition of ω in connected components. The set ω satisfies the Unique
Continuation Property if and only if the following holds. The only solution f ∈ C0(R;L2) to
∂tf + v · ∇xf −∇xV · ∇vf = 0,
satisfying the following properties
• for all i ∈ I, f(t, x, v) = ρi(t, x)M(v) on [0, T ]× ωi;
• for i, j ∈ I and x ∈ Td, ωi(x)Rxk ωj(x) =⇒ ρi(t, x) = ρj(t, x) for all t ∈ [0, T ],
is f =
(∫
Td×Rd f dv dx
)
e−V∫
Td e
−V dxM(v).
Remark 4.2. If k˜ is bounded in L∞ (but only in this case), we can actually prove that the dissipation
controls the norm of a “symmetrized” collision operator. To state and prove such a result, we introduce
the symmetrized collision kernel
(4.9) k(x, v′, v) :=
k˜(x, v′, v) + k˜(x, v, v′)
2
, k∗(x, v′, v) := k(x, v′, v)M(v).
Note in particular that k(x, v′, v) ∈ L∞(Td × Rd × Rd) if k˜ ∈ L∞(Td × Rd × Rd).
We also introduce the associated collision operator
(4.10) C(f) :=
∫
Rd
[k∗(x, v′, v)f(v′)− k∗(x, v, v′))f(v)] dv′.
Note that we have C(f) = C(f) if and only if k(x, v′, v) = k˜(x, v′, v), i.e. if k˜(x, v′, v) is symmetric
with respect to v and v′ (this corresponds to the class E1).
Lemma 4.3. Let k be a collision kernel satisfying A1–A2, and such that k˜ ∈ L∞. For any f ∈ L2, we
have
(4.11) ‖k‖L∞D(f) ≥ ‖C(f)‖2L2 ,
Proof of Lemma 4.3. According to the definition of the dissipation (4.2) and the symmetry of k, we have
D(f) ≥
∫
Td
eV
∫
Rd
∫
Rd
k(x, v′, v)MM′
(
f
M −
f ′
M′
)2
dv′ dv dx,
and hence
‖k‖L∞D(f) ≥
∫
Td
eV
∫
Rd
∫
Rd
k
2
(x, v′, v)MM′
(
f
M −
f ′
M′
)2
dv′ dv dx.
By Jensen’s inequality it follows that
‖k‖L∞D(f) ≥
∫
Td
eV
∫
Rd
M(v)
(∫
Rd
k(x, v′, v)M(v′)
(
f(v)
M(v) −
f(v′)
M(v′)
)
dv′
)2
dv dx
=
∫
Td
eV
∫
Rd
1
M(v)C(f)
2 dv dx
= ‖C(f)‖2L2 ,
where we again used the symmetry of k. This concludes the proof of the lemma. 
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5. Characterization of convergence to equilibrium
In this Section, we shall first give a proof of Theorem 2.2; then we will provide a proof of Theorem 2.1,
which will be a consequence of our main result in this direction, namely Theorem 5.1.
We start with a technical lemma concerning the evolution under the flow of the connected components
of
⋃
s∈R+ φ−s(ω).
Lemma 5.1. Set Ω˜ =
⋃
s∈R+ φ−s(ω) and denote by (Ωi)i∈I the partition of Ω˜ in connected components,
and A = Td × Rd \ Ω˜. Then we have for all t ≥ 0, for all i ∈ I,
(5.1) φ−t(Ω˜) ⊂ Ω˜, φt(A) ⊂ A, φ−t(Ωi) ⊂ Ωi.
If moreover ω satisfies a.e.i.t. GCC (i.e. A has zero Lebesgue measure), then for all i ∈ I, for all t ∈ R,
(5.2) φt(Ωi) = Ωi almost everywhere.
Proof of Lemma 5.1. First, we just remark that for all t ≥ 0, we have φ−t(Ω˜) =
⋃
s∈R+ φ−t−s(ω) ⊂ Ω˜.
Taking the complement of this inclusion yields for t ≥ 0, φt(A) ⊂ A.
Let us now fix i ∈ I and prove that
(5.3) for all t ≥ 0, φ−t(Ωi) ⊂ Ωi.
Take (x, v) ∈ Ωi and t > 0. If φ−t(x, v) /∈ Ωi, then there exists t0 ∈ (0, t] such that φ−t0(x, v) /∈ Ω˜ since
Ωi is a connected component of this set. This is in contradiction with φ−t0(Ω˜) ⊂ Ω˜. This implies (5.3).
Finally, if A has zero Lebesgue measure, then |φ−t(A)| = 0 as well. As a consequence, the identity
Td × Rd = φ−t(Td × Rd) = φ−t
(⋃
i∈I
Ωi ∪ A
)
=
⋃
i∈I
φ−t(Ωi) ∪ φ−t(A)
yields Td×Rd = ⋃i∈I φ−t(Ωi) almost everywhere. Since for all i ∈ I and t ≥ 0, φ−t(Ωi) ⊂ Ωi, we obtain
(still for t ≥ 0) φ−t(Ωi) = Ωi almost everywhere, from which the conclusion of the lemma follows.

Remark 5.1. Note that if V = 0 and ω satisfies the following property: (x, v) ∈ ω ⇔ (x,−v) ∈ ω, then
the inclusions in (5.1) become equalities. Hence, all sets considered in (5.1) are then invariant by φt for
all t ∈ R.
5.1. Proof of Theorem 2.2. We shall prove that (i.) =⇒ (iii.), that (iii.) =⇒ (ii.) and finally that
(ii.) =⇒ (i.).
(i.) =⇒ (iii.) We prove that the Unique Continuation Property (of Definition 2.11) implies the decay.
We first prove the expected convergence for data enjoying more regularity, i.e. we prove
(5.4) for all f0 ∈ L2 ∩ L∞,
∥∥∥∥f(t)− ∫
Td×Rd
f0 dv dx
e−V∫
Td e
−V dx
M(v)
∥∥∥∥
L2
→t→+∞ 0.
Since (1.1) is linear, g(t) := f(t) − ∫Td×Rd f0 dv dx e−V∫Td e−V dxM(v) is a solution to (1.1) with initial
datum g(0) = f(0) − ∫Td×Rd f0 dv dx e−V∫Td e−V dxM(v) ∈ L2 ∩ L∞, satisfying ∫ g(0) dv dx = 0. Therefore
proving (5.4) is equivalent to proving that ‖g(t)‖L2 → 0.
We argue by contradiction. Assume that there exists an initial datum g0 in L2∩L∞ (with
∫
g0 dv dx =
0), ε > 0 and an increasing sequence (tn)n∈N such that:
(5.5) tn ≥ en, and ‖g0‖L2 ≥ ‖g(tn)‖L2 > ε.
From this sequence, we may extract a subsequence (still denoted (tn)) satisfying
(5.6) tn+1 − tn → +∞.
According to the Maximum Principle of Proposition 4.1, we have
(5.7) for all t ≥ 0, ‖g(t)‖L∞ ≤ ‖g0‖L∞ .
We introduce the shifted function hn(t, x, v) := g(tn + t, x, v). By the time translation invariance of
(1.1), hn is still a solution to (1.1), with initial datum hn(0) = g(tn). Using (5.5), up to some extraction,
we can assume that there is α ∈ [ε, ‖g0‖L2 ] such that
(5.8) ‖hn(0)‖L2 →n→+∞ α.
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Note also that by conservation of the mass, for all n ∈ N and all t ≥ 0,
(5.9)
∫
hn(t) dvdx =
∫
g0 dvdx = 0.
Using the dissipation identity of Lemma 4.1 for g, we have:
‖g(tn+1)‖2L2 − ‖g(tn)‖2L2 = −
∫ tn+1
tn
D(g) dt,
that is (using the time translation invariance):
‖hn+1(0)‖2L2 − ‖hn(0)‖2L2 = −
∫ tn+1−tn
0
D(hn) dt.
This, together with (5.6) and (5.8), implies that for any T > 0,
(5.10)
∫ T
0
D(hn) dt→ 0.
Now, up to another extraction, since for any n ∈ N,
(5.11) for all t ≥ 0, ‖hn(t)‖L2 ≤ ‖g0‖L2 ,
we can assume that hn ⇀ h weakly in L2t,locL2. Let us now prove that h = 0. First, since hn is a solution
to (1.1), by linearity, h also satisfies (1.1).
We denote now dλ := 1[0,T ](t)
(
k(x,v′,v)
M(v) +
k(x,v,v′)
M(v′)
)
M(v)M(v′) dvdv′dxdt. Then, introducing
h˜n(t, x, v, v
′) :=
hn(t, x, v)
M(v) −
hn(t, x, v
′)
M(v′) ,
we observe that ‖h˜n‖2L2(dλ) =
∫ T
0
D(hn) dt and thus, by (5.10), we deduce that h˜n(t, x, v, v′) is uniformly
bounded in L2(dλ). Consequently, up to a another extraction, h˜n weakly converges in L2(dλ) to some
h˜. By uniqueness of the limit in the sense of distributions, we have h˜ = h(t,x,v)M(v) − h(t,x,v
′)
M(v′) .
Then, by (5.10) and weak lower semi-continuity, we deduce that for any T > 0, we have
‖D(h)‖L1(0,T ) = ‖h˜‖2L2(dλ) ≤ lim infn→+∞ ‖h˜n‖
2
L2(dλ) = lim infn→+∞ ‖D(hn)‖L1(0,T ) = 0.
Thus, by weak coercivity (see Lemma 4.2), we infer that C(h) = 0 on [0, T ], for any T > 0, and
therefore h satisfies the kinetic transport equation (2.6). Using the Unique Continuation Property (see
Definition 2.11), we deduce that
h =
(∫
h dvdx
)
eV
M .
Since hn ⇀ h weakly in L2tL2, using (5.9), we obtain in particular that for any T > 0∫ T
0
(∫
h dvdx
)
dt = 0.
Since
∫ T
0
(∫
h dvdx
)
dt = T
(∫
h(0) dvdx
)
, we deduce that
∫
h dvdx = 0 so that h = 0.
Let us now consider the sequence of defect measures νn := |hn|2, which, according to (5.11) and (5.7)
satisfies, for all n ∈ N,
for all t ≥ 0, ‖νn(t)‖L1 ≤ ‖g(0)‖2L2 , ‖νn(t)‖L∞ ≤ C0‖g(0)‖2L∞ ,
for C0 = max(x,v)∈Td×Rd e−V (x)M(v). We have that, up to another subsequence νn ⇀ ν weakly-? in
L∞t,locL∞. Let us compute the equation satisfied by ν: to this purpose, we consider (1.1) satisfied by hn
and multiply it by hn. We obtain:
(5.12)
∂tνn + v · ∇xνn −∇xV · ∇vνn
= 2
[∫
Rd
[k(x, v′, v)hn(v′)− k(x, v, v′)hn(v)] dv′
]
hn
= 2
(∫
Rd
k(x, v′, v)hn(v′) dv′
)
hn − 2
(∫
Rd
k(x, v, v′) dv′
)
νn.
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Using the averaging lemma of Corollary B.1 and the fact that hn weakly converges to 0, we deduce that
(5.13)
∫
Rd
k(x, v′, v)hn(t, x, v′) dv′ → 0
strongly in L2t,locL2. On the other hand, according to (5.11), the sequence (hn) is uniformly bounded in
L2t,locL2. We hence obtain
(5.14)
(∫
Rd
k(x, v′, v)hn(t, x, v′)dv′
)
hn → 0 strongly in L1t,locL1.
The second term, by definition of ν, weakly converges to −2 (∫Rd k(x, v, v′) dv′) ν in the sense of distri-
butions, so that ν satisfies the equation
(5.15) ∂tν + v · ∇xν −∇xV · ∇vν = −2
(∫
Rd
k(x, v, v′) dv′
)
ν.
Moreover, writing
(5.16)
(∫
Rd
k(x, v, v′) dv′
)
|hn|2 = −C(hn)hn +
(∫
Rd
k(x, v′, v)hn(t, x, v′)dv′
)
hn,
and using (5.10) together with (5.14), we deduce that
(5.17)
(∫
Rd
k(x, v, v′) dv′
)
ν = 0.
Thus, (5.15) combined with (5.17) entails that ν satisfies the kinetic transport equation
∂tν + v · ∇xν −∇xV · ∇vν = 0,
which also shows that ν ∈ C0t (L2). This, combined with the fact that ν = 0 on R+ × ω (again coming
from (5.17)) and the Unique Continuation Property, implies
ν =
(∫
ν(0) dv dx
)
e−V∫
Td e
−V dx
M(v).
According to (5.17), this means that ν = 0.
We now prove that there is no loss of mass at infinity. Let δ > 0 and R > 0. We have:∫
Td×Rd
νn(0)
eV
M1v∈Rd\B(0,R) dv dx ≤ ‖g(0)‖
2
L∞
∫
Td×Rd
M
eV
1v∈Rd\B(0,R) dv dx
≤ ‖g(0)‖2L∞
∫
Td
e−V dx
∫
|v|≥R
M(v) dv,
which is exponentially converging to zero as R→∞. This yields
(5.18) lim
R→∞
∫
Td×Rd
νn(0)
eV
M1v∈Rd\B(0,R) dv dx = 0.
Therefore, on the one hand, up to a subsequence, we can assume that νn(0) e
V
M ⇀ ν(0)
eV
M tightly inM+x,v
and thus ∫
Td×Rd
νn(0)
eV
Mdv dx→
∫
Td×Rd
ν(0)
eV
Mdv dx = 0.
On the other hand, using (5.8), we have∫
Td×Rd
νn(0)
eV
Mdv dx→ α > 0.
This yields a contradiction, and concludes the proof of (5.4).
We finally deduce (2.8) by an approximation argument. Let f0 ∈ L2 and f(t) be the solution associated
to f0. Let ε > 0. There exists f0,ε ∈ L2 ∩ L∞ such that ‖f0 − f0,ε‖L2 ≤ ε. Let fε(t) be the solution
associated to f0,ε. Since f − fε is a solution of (1.1) with initial datum f0 − f0,ε we also have for any
t ≥ 0, ‖f(t)− fε(t)‖L2 ≤ ε.
By (5.4), there exists t0 ≥ 0 such that for all t ≥ t0,∥∥∥∥fε(t)− ∫
Td×Rd
f0,ε dv dx
e−V∫
Td e
−V dx
M(v)
∥∥∥∥
L2
≤ ε.
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Thus, it follows that for all t ≥ t0,∥∥∥∥f(t)− ∫
Td×Rd
f0 dv dx
e−V∫
Td e
−V dx
M(v)
∥∥∥∥
L2
≤ ‖f(t)− fε(t)‖L2 +
∥∥∥∥fε(t)− ∫
Td×Rd
f0,ε dv dx
e−V∫
Td e
−V dx
M(v)
∥∥∥∥
L2
+
∥∥∥∥∫
Td×Rd
(f0,ε − f0)dv dx e
−V∫
Td e
−V dx
M(v)
∥∥∥∥
L2
≤ 2ε+
∫
Td×Rd
|f0 − f0,ε| dv dx.
Besides, we have(∫
Td×Rd
|f0 − f0,ε| dv dx
)2
≤ ‖f0 − f0,ε‖2L2
(∫
Td×Rd
e−VM(v) dx dv
)
.
The last two inequalities together yield, for all t ≥ t0,∥∥∥∥f(t)− ∫
Td×Rd
f0 dv dx
e−V∫
Td e
−V dx
M(v)
∥∥∥∥
L2
≤
(
2 +
(∫
Td
e−V dx
) 1
2
)
ε,
which concludes the proof of (2.8).
(iii) ⇒ (ii.) Assume that (ii.) does not hold. Either Td × Rd \ ⋃s∈R+ φ−s(ω) has positive Lebesgue
measure, or the equivalence relationm has two or more equivalence classes (or equivalently, by Lemma 3.1,
the binary relation ∼ has two or more equivalence classes).
Suppose first that A := Td × Rd \⋃s∈R+ φ−s(ω) has positive Lebesgue measure. We set
f0(x, v) = 1A(x, v) e−V (x)M(v).
Note that f0 satisfies
∫
Td×Rd f0(x, v)dx dv > 0 as A is of positive Lebesgue measure. We consider f(t, ·)
the solution to (5.19) with initial datum f0, given by
f(t, x, v) = f0 ◦ φ−t(x, v) = 1φt(A)(x, v) e−V (x)M(v)
Moreover, for all t ≥ 0, we have φt(A)∩ω = ∅ since A∩φ−t(ω) = ∅. Therefore, f = 0 on R+×ω so that,
according to the characterization of ω in (2.2), C(f) = 0 and f is also a solution of (1.1). Moreover, this
implies that ∥∥∥∥f(t)− (∫
Td×Rd
f0 dvdx
)
e−V∫
Td e
−V dx
M(v)
∥∥∥∥
L2
6→t→+∞ 0
Thus, (iii.) does not hold.
Suppose now that Td×Rd\⋃s∈R+ φ−s(ω) has zero Lebesgue measure and that the equivalence relation
∼ has (at least) two distinct equivalence classes, say [Ω1] and [Ω2].
We define now a function f(x, v) as follows
f(x, v) =
∑
Ω′∈[Ω1]
1Ω′(x, v)e
−V (x)M(v).
Using (5.2) in Lemma 5.1, we deduce that for all t ≥ 0,
f ◦ φt(x, v) =
∑
Ω′∈[Ω1]
1Ω′
(
φt(x, v)
)
e−V (x)M(v) =
∑
Ω′∈[Ω1]
1Ω′(x, v)e
−V (x)M(v) = f(x, v),
so that f is a stationary solution of ∂tf + v · ∇xf −∇xV · ∇vf = 0.
There remains to prove that f cancels the collision operator. Denote ω = ∪i∈Iωi the partition of ω in
connected components.
By Lemma 4.2, f cancels the collision operator if and only if f satisfies the following two properties.
(1) For all i ∈ I,
f = ρi(x)M(v) on ωi,
(2) For i, j ∈ I, and x ∈ Td ωi(x), Rxk ωj(x) =⇒ ρi(x) = ρj(x).
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We check now that our function f satisfies these two properties.
Let i ∈ I. If for all Ω′ ∈ [Ω1], ωi ∩ Ω′ = ∅, then f = 0 on ωi (and hence satisfies (1) with ρi = 0). If
there is Ω′ ∈ [Ω1] such that ωi ∩ Ω′ 6= ∅, then since Ω′ is a connected component of
⋃
s∈R+ φ−s(ω), we
have ωi ⊂ Ω′. Thus we have f = e−VM on ωi (and hence f satisfies (1) with ρi = e−V ). We deduce
that for all i ∈ I, f is of the form ρi(x)M(v) on ωi.
Take now i, j ∈ I and x ∈ Td such that ωi(x)Rxk ωj(x). Let Ω(i) (resp. Ω(j)) be the connected
component of
⋃
s∈R+ φ−s(ω) which contains ωi (resp. ωj). By definition of the relations Rk and Rxk,
this directly yields Ω(i)Rk Ω(j), and a fortiori we deduce that Ω(i) ∼ Ω(j): in other words, these are in
the same equivalence class for ∼. According to the definition of f , this implies ρi(x) = ρj(x) (which is
equal to e−V (x) if Ω(i,j) ∈ [Ω1] and to 0 if not).
Therefore, the function f satisfies the two properties and, by Lemma 4.2, cancels the collision operator.
However, we have
∪Ω′∈[Ω2]Ω′ ⊂ Td × Rd \ ∪Ω′∈[Ω1]Ω′
and ∪Ω′∈[Ω2]Ω′ has a positive Lebesgue measure. Consequently, the measure of Td × Rd \ ∪Ω′∈[Ω1]Ω′ is
positive, so that f is a stationary solution of (1.1) which is not a uniform Maxwellian. As a consequence,
(iii.) does not hold.
(ii.)⇒ (i.) Assume that (ii.) holds. Let f ∈ C0t (L2) be a solution to
∂tf + v · ∇xf −∇xV · ∇vf = 0,(5.19)
C(f) = 0.(5.20)
As usual, without loss of generality, we can assume that
∫
Td×Rd f dv dx = 0. The goal is to show that
f = 0.
Since f cancels the collision operator, by Lemma 4.2, the restriction of f to ω is necessarily of
the form f|ω(t, x, v) =
∑
i∈I 1ωi(x, v)ρi(t, x)M(v), where ω =
⋃
i∈I ωi is the partition of ω in connected
components. Furthermore, for i, j ∈ I, if there is x ∈ Td such that ωi(x)Rxk ωj(x), then ρi(t, x) = ρj(t, x).
Consider now ω˜ a connected component of ω. Consider for (t, x, v) ∈ R+ × ω˜, g(t, x) := eVM(v) f . We
have, in the sense of distributions in R+ × ω˜,
∂tg + v · ∇xg = e
V
M(v) [∂tf + v · ∇xf + (v · ∇xV )f ] .
Since f satisfies (5.19), this implies that g satisfies the free transport equation
(5.21) ∂tg + v · ∇xg = 0,
in the sense of distributions in R+ × ω˜.
Let (x, v) ∈ ω˜. Since ω˜ is open, there exists δ > 0 such that B(x, δ) × B(v, δ) ⊂ ω˜ and η > 0 such
that for all t ∈ (−η, η), for all (x′, v′) ∈ B(x, δ) × B(v, δ), (x′ + tv′, v′) ∈ ω˜. Integrating (5.21) along
characteristics we obtain
(5.22) g(t, x′) = g(0, x′ + tv′), for (t, x′, v′) ∈ (−η, η)×B(x, δ)×B(v, δ).
Setting Ux := {x − η2v + η2v′, v′ ∈ B(v, δ)}, we remark that Ux is an open set containing x. Moreover,
for all y ∈ Ux, we have y = x− η2v + η2v′ for some v′ ∈ B(v, δ) so that, using (5.22), we have
g(0, y) = g
(
0, x− η
2
v +
η
2
v′
)
= g
(
η/2, x− η
2
v
)
.
Hence, g(0, ·) is constant on Ux, and therefore constant on ω˜ (since ω˜ is connected).
Using the time translation invariance of (5.21), we also have that for all t ≥ 0, g(t, ·) is locally constant
on ω. As a consequence, for all t ≥ 0, eVM f(t, ·) is locally constant on ω, which means that ρi(t, x) = κi(t),
i.e. f|ω(t, x, v) = e−V (x)M(v)
∑
i∈I κi(t)1ωi(x, v). Since f satisfies the transport equation (5.19) on
R+ × ωi, we infer that κi is constant, so that f|ω(t, x, v) = f|ω(0, x, v) = e−V (x)M(v)
∑
i∈I κi1ωi(x, v).
Using again the transport equation (5.19), we deduce that e
V
M f(t, x, v) =
eV
M f(0, ·) ◦ φ−t(x, v). Since
there is only one equivalence class for m, we first deduce that f = κe−V (x)M(v) on ω and then that
f = κe−V (x)M(v) on ⋃s∈R+ φ−s(ω). Since ω satisfies a.e.i.t. GCC, this is a full measure set and we
deduce that f = κe−VM(v). Since ∫Td×Rd f dv dx = 0, necessarily f = 0.
This concludes the proof of Theorem 2.2.
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Remark 5.2. Note that the proof of (i.) =⇒ (iii.) relies on the maximum principle for the linear
Boltzmann equation (1.1) (i.e. the L∞ bound). This was in particular useful to prevent loss of mass at
infinity for the sequence of solutions under study. This will turn out to be also very useful to overcome
another issue in the proof of the analogous theorem in the case of a bounded domain of Rd with specular
reflection, see Section 10.
If ω satisfies the Geometric Control Condition of Defintion 2.3, we can actually show a slightly stronger
property than the Unique Continuation Property (with the same proof as (ii.) implies (i.) above, up to
some slight modifications), that we state for convenience as a Proposition.
Proposition 5.1. Assume that (ω, T ) satisfies the Geometric Control Condition.
If f ∈ C0t (L2) is a solution to {
∂tf + v · ∇xf −∇xV · ∇vf = 0,
C(f) = 0 on I × ω,
where I is an interval of time of length larger than T , then f =
(∫
Td×Rd f dv dx
)
e−V∫
Td e
−V dxM(v).
This will be useful for the proof of Theorem 2.3.
5.2. Proof of Theorem 2.1. We start by describing the vector space of stationary solutions of the
linear Boltzmann equation (1.1), when the associated set ω satisfies the a.e.i.t. GCC.
For the sake of readability, we set here
Ω˜ :=
⋃
s∈R+
φ−s(ω).
We denote Ω˜ = ∪i∈IΩi the partition of Ω˜ in connected components. We write ([Ωj ])j∈J the equivalence
classes for the equivalence relation ∼. We denote for all j ∈ J
(5.23) Uj :=
⋃
Ω′∈[Ωj ]
Ω′.
We have the following description of the vector space of stationary solutions of (1.1).
Proposition 5.2. Assume that ω satisfies the a.e.i.t. GCC. Then a Hilbert basis of the subspace of
stationary solutions to the linear Boltzmann equation (1.1) (or, equivalently of Ker(A), where A is the
linear Boltzmann operator defined in (2.11)) is given by the family (fj)j∈J , with
(5.24) fj =
1Uje
−VM
‖1Uje−VM‖L2
.
In particular, the cardinality of the set of equivalence classes for ∼ is equal to the dimension of the vector
space of stationary solutions to the linear Boltzmann equation (1.1), i.e.
dim(Ker(A)) = ](CC(Ω˜)/ ∼) = ](CC(ω)/ m).
We can introduce a generalized Unique Continuation Property, as follows.
Definition 5.1. We say that the set ω satisfies the generalized Unique Continuation Property if the
only solutions f ∈ C0t (L2) to
(5.25)
{
∂tf + v · ∇xf −∇xV · ∇vf = 0,
C(f) = 0,
are of the form f =
∑
j∈J〈f, fj〉L2 fj =
∑
j∈J
1
‖1Uj e−VM‖L2
(∫
Uj
f dvdx
)
fj.
We can now state the precise version of Theorem 2.1:
Theorem 5.1. We keep the notations of Proposition 5.2. The following statements are equivalent.
(i.) The set ω satisfies the generalized Unique Continuation Property.
(ii.) The set ω satisfies the a.e.i.t. GCC.
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(iii.) For all f0 ∈ L2(Td × Rd), denote by f(t) the unique solution to (1.1) with initial datum f0. We
have
(5.26) ‖f(t)− Pf0‖L2 →t→+∞ 0,
where
(5.27) Pf0(x, v) =
∑
i∈J
1
‖1Uje−VM‖L2
(∫
Ui
f0 dvdx
)
fj ,
with (Uj)j∈J defined in (5.23) and (fj)j∈J defined in (5.24).
(iv.) For all f0 ∈ L2(Td × Rd), there exists a stationary solution Pf0 of (1.1) such that we have
(5.28) ‖f(t)− Pf0‖L2 →t→+∞ 0,
where f(t) the unique solution to (1.1) with initial datum f0. .
Note that Theorem 2.2 is a particular case of Theorem 5.1, when there is only one equivalence class
for ∼ (or equivalently for m).
This section is organized as follows: in Paragraph 5.2.1, we prove Proposition 5.2. Then, in Para-
graph 5.2.1, we prove that (iv.) implies (ii.). Finally, in Paragraph 5.2.3, we show that (i.)–(ii.)–(iii.)
are equivalent. Since (iii) implies (iv.) is straightforward, this will conclude the proof of Theorem 5.1.
5.2.1. Proof of Proposition 5.2. We start by checking that for all i ∈ J , fj is a stationary solution of (1.1).
From Lemma 5.1, we know that for any connected component Ω′ of Ω˜ and any t ≥ 0, φ−t(Ω′) = Ω′
almost everywhere. Thus for all t ≥ 0, φ−t(Uj) = Uj almost everywhere. The function fj hence cancels
the kinetic transport part.
We now check that fj cancels the collision operator, i.e. C(1Uie−VM) = 0. We use for this Lemma 4.2.
Denote ω = ∪i∈Iωi the partition of ω in connected components. Let i ∈ I. If ωi ∩ Uj = ∅, then
fj = 0 on ωi. If ωi ∩ Uj 6= ∅, then there exists Ω′ ∈ [Ωj ] such that ωi ∩ Ω′ 6= ∅. Since Ω′ is a connected
component of
⋃
s∈R+ φ−s(ω), we have ωi ⊂ Ω′ and thus fj = e
−V (x)M(v)
‖1Uj e−VM‖L2
= ρj(x)M(v) on ωi, with
ρj(x) =
e−V (x)
‖1Uj e−VM‖L2
.
Assume now that there exist k, l ∈ I and x ∈ Td such that ωk(x)Rxk ωl(x). Denote by Ω′ ∈ [Ωj ], the
connected component of Ω˜ such that ωl ⊂ Ω′, and Ω′′ the connected component of Ω˜ such that ωk ⊂ Ω′′.
Note then that ωk(x)Rxk ωl(x) implies Ω′ ∼ Ω′′. By definition of fj , this implies that ρk(x) = ρl(x).
Therefore, by Lemma 4.2, we infer that the function fj cancels the collision operator. We deduce that
fj is a stationary solution of (1.1).
Furthermore, since the supports of the (fj)j∈J are disjoint, (fj)j∈J is an orthonormal family of L2.
Finally, let ϕ be a stationary solution of (1.1). Then ϕ satisfies
v · ∇xϕ−∇xV · ∇vϕ = C(ϕ).
Taking the L2 scalar product with ϕ, we deduce that D(ϕ) = 〈C(ϕ), ϕ〉L2 = 0, so that by Lemma 4.2,
C(ϕ) = 0. Then, with the same analysis as the proof of (ii.) =⇒ (i.) in Theorem 2.2, we deduce that
eV
Mϕ is constant on each Uj . Using the fact that ω satisfies a.e.i.t. GCC, we deduce that we can write
ϕ =
∑
j∈J
λj1Uje
−VM(v), λj ∈ R,
that is
ϕ =
∑
j∈J
〈ϕ, fj〉L2 fj ,
and this concludes the proof.
5.2.2. Necessity of the a.e.i.t. Geometric Control Condition. We prove here that (iv.) implies (ii.).
We argue by contradiction. Assume that the a.e.i.t. Geometric Control Condition does not hold.
Then A := Td × Rd \⋃s∈R+ φ−s(ω) has positive Lebesgue measure.
We set
f0(x, v) = Ψ(x)1A(x, v) e−V (x)M(v),
with Ψ to be determined later. We define
(5.29) f(t, x, v) := f0 ◦ φ−t(x, v) = Ψ ◦ φ−t(x, v)1φt(A)(x, v) e−V (x)M(v)
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which satisfies, by construction,
(5.30) ∂tf + v · ∇xf −∇xV · ∇vf = 0.
Note that for all t ≥ 0, we have φt(A) ∩ ω = ∅ since A ∩ φ−t(ω) = ∅, which yields C(f(t)) = 0 for all
t ≥ 0 and thus f is also a solution of (1.1). We now fix Ψ in order to ensure that f(t) is not stationary.
• If (v · ∇x −∇xV · ∇v)(1A) 6= 0, then we take Ψ = 1.
• If (v · ∇x −∇xV · ∇v)(1A) = 0, we take for Ψ a Morse function on Td, so that, in particular, Ψ
is smooth and ∇Ψ(x) 6= 0 for almost every x ∈ Td. Note that with such a function Ψ, we have
f0 ∈ L2. We compute
[v · ∇xΨ−∇xV · ∇vΨ]1A = (v · ∇xΨ(x))1A(x, v).
Therefore for almost all (x, v) ∈ A, this is not null, which shows that f(t) is not stationary.
Finally if there existed a stationary solution Pf0 of (1.1) such that
‖f(t)− Pf0‖L2 →t→+∞ 0,
then since for all t ≥ 0, f(t) is supported in A, we also have Pf0 supported in A. Thus Pf0 cancels the
collision operator, i.e. C(Pf0) = 0. We deduce that f(t)− Pf0 satisfies
∂t(f − Pf0) + v · ∇x(f − Pf0)−∇xV · ∇v(f − Pf0) = 0.
This yields for all t ≥ 0,
‖f(t)− Pf0‖L2 = ‖f0 − Pf0‖L2 .
Moreover, the solution f defined in (5.29) is a non-stationary solution of (5.30) according to the definition
of Ψ. In conclusion, we have f0 6= Pf0. This yields ‖f0 − Pf0‖L2 > 0 so that we cannot have ‖f(t) −
Pf0‖L2 →t→+∞ 0. This concludes the proof.
5.2.3. End of the proof of Theorem 5.1. We have the following key lemma.
Lemma 5.2. Let f be a solution in C0t (L2) of (1.1). Then for all j ∈ J ,
d
dt
〈f, fj〉L2 = 1‖1Uje−VM‖L2
d
dt
∫
Uj
f dvdx = 0.
Proof of Lemma 5.2. Let f be a solution in C0t (L2) of (1.1); denote by f0 its initial datum. Let j ∈ J .
We take the L2 scalar product with fj in (1.1) to obtain
d
dt
〈f, fj〉L2 = −〈(v · ∇x −∇xV · ∇v)f, fj〉L2 + 〈C(f), fj〉L2
= 〈f, (v · ∇x −∇xV · ∇v)fj〉L2 + 〈f, C∗(fj)〉L2
where C∗ is the collision operator of collision kernel defined by
C∗(g) =
∫
Rd
[
k˜(x, v, v′)M(v)g(v′)− k˜(x, v′, v)M(v′)g(v)
]
dv′
with k˜(x, v, v′) = k(x,v,v
′)
M(v′) . This follows from Property A2 satisfied by k.
We then use the following two facts.
1. We have (v · ∇x −∇xV · ∇v)fj = 0 (see the proof of Proposition 5.2).
2. We have C∗(fj) = 0. This follows from Property A2, the fact that C(fj) = 0 (see again the proof of
Proposition 5.2) and Lemma 4.2.
We conclude that ddt 〈f, fj〉L2 = 0.

We therefore infer that if f(t) satisfies (1.1) with an initial datum f0, then for all t ≥ 0,∫
Uj
f(t) dv dx =
∫
Uj
f0 dv dx
Equipped with this result, we prove the equivalence between (i.)–(ii.)–(iii.) exactly as for Theorem 2.2,
with only minor adaptations.
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6. Application to particular classes of collision kernels
In this section, we introduce the following classes of collision kernels to illustrate the main results of
the previous sections. We then draw consequences of the additional assumptions made in these examples.
E3. Let k be a collision kernel verifying A1–A3. Let ω be the set where collisions are effective,
defined in (2.1). We moreover require that for all (x, v), (x, v′) ∈ ω, there exist N ∈ N∗ and a “chain”
v1, · · · , vN ∈ Rd such that the following hold.
• For all i, 1 ≤ i ≤ N , (x, vi) ∈ ω.
• The points (x, v) and (x, v1) belong to the same connected component of ω.
• The points (x, v′) and (x, vN ) belong to the same connected component of ω.
• For all i, 1 ≤ i ≤ N − 1, we have
k(x, vi, vi+1) > 0 or k(x, vi+1, vi) > 0.
As a subclass of E3, we have
E3’. Let k be a collision kernel verifying A1–A3. We require that for all y ∈ px(ω) (where px(ω) is the
projection of ω on Td), the set p−1x ({y}) is included in one single connected component of ω.
A trivial subclass of E3’ is the case where ω is connected. Another subclass of E3’ is given in the
following example.
E3”. Let k be a collision kernel verifying A1–A3. We require that
ω = ωx × Rd,
where ωx is an open subset of Td.
Remark that E2 is a subclass of E3” .
In what follows, we explain the interest of these classes of collision kernels regarding the geometric
definitions introduced before.
6.1. The case of collision kernels in the class E3. The interest of E3 lies in the simple description
of the kernel of the associated collision operator C.
Using Lemma 4.2 and the “chain” in the definition of a collision kernel in E3, we deduce the following
result.
Lemma 6.1. Let k be a collision kernel in the class E3. Let T ∈ (0,+∞] and assume that f ∈
L2(0, T ;L2) satisfies C(f(t)) = 0 for almost every t ∈ [0, T ]. Then there is a function ρ ∈ L2(0, T ;L2(Td))
such that
f = ρ(t, x)M(v) on [0, T ]× ω.
Reciprocally, any function f satisfying this property satisfies C(f) = 0.
In other words, the kernel of the associated collision operator is equal to the set of functions which
are Maxwellians on ω:
(6.1) Ker(C) = {f ∈ L2, f|ω = ρ(x)M(v)}.
We recall that this property, which is usual in the non degenerate case ω = Td×Rd, is not true in general
for collision kernels satisfying merely A1, A2 and A3.
This allows us to reformulate in a very simple way the Unique Continuation Property for collision
kernels in E3.
Lemma 6.2. Let k be a collision kernel in the class E3. Then the set ω satisfies the Unique Continuation
Property if and only if the only solution f ∈ C0t (L2) to
(6.2)
{
∂tf + v · ∇xf −∇xV · ∇vf = 0,
f = ρ(t, x)M(v) on R+ × ω,
is f =
(∫
Td×Rd f dv dx
)
e−V∫
Td e
−V dxM(v).
Conversely, using again Lemma 4.2, we have the following result.
Lemma 6.3. Let k be a collision kernel satisfying A1–A3. If any function f ∈ L2 canceling the collision
operator has its restriction to ω satisfying
f|ω = 1ωρ(x)M(v)
for some ρ ∈ L2(Td), then k necessarily belongs to the class E3.
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Therefore, E3 is the largest class of collision kernels such that the kernel of the associated collision
operator is equal to the set of functions which are Maxwellians on ω, i.e. for which (6.1) holds.
6.2. The case of collision kernels in the class E3’. To explain the interest of E3’, let us introduce
now another geometric condition:
(iv.) The set ω satisfies the a.e.i.t. GCC and
⋃
s∈R+ φ−s(ω) is connected.
This condition is compared to other geometric conditions in Appendix C.2. It has to be confronted
to the geometric condition of Theorem 2.2 (rephrased using Lemma 3.1):
(ii.) The set ω satisfies the a.e.i.t. GCC and there is only one equivalence class for ∼.
In what follows, we shall adopt the notations of Theorem 2.2. It is clear that (iv.) implies (ii.), as
(iv.) means that there is a single equivalence class for an equivalence relation defined as in Definition 2.9
with Rφ only. However, it is false in general that (i.)–(iii.) and (iv.) are equivalent; see Proposition 6.1
below for an example of collision kernel such that (i.) is satisfied, but not (iv.).
Proposition 6.1. For V = 0, there exists a collision kernel k in the class E1 and E3, for which (ii)
holds, but not (iv).
Proof of Proposition 6.1. Consider (x, v) ∈ T×R (a similar construction in higher dimension could also
be performed). We take a function ϕ ∈ C0(R), such that ϕ(0) = 0 and ϕ(v) > 0 for all v ∈ R \ {0}.
Define
k(x, v′, v) =M(v)ϕ(v)ϕ(v′).
By construction, A1 and A3 are satisfied and we notice that k˜ is symmetric (so that k is in E1). We
can also readily check that k is in E3 (with N = 2).
We have
ω := {T× R−∗ } ∪ {T× R+∗ }
and so ⋃
t≥0
φ−t(ω) = {T× R−∗ } ∪ {T× R+∗ },
from which we deduce that a.e.i.t. GCC is satisfied, but ∪t≥0φ−t(ω) is not connected.
On the other hand, the set ω satisfies the unique continuation property. Indeed, let f satisfying
∂tf + v · ∇xf = 0, ∀(x, v) ∈ T× R
and C(f) = 0. Using Lemma 6.1 and the definition of k, we deduce that f = ρ(t, x)M(v) on R+ × T×
R \ {0}, and thus almost everywhere in R+ × T× R.
As f satisfies the transport equation (6.2), this implies that f = CM(v) for some C > 0 and we
conclude that the unique continuation property holds.
Therefore, by Theorem 2.2, we deduce that (ii.) holds.

However, when restricting to collision kernels in the class E3’, (ii.) and (iv.) become equivalent.
Proposition 6.2. Let k be a collision kernel in the class E3’. Then (i.)–(iv.) are equivalent.
Proof of Proposition 6.2. We consider k a collision kernel in the class E3’. Assume that (ii.) holds.
The aim is to prove that (iv.) holds. By contradiction, assume that there are at least two connected
components Ω1, Ω2 of
⋃
t≥0 φ−t(ω).
By (ii.), Ω1 and Ω2 belong to the same equivalence class for ∼. Thus, there exist x, v1, v2 with
(x, v1) ∈ Ω1, (x, v2) ∈ Ω2 and
k(x, v1, v2) > 0 or k(x, v2, v1) > 0.
But since k is in the class E3’, the set p−1x ({x}) is included in one connected component of ω. Thus we
can not have (x, v1) ∈ Ω1 and (x, v2) ∈ Ω2. This is a contradiction and this concludes the proof.

More generally, we observe that for collision kernels in E3’, the equivalence classes for ∼ are exactly
the connected components of
⋃
t≥0 φ−t(ω). Thus Theorem 5.1 can be reformulated as follows.
Corollary 6.1. Let k be a collision kernel in the class E3’. The following statements are equivalent.
(1) The set ω satisfies the generalized Unique Continuation Property.
(2) The set ω satisfies the a.e.i.t. GCC.
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(3) Let (Ωi)i∈I be the connected components of ∪t≥0φ−t(ω). For all f0 ∈ L2(Td × Rd), denote by
f(t) the unique solution to (1.1) with initial datum f0. We have
(6.3) ‖f(t)− Pf0‖L2 →t→+∞ 0,
where
Pf0 =
∑
i∈I
1
‖1Ωie−VM‖L2
(∫
Ωi
f0 dvdx
)
gj ,
with for all i ∈ I,
gi =
1Ωie
−VM
‖1Ωje−VM‖L2
.
We close this section by exhibiting an example of collision kernel in E3’, for which Corollary 6.1 (and
thus Theorem 5.1) are relevant.
We restrict ourselves to the case T×R (this can be easily adapted to higher dimensions). We consider
the free transport case, i.e. V = 0. We identify T to [−1/2, 1/2). Consider α ∈ C0(T) supported in
[−1/2, 0) and β ∈ C0(T) supported in [0, 1/2).
Let ϕ ∈ L∞ ∩ C0(R) such that ϕ > 0 on R−∗ and ϕ = 0 on R+. Likewise, let Ψ ∈ L∞ ∩ C0(R) such
that Ψ > 0 on R+∗ and Ψ = 0 on R−. We define the collision kernel
k(x, v, v′) := [α(x)ϕ(v)ϕ(v′) + β(x)Ψ(v)Ψ(v′)]M(v′).
Note that k˜(x, v, v′) = α(x)ϕ(v)ϕ(v′) + β(x)Ψ(v)Ψ(v′) is symmetric in v and v′, and belongs to L∞.
Thus k is in the class E1. Furthermore, we readily check k is in the class E3’.
Moreover, we have ω = {{α > 0} × R−∗ } ∪ {{β > 0} × R+∗ }, and⋃
s∈R+
φ−s(ω) = {T× R−∗ } ∪ {T× R+∗ }.
Thus ω satisfies the a.e.i.t. GCC but
⋃
s∈R+ φ−s(ω) is not connected.
The basis of the subspace of stationary solutions of (1.1) is given by (fj)j=1,2 with
f1 =
1T×R−∗ e
−VM
‖1T×R−∗ e−VM‖L2
, f2 =
1T×R+∗ e
−VM
‖1T×R+∗ e−VM‖L2
.
6.3. The case of collision kernels in the class E3”. We finally study collision kernels in the class
E3” . Because of the remarkable properties of the geodesic flow on the torus Td, the following holds.
Lemma 6.4. Suppose that V = 0 and that the collision kernel belongs to the class E3” . Then ω satisfies
a.e.i.t. GCC.
Proof of Lemma 6.4. Define T tv : x 7→ x + t v; then (T tv x)t≥0 is dense in Td for almost every (x, v) ∈
Td × Rd (with respect to the Lebesgue measure). This proves the lemma. 
We deduce a proof of Proposition 3.1.
Proof of Proposition 3.1. Take ω0x a connected component of ωx. According to Lemma 6.4, ω0x × Rd
satisfies a.e.i.t. GCC. The result then follows from Proposition C.1, (i.)⇒ (iii.), and Theorem 2.2. 
7. Characterization of exponential convergence
Let us first briefly recall why C−(∞) is well-defined (see [32]). We can first define for all T > 0,
C−(T ) := inf(x,v)∈Td×Rd
1
T
∫ T
0
(∫
Rd
k(φt(x, v), v
′) dv′
)
dt,
which is well-defined (and nonnegative) since k is non-negative. We then remark that the function
T 7→ −TC−(T ) is subadditive. This entails that C−(∞) = limT→+∞ C−(T ) exists (one proves similarly
that C+(∞) is well defined).
In this section, we assume that k satisfies A3’ and provide the proof of Theorem 2.3. To this end,
we first prove that (a.) and (b.) are equivalent, and finally that (c.) implies (a.). This will conclude the
proof, noticing that (b.) implies (c.) is straightforward. One can also readily check that in the proof of
(a.) implies (b.), the assumption A3’ is not used.
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7.1. Proof of the equivalence between (a.) and (b.) Since the equation (1.1) is linear, if f(t)
satisfies (1.1) then
g(t) := f(t)−
∫
Td×Rd
f(0) dv dx
e−V∫
Td e
−V dx
M(v),
is still a solution to (1.1). Thus we can deal only with initial data which have zero mean.
By conservation of the mass, the Boltzmann equation (1.1) is well-posed in the space
L20 :=
{
f ∈ L2,
∫
f dvdx = 0
}
and we can use Lemma A.1 for solutions in L20, which yields that (b.) is equivalent to
(b’.) There exists T > 0 and K > 0 such that for all f0 ∈ L20, the associated solution f to (1.1)
satisfies
K
∫ T
0
D(f(t)) dt ≥ ‖f0‖2L2 .
We first prove that (a.) implies (b′.), then that (b′.) implies (a.)
(a.) =⇒ (b′.) Assume that (a.) holds.
We argue by contradiction. Denying (b′.) is equivalent to assume for all T > 0 and all C > 0, the
existence of gC,T0 ∈ L20, such that
C
∫ T
0
D(gC,T (t)) dt < ‖gC,T0 ‖2L2 ,
where gC,T (t) is the unique solution to (1.1) with initial datum gC,T0 . For all n ∈ N∗, there exists
g0,n ∈ L20, such that
(7.1)
∫ n
0
D(gn(t)) dt <
1
n
‖g0,n‖2L2 .
where gn(t) is the unique solution to (1.1) with initial datum g0,n. Furthermore, by linearity of (1.1),
we can normalize the initial data so that for all n ∈ N∗,
(7.2) ‖g0,n‖L2 = 1.
Recall that by Lemma 4.1, we have, for all t ≥ 0,
(7.3) ‖gn(t)‖2L2 − ‖g0,n‖2L2 = −
∫ t
0
D(gn(s)) ds.
In particular, the sequence (gn)n∈N∗ is uniformly bounded in L∞t L2; thus, up to some extraction, we can
assume that gn ⇀ g weakly in L2tL2. Let us prove that g = 0. By linearity of (1.1), g still satisfies (1.1)
since gn does.
Note also that by conservation of the mass, for all n ∈ N and all t ≥ 0,
(7.4)
∫
gn(t) dvdx =
∫
g0,n dvdx = 0.
Take T ′ > 0 such that (ω, T ′) satisfies GCC. By (7.1), we have
∫ T ′
0
D(gn(t)) dt→ 0 and therefore by
weak lower semi-continuity, we deduce
‖D(g)‖L1(0,T ′) ≤ lim infn→+∞ ‖D(gn)‖L1(0,T ′) = 0.
As a consequence, by weak coercivity (see Lemma 4.2), we infer that C(h) = 0 on [0, T ′], and therefore
h satisfies the kinetic transport equation (2.6). The Unique Continuation Property of Proposition 5.1
then implies that
(7.5) g =
∫
Td×Rd
g dv dx
e−V∫
Td e
−V dx
M(v).
Since gn ⇀ g weakly in L2tL2, using (7.4), we obtain in particular that∫ T ′
0
(∫
g dvdx
)
dt = 0.
Since
∫ T ′
0
(∫
g dvdx
)
dt = T ′
(∫
g(0) dvdx
)
, we deduce that
∫
g dvdx = 0, so that g = 0. Therefore, this
leads to g = 0.
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Now, let us study the sequence of defect measures νn := |gn|2 and ν0,n := |g0,n|2. Consider the
equation (1.1) satisfied by gn and multiply it by gn to get:
∂tνn + v · ∇xνn −∇xV · ∇vνn(7.6)
= 2
(∫
Rd
k(x, v′, v)gn(v′) dv′
)
gn − 2
(∫
Rd
k(x, v, v′) dv′
)
νn
By Duhamel’s formula, we infer
νn(t, x, v) = e
−2 ∫ t
0
∫
Rd k(φs−t(x,v),v
′) dv′ dsν0,n(φ−t(x, v))
+
∫ t
0
2
(∫
Rd
k(Xs−t(x, v), v′,Ξs−t(x, v))gn(s,Xs−t(x, v), v′) dv′
)
gn(s, φs−t(x, v))
× e−2
∫ t
s
∫
Rd k(φτ−t(x,v),v
′) dv′ dτ ds,
and thus for all t ≥ 0,
(7.7) ‖νn(t)‖L1 ≤
∫
Td×Rd
e−2
∫ t
0
∫
Rd k(φs−t(x,v),v
′) dv′ dsν0,n(φ−t(x, v))
eV (x)
M(v) dv dx
+
∫
Td×Rd
(∫ t
0
2
∣∣∣∣∫
Rd
k(Xs−t(x, v), v′,Ξs−t(x, v))gn(s,Xs−t(x, v), v′) dv′
∣∣∣∣ |gn(s, φs−t(x, v))|
× e−2
∫ t
s
∫
Rd k(φτ−t(x,v),v
′) dv′ dτ ds
)
eV (x)
M(v) dv dx
By definition of C−(∞), there exists T0 > 0 large enough such that for all t ≥ T0, C−(t) ≥ C−(∞)/2 >
0. We have, after the change of variables φ−t(x, v) 7→ (x, v), which has unit Jacobian (recall also that
the hamiltonian is left invariant by this transform), for all t ≥ T0,∫
Td×Rd
e−2
∫ t
0
∫
Rd k(φs−t(x,v),v
′) dv′ dsν0,n(φ−t(x, v))
eV (x)
M(v) dv dx
=
∫
Td×Rd
e−2
∫ t
0
∫
Rd k(φs(x,v),v
′) dv′ dsν0,n(x, v)
eV (x)
M(v) dv dx
≤ e−tC−(t)‖ν0,n‖L1 ≤ e−tC
−(∞)/2‖ν0,n‖L1
and thus we can choose T1 ≥ T0 large enough such that the left-handside is less than 14‖ν0,n‖L1 for
t = T1.
On the other hand, since gn ⇀ 0, by the averaging lemma of Corollary B.1, we deduce that in
L2(0, T1;L2),
(7.8)
(∫
Rd
k(x, v′, v)gn(v′) dv′
)
→ 0.
Hence, by the weak/strong convergence principle,(∫
Rd
k(x, v′, v)gn(v′) dv′
)
gn → 0,
in L1(0, T1;L1). Therefore, using the change of variables φs−t(x, v) 7→ (x, v), which has unit Jacobian,
we infer that∫
Td×Rd
(∫ t
0
2
∣∣∣∣∫
Rd
k(Xs−t(x, v), v′,Ξs−t(x, v))gn(s,Xs−t(x, v), v′) dv′
∣∣∣∣ |gn(s, φs−t(x, v))|
× e−2
∫ t
s
∫
Rd k(φτ−t(x,v),v
′) dv′ dτ ds
)
eV (x)
M(v) dv dx→ 0
and thus, coming back to (7.7), for n large enough, we finally obtain (we recall that ‖ν0,n‖2L1 = 1)
(7.9) ‖νn(T1)‖2L1 ≤
1
2
.
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But integrating with respect to time (7.3) and using (7.2)-(7.1), we also have
‖νn(T1)‖2L1 = 1−
∫ T1
0
D(gn(s)) ds
≥ 3
4
for n large enough,
which is a contradiction with (7.9).
(b′.) =⇒ (a.) We show that if (a.) does not hold (i.e. C−(∞) = 0), then (b′.) does not either. Assume
that (a.) does not hold. The goal is to show that for all T > 0, for all ε > 0, there exists g0,ε ∈ L20 such
that
(7.10) ‖g0,ε‖L2 = 1,
∫ T
0
D(gε)(t) dt < ε,
where gε is the solution to (1.1) with initial datum g0,ε.
Fix T > 0 and ε > 0. Since C−(∞) = 0, there exists (x0, v0) ∈ Td × Rd, such that
(7.11)
∫ T
0
∫
Rd
k(φt(x0, v0), v
′) dv′ dt < ε/2.
Let χ be a smooth compact cutoff function defined from R+ to R such that χ ≡ 1 on [0, 1] and χ ≡ 0
on [2,∞) and such that ∫R+ χ(r)rd−1 dr = 0. Consider
g˜0,n = χ(n|x− x0|)χ(n|v − v0|).
Then notice that there is α > 0 such that
‖g˜0,n‖2L2 = n−2dα.
There, in order to normalize, we take g0,n := n
d
α g˜0,n. Note that by construction,∫
g0,n dvdx =
nd
α
(∫
χ(n|x− x0|) dx
)(∫
χ(n|v − v0|) dv
)
= 0,
and thus g0,n ∈ L20.
We call gn the solution to (1.1) with initial datum g0,n. By construction, we observe that g0,n ⇀ 0
weakly in L2 and we deduce that gn ⇀ 0 weakly in L2t,locL2. As in the previous proofs, by the averaging
lemma of Corollary B.1, this implies that
(7.12)
∫
k(x, v′, v)gn(t, x, v′) dv′ → 0, strongly in L2t,locL2.
Now, consider νn := |gn|2. By construction, we have:
(7.13) νn(0) ⇀ δx=x0,v=v0 ,
where δ denotes as usual the Dirac measure. As in (7.6), we get the Duhamel’s formula
νn(t, x, v) = e
−2 ∫ t
0
∫
Rd k(φs−t(x,v),v
′) dv′ dsν0,n(φ−t(x, v))
+
∫ t
0
2
(∫
Rd
k(Xs−t(x, v), v′,Ξs−t(x, v))gn(s,Xs−t(x, v), v′) dv′
)
gn(s, φs−t(x, v))
× e−2
∫ t
s
∫
Rd k(φτ−t(x,v),v
′) dv′ dτ ds.
Define now the weighted L2 norm as follows
‖f‖2L2 :=
∫
Td×Rd
|f |2ϕ2(x, v) e
V
M dvdx.
We have the following L2 estimate for the Boltzmann equation (1.1).
Lemma 7.1. For any function f0 ∈ L2 with ‖f0‖L2 < +∞, the solution f(t) to the Boltzmann equa-
tion (1.1) with initial datum f0 satisfies, for all t ≥ 0,
(7.14) ‖f(t)‖2L2 ≤ ‖f0‖2L2 + (1 + Γ)
∫ t
0
‖f(s)‖2L2 ds,
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where
Γ := sup
x∈Td
∫
Rd×Rd
k2(x, v′, v)
M(v′)
M(v)
(
ϕ(x, v)
ϕ(x, v′)
− 1
)2
dvdv′,
which is finite by A3’.
Proof of Lemma 7.1. The proof follows from an energy estimate for (1.1). We first multiply (1.1) by
f ϕ2(x, v) e
V
M . Recalling that ϕ is a function of the hamiltonian, we can integrate and argue as in
Lemma 4.1 to treat the terms coming from the collision operator to obtain:
1
2
d
dt
‖f(t)‖2L2 + 0 =
∫
Td×Rd
(∫
Rd
k(x, v′, v)
(
1− ϕ(x, v
′)
ϕ(x, v)
)
f(t, x, v′) dv′
)
f ϕ2(x, v)
eV
M dvdx
+ 〈C(fϕ), fϕ〉L2
=
∫
Td×Rd
(∫
Rd
k(x, v′, v)
(
1− ϕ(x, v
′)
ϕ(x, v)
)
f(t, x, v′) dv′
)
f ϕ2(x, v)
eV
M dvdx−
1
2
D(fϕ)
≤ 1
2
∫
Td×Rd
(∫
Rd
k(x, v′, v)
(
1− ϕ(x, v
′)
ϕ(x, v)
)
f(t, x, v′) dv′
)2
ϕ2(x, v)
eV
M dvdx
+
1
2
‖f(t)‖2L2 .
Above we have used that the dissipation term D(fϕ) is non-negative. Using the Cauchy-Schwarz in-
equality, we thus deduce
1
2
d
dt
‖f(t)‖2L2 ≤
1
2
Γ‖f(t)‖2L2 +
1
2
‖f(t)‖2L2 ,
which yields (7.14). 
By construction of the sequence (g0,n), it is uniformly compactly supported and we observe that there
exists C0 > 0 such that for all n ∈ N,
‖g0,n‖L2 ≤ C0.
We thus use Lemma 7.1 to infer that there exists CT > 0, such that for all n ∈ N, for all t ∈ [0, T ],
(7.15) ‖gn(t)‖L2 ≤ CT .
We now study the term
An :=
∫
Td×Rd
∫ t
0
2
(∫
Rd
k(Xs−t(x, v), v′,Ξs−t(x, v))gn(s,Xs−t(x, v), v′) dv′
)
× e−2
∫ t
s
∫
Rd k(φτ−t(x,v),v
′) dv′ dτgn(s, φs−t(x, v))
∫
Rd
k(x, v, v′) dv′
eV
M ds dvdx
We notice that since ϕ is a function of the hamiltonian, we have∫
Rd
k(x, v, v′) dv′ ≤ ϕ(x, v) = ϕ(φs−t(x, v)).
Therefore, using the change of variables φs−t(x, v) 7→ (x, v) and the Cauchy-Schwarz inequality, we
obtain
An ≤ C
∥∥∥∥∫
Rd
k(x, v′, v)gn(s, x, v′) dv′
∥∥∥∥
L1([0,t];L2)
sup
[0,t]
‖gn‖L2 .
By (7.12) and (7.15), we deduce that ‖An‖L1[0,T ] → 0 as n→ +∞.
Consequently, by (7.13), we get∫ T
0
∫
Td×Rd
νn(t, x, v)
∫
Rd
k(x, v, v′) dv′
eV (x)
M(v)dx dv dt
=
∫ T
0
exp
(
−2
∫ t
0
∫
Rd
k(φs(x0, v0), v
′) dv′ ds
)∫
Rd
k(φt(x0, v0), v
′) dv′ dt+ ‖An‖L1[0,T ]
< ε/2,
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for n large enough. The last inequality follows by definition of (x0, v0) and by the assumption (7.11).
But by definition of D(gn), and using again (7.12), for n large enough, we thus have∫ T
0
D(gn)(t) dt = 2
∫ T
0
∫
Td×Rd
νn(t, x, v)
∫
Rd
k(x, v, v′) dv′
eV (x)
M(v)dx dv dt+ on→+∞(1) < ε,
We finally take g0,ε := g0,n (with n large enough), which satisfies (7.10). This concludes the proof.
7.2. About the rigidity with respect to exponential convergence of the Maxwellian. We prove
here that (c.) implies (a.) in Theorem 2.3.
Assume that (c.) holds. By (1) implies (2) in Theorem 2.1, ω satisfies the a.e.i.t. GCC. Therefore, by
Theorem 5.1, this means that Pf0 is of the form defined in (5.27). We use these notations again.
Recall by Lemma 5.2 that given an equivalence class [Ωj ] for ∼, denoting as usual Uj =
⋃
Ω′∈[Ωj ] Ω
′,
we have for all t ≥ 0, ∫
Uj
f(t) dv dx =
∫
Uj
f0 dv dx
where f(t) is the solution of (1.1) with initial condition f0.
Thus, the linear Boltzmann equation (1.1) is well-posed in the space
L200 :=
{
f ∈ L2, ∀j ∈ J,
∫
Uj
f dvdx = 0
}
,
and we can use Lemma A.1 for solutions in L200, which yields that the exponential convergence property
is equivalent to
(c’.) There exists T > 0 and K > 0 such that for all f0 ∈ L200, the associated solution f to (1.1)
satisfies
K
∫ T
0
D(f(t)) dt ≥ ‖f0‖2L2 .
We can then make the same proof as (b′.) =⇒ (a.) in Theorem 2.3 in order to conclude that C−(∞) = 0.
We keep the notations of that proof. The only thing to check is that g0,n defined there belongs to L200
for n large enough. Let j ∈ J such that (x0, v0) ∈ Uj . Then for n large enough, supp g0,n ⊂ Uj . Thus
for all i 6= j, we have ∫
Ui
g0,n dv dx = 0 and∫
Uj
g0,n dv dx =
∫
Td×Rd
g0,n dv dx = 0,
by definition of g0,n. Thus g0,n ∈ L200 for n large enough.
8. Remarks on lower bounds for convergence when C−(∞) = 0
In the situation where ω satisfies a.e.i.t. GCC but C−(∞) = 0, we know by Theorem 5.1 that for
all data in L2 there is convergence to some Pf0 (defined in (5.27)). It is natural to wonder if there is a
uniform decay rate for smoother data (e.g. in the domain of the generator of the semigroup). If so, then
the question of the convergence rate one can obtain becomes particularly interesting.
Let us provide here some a priori results in this direction. The following is nothing but a rephrasing
in a general framework of a result of Bernard and Salvarani [5]. Note that they consider in their work
free transport (V = 0) and velocities on the sphere Sd−1, but one can readily check that their methods
are relevant for (1.1). In their computations, one should add the weight eV /M in the integrals.
Theorem 8.1. Denote τ(x, v) := inf{t ≥ 0, φ−t(x, v) ∈ ω)}. Assume that there is a function of time
ϕ(t) such that
Leb{(x, v) ∈ Td × Rd, τ(x, v) > t} >∼ϕ(t).
Then, there exists a non-negative initial datum f0 of C∞ class and C > 0 such that for any t ≥ 0,
denoting by f(t) the solution of the linear Boltzmann equation (1.1) with initial datum f0,
‖f(t)− Pf0‖L2 ≥ Cϕ(t),
where Pf0 is defined in (5.27).
In particular, we obtain
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Corollary 8.1. Assume that V = 0 and that px(ω) 6= Td, where px denotes the projection on the space
of positions. Then there exists a non-negative initial datum f0 of C∞ class and C > 0 such that for any
t ≥ 0, denoting by f(t) the solution of the linear Boltzmann equation with initial datum f0,
‖f(t)− Pf0‖L2 ≥ C/(1 + t)d/2,
where Pf0 is defined in (5.27).
Proof of Corollary 8.1. Take x0 ∈ Td \ px(ω). Let δ := dist(x0, px(ω)). Consider U := B(x0, δ/2) ×
B(0, 1); here τ(x, v) := inf{t ≥ 0, x − tv ∈ px(ω)}. Then the crucial point is the straightforward lower
bound
Leb{(x, v) ∈ B(x0, δ/2)×B(0, 1), τ(x, v) > t} >∼ 1/(1 + t)d/2
and we can thus apply Theorem 8.1. 
Combining with Bernard-Salvarani’s theorem which concerns the case with trapped trajectories [5],
that we recall below, one may deduce that the “worst” lower bound in the free transport case is due to
trapped trajectories, and not to low velocities.
Theorem 8.2 (Bernard-Salvarani [5]). Let k a collision kernel belonging to the class E3” and V = 0.
Assume that there is (x, v) ∈ Td × Rd such that for all t ∈ R+, x + tv /∈ ωx. Then there exists a non-
negative initial datum f0 of C∞ class and C > 0 such that for any t ≥ 0, denoting by f(t) the solution
of the linear Boltzmann equation with initial datum f0,∥∥∥∥f(t)− (∫
Td×Rd
f0 dv dx
)
M(v)
∥∥∥∥
L2
≥ C/(1 + t).
It is natural to conjecture that in this case, the bound in 1/t is optimal (this is supported by numerical
evidence, as shown by De Vuyst and Salvarani [16]).
Part 2. The case of specular reflection in bounded domains
In this section, Ω is a bounded and piecewise C1 domain of Rd. For all x ∈ ∂Ω (except for a set of
zero Lebesgue measure, referred to as B below), we can consider the outward unit normal to ∂Ω at the
point x, denoted by n(x). In what follows, we also denote by dΣ(x) the standard surface measure on
∂Ω. Consider the following partition of ∂Ω× Rd:
B = {(x, v) ∈ ∂Ω× Rd, n(x) is not well defined} ,
Σ− =
{
(x, v) ∈ ∂Ω× Rd, v · n(x) < 0} ,
Σ+ =
{
(x, v) ∈ ∂Ω× Rd, v · n(x) > 0} ,
Σ0 =
{
(x, v) ∈ ∂Ω× Rd, v · n(x) = 0} .
There are several relevant boundary conditions that can be considered for kinetic equations. In this
paper, we focus only on the specular boundary condition case (maybe the most natural one). For this,
let us first define the symmetry with respect to the tangent hyperplane to ∂Ω as
(8.1) Rxv = v − 2(v · n(x))n(x), (x, v) ∈ (∂Ω× Rd) \ B.
Remark that for any point (x, v) ∈ Σ± the reflection Rx associate the point (x,Rxv) ∈ Σ∓, and that
RxRxv = v. The linear Boltzmann equation with specular boundary condition then reads as follows:
(8.2)
 ∂tf + v · ∇xf −∇xV · ∇vf =
∫
Rd
[k(x, v′, v)f(v′)− k(x, v, v′)f(v)] dv′,
f(t, x,Rxv) = f(t, x, v), (x, v) ∈ ∂Ω× Rd.
Note that the boundary conditions used here translate the fact that the particles reflect against the
boundary of Ω according to the laws of geometric optics.
In this equation, we still assume that V ∈W 2,∞(Ω).
We now revisit the results which were obtained previously in the torus case.
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9. Characteristics, well-posedness and dissipation
We start by defining the “broken characteristics” (φt)t≥0 which will allow us to express the different
relevant geometric control conditions. Note first that the force −∇xV can be extended to Ω by uniform
continuity.
• Let (x, v) ∈ Ω× Rd. For small enough values of t ≥ 0, we can consider the characteristics ψt(x, v) :=
(Xt(x, v), Ξt(x, v)), where
(9.1)

dXt(x, v)
dt
= Ξt(x, v),
dΞt(x, v)
dt
= −∇xV (Xt(x, v)),
Xt=0 = x, Ξt=0 = v.
We define τ(x, v) := inf{t ≥ 0, Xt(x, v) ∈ ∂Ω}. Note then that for all t ∈ (0, τ(x, v)), ψt(x, v) ∈ Ω× Rd
and ψt=τ(x,v)(x, v) ∈ Σ+ ∪ Σ0 ∪ B.
• Let (x, v) ∈ Σ−. Then the same construction of forward characteristics ψt(x, v) can be performed for
t ≥ 0.
•We now define the broken characteristics (φt)t∈R+ associated to the hamiltonian H = 12 |v|2 +V (x) and
specular boundary conditions for almost every point of Ω× Rd as follows.
Let (x, v) ∈ Ω × Rd. If for any t ≥ 0, ψt(x, v) ∈ Ω × Rd (i.e. τ(x, v) = +∞), then we set
φt(x, v) = ψt(x, v) for all t ≥ 0. If not, for all t ∈ [0, τ(x, v)], set φt(x, v) = ψt(x, v). If (x′, v′) :=
(Xt=τ(x,v)(x, v),Ξt=τ(x,v)(x, v)) ∈ B∪Σ0, then stop the construction here. Otherwise, consider (x1, v1) :=
(x′, Rx′v′). Note that (x′, v′) ∈ Σ+ and thus (x1, v1) ∈ Σ−.
If for any t > 0, ψt(x1, v1) ∈ Ω × Rd, then set for t > τ(x, v), φt(x, v) = ψt−τ(x,v)(x1, v1). If
τ(x1, v1) <∞, for all t ∈ (τ(x, v), τ(x, v) + τ(x1, v1)], set φt(x, v) = ψt−τ(x,v)(x1, v1).
Then if (x′1, v′1) := (Xt=τ(x1,v1)(x1, v1),Ξt=τ(x1,v1)(x1, v1)) ∈ B ∪ Σ0, stop the construction here.
Otherwise, consider (x2, v2) := (x′1, Rx′1v
′
1), and so on.
There are two possibilities:
• either on any interval of time, there is only a finite number of such intersections with the bound-
ary, in which case the construction can be carried on by recursion,
• or there is an interval of time in which there is an infinite number of such intersections with the
boundary.
Nevertheless, as shown in [40, Section 1.7] (this is an application of Poincaré’s recurrence lemma), the
measure of the points of the phase space for which the second possibility occurs is equal to 0.
We now recall that by a classical result by Bardos [3, Proposition 2.3], which is basically an elegant
application of Sard’s lemma, the Lebesgue measure of the set
S := {(x, v) ∈ Ω× Rd, ∃t > 0, ψt(x, v) ∈ B ∪ Σ0}
is equal to zero. This shows that that “pathological” trajectories can actually be neglected. Indeed,
remark that φt(x, v) is well defined for all t ≥ 0 for all (x, v) ∈ Ω × Rd, except the set of zero measure
evoked in the construction and the set{
(x, v) ∈ Ω× Rd, ∃t > 0, φt(x, v) ∈ B ∪ Σ0
}
,
but by the above property, this set has zero Lebesgue measure (as the countable union of sets with zero
Lebesgue measure).
We define likewise the characteristics for almost every point of the phase space on negative times.
We finally recall the following very useful lemma (see [46] and also [39]).
Lemma 9.1. For all s ∈ R, φs is measure preserving.
Remark 9.1. Note that in the case where Ω is C1, the Hamiltonian flow of H(x, v) = |v|
2
2 + V (x)
with specular boundary conditions can be made continuous on the appropriate phase space. The latter
can for instance be seen as the quotient W = Ω × Rd/ ≈, where (x, v) ≈ (x,Rxv) for x ∈ ∂Ω. A
continuous function f on Ω × Rd satisfying f(x, v) = f(x,Rxv) for (x, v) ∈ ∂Ω × Rd can be identified
with a continuous function f on W , so that Equation (8.2) can be viewed as an equation on W .
We are in position to state the relevant definitions for the problem of convergence to equilibrium. We
can define
• the set ω where collisions are effective, as in Definition 2.1,
• a.e.i.t. GCC, as in Definition 2.5,
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• the equivalence relation ∼, as in Definition 3.1,
• the Lebesgue spaces Lp = Lp(Ω× Rd), as in Definition 2.10,
• the Unique Continuation Property, as in Definition 2.11.
We can introduce as in Definition 2.4 the following Lebeau constant (note that we need to consider
an essential infimum here, because characteristics are defined only almost everywhere).
Definition 9.1. We define the Lebeau constant:
(9.2) C−b (∞) := sup
T∈R+
ess inf(x,v)∈Ω×Rd
1
T
∫ T
0
(∫
Rd
k(φt(x, v), v
′) dv′
)
dt.
Our next task is to study the well-posedness of (8.2) in L2 spaces, which are defined as in Defini-
tion 2.10. One important feature is that with specular reflection, the dissipation identity still holds. The
key point is to observe that for symmetry reasons, it is exactly the same as in the torus case (that is
without boundary).
Besides, as checked by Weckler [46, Theorem 3 and Lemma 3.3], we have the following Duhamel
formula.
Lemma 9.2. Let ν ∈ C(Ω× Rd) and g ∈ L∞L2. Let f0 ∈ L2. The unique weak solution to the kinetic
transport equation
(9.3)

∂tf + v · ∇xf −∇xV · ∇vf = −b(x, v)f(t, x, v) + g,
f(t, x,Rxv) = f(t, x, v), (x, v) ∈ ∂Ω× Rd,
f(0, x, v) = f0(x, v)
is given by
f(t, x, v) = exp
(
−
∫ t
0
b(φ−(t−s)(x, v)) ds
)
f0 ◦ φ−t(x, v)
+
∫ t
0
g(s, φs−t(x, v)) exp
(
−
∫ t
s
b(φτ−t(x, v)) dτ
)
ds.
In turn, this Duhamel formula allows in particular to prove well-posedness for (8.2).
Remark 9.2. Note that well-posedness for (8.2) can be proved by other means (see for instance Mischler
[33], where much weaker assumptions on the force field are considered); however, having the representa-
tion formula of Lemma 9.2 is a key point for the subsequent analysis (as seen in the torus case).
Proposition 9.1 (Well-posedness of the linear Boltzmann equation with specular reflection). Assume
that f0 ∈ L2. Then there exists a unique f ∈ C0(R;L2) solution of the initial boundary value prob-
lem (8.2) satisfying f |t=0 = f0, and we have
(9.4) for all t ≥ 0, d
dt
‖f(t)‖2L2 = −D(f(t)),
where D(f) is defined as follows:
(9.5) D(f) =
1
2
∫
Ω
eV
∫
Rd
∫
Rd
(
k(x, v′, v)
M(v) +
k(x, v, v′)
M(v′)
)
M(v)M(v′)
(
f(v)
M(v) −
f(v′)
M(v′)
)2
dv′ dv dx.
If moreover f0 ≥ 0 a.e., then for all t ∈ R we have f(t, ·, ·) ≥ 0 a.e. (Maximum principle).
We shall not dwell on the proof of Proposition 9.1, as it follows the lines of that of Proposition 4.1.
More generally, all results of Section 4 are still relevant.
10. Convergence to equilibrium
As in the torus case, the following holds:
Theorem 10.1 (Convergence to equilibrium). The following statements are equivalent.
(i.) The set ω satisfies the Unique Continuation Property.
(ii.) The set ω satisfies the a.e.i.t. GCC and there exists one and only one equivalence class for the
equivalence relation ∼.
(iii.) For all f0 ∈ L2, denote by f(t) the unique solution to (8.2) with initial datum f0. We have
(10.1)
∥∥∥∥f(t)− (∫
Ω×Rd
f0 dv dx
)
e−V∫
Ω
e−V dx
M(v)
∥∥∥∥
L2
→t→+∞ 0,
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Proof of Theorem 10.1. One can check that the methods given in Section 5 for proving Theorem 2.2 are
still relevant. We only highlight here the main differences.
(i.) =⇒ (iii.) One can check that the beginning of the proof given for Theorem 2.2 also applies here,
mutatis mutandis.
The only problem comes from the fact that at some point, we want to use an averaging lemma to
obtain compactness of some averages in v of the solutions, see (5.13). The issue is that we a priori need
“global” compactness, that is to say on the whole open set Ω; unfortunately, classical averaging lemmas
(see Corollary B.2) only provide “local” compactness, i.e. only for restrictions of the average on compact
subsets of Ω.
The key point is that the proof of (i.) =⇒ (iii.) in Theorem 2.2 is performed with a sequence of
solutions enjoying a uniform L∞ bound, which means that it also enjoys uniform equi-intregrability (in
the sense of Definition B.2). Therefore, we can apply the “improved” averaging lemma of Corollary B.3
which does yield compactness in the term (5.13). This argument allows us to complete the proof of
(i.) =⇒ (iii.) in Theorem 10.1.
(iii.) =⇒ (ii.) Once again, the beginning of the previous proof is still relevant.
Suppose that ∼ has at least two equivalence classes. The property (5.2) of Lemma 5.1 is not true in
this context, but can replaced by the following one. For any equivalence class [Ω0] (for ∼), we have, by
definition of ∼,
for all t ≥ 0, φ−t
 ⋃
Ω′∈[Ω0]
Ω′
 = ⋃
Ω′∈[Ω0]
Ω′ almost everywhere,
and we can argue as before to conclude.
(ii.) =⇒ (i.) The previous proof is still relevant, mutatis mutandis.

Similarly, we also have
Theorem 10.2. The following statements are equivalent.
(i.) The set ω satisfies the a.e.i.t. GCC.
(ii.) For all f0 ∈ L2, denote by f(t) the unique solution to (1.1) with initial datum f0. We have
(10.2) ‖f(t)− Pf0‖L2 →t→+∞ 0,
where
(10.3) Pf0(x, v) =
∑
j∈J
1
‖1Uje−VM‖L2
(∫
Uj
f0 dvdx
)
fj .
with ([Ωj ])j∈J the equivalence classes of the equivalence relation ∼,
Uj =
⋃
Ω′∈[Ωj ]
Ω′, fj :=
1Uje
−VM
‖1Uje−VM‖L2
.
Note that Theorem 10.1 has an interesting consequence as soon as we know that the geodesic flow
enjoys ergodic properties, and thus in particular a.e.i.t. GCC is satisfied by any ω of the form ωx × Rd,
where ωx is a non-empty subset of Ω.
Corollary 10.1. Assume that V = 0 and and ω = ωx × Rd, where ωx is a non-empty subset of Ω.
Consider
SΩ =
{
(x, v) ∈ Ω× Rd, 1
2
|v|2 = 1
}
,
and assume that the dynamics (φt)t≥0 defined on SΩ is ergodic.
Then for all f0 ∈ L2, denoting by f(t) the unique solution to (8.2) with initial datum f0, we have
(10.4)
∥∥∥∥f(t)− (∫
Ω×Rd
f0 dv dx
)
1
|Ω|M(v)
∥∥∥∥
L2
→t→+∞ 0,
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Examples of domains Ω where this corollary applies are the Bunimovich stadium, the Sinai billiard
or the interior of a cardioid. Note that the homogeneity of the flow implies that ergodicity on the unit
sphere is equivalent to ergodicity on any sphere bundle over Ω. Note that the conclusion of Corollary 10.1
remains valid in the more general case where ω = ωx × ωv where ωv is an open set in Rd such that
ωv ∩ S(0, R) 6= ∅ for all R > 0 (where S(0, R) ⊂ Rd is sphere centered in 0 of radius R).
11. Exponential convergence to equilibrium
In this paragraph (and here only), we consider a more restricted class of collision kernels. Precisely,
we assume that the collision kernel k belongs to the subclass E2* of E2, which we define below (note
that we have slightly changed the original notations of E2).
E2*. “Factorized” collision kernels Let k be a collision kernel verifying A1–A3. We suppose that
there exist k∗ ∈ C0(Ω× Rd × Rd), σ ∈ C0(Ω), and λ0 > 0 such that
• for all (x, v, v′) ∈ Ω× Rd × Rd,
(11.1) k(x, v, v′) = σ(x)k∗(x, v, v′)M(v′), with k∗(x, v, v′) + k∗(x, v′, v) ≥ λ0.
• we have
(x, v) 7→
∫
k∗(x, v, v′)M(v′) dv′ ∈ L∞(Ω× Rd)
In this situation, the set ω (where the collisions are effective) is of the form ωx × Rd, where
ωx = {x ∈ Ω, σ(x) > 0}.
For the sake of readability, in this section, we shall write in the following ω instead of ωx. To (slightly)
simplify the statements, we shall assume here that ω is connected.
For collision kernels in E2*, we have the improvement of Lemma 4.3:
Lemma 11.1. For any f ∈ L2, we have
(11.2) D(f) ≥ λ0
∥∥∥√σ(x)(f − ρfM(v))∥∥∥2L2
It is much stronger than what we have used in the case without boundary.
Proof of Lemma 11.1. By (4.2) and by symmetry in v and v′, using (11.1), we have:
(11.3) D(f) ≥ λ0
∫
Ω
σ(x)eV
∫
Rd
∫
Rd
MM′
(
f
M −
f ′
M′
)2
dv′ dv dx.
By Jensen’s inequality it follows that
D(f) ≥ λ0
∫
Ω
σ(x)eV
∫
Rd
M(v)
(∫
Rd
M(v′)
(
f(v)
M(v) −
f(v′)
M(v′)
)
dv′
)2
dv dx
= λ0
∫
Ω
σ(x)eV
∫
Rd
1
M(v) (f − ρfM(v))
2
dv dx
= λ0
∥∥∥√σ(x)(f − ρfM(v))∥∥∥2L2 ,
which proves our claim.

The main result of this section is the following theorem.
Theorem 11.1 (Exponential convergence to equilibrium). Let k be a collision kernel in the class E2*.
Let Ω be a bounded and piecewise C1 domain. Assume that ω is connected. Assume also that there exists
a neighborhood V of ∂ω ∩ ∂Ω in Rd such that ∂ω is of class C2 in V.
Consider the following two statements:
(a.) C−b (∞) > 0.
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(b.) There exists C > 0, γ > 0 such that for any f0 ∈ L2(Ω × Rd), the unique solution to (8.2) with
initial datum f0 satisfies for all t ≥ 0
(11.4)
∥∥∥∥f(t)− (∫
Ω×Rd
f0 dv dx
)
e−V∫
Ω
e−V dx
M(v)
∥∥∥∥
L2
≤ Ce−γt
∥∥∥∥f0 − (∫
Ω×Rd
f0 dv dx
)
e−V∫
Ω
e−V dx
M(v)
∥∥∥∥
L2
.
Then (a.) implies (b.).
∂Ω
Ω
ω
Figure 1. Illustration of the regularity assumption on ω near ∂ω ∩ ∂Ω
If C−b (∞) > 0, we first remark that the analogue of Proposition 5.1 holds in this setting:
Proposition 11.1. Assume that C−b (∞) > 0. Let T > 0 such that
ess inf(x,v)∈Ω×Rd
1
T
∫ T
0
(∫
Rd
k(φt(x, v), v
′) dv′
)
dt > 0.
If f ∈ C0t (L2) is a solution to
∂tf + v · ∇xf −∇xV · ∇vf = 0,
f(t, x,Rxv) = f(t, x, v), Rxv = v − 2(v · n(x))n(x), x ∈ ∂Ω, v ∈ Rd,
f = ρ(t, x)M(v) on I × ω,
where I is an interval of length larger than T , then f =
(∫
Ω×Rd f dv dx
)
e−V∫
Ω
e−V dxM(v).
As already pointed out in the proof of Theorem 10.1, the difficulty in proving Theorem 11.1 comes
from the fact that the regularity provided by the classical averaging lemmas is a priori not valid up to
the boundary. This is the main reason why we have not been able to prove neither that (a.) and (b.)
are equivalent, nor that the equivalence holds under the far less restrictive assumptions of Theorem 2.3.
Nevertheless, it seems natural to conjecture that this is indeed the case.
In order to prove (a.) implies (b.), we shall overcome this difficulty by adapting some arguments due
to Guo in [26], which forces us to make a regularity assumption on ω near ∂Ω.
Note that this regularity assumption is for instance satisfied as long as ∂Ω is C2 and σ is positive on
the whole boundary ∂Ω.
The regularity assumption is also automatically satisfied in the case where ω ⊂ Ω. As a matter of
fact, if it is the case and if ∂Ω is C1 then we recover the exact analogue of Theorem 2.3.
The paper [26] concerns the decay of classical Boltzmann equations (that is with collisions “every-
where”), set in bounded domains and a similar issue has to be faced at some point. Here, we provide a
slight generalization of the analysis by handling non zero potentials V (in [26], the dynamics is dictated
by free transport); furthermore, we have to modify Guo’s strategy since collisions are only effective in
ω in our framework. Loosely speaking, we will show that there can not be concentration of mass near
the boundary ∂ω ∩ ∂Ω. Note also that this point of the proof actually does not depend on the boundary
condition chosen for the kinetic equation.
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Proof of Theorem 11.1. Assume that C−b (∞) > 0. In order to show that (b.) holds, the beginning of the
proof is the same as that given for Theorem 2.3, (a.) =⇒ (b.). We keep the same notations as those of
that proof. The only difference appears in the justification of the compactness property (7.8), which we
shall perform now. To summarize, the property which remains to be shown is the following one. Given
a sequence (gn) of solutions of (8.2) in C0t ([0,∞[;L2), satisfying
(11.5)
sup
t≥0
‖gn(t)‖L2 ≤ 1, gn ⇀ 0 weakly− ? in L∞t L2,∫ T1
0
D(gn) dt→ 0,
prove that
(11.6)
∫
k(x, v′, v)gn(t, x, v′) dv′ → 0, strongly in L2(0, T1;L2).
First remark that as in the torus case, by (11.5), Lemma 11.1 and the averaging lemma of Corollary B.2,
for all compact sets K ⊂ Ω, we have∥∥∥∥1K(x)∫ k(x, v′, v)gn(t, x, v′) dv′∥∥∥∥
L2(0,T1;L2)
→ 0,
We shall refer to this property as interior compactness.
According to the assumption on Ω and ω, there exists an open subset ω˜, of class C2, included in ω
such that ∂ω˜ ∩ ∂Ω = ∂ω ∩ ∂Ω.
We can write ω˜ = {x ∈ Rd, η(x) < 0}, where η is a C2 function such that
(11.7) n˜(x) :=
∇xη(x)
|∇xη(x)|
is well defined on a neighborhood of ∂ω˜ = {x ∈ Rd, η(x) = 0}.
We denote
(11.8) ω˜ε = {x ∈ ω˜, η(x) < −ε4}.
ω˜
∂Ω
Ω
ω
ω˜ε
Figure 2. The open sets ω˜ and ω˜ε
Then, according to the decomposition∥∥∥∥∫ k(x, v′, v)gn(t, x, v′) dv′∥∥∥∥2
L2
=
∥∥∥∥1ω˜ ∫ k(x, v′, v)gn(t, x, v′) dv′∥∥∥∥2
L2
+
∥∥∥∥1ω\ω˜ ∫ k(x, v′, v)gn(t, x, v′) dv′∥∥∥∥2
L2
,
and since by interior compactness (as ω \ ω˜ ⊂ Ω),∥∥∥∥1ω\ω˜ ∫ k(x, v′, v)gn(t, x, v′) dv′∥∥∥∥
L2(0,T1;L2)
→ 0,
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it only remains to prove∥∥∥∥1ω˜ ∫ k(x, v′, v)gn(t, x, v′) dv′∥∥∥∥
L2
→ 0 strongly in L2(0, T1).
We also have the decomposition∥∥∥∥1ω˜ ∫ k(x, v′, v)gn(t, x, v′) dv′∥∥∥∥2
L2
=
∥∥∥∥1ω˜ε ∫ k(x, v′, v)gn(t, x, v′) dv′∥∥∥∥2
L2
+
∥∥∥∥1ω˜\ω˜ε ∫ k(x, v′, v)gn(t, x, v′) dv′∥∥∥∥2
L2
.
Again according to interior compactness (as ω˜ \ ω˜ε ⊂ Ω), we only have to prove that
(11.9)
∥∥∥∥1ω˜\ω˜ε ∫ k(x, v′, v)gn(t, x, v′) dv′∥∥∥∥
L2
→ 0 strongly in L2(0, T1).
Using (11.1) and the Cauchy-Schwarz inequality, we have
∥∥∥1ω˜\ω˜ε ∫ k(x, v′, v)gn(t, x, v′) dv′∥∥∥L2
=
∥∥∥∥1ω˜\ω˜ε ∫ σ(x)M(v)k∗(x, v′, v)gn(t, x, v′) dv′∥∥∥∥
L2
≤ ‖√σ‖∞
[∫
1ω˜\ω˜εσ(x)M(v)
(∫
|k∗|2(x, v′, v)M(v′) dv′
)
×
(∫ |gn|2(t, x, v′)
M(v′) dv
′
)
eV dvdx
]1/2
≤ ‖√σ‖∞
∥∥∥∥∫ |k∗|2(x, v′, v)M(v)M(v′) dv′ dv∥∥∥∥1/2
L∞(Ω)
×
[∫
1ω˜\ω˜εσ(x)|gn|2(t, x, v′)
eV
M(v′) dv
′ dx
]1/2
Therefore, in order to prove (11.9), this is sufficient to prove that
(11.10) ‖1ω˜\ω˜ε
√
σ(x)gn‖L2(0,T1;L2) → 0.
The following is dedicated to the proof of this convergence.
Let m > 0 satisfying 2m < 1. We have the following lemma, adapted from Guo [26, Lemma 9], which
shows that the contribution of high velocities and “grazing” trajectories is negligible.
Lemma 11.2. There exist ε0 > 0, C > 0 and a nonnegative function ϕ(n) going to 0 as n goes to +∞,
such that for any n ∈ N and any ε ∈ (0, ε0),
(11.11)
∫ T1
0
∫
ω˜\ω˜ε×Rd
1{|v|>ε−m or |n˜(x)·v|≤ε}(x, v)σ(x)|gn(s, x, v)|2 e
V
M(v) dv dx ds ≤ Cε+ ϕ(n).
We define now the cut-off functions
χ+(x, v) = 1ω˜\ω˜ε(x)1{|v|≤ε−m, n˜(x)·v>ε}(x, v)
√
σ(x),
χ−(x, v) = 1ω˜\ω˜ε(x)1{|v|≤ε−m, n˜(x)·v<−ε}(x, v)
√
σ(x).
Let u ∈ [ε, T1 − ε]. Let X(t, u, x, v) and Ξ(t, u, x, v) be the solution to
(11.12)

dX
dt
(t, u, x, v) = Ξ(t, u, x, v),
dΞ
dt
(t, u, x, v) = −∇xV (X(t, u, x, v)),
with X(u, u, x, v) = x, Ξ(u, u, x, v) = v. We define for t ∈ [ε, s],
(11.13) χ˜+(t, x, v) = χ+
(
X(s, t, x, v), Ξ(s, t, x, v)
)
,
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and for t ∈ [s, 1− ε],
(11.14) χ˜−(t, x, v) = χ−
(
X(s, t, x, v), Ξ(s, t, x, v)
)
,
which are built in order to satisfy the transport equation
∂tχ˜± + v · ∇xχ˜± −∇xV · ∇vχ˜± = 0, χ˜±(s, x, v) = χ±(x, v).
The following lemma is an adaptation of [26, Lemma 10], with an additional potential V .
Lemma 11.3. There exists ε0 > 0 such that if ε ∈ (0, ε0), the following statements hold.
(1) For t ∈ [s− ε2, s], if χ˜+(t, x, v) 6= 0, then n˜(x) · v > ε/2 and |v| < 2ε−m.
Moreover, χ˜+(s− ε2, x, v) = 0 for x ∈ ω˜ \ ω˜ε.
(2) For t ∈ [s, s+ ε2], if χ˜−(t, x, v) 6= 0, then n˜(x) · v < −ε/2 and |v| < 2ε−m.
Moreover, χ˜−(s+ ε2, x, v) = 0 for x ∈ ω˜ \ ω˜ε.
For the sake of readability, we postpone the proofs of Lemmas 11.2 and 11.3 to the end of the section.
We finally have the last adaptation from [26, Lemma 11].
Lemma 11.4. There exists ε1 > 0, C > 0 such that for all ε ∈ (0, ε1), there exists a function Ψε : N→
R+ satisfying limn→+∞Ψε(n) = 0 such that
(11.15)
∫ T1
0
[‖χ+gn(s)‖2L2 + ‖χ−gn(s)‖2L2 ] ds ≤ Cε+ Ψε(n).
Proof of Lemma 11.4. Let s ∈ [ε, T1 − ε]. By construction of χ˜±(t, x, v) (see (11.13) and (11.14)), we
have
(11.16) ∂t(χ˜±gn) + v · ∇x(χ˜±gn)−∇xV · ∇v(χ˜±gn) = χ˜±C(gn)
We deal with χ˜+. We multiply (11.16) by χ˜+gn e
V
M(v) and integrate on [s− ε2, s]× ω˜ \ ω˜ε × Rd to get
‖χ+gn(s)1ω˜\ω˜ε×Rd‖2L2 − ‖χ˜+gn(s− ε2)1ω˜\ω˜ε×Rd‖2L2 ,
+A = 2
∫ s
s−ε2
〈1ω˜\ω˜ε×Rd χ˜+C(gn), gn〉L2 du
where A denotes the contributions from the boundary of ω˜ \ ω˜ε,
(11.17) A :=
∫ s
s−ε2
∫
∂(ω˜\ω˜ε)×Rd
v ·N(x)(χ˜+(t, x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x)dt.
Here N(x) is the outer normal on ∂(ω˜ \ ω˜ε) and dΣε(x) is the surface measure on ∂(ω˜ \ ω˜ε).
By Lemma 11.3, if x ∈ ω˜ \ ω˜ε, then χ˜+(s− ε2, x, v) = 0. We deduce that
‖χ˜+gn(s− ε2)1ω˜\ω˜ε×Rd‖2L2 = 0.
Now, we partition ∂(ω˜ \ ω˜ε)× Rd as follows
∂(ω˜ \ ω˜ε)× Rd = γ− ∪ γ+ ∪ γ−ε ∪ γ+ε ,
where 
γ = ∂ω˜,
γ− = {(x, v) ∈ γ × Rd, η(x) = 0, N(x) · v < 0},
γ+ = {(x, v) ∈ γ × Rd, η(x) = 0, N(x) · v ≥ 0},
γε = ∂ω˜ε,
γ−ε = {(x, v) ∈ γε × Rd, η(x) = −ε4, N(x) · v < 0},
γ+ε = {(x, v) ∈ γε × Rd, η(x) = −ε4, N(x) · v ≥ 0}.
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Therefore we obtain
A =
∫ s
s−ε2
∫
γ+
|v ·N(x)|(χ˜+(t, x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x)
+
∫ s
s−ε2
∫
γ+ε
|v ·N(x)|(χ˜+(t, x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x)
−
∫ s
s−ε2
∫
γ−
|v ·N(x)|(χ˜+(t, x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x)
−
∫ s
s−ε2
∫
γ−ε
|v ·N(x)|(χ˜+(t, x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x).
Recall the definition of n˜ in (11.7). Observe that on γ, we have N(x) = n˜(x), while on γε, we have
N(x) = −n˜(x).
Using Lemma 11.3, for all t ∈ [s− ε2, s], if χ˜(t, x, v) 6= 0, then n˜(x) · v > 0. Therefore,∫ s
s−ε2
∫
γ−
|v ·N(x)|(χ˜+(t, x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x) = 0.
We thus obtain the bound
‖χ+gn(s)‖2L2 ≤
∫ s
s−ε2
∫
γ−ε
|v ·N(x)|(χ˜+(t, x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x)dt
+ 2
∫ s
s−ε2
〈1ω˜\ω˜ε×Rd χ˜+C(gn), gn〉L2 du.(11.18)
Similarly, for χ˜−, we multiply (11.16) by χ˜−gn e
V
M(v) and integrate on [s, s+ ε
2]× ω˜ \ ω˜ε × Rd to get
‖χ−gn(s)‖2L2 ≤
∫ s+ε2
s
∫
γ+ε
|v ·N(x)|(χ˜−(t, x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x)dt
− 2
∫ s+ε2
s
〈1ω˜\ω˜ε×Rd χ˜−C(gn), gn〉L2 du.(11.19)
According to Lemma 11.3 and the definitions of χ± and χ˜±, we have∫ s
s−ε2
∫
γ−ε
|v ·N(x)|(χ˜+(t, x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x)dt
≤ ‖σ‖∞
∫ s
s−ε2
∫
γε
|v ·N(x)|(1{|v|≤2ε−m, n˜(x)·v>ε/2}(x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x)dt
≤ ‖σ‖∞
∫ s+ε2
s−ε2
∫
γε
|v · n˜(x)|(1{|v|≤2ε−m, |n˜(x)·v|>ε/2}(x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x)dt,
and likewise∫ s+ε2
s
∫
γ+ε
|v ·N(x)|(χ˜−(t, x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x)dt
≤ ‖σ‖∞
∫ s+ε2
s−ε2
∫
γε
|v · n˜(x)|(1{|v|≤2ε−m, |n˜(x)·v|>ε/2}(x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x)dt.
We thus have to study∫ s+ε2
s−ε2
∫
γε
|v · n˜(x)|(1{|v|≤2ε−m, |n˜(x)·v|>ε/2}(x, v)gn(t, x, v))2 e
V
M(v) dvdΣε(x)dt
≤
∫ s+ε2
s−ε2
∫
γε
(1{|v|≤2ε−m, |n˜(x)·v|>ε/2}(x, v)gn(t, x, v))2
(n˜(x) · v)2
1 + |v|
4(1 + 2ε−m)
ε2
eV
M(v) dvdΣε(x)du
≤ Cε
∫ s+ε2
s−ε2
∫
γε
g2n(u)
eV
M(v)
(N(x) · v)2
1 + |v| dvdΣε(x)du,
with Cε =
4(1+2ε−m)
ε2 .
We recall below Cessenat’s trace theorem (see [13] or [38, Proposition B.2]):
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Lemma 11.5. Let U be a C1 domain. Let T1, T2 > 0. There exists a constant C > 0 such that, for any
function f ∈ L2(T1, T2;L2(U × Rd)) satisfying (∂t + v · ∇x −∇xV · ∇v)f ∈ L2(T1, T2;L2(U × Rd)), we
have
‖f |∂U‖L2(T1,T2;L2(|v·n(x)|2(1+|v|)−1dΣ(x)dv))
≤ C (‖f‖L2(T1,T2;L2(U×Rd)) + ‖(∂t + v · ∇x −∇xV · ∇v)f‖L2(T1,T2;L2(U×Rd))) ,
where dΣ denotes the surface measure and n is the outward unit normal on ∂U .
This allows us to obtain the control:∫ s+ε2
s−ε2
∫
γε
g2n(u)
eV
M(v)
(N(x) · v)2
1 + |v| dvdΣε(x)du ≤ Kε
∫ s+ε2
s−ε2
[‖gn(u)‖2L2(ω˜ε×Rd) + ‖C(gn)(u)‖2L2(ω˜ε×Rd)] du.
By interior compactness, since ω˜ε ⊂ Ω, we know that∫ s+ε2
s−ε2
‖gn(u)‖2L2(ω˜ε×Rd) du→ 0,
as n→ +∞.
On the other hand, using the assumption A2 on the collision kernel, we have∫ s+ε2
s−ε2
‖C(gn)(u)‖2L2 du =
∫ s+ε2
s−ε2
‖C(gn − ρgnM(v))(u)‖2L2 du
≤ E1 + E2,
where
E1 :=
∫ s+ε2
s−ε2
∥∥∥∥(∫ k(x, v, v′) dv′) [gn − ρgnM(v)]∥∥∥∥2
L2
du,
E2 :=
∫ s+ε2
s−ε2
∥∥∥∥∫ k(x, v′, v)[gn(v′)− ρgnM(v′)] dv′∥∥∥∥2
L2
du.
We first study E1. Using (11.1), we have
E1 =
∫ s+ε2
s−ε2
∥∥∥∥(∫ σ(x)k∗(x, v, v′)M(v′) dv′) [gn − ρgnM(v)]∥∥∥∥2
L2
du,
≤
(
sup
(x,v)∈Ω×Rd
∫
k∗(x, v, v′)M(v′) dv′
)2
‖√σ‖∞
∫ s+ε2
s−ε2
∥∥√σ[gn − ρgnM(v)]∥∥2L2 du.
We argue likewise for E2 and obtain a similar bound.
Therefore, using Lemma 11.1 and the dissipation bound in (11.5), we deduce:∫ s+ε2
s−ε2
‖C(gn)(u)‖2L2 du ≤ C
∫ s+ε2
s−ε2
‖
√
σ(x)(gn − ρgnM(v))‖2L2 du ≤ C
∫ T1
0
D(gn(t))dt
≤ Ψ1(n),(11.20)
with Ψ1(n) a function tending to 0 as n goes to +∞.
Moreover, we have the rough bound, obtained by Cauchy-Schwarz inequality:∫ s
s−ε2
〈1ω˜\ω˜ε×Rd χ˜+C(gn), gn〉L2 du−
∫ s+ε2
s
〈1ω˜\ω˜ε×Rd χ˜−C(gn), gn〉L2 du
≤
∫ s+ε2
s−ε2
‖C(gn)‖L2‖gn‖L2 du
≤ sup
t≥0
‖gn‖L2
∫ s+ε2
s−ε2
‖C(gn)‖L2 du
≤
∫ s+ε2
s−ε2
‖C(gn)‖L2 du,
where we have used (11.5) on the last line. We can use again (11.20) to bound this by Ψ1(n).
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Summarizing (ε being fixed), we have proved the existence of Ψε(n) tending to 0 as n tends to infinity
such that ∫ T1−ε
ε
[‖χ−gn(s)‖2L2 + ‖χ−gn(s)‖2L2 ] ds ≤ Ψε(n).
We also have, by (11.5), ∫ ε
0
[‖χ−gn(s)‖2L2 + ‖χ−gn(s)‖2L2 ] ds ≤ 2‖σ‖∞ε,∫ T1
T1−ε
[‖χ−gn(s)‖2L2 + ‖χ−gn(s)‖2L2 ] ds ≤ 2‖σ‖∞ε.
which yields the claimed result of Lemma 11.4. 
End of the proof of Theorem 11.1. We are now ready to prove (11.10), which is a consequence of
Lemmas 11.2 and 11.4. Indeed, we can write
‖1ω˜\ω˜ε
√
σgn‖2L2(0,T1;L2)
= ‖1{ω˜\ω˜ε1|v|>ε−m or |n˜(x)·v|≤ε}
√
σgn‖2L2(0,T1;L2) + ‖1{ω˜\ω˜ε1|v|≤ε−m and |n˜(x)·v|>ε}
√
σgn‖2L2(0,T1;L2)
= ‖1ω˜\ω˜ε1{|v|>ε−m or |n˜(x)·v|≤ε}
√
σgn‖2L2(0,T1;L2) + ‖χ+gn‖2L2(0,T1;L2) + ‖χ−gn‖2L2(0,T1;L2)
≤ Cε+ ϕ(n) + Ψε(n).
Let δ > 0. Fix ε > 0 small enough such that ε < ε0 and Cε < δ/2. Once this parameter ε is fixed,
choose n0 large enough such that for all n ≥ n0, ϕ(n) + Ψε(n) ≤ δ/2. Then for all n ≥ n0, we have
‖1ω˜\ω˜ε
√
σgn‖2L2(0,T1;L2) ≤ δ, which proves the convergence to 0.
Therefore, this concludes the proof of Theorem 11.1. 
Now, it only remains to prove Lemmas 11.2 and 11.3 for the proof of Theorem 11.1 to be complete.
This is the aim of the next two sections.
11.1. Proof of Lemma 11.2. First take ε0 small enough so that n˜(x) is well defined for x ∈ ω˜ \ ω˜ε0 .
We write the decomposition∫ T1
0
∫
ω˜\ω˜ε×Rd
1{|v|>ε−m or |n˜(x)·v|≤ε}σ(x)|gn(s, x, v)|2 e
V
M(v) dv dx ds ≤ A1 +A2,
with
A1 := 2‖σ‖L∞(Ω)
∫ T1
0
∫
ω˜\ω˜ε×Rd
1{|v|>ε−m or |n˜(x)·v|≤ε}|ρgn(s, x)|2eVM(v) dv dx ds,
A2 := 2
∫ T1
0
∫
ω˜\ω˜ε×Rd
1{|v|>ε−m or |n˜(x)·v|≤ε}σ(x)|gn(s, x, v)− ρgn(s, x)M(v)|2
eV
M(v) dv dx ds,
where
ρgn :=
∫
gn dv.
For A1, we use the uniform bound supt≥0 ‖gn‖L2 ≤ 1 and Cauchy-Schwarz inequality to obtain
A1 ≤ 2‖σ‖L∞(Ω)
∫ T1
0
(∫
Ω
|ρgn |2eV dx
)
dt sup
x∈ω˜\ω˜ε
∫
{|v|>ε−m or |n˜(x)·v|≤ε}
M(v) dv
≤ 2‖σ‖L∞(Ω)
∫ T1
0
(∫
Ω
(∫ |gn(x, v′)|2
M(v′) dv
′
)(∫
M(v′) dv′
)
eV (x) dx
)
dt
× sup
x∈ω˜\ω˜ε
∫
{|v|>ε−m or |n˜(x)·v|≤ε}
M(v) dv
≤ 2T1‖σ‖L∞(Ω)
(
sup
t≥0
‖gn‖L2
)2
sup
x∈ω˜\ω˜ε
∫
{|v|>ε−m or |n˜(x)·v|≤ε}
M(v) dv
≤ 2T1‖σ‖L∞(Ω) sup
x∈ω˜\ω˜ε
∫
{|v|>ε−m or |n˜(x)·v|≤ε}
M(v) dv
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One can check that there exists C > 0 independent of ε such that for all x ∈ ω˜ \ ω˜ε, we have∫
{|v|>ε−m or |n˜(x)·v|≤ε}
M(v) dv ≤ Cε,
so that we have
A1 ≤ 2CT1‖σ‖L∞(Ω)ε.
On the other hand, we have the rough bound
A2 ≤ 2
∫ T1
0
∫
Ω
∫
Rd
σ(x)|gn(s, x, v)− ρn(s, x)M(v)|2 e
V
M(v) dv dx ds,
which also goes to 0 as n goes to infinity, thanks to Lemma 11.1 and the dissipation bound in (11.5).
This concludes the proof of Lemma 11.2.
11.2. Proof of Lemma 11.3. First take ε0 small enough such that n˜(x) is well defined on {x ∈
ω˜, −√ε0 < η(x) < √ε0}.
We only prove Item (1) (the treatment of Item (2) being identical).
For the first statement of Item (1), assume that s, t, x, v are such that χ˜+(t, x, v) 6= 0 and t ∈ [s−ε2, s].
We have
n˜(x) · v = B1 +B2 +B3, with B1 = n˜(X(s, t, x, v)) · Ξ(s, t, x, v),(11.21)
B2 = −n˜(X(s, t, x, v)) · (Ξ(t, s, x, v)− v), B3 = −(n˜(X(s, t, x, v))− n˜(x)) · v.
Since χ˜+(t, x, v) 6= 0, we have B1 ≥ ε. For B2 and B3, using (11.12) , we obtain the estimates
|B2| ≤ |Ξ(s, t, x, v)− v| ≤ |t− s|‖∇xV ‖∞ ≤ Cε2,
|B3| ≤ |n˜(X(s, t, x, v))− n˜(x)||v|
≤ |∇n˜(x)||X(s, t, x, v))− x||v|,
where x belongs to the segment [x,X(s, t, x, v)]. Since χ˜+(t, x, v) 6= 0, we have |Ξ(s, t, x, v)| ≤ ε−m. We
deduce, using again (11.12), that
|X(s, t, x, v))− x| ≤
∫ s
t
|Ξ(s, u, x, v)| du
≤ |t− s||Ξ(s, t, x, v)|+ |t− s|
2
2
‖∇xV ‖∞
≤ ε2ε−m + ‖∇xV ‖∞
2
ε4
≤ 2ε2ε−m,(11.22)
for ε < ε0 with ε0 small enough, as m > 0.
Thus, we infer that |x−X(s, t, x, v)| ≤ |x−X(s, t, x, v)| ≤ 2ε2ε−m < ε, for ε < ε0 with ε0 small enough,
as 2m < 1. Moreover, since χ˜+(t, x, v) 6= 0, we have X(s, t, x, v) ∈ ω˜ \ ω˜ε and thus η(x) ∈ (−√ε0,√ε0).
Therefore, there is a constant C > 0 (depending only on ε0 and η) such that |∇n˜(x)| ≤ C. We deduce
that
|B3| ≤ Cε2ε−2m.
Coming back to (11.21), this yields
(11.23) n˜(x) · v ≥ ε− Cε2(1−m) − Cε2 ≥ ε/2.
for ε < ε0 with ε0 small enough, since 2m < 1.
Likewise using the decomposition
v = Ξ(s, t, x, v) + [v − Ξ(s, t, x, v)],
we prove that |v| < 2ε−m for ε < ε0 with ε0 small enough.
Now let us prove the second statement of Item (1). Let x ∈ ω˜ \ ω˜ε. We argue by contradiction.
Assuming that χ˜+(s− ε2, x, v) > 0, we have
(11.24) −ε
4 < η(X(s, s− ε2, x, v)) < 0, |Ξ(s, s− ε2, x, v)| < ε−m,
and n˜(X(s, s− ε2, x, v)) · Ξ(s, s− ε2, x, v) > ε.
As before, we deduce that |v| < 2ε−m.
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We write the Taylor-Lagrange formula
η(X(s, s− ε2, x, v)) = η(x)−∇η(X(s, s− ε2, x, v)) · (x−X(s, s− ε2, x, v))
− (∇2η(x)[x−X(s, s− ε2, x, v)], x−X(s, s− ε2, x, v)),
where x belongs to the segment [x,X(s, s− ε2, x, v)].
The Taylor formula, together with (11.12) yields
x−X(s, s− ε2, x, v) = ε2Ξ(s, s− ε2, x, v)−
∫ s
s−ε2
(s− w)∇xV (X(s, w, x, v)) dw.
As a consequence, we have
−∇η(X(s, s− ε2, x, v)) · (x−X(s, s− ε2, x, v)) = D1 +D2,
where
D1 := −ε2∇η(X(s, s− ε2, x, v)) · Ξ(s, s− ε2, x, v),
D2 :=
∫ s
s−ε2
(s− w)∇xV (X(s, w, x, v)) · ∇η(X(s, s− ε2, x, v)) dw.
Recalling the definition of n˜ in (11.7), there is a constant C > 1 (depending only on ε0 and η) such that
1/C ≤ |∇η|(X(s, s− ε2, x, v)) ≤ C, |∇2η(x)| ≤ C.
We thus have
D1 = −ε2|∇η(X(s, s− ε2, x, v))|n˜(X(s, s− ε2, x, v)) · Ξ(s, s− ε2, x, v)
≤ −ε3|∇η(X(s, s− ε2, x, v))|
≤ −1/Cε3,
together with
|D2| ≤ Cε4.
Furthermore, using the second equation of (11.24) and arguing as for (11.22), we obtain the bound
(∇2η(x)[X(s, s− ε2, x, v)− x], X(s, s− ε2, x, v)− x) ≤ C[ε2ε−m + ε4]2 ≤ Cε2(2−m).
We deduce that
η(X(s, s− ε2, x, v)) < 0− 1/Cε3 + Cε4 + ε2(2−m) < −ε4,
using again 2m < 1 and taking ε small enough. This is a contradiction with the first equation of (11.24).
This concludes the proof of Lemma 11.3.
12. About other boundary conditions
1. We could have considered slightly more general reflection laws of the form
(12.1) f(t, x, Txv) = f(t, x, v), for (x, v) ∈ Σ+,
for any family of transformations (Tx)x∈∂Ω such that Tx : pv(Σ+) → pv(Σ−) (here pv denotes the
projection on the v space) satisfies ‖Tx(v)‖ = ‖v‖, where ‖ · ‖ denotes the standard euclidian norm. The
only thing to do is to modify accordingly the definition of characteristics. This includes for instance the
(sometimes used) bounce-back boundary condition:
(12.2) f(t, x, v) = f(t, x,−v), for (x, v) ∈ ∂Ω× Rd.
2. Another important class of boundary conditions for kinetic equations is given by the:
• Diffusive boundary condition (or Maxwellian diffusion), which reads:
(12.3) f(t, x, v) =
∫
v′·n(x)>0 f(t, x, v
′) v′ · n(x) dv′∫
v′·n(x)<0Mw(v′)|v′ · n(x)| dv′
Mw(v), (x, v) ∈ Σ−.
where Mw(v) is some Maxwellian distribution characterizing the state of the wall (depending on its
temperature).
We restrict ourselves to the case Mw(v) = M(v) (which means that we consider that the wall has
reached a global equilibrium compatible with the linear Boltzmann equation). Then, contrary to the
specular reflection case, there is a non-trivial contribution of the boundary in the dissipation identity.
46
Lemma 12.1. Let f ∈ C0t (L2) be a solution to (1.1) with diffusive boundary conditions. The following
identity holds, for all t ≥ 0:
(12.4)
d
dt
‖f(t)‖2L2 = −D˜(f),
with:
(12.5) D˜(f) = D(f) +
∫
v·n(x)>0
(
f −
∫
v′·n(x)>0 f(t, x, v
′) v′ · n(x) dv′∫
v′·n(x)<0M(v′)|v′ · n(x)| dv′
M(v)
)2
v · n(x) e
V (x)
M(v) dv dΣ.
where D(f) is defined in (9.5) and dΣ denotes the surface measure on ∂Ω.
It is also possible to study
• A combination of specular and diffusive boundary conditions. Let α ∈ (0, 1).
(12.6) f(t, x, v) = α
∫
v′·n(x)>0 f(t, x, v
′) v′ · n(x) dv′∫
v′·n(x)<0Mw(v′)|v′ · n(x)| dv′
Mw(v) + (1− α)f(t, x,Rxv) (x, v) ∈ Σ−.
The last two boundary conditions are very relevant from the physical point of view. As such, they are
worth being studied. We leave this problem for future studies.
Part 3. Other geometrical situations: manifolds and compact phase spaces
13. The case of a general compact Riemannian manifold
Let (M, g) be a smooth compact connected d-dimensional Riemannian manifold (without boundary).
In local coordinates, the metric g is a symmetric positive definite matrix such that for all x ∈ M and
u,w ∈ TxM , we have
(u,w)g(x) = gi,j(x)u
iwj ,
where the Einstein summation notations are used. This provides a canonical identification between the
tangent bundle TM and the cotangent bundle T ∗M via the following formula. For any vector u ∈ TxM
there exists a unique covector η ∈ T ∗xM satisfying
〈η, w〉T∗xM,TxM = (u,w)g(x), for all w ∈ TxM.
In local coordinates, we have
ηi = gi,j(x)u
j .
We can define an inner product on T ∗xM using the above identification, denoted by (·, ·)g−1(x). In local
coordinates, we have
(η, ξ)g−1(x) = g
i,j(x)ηiξj , where gi,j(x) = (g(x)−1)i,j .
For all x ∈ M and all η ∈ T ∗xM , we denote by |η|x = (η, η)
1
2
g−1(x) the associated norm. Let dVol(x) be
the canonical Riemannian measure on M . In local charts this reads
dVol(x) =
√
|det(g(x))|dx1 · · · dxd.
The cotangent bundle T ∗M is canonically endowed with a symplectic 2-form ω (in local charts, ω =∑d
j=1 dxj ∧ dξj). Let ωd be the canonical symplectic volume form on T ∗M and by a slight abuse
of notation dωd the associated normalized measure on T ∗M (see for instance [29, p.274]). In local
coordinates, we have
dωd = dξ1 · · · dξd dx1 · · · dxd.
The canonical projection pi : T ∗M → M is measurable from (T ∗M,dωd) to (M,dVol). For f ∈
L1(T ∗M,dωd), we define pi∗f ∈ L1(M,dVol) by∫
M
ϕ(x)(pi∗f)(x)dVol(x) =
∫
T∗M
ϕ ◦ pi(x, ξ)f(x, ξ)dωd(x, ξ), for all ϕ ∈ C0(M).
In local charts, we have
(pi∗f)(x) =
1√
det(g(x))
∫
Rd
f(x, ξ)dξ1 · · · dξd.
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Note also that we have the following desintegration formula∫
T∗M
f(x, ξ)dωd(x, ξ) =
∫
M
dVol(x)
∫
T∗xM
f(x, ξ)dmx(ξ),
where the measure dmx on T ∗xM is given in local charts by
dmx =
1√
det(g(x))
dξ1 · · · dξd.
Let V ∈W 2,∞(M) and define on T ∗M the hamiltonian
H(x, ξ) =
1
2
|ξ|2x + V (x), x ∈M, ξ ∈ T ∗xM.
We define the associated Hamilton vector field XH , given in local coordinates by
XH = ∇ξH · ∇x −∇xH · ∇ξ.
Using the 2-form ω, we can also define the Poisson bracket {·, ·}, see again [29, p.271]. We have XHf =
{H, f}.
We denote by Λ = {(x, ξ, ξ′), x ∈ M, (ξ, ξ′) ∈ T ∗xM × T ∗xM} the vector bundle over M whose fiber
above x is T ∗xM × T ∗xM .
With these notations, the Boltzmann equation on T ∗M can be written as follows, for (t, x, ξ) ∈
R× T ∗M ,
∂tf(t, x, ξ) +XHf(t, x, ξ) =
∫
T∗xM
[k(x, ξ′, ξ)f(t, x, ξ′)− k(x, ξ, ξ′)f(t, x, ξ)] dmx(ξ′).(13.1)
We recover the key properties of the usual linear Boltzmann collision operator on flat spaces. We
have, for all x ∈M ,∫
T∗xM
∫
T∗xM
[k(x, ξ′, ξ)f(x, ξ′)− k(x, ξ, ξ′)f(x, ξ)] dmx(ξ′)dmx(ξ) = 0.
Besides, ∫
T∗M
(XHf)(x, ξ)dω
d(x, ξ) = 0,
since (XHf)(x, ξ)dωd is an exact form (since XH is hamiltonian). As a consequence, the mass is con-
served: any solution f of (13.1) satisfies
(13.2) for all t ≥ 0, d
dt
∫
T∗M
f(t, x, ξ) dωd(x, ξ) = 0.
Consider now the (generalized) Maxwellian distribution:
(13.3) M(x, ξ) := 1
(2pi)d/2
e−
|ξ|2x
2 .
Note that for all x ∈ M , ∫
T∗xM
1
(2pi)d/2
e−
|ξ|2x
2 dmx(ξ) = 1. As usual, we make the following assumptions
on the collision kernel k.
A1. The collision kernel k ∈ C0(Λ), is nonnegative.
A2. We assume that the Maxwellian cancels the collision operator, that is:
(13.4)
∫
T∗xM
[k(x, ξ′, ξ)M(x, ξ′)− k(x, ξ, ξ′)M(x, ξ)] dmx(ξ′) = 0, for all (x, ξ) ∈ T ∗M.
A3. We assume that
x 7→
∫
T∗xM×T∗xM
k2(x, ξ′, ξ)
M(x, ξ′)
M(x, ξ) dmx(ξ
′)dmx(ξ) ∈ L∞(M).
We can define the characteristics in this Riemannian setting as follows.
Definition 13.1. Given (x, ξ) ∈ T ∗M , we define the hamiltonian flow associated to H by s 7→ φs(x, ξ) ∈
T ∗M :
(13.5)
d
ds
φs(x, ξ) = XH
(
φs(x, ξ)
)
, φ0(x, ξ) = (x, ξ) ∈ T ∗M,
The characteristics associated to H are the integral curves of this flow.
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Note also for any function g defined on R, g ◦H is preserved along these integral curves, as(
d
ds
g ◦H ◦ φs
)
|s=s0 = XH(g ◦H)(φs0) = {H, g ◦H}(φs0) = 0.
In particular, this holds for the function e
V
M =
1
(2pi)d/2
eH .
With this definition of characteristics, we can then properly define
• the set ω where collisions are effective, as in Definition 2.1,
• C−(∞), as in Definition 2.4,
• a.e.i.t. GCC, as in Definition 2.5,
• the Unique Continuation Property, as in Definition 2.11,
• the generalized Unique Continuation Property, as in Definition 5.1,
• the equivalence relations ∼ and m, as in Definitions 3.1 and 2.9,
• the sets Uj as in (5.23).
Note that in this Riemannian setting, the classes of collision operators E1, E2, E3 still make sense,
up to some obvious adaptations.
Let us now introduce the relevant weighted Lebesgue spaces.
Definition 13.2 (Weighted Lp spaces). We define the Banach spaces L2 and L∞ by
L2(T ∗M) :=
{
f ∈ L2loc(T ∗M),
∫
T∗M
|f |2 e
V
M dω
d < +∞
}
, ‖f‖L2 =
(∫
T∗M
|f |2 e
V
M dω
d
)1/2
.
L∞(T ∗M) :=
{
f ∈ L1loc(T ∗M), sup
T∗M
|f | e
V
M < +∞
}
, ‖f‖L∞ = sup
T∗M
|f | e
V
M
The space L2 is a Hilbert space endowed with the inner product
〈f, g〉L2 :=
∫
T∗M
f g
eV
M dω
d.
As usual, we have the following well-posedness result for the Boltzmann equation (13.1).
Proposition 13.1 (Well-posedness of the linear Boltzmann equation). Assume that f0 ∈ L2. Then
there exists a unique f ∈ C0(R;L2) solution of (13.1) satisfying f |t=0 = f0, and we have
(13.6) for all t ≥ 0, d
dt
‖f(t)‖2L2 = −D(f(t)),
where
D(f) =
1
2
∫
M
eV (x)
∫
T∗xM
∫
T∗xM
(
k(x, ξ′, ξ)
M(x, ξ) +
k(x, ξ, ξ′)
M(x, ξ′)
)
×M(x, ξ)M(x, ξ′)
(
f(x, ξ)
M(x, ξ) −
f(x, ξ′)
M(x, ξ′))
)2
dmx(ξ) dmx(ξ
′) dVol(x).
If moreover f0 ≥ 0 a.e., then for all t ∈ R we have f(t, ·, ·) ≥ 0 a.e. (Maximum principle).
More generally, all results of Section 4 (up to obvious adaptations) are still relevant.
The crucial point we have to check now concerns velocity averaging lemmas for kinetic transport
equations on a Riemannian manifold.
Lemma 13.1. Let H be defined as above, and XH the associated vector field. Let T > 0 and Ψ ∈
C∞c (T
∗M). There exists C > 0 a constant such that the following holds. For any f, g ∈ L2((0, T )×T ∗M)
satisfying
∂tf +XHf = g,
we have
‖pi∗(fΨ)‖H1/4((0,T )×M) ≤ C(‖f |t=0‖L2((0,T )×T∗M) + ‖g‖L2((0,T )×T∗M)).
i.e. ∥∥∥∥∥
∫
T∗xM
fΨdmx
∥∥∥∥∥
H1/4((0,T )×M)
≤ C(‖f |t=0‖L2((0,T )×T∗M) + ‖g‖L2((0,T )×T∗M)).
Remark 13.1. Assuming that V is smooth enough, we may obtain the optimal Sobolev regularity H1/2
(instead of H1/4), see Remark B.1.
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Proof of Lemma 13.1. In local charts, we have
pi∗(fΨ)(x, ξ) =
∫
Rd
f(x, ξ)Ψ(x, ξ)
1√
det(g(x))
dξ.
and f satisfies the kinetic equation
∂tf + g
i,j(x)ξj∂xif −
(
1
2
∂xig
j,k(x)ξjξk + ∂xiV (x)
)
∂ξif = g.
We use the change of variables f(t, x, vi) = f(t, x, gi,jvj) (we define as well g and Ψ), which satisfies the
equation
∂tf + v
j∂xif −
(
Γij,k(x)v
jvk + ∂xiV (x)
)
∂vif = g,
where Γij,k(x) =
1
2g
i`(x)
(
∂xjgk`(x) + ∂xkgj`(x)− ∂x`gjk(x)
)
are the Christoffel symbols. Using a classical
averaging lemma (see (B.1) in Theorem B.1 in Appendix B with m = 1 and s = 0), we deduce that∥∥∥∥∫
Rd
f Ψ
√
det(g(x)) dv
∥∥∥∥
H1/4((0,T )×Rd×Rd)
≤ C(‖f |t=0‖L2((0,T )×Rd×Rd) + ‖g‖L2((0,T )×Rd×Rd)).
Going back to the original variables, we deduce that∥∥∥∥∥
∫
Rd
f Ψ
1√
det(g(x))
dv
∥∥∥∥∥
H1/4((0,T )×Rd×Rd)
≤ C(‖f |t=0‖L2((0,T )×Rd×Rd) + ‖g‖L2((0,T )×Rd×Rd)),
which proves our claim. 
Equipped with this tool (more generally the analogues of all averaging lemmas of Appendix B can
be obtained as well), we have the following analogue of the general convergence result of Theorem 5.1
(which includes Theorems 2.2 and 2.1). The same proof applies with only minor adaptations. Recall
that the sets (Uj)j∈J are defined in (5.23).
Theorem 13.1. The following statements are equivalent.
(i.) The set ω satisfies the generalized Unique Continuation Property.
(ii.) The set ω satisfies the a.e.i.t. GCC.
(iii.) For all f0 ∈ L2, denote by f(t) the unique solution to (13.1) with initial datum f0. We have
(13.7) ‖f(t)− Pf0‖L2 →t→+∞ 0,
where
(13.8) Pf0(x, v) =
∑
j∈J
1
‖1Uje−VM‖L2
(∫
Uj
f0 dω
d
)
fj .
and the (Uj)j∈J are defined in (5.23) and the fj =
1Uj e
−VM
‖1Uj e−VM‖L2
.
(iv.) For all f0 ∈ L2, denote by f(t) the unique solution to (13.1) with initial datum f0. We have
(13.9) ‖f(t)− Pf0‖L2 →t→+∞ 0,
where Pf0 is a stationary solution of (13.1).
We obtain as well the analogue of Theorem 2.3. As in the torus case, we make the additional technical
assumption: A3’. Assume that there exists a continuous function ϕ(x, ξ) := Θ ◦ H(x, ξ), with ϕ ≥ 1,
such that for all (x, ξ) ∈ T ∗M , we have∫
T∗xM
k(x, ξ, ξ′) dmx(ξ′) ≤ ϕ(x, ξ)
and
sup
x∈M
∫
T∗xM×T∗xM
k2(x, ξ′, ξ)
M(ξ′)
M(ξ)
(
ϕ(x, ξ)
ϕ(x, ξ′)
− 1
)2
dmx(ξ)dmx(ξ
′) < +∞
Theorem 13.2 (Exponential convergence to equilibrium). Assume that the collision kernel satisfies
A3’. The following statements are equivalent:
(a.) C−(∞) > 0.
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(b.) There exists C > 0, γ > 0 such that for any f0 ∈ L2, the unique solution to (13.1) with initial datum
f0 satisfies for all t ≥ 0
(13.10)
∥∥∥∥f(t)− (∫
T∗M
f0 dω
d
)
e−V (x)∫
M
e−V (x) dVol(x)
M
∥∥∥∥
L2
≤ Ce−γt
∥∥∥∥f0 − (∫
T∗M
f0 dω
d
)
e−V (x)∫
M
e−V (x) dVol(x)
M
∥∥∥∥
L2
.
(c.) There exists C > 0, γ > 0 such that for any f0 ∈ L2, there exists Pf0 a stationary solution of (13.1)
such that the unique solution to (13.1) with initial datum f0 satisfies for all t ≥ 0,
(13.11) ‖f(t)− Pf0‖L2 ≤ Ce−γt ‖f0 − Pf0‖L2 .
As a particular case of Theorem 13.1, we have the following corollary.
Corollary 13.1. Assume that V = 0 and ω = T ∗ωx, where ωx is a non-empty open subset of M .
Suppose that the dynamics associated to (φt)t≥0 on
S∗M =
{
(x, ξ) ∈ T ∗M, 1
2
|ξ|2x = 1
}
,
is ergodic. Then for all f0 ∈ L2, denoting by f(t) the unique solution to (13.1) with initial datum f0, we
have
(13.12)
∥∥∥∥f(t)− (∫
T∗M
f0 dω
d
)
1
|Vol(M)|M(v)
∥∥∥∥
L2
→t→+∞ 0,
Note that if the dynamics of (φt)t≥0 is ergodic on S∗M , then it is also ergodic on cosphere bundles of
any positive radius (since for V = 0, the flow is homogeneous of degree one).
Classical examples of Riemannian manifolds satisfying this dynamical assumption are given by com-
pact Riemannian manifolds with negative curvature.
14. The case of compact phase spaces
Instead of studying the linear Boltzmann equation on the “whole” phase space T ∗M or Ω× Rd, it is
possible to consider this equation set on the “reduced” phase spaces
B∗HM = {(x, ξ) ∈ T ∗M,H(x, ξ) ≤ R}, S∗HM = {(x, ξ) ∈ T ∗M,H(x, ξ) = R},
or R∗HM = {(x, ξ) ∈ T ∗M,R ≤ H(x, ξ) ≤ R′},
for R′ > R > 0, or (with similar definitions) on B∗HΩ, S
∗
HΩ or R∗HΩ. Note that by continuity, the
potential V is always bounded from below (and above), so that B∗HM , S
∗
HM and R∗HM (as well as
B∗HΩ, S
∗
HΩ and R∗HΩ) are compact. The linear Boltzmann equation (1.1) is well-posed in L2(B∗HM)
(resp. L2(B∗HΩ)), L
2(S∗HM) (resp. L
2(B∗HΩ)) or L
2(R∗HM) (resp. L2(R∗HΩ)), in particular because the
hamiltonian is preserved by the dynamics. The case of S∗HM is for instance relevant for the equations
of radiative transfer or neutronics.
The analogues of Theorems 2.2, 2.3, 5.1 still hold in this framework, replacing the former phase space
by BH , SH or RH in the various geometric conditions. For the sake of conciseness, we do not write these
results again. All proofs remain valid, with some simplifications, since the phase space is now compact.
Note that the fact that C−(∞) > 0 is equivalent to GCC in this compact case.
Appendices
Appendix A. A stabilization criterion
We provide here a characterization of exponential decay for dissipative evolution equations. The
following lemma is very classical and we reproduce it here for the convenience of the reader.
Lemma A.1. Consider the evolution equation
(A.1)
{
∂tf + Lf = 0,
f|t=0 = f0,
assumed to be:
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• globally wellposed in some functional space X in the sense that for any f0 ∈ X, there is a unique
f ∈ C0t (X) solution to (A.1),
• invariant by translation in time, in the sense that if f ∈ C0t (X) is the solution of (A.1), then
for all t0 ≥ 0, g(t) := f(t+ t0) is the unique solution of
(A.2)
{
∂tg + Lg = 0,
g|t=0 = f|t=t0 .
Let E(f) and D(f) be two non-negative functionals defined for all f ∈ X, and such that if f is a solution
to (A.1),
(A.3) for all t ≥ 0, d
dt
E(f(t)) = −D(f(t)).
Then, the following two properties are equivalent:
(1) There exist C, γ > 0 such that for all f(0) ∈ X, the associated solution f to (A.1) satisfies
(A.4) for all t ≥ 0, E(f(t)) ≤ Ce−γtE(f(0)).
(2) There exists T > 0 and K > 0 such that for all f(0) ∈ X, the associated solution f to (A.1)
satisfies
(A.5) K
∫ T
0
D(f(t)) dt ≥ E(f(0)).
For the sake of completeness, we provide a short proof of this lemma.
Proof of Lemma A.1. (1)⇒ (2) Assume that (1) holds. Let T0 > 0 such that Ce−γT0 = 12 . Then, after
integrating (A.3) betwen 0 and T0, we have:
E(f(T0))− E(f(0)) = −
∫ T0
0
D(f(t)) dt,
so that, by (A.4), ∫ T0
0
D(f(t)) dt ≥ E(f(0))− Ce−γT0E(f(0)) = 1
2
E(f(0)),
and we can therefore take T = T0 and C = 2 in (A.5).
(2) ⇒ (1) Assume that (2) holds. Here (and only here), we need the property of invariance by time
translations for (A.1). By (A.3) and (A.5), we have
E(f(T )) ≤
(
1− 1
K
)
E(f(0)).
Note that the assumption E(f) ≥ 0 implies in particular that K ≥ 1. We may assume that K > 1.
Indeed, for K = 1, we have E(f(t)) = 0 for all t ≥ T so that for any γ > 0, there exists C > 0 such that
(1) holds. By invariance by translation in time of (A.1), one likewise obtains
E(f(2T )) ≤
(
1− 1
K
)
E(f(T )).
Thus, by a straightforward induction, for any k ∈ N, we have the bound:
E(f(kT )) ≤
(
1− 1
K
)k
E(f(0)).
Defining γ0 :=
− log(1− 1K )
T > 0 and C0 :=
(
1− 1K
)−1
= eγ0T > 0, we can now check that
(A.6) for all t ≥ 0, E(f(t)) ≤ C0e−γ0tE(f(0)).
Indeed, let t ≥ 0 and k ∈ N such that t ∈ [kT, (k + 1)T [; since E(f(·)) is decreasing (see (A.3)), we have
E(f(t)) ≤ E(f(kT )) ≤
(
1− 1
K
)k
E(f(0)) = e−γ0kTE(f(0)) ≤ C0e−γ0tE(f(0)),
which concludes the proof. 
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Appendix B. Velocity averaging lemmas
Velocity averaging lemmas play an important role in many proofs of this paper. In this appendix, we
recall some classical results and also state the versions precisely adapted to our needs.
Kinetic transport equations are hyperbolic partial differential equations and as it can be seen from
Duhamel’s formula, there is propagation of potential singularities at initial time and/or from a source in
the equations. Thus there is no hope that the solution of a kinetic equation becomes more regular than
the initial condition.
It was nevertheless observed by Golse, Perthame and Sentis [25] that the averages in velocity of
the solution of a kinetic transport equation enjoy extra regularity/compactness properties (see also the
independent paper of Agoshkov [1]). We refer to the by now classical paper of Golse, Lions, Perthame,
Sentis [24], DiPerna, Lions [20], DiPerna, Lions, Meyer [21], Bézard [9] for quantitative estimates of this
compactness property in various settings of increasing complexity.
We also refer to the review paper of Jabin [30] and to the recent work of Arsénio and Saint-Raymond [2].
B.1. Velocity averaging lemmas in Rd. We start by recalling classical averaging lemmas in the whole
space Rd. There are also versions of these lemmas for p ∈ (1,∞), but we stick to the case p = 2, which
is sufficient for our needs.
Theorem B.1 (Kinetic averaging lemma [24, 20, 21, 9]). Let s ∈ [0, 1) and m ∈ R+.
(1) For any T > 0 and any bounded open sets Ωx,Ωv ⊂ Rd, there exists a constant C > 0 such that
for all Ψ ∈ C∞c (Rd) supported in Ωv and all f, g ∈ L2loc(R× Rd × Rd) satisfying
∂tf + v · ∇xf = (1−∆t,x)s/2(1−∆v)m/2g,
we have
(B.1) ‖ρΨ‖Hα([0,T ]×Ωx) ≤ C
(‖f‖L2([0,T ]×Ωx×Ωv) + ‖g‖L2([0,T ]×Ωx×Ωv)) ,
where ρΨ(t, x) :=
∫
Rd f(t, x, v)Ψ(v)dv and α =
(1−s)
2(1+m) .
(2) Let T > 0 and (fn)n∈N and (gn)n∈N be two sequences of L2(0, T ;L2loc(Rd × Rd)) such that the
following holds
∂tfn + v · ∇xfn = (1−∆t,x)s/2(1−∆v)m/2gn,
with s ∈ [0, 1),m ≥ 0. Assume that for any bounded open sets Ωx,Ωv ⊂ Rd, there exists C1 > 0,
such that for all n ∈ N,
(B.2) ‖fn‖L2((0,T )×Ωx×Ωv) + ‖gn‖L2((0,T )×Ωx×Ωv) ≤ C1.
Then, for any Ψ ∈ C∞c (Rd), the sequence (ρΨ,n)n∈N defined for n ∈ N by
ρΨ,n(t, x) :=
∫
Rd
fn(t, x, v)Ψ(v)dv
is relatively compact in L2(0, T ;L2loc(Rd)).
Remark B.1. In the main part of the paper, we apply this averaging lemma to the Boltzmann equation
(1.1) by writing it under the form
∂tf + v · ∇xf = ∇xV · ∇vf +
∫
Rd
[k(x, v′, v)f(v′)− k(x, v, v′)f(v)] dv′.
To this end, we consider the case s = 0,m = 1 in Theorem B.1. This implies that the averages in v
belong to the Sobolev space H1/4.
Nevertheless, assuming that the potential V is smooth enough, we can also use the approach of
Berthelin-Junca [8] to obtain the optimal Sobolev space H1/2 for these averages (which is not needed
in this paper).
Remark B.2. We also have a version of these lemmas for kinetic transport equations set in general
Riemannian manifolds, see Lemma 13.1.
We now state the result as needed in the main part of this work. Assuming an extra uniform in-
tegrability, we can deduce some compactness on moments of f without having to consider compactly
supported test functions in v. This is the purpose of the next result, which is actually the version of
averaging lemmas used most of the time in this work.
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Corollary B.1. Let Ωx be a bounded open set of Rd, T > 0, and (fn)n∈N, (gn)n∈N be two sequences
of L2(0, T ;L2loc(Ωx × Rd)) satisfying ∂tfn + v · ∇xfn = (1 − ∆v)m/2gn, for some m ≥ 0. Suppose that
there exists V ∈ L∞ such that for any bounded open set Ωv ⊂ Rd, there exists C0 > 0 such that, for any
n ∈ N,
(B.3)
for all t ≥ 0, ‖fn‖2L2(Ωx×Rd) :=
∫
Ωx
∫
Rd
|fn|2 e
V (x)
M(v) dv dx ≤ C0, ‖gn‖L2((0,T )×Ωx×Ωv) ≤ C0.
Assume moreover that there is f ∈ L∞(0, T ;L2(Ωx×Rd)) such that fn ⇀ f weakly−? in L∞(0, T ;L2(Ωx×
Rd)). Consider ρn(t, x) :=
∫
Rd fn(t, x, v) dv. Then up to a subsequence, we have
(B.4) ρnM(v)→
(∫
Rd
f dv
)
M(v), strongly in L2(0, T ;L2(Ωx × Rd)),
and for any continuous kernel k(·, ·, ·) : Rd × Rd × Rd → R satisfying A3, we have
(B.5)
∫
Rd
k(x, v′, v)fn(t, x, v′) dv′ →
∫
Rd
k(x, v′, v)f(t, x, v′) dv′, strongly in L2(0, T ;L2(Ωx × Rd)).
Proof of Corollary B.1. First note that by Fatou’s lemma, f satisfies:
(B.6) for all t ≥ 0, ‖f‖2L2 =
∫
Ωx
∫
Rd
|f |2 e
V (x)
M(v) dv dx ≤ C0.
Since ρn does not depend on v, proving (B.4) is equivalent to show that:
(B.7) ρneV →
∫
Rd
f dv eV , strongly in L2((0, T )× Ωx).
Let Ψ ∈ C∞c (R) such that Ψ = 1 in a neighborhood of 0, and define ΨR(v) = Ψ( |v|R ), v ∈ Rd.
By Theorem B.1, we can assume, up to a subsequence, that
(B.8) ρΨR,n :=
∫
Rd
fnΨR dv →
∫
Rd
fΨR dv, strongly in L2((0, T )× Ωx).
Let ε > 0. We can write the decomposition:
ρn −
∫
Rd
f dv = A1 +A2 +A3, with
A1 =
(
ρΨR,n −
∫
Rd
fΨR dv
)
, A2 =
∫
Rd
fn(1−ΨR) dv, A3 = −
∫
Rd
f(1−ΨR) dv.
By Cauchy-Schwarz inequality, using (B.3), we have for all n ∈ N and all t ∈ (0, T ),∥∥∥∥∫
Rd
fn(1−ΨR) dv eV
∥∥∥∥2
L2(Ωx)
≤
∫ (∫
Rd
|fn|2 1M(v) dv
)(∫
Rd
(1−ΨR)2M(v) dv
)
e2V (x) dx
≤ C0‖eV ‖L∞(Ωx)
(∫
Rd
(1−ΨR)2M(v) dv
)
.
As a consequence, there exists R0 > 0 large enough such that for all R ≥ R0 and all n ∈ N, we have
‖eVA2‖2L2((0,T )×Ωx) ≤
ε
3
.
Likewise, we use (B.6) to get for all n ∈ N,
‖eVA3‖2L2((0,T )×Ωx) ≤
ε
3
.
Using (B.8) (R is now fixed), there is N ≥ 0 such that for any n ≥ N ,∥∥∥∥(ρΨR,n − ∫
Rd
fΨR dv
)
eV
∥∥∥∥
L2((0,T )×Ωx)
≤ ε/3,
from which we infer that
(B.9)
∥∥∥∥(ρn − ∫
Rd
f dv
)
eV
∥∥∥∥
L2((0,T )×Ωx)
≤ ε
and this concludes the proof of (B.4) .
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For the proof of (B.5), let us first assume for a while that k is smooth (namely for all x, k(x, ·, ·)
belongs to the C∞ class). We first have to be careful about the integration in the velocity variable. The
convergence in (B.5) results from the following two facts:
• For all v ∈ Rd, we have the following convergence∫
Rd
k(x, v′, v)fn(t, x, v′) dv′ →
∫
Rd
k(x, v′, v)f(t, x, v′) dv′ strongly in L2(0, T ;L2x(Ωx)).
This follows from a truncation argument and Theorem B.1, exactly as for ρn. Keeping the same
notations, the only difference is that we have to study∫
Rd
(1−ΨR)2k(x, v′, v)M(v′) dv′
≤
(∫
Rd
(1−ΨR)2k2(x, v′, v)M(v′) dv′
)1/2(∫
Rd
(1−ΨR)2M(v′) dv′
)1/2
,
which is, using A3, small for R large enough.
• By the Cauchy-Schwarz inequality and the bound (B.3), we have∫ T
0
∫
Ωx
(∫
Rd
k(x, v′, v)(fn − f)(t, x, v′) dv′
)2
eV
M(v) dx dt
≤
∫ T
0
(
sup
x∈Ωx
∫
Rd
k2(x, v′, v)
M(v′)
M(v) dv
′
)∫
Ωx
(∫
Rd
|fn − f |2(t, x, v′)
M(v′) dv
′
)
eV dx dt
≤ C0T sup
x∈Ωx
∫
Rd
k2(x, v′, v)
M(v′)
M(v) dv
′,
which is independent of n and in L1(dv), since by A3, we have
sup
x∈Ωx
∫
Rd×Rd
k2(x, v′, v)
M(v′)
M(v) dv
′ dv < +∞.
Hence, by Lebesgue dominated convergence theorem, we deduce (B.5).
We now use an approximation argument to handle the general case, i.e. when k is only assumed to be
continuous. Consider (φδ)δ>0 a family of mollifiers in C∞c (Rd × Rd) for the measureM(v)M(v′) dv′dv.
We set for all x, v, v′
k˜δ(x, v, v
′) =
(
k˜(x, ·, ·) ? φδ(·, ·)
)
(v, v′), kδ(x, v, v′) = k˜δ(x, v, v′)M(v′).
We use the following classical properties of mollifiers:
• for all x, kδ(x, ·, ·) is in the C∞ class;
• we have for all δ > 0
(B.10) sup
x∈Ωx
‖k˜ − kδ‖L2(M(v)M(v′) dv′dv) →δ→0 0.
Let ε > 0. We write the decomposition∥∥∥∥∫
Rd
k(x, v′, v)fn(t, x, v′) dv′ −
∫
Rd
k(x, v′, v)f(t, x, v′) dv′
∥∥∥∥2
L2
≤ 2A1 + 2A2,
with
A1 =
∥∥∥∥∫
Rd
kδ(x, v
′, v)fn(t, x, v′) dv′ −
∫
Rd
kδ(x, v
′, v)f(t, x, v′) dv′
∥∥∥∥2
L2
,
A2 =
∥∥∥∥∫
Rd
(k − kδ)(x, v′, v)(fn − f)(t, x, v′) dv′
∥∥∥∥2
L2
.
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We estimate A2 as follows, using (B.10)
A2 =
∫
Rd
M(v)
∫
Ωx
(∫
Rd
(k˜ − k˜δ)(x, v′, v)(fn − f)(t, x, v′) dv′
)2
eV dx dv
≤ sup
x∈Ωx
∫
Rd×Rd
|k˜ − k˜δ|2(x, v′, v)M(v′)M(v) dv′ dv
(∫
Ωx
∫
Rd
|fn − f |2(t, x, v′)
M(v′) e
V dv′ dx
)
≤ 4C20 sup
x∈Ωx
∫
Rd×Rd
|k˜ − k˜δ|2(x, v′, v)M(v′)M(v) dv′ dv
Using (B.10), we fix δ > 0 small enough so that for all n ∈ N,
A2 ≤
(
ε/(4T )
)1/2
.
and thus for all n ∈ N, we have
‖A2‖2L2(0,T ) ≤ ε/4.
For A1, we use the above analysis in the smooth case to deduce that we can take N large enough to get
for all n ≥ N ,
‖A1‖2L2(0,T ) ≤ ε/4.
Finally, we have proven that for any ε > 0, there is N such that for all n ≥ N ,∥∥∥∥∫
Rd
k(x, v′, v)fn(t, x, v′) dv′ −
∫
Rd
k(x, v′, v)f(t, x, v′) dv′
∥∥∥∥2
L2(0,T ;L2)
≤ ε,
which concludes the proof of the convergence.

B.2. Velocity averaging lemmas in open sets with boundary. We now consider the case of equa-
tions set in open sets of Rd with boundary.
A first result is the following localized averaging lemma, which shows the interior regularity of velocity
averages. It is obtained from the whole space case after a standard localization procedure and does not
depend on the prescribed boundary conditions.
Corollary B.2. Let Ω be an open set of Rd and m ≥ 0. Let f, g ∈ L2loc(R+, L2(Ω× Rd)) satisfying
∂tf + v · ∇xf = (1−∆v)m/2g, (x, v) ∈ Ω× Rd.(B.11)
Then for all ψ ∈ C1c (Ω× Rd), and all T > 0, there exists C > 0, such that
ρψ(t, x) :=
∫
Rd
f(t, x, v)ψ(x, v)dv
satisfies
(B.12) ‖ρψ‖
H
1
2(1+m) ((0,T )×Ω)
≤ C (‖f‖L2(0,T ;L2(Ω×Rd)) + ‖g‖L2(0,T ;L2(Ω×Rd))) .
We now formulate another compactness result with an additional uniform equi-integrability assump-
tion on the sequence. Note here that only compactness is obtained, not uniform regularity up to the
boundary, and that we again do not use the boundary conditions.
The problem of finding uniform regularity up to the boundary (without the equi-integrability assump-
tion) seems difficult and is clearly beyond the scope of this paper. For this question, the precise boundary
condition satisfied by the solution of the kinetic transport equation should play a key role (whereas it
does not play any role in the results of this section).
Definition B.1 (Uniform equi-integrability). Let dµ be a positive measure on the phase space Ω× Rd.
We say that a sequence (gn)n∈N of L1(dµ) is equi-integrable (with respect to dµ) if for any ε > 0, there
exists δ > 0 such that for any measurable subset A ⊂ Ω× Rd satisfying µ(A) ≤ δ, we have
(B.13) sup
n∈N
∫
A
|fn|dµ ≤ ε.
Corollary B.3. Let Ω be an open subset of Rd and V ∈ L∞(Ω). Fix T > 0 and m ≥ 0. Let (fn)n∈N
and (gn)n∈N be two sequences of L2(0, T ;L2(Ω× Rd)) satisfying in D′(R+ × Ω× Rd) the equation
∂tfn + v · ∇xfn = (1−∆v)m/2gn.
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Assume that for all open sets Ωx ⊂ Ω,Ωv ⊂ Rd such that Ωx ⊂ Ω, there exists C1 > 0, such that for all
n ∈ N,
(B.14) ‖fn‖L2((0,T )×Ωx×Ωv) + ‖gn‖L2((0,T )×Ωx×Ωv) ≤ C1
and that for any n ∈ N,
(B.15) sup
t∈(0,T )
‖fn‖2L2 = sup
t∈(0,T )
∫
Ω
∫
Rd
|fn|2 e
V (x)
M(v) dv dx ≤ C0.
Assume in addition that the sequence (|fn|2)n∈N is equi-integrable with respect to the measure dµ :=
eV /M dvdx. Consider ρn(t, x) :=
∫
Rd fn(t, x, v) dv. Suppose that fn ⇀ f weakly−? in L∞(0, T ;L2(Ω×
Rd)). Then up to a subsequence, we have
(B.16) ρnM(v)→
(∫
Rd
f dv
)
M(v), strongly in L2(0, T ;L2(Ω× Rd))
and for any continuous kernel k(·, ·, ·) : Ω× Rd × Rd → R satisfying A3, we have
(B.17)
∫
Rd
k(x, v′, v)fn(t, x, v′) dv′ →
∫
Rd
k(x, v′, v)f(t, x, v′) dv′, strongly in L2(0, T ;L2(Ω× Rd)).
Proof of Corollary B.3. The result follows from a localization and approximation argument. Consider
(Φk(x))k∈N a sequence of smooth approximations of unity in Ω, such that for any k ∈ N, there exists
Ck > 0 with
‖Φk‖L∞ ≤ 1, ‖Φk‖W 1,∞ ≤ Ck.
Fix T > 0. Take ε > 0 and write the decomposition
ρn − ρ = (ρn − ρ)Φk + (ρn − ρ)(1− Φk) =: B1 +B2.
For B2, we write
‖ρn(1− Φk)M(v)‖2L2(Ω×Rd)) ≤
∫
|fn|2(1− Φk)2 e
V
M dvdx,
≤
∫
supp (1−Φk)×Rd
|fn|2 e
V
M dvdx.
Using the fact that Leb(supp (1 − Φk)) → 0 and the equiintegrability of |fn|2, we can consider k large
enough so that for all n ∈ N,
‖B2‖L2(0,T ;L2(Ω×Rd)) ≤ ε/2.
Once k is fixed, consider f˜kn = Φkfn, which satisfies the transport equation
∂tf˜
k
n + v · ∇xf˜kn = (1−∆v)m/2(Φkgn) + v · ∇xΦkfn,
For B1, we can apply Corollary B.1 and take n large enough to ensure
‖B1‖L2(0,T ;L2(Ω×Rd)) ≤ ε/2,
which concludes the first part of the proof.
The rest of the proposition is proved exactly as for Corollary B.1.

Appendix C. Reformulation of some geometric properties
C.1. Proof of Lemma 3.1. We first define another convenient equivalence relation.
Definition C.1. Given ω1 and ω2 two connected components of ω, we say that ω1 l ω2 if there is N ∈ N
and N connected components (ωi)1≤i≤N of ω such that
• we have ω1Rφ ω(1),
• for all 1 ≤ i ≤ N − 1, we have ω(i)Rφ ω(i+1),
• we have ω(N)Rφ ω2.
The relation l is an equivalence relation on the set of connected components of ω. For ω1 a connected
component of ω, we denote its equivalence class for l by {ω1}.
Then, the proof of Lemma 3.1 relies on the following lemma.
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Lemma C.1. Let Ω0 be a connected component of
⋃
s∈R+ φ−s(ω) and let (ω`)`∈L be the connected
components of ω such that for all ` ∈ L, there exists t ≥ 0 with φ−t(ω`)∩Ω0 6= ∅. Then, for all `, `′ ∈ L,
we have ω` l ω`′ .
Proof of Lemma C.1. Assume that there exist at least two equivalence classes for l among the ω`, ` ∈ L.
Let `0 ∈ L and consider {ω`0} the equivalence class of ω`0 for l. Defining
U1 :=
⋃
U∈CC(ω), U∈{ω`0}
⋃
t≥0
φ−t(U) ∩ Ω0 and U2 :=
⋃
U∈CC(ω), U /∈{ω`0}
⋃
t≥0
φ−t(U) ∩ Ω0,
we have by construction that U1, U2 are two open non-empty subsets of Ω0 and that U1 ∪ U2 = Ω0.
Let us check U1 ∩ U2 6= ∅: otherwise there would exist two connected components of ω, U1 ∈ {ω`0},
U2 /∈ {ω`0} such that U1RφU2, which is excluded by definition of the equivalence class.
This is a contradiction with the fact that Ω0 is connected.

We are now in position to prove Lemma 3.1.
Proof of Lemma 3.1. Let us first prove that ω1 m ω2 =⇒ Ψ(ω1) ∼ Ψ(ω2). It suffices to prove that
(C.1)
(
ω1Rk ω2 or ω1Rφ ω2
)
=⇒ (Ψ(ω1)RkΨ(ω2) or Ψ(ω1)RφΨ(ω2)) .
The conclusion then follows from the iterative use of this argument.
If ω1Rk ω2, then Ψ(ω1)RkΨ(ω2). This follows from the fact that ωj ⊂ Ψ(ωj) and the definition of
Rk. Similarly, if ω1Rφ ω2, then Ψ(ω1)Rφ Ψ(ω2).
Let us now prove that Ψ(ω1) ∼ Ψ(ω2) =⇒ ω1 m ω2. According to Lemma C.1, it is sufficient to prove
that Ω(1),Ω(2) being two given connected components of
⋃
t≥0 φ−t(ω),
(C.2) Ω(1)Rk Ω(2) =⇒ there exits two connected components ω
∗
1 and ω∗2 of ω
such that ω∗1 Rk ω∗2 and ω∗1 ⊂ Ω(1), ω∗2 ⊂ Ω(2).
The conclusion then follows from an iterative use of this argument.
By definition of Rk, there exist (x, v1, v2) ∈ Td × Rd × Rd with (x, v1) ∈ Ω(1) and (x, v2) ∈ Ω(2) such
that k(x, v1, v2) > 0 or k(x, v2, v1) > 0.
Note in particular that this implies (x, v1), (x, v2) ∈ ω. Denoting by ω∗1 (resp. ω∗2) the connected
component of ω such that (x, v1) ∈ ω∗1 (resp. (x, v2) ∈ ω∗2), we hence have ω∗1 Rk ω∗2 . The conclusion
of (C.2) follows from the fact that ω∗j ⊂ Ω(j), for j = 1, 2 and the definition of Rk. 
C.2. Almost everywhere geometric control conditions and connectedness.
Proposition C.1. Here, Ω is either Td or an open subset of Rd. Let ω ⊂ Ω × Rd be an open subset.
Consider the following geometric properties:
(i) There exists ω˜ ⊂ ω, ω˜ connected satisfying the a.e.i.t. Geometric Control Condition;
(ii) The set ω satisfies the a.e.i.t. GCC and for any connected components (ω1, ω2) of ω, there exists
(x0, v0) ∈ ω1 and s ∈ R such that φs(x0, v0) ∈ ω2;
(iii) The set ω satisfies the a.e.i.t. GCC and
⋃
s∈R+ φ−s(ω) is connected.
Then (i) =⇒ (iii) and (ii) =⇒ (iii).
Proof of Proposition C.1. Before starting the proof, let us remark that is ω is a connected open subset of
Ω×Rd, then ⋃s∈R+ φ−s(ω) is also a connected open subset. Indeed it is first an open subset of Ω×Rd,
and it is equivalent to show that it is path-connected. Let y1, y2 ∈
⋃
s∈R+ φ−s(ω); there exists s1, s2 ≥ 0
and z1, z2 ∈ ω such that y1 = φ−s1(z1) and y2 = φ−s2(z2). Since ω is a connected open subset of Ω×Rd,
it is also path-connected and one can find a continuous path in ω between z1 and z2 in ω. Using the
application φ−s, we also get a continuous path between y1 and z1 in
⋃
s∈R+ φ−s(ω) (resp. between y2
and z2).
Gluing these paths together, this yields a continuous path in
⋃
s∈R+ φ−s(ω) between y1 and y2.
• (i) =⇒ (iii). Since ω˜ ⊂ ω, we have ⋃s∈R+ φ−s(ω˜) ⊂ ⋃s∈R+ φ−s(ω). Denote by (Ωi)i∈I the
connected components of
⋃
s∈R+ φ−s(ω) . The sets Ωi are connected open sets so that the inclusion⋃
s∈R+ φ−s(ω˜) ⊂
⋃
s∈R+ φ−s(ω) together with the connectedness of
⋃
s∈R+ φ−s(ω˜) yields the existence of
i0 ∈ I such that
⋃
s∈R+ φ−s(ω˜) ⊂ Ωi0 . Since
⋃
s∈R+ φ−s(ω˜) is of full measure, this is also the case for
Ωi0 . As Ωi is open, we obtain that Ωi = ∅ for i 6= i0, so that Ωi0 =
⋃
s∈R+ φ−s(ω) is connected (and of
full measure).
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• (ii) =⇒ (iii). Let y1, y2 ∈
⋃
s∈R+ φ−s(ω); there exists s1, s2 ≥ 0 and z1, z2 ∈ ω such that y1 = φ−s1(z1)
and y2 = φ−s2(z2). If z1, z2 belong to the same connected component ω˜ of ω, then since
⋃
s∈R+ φ−s(ω˜)
is connected, one can find a continuous path between z1 and z2.
If z1, z2 belong to two different connected components ω1 and ω2, apply (i) to find, up to a permutation
between the indices 1 and 2, u ∈ ω1 and s ∈ R+ such that φ−s(u) ∈ ω2. Then one can find a continuous
path between u and z1 in ω1, and another between φ−s(u) and z2 in ω2. We conclude as in the previous
sub case by gluing the paths together.

Note in particular that (i)− (ii)− (iii) hold as soon as ω is connected and satisfies a.e.i.t. GCC.
Appendix D. Proof of Proposition 3.2
In this section, we prove Proposition 3.2.
Proof of Proposition 3.2. Let x0 ∈ Td \px(ω) 6= ∅ and take η > 0 such that B(x0, 2η)∩px(ω) = ∅. Define
the potential V (x) := |x−x0|
2
2 Ψ(x), where Ψ is a “corrector” to ensure V ∈ C∞(Td), and such that Ψ ≡ 1
on B(x0, 2η) (reduce η if necessary). Denote Vε = εV and notice that ∇Vε(x) = ε(x− x0) on B(x0, 2η).
As a consequence, the hamiltonian flow (φt)t∈R associated to the vector field v · ∇x −∇xVε · ∇v may be
explicited in the set B(x0, 2η)× Rd: we have
φt(x, v) =
(
x0 + (x− x0) cos(
√
εt) +
v√
ε
sin(
√
εt),−(x− x0)
√
ε sin(
√
εt) + v cos(
√
εt)
)
,
as long as φt(x, v) ∈ B(x0, 2η) × Rd. In particular, note that if (x, v) ∈ B(x0, η) × B(0,
√
εη), then
φt(x, v) remains in B(x0, 2η) × B(0, 2
√
εη) for all t ∈ R+. This reads φt(B(x0, η) × B(0,
√
εη)) ⊂
B(x0, 2η) × B(0, 2
√
εη), i.e. in particular φt(B(x0, η) × B(0,
√
εη)) ∩ ω = ∅ for all t ∈ R+. This proves
that a.e.i.t. GCC is not satisfied. 
Remark D.1. Notice that in the previous proof, to handle small potential, we consider small speeds,
i.e. v ∈ B(0,√εη). In the opposite direction, if one fixes the speeds in a large Hamiltonian sphere
v ∈ SH(0, R) (note that with the particular potential used in the proof, on the set {Ψ = 1} we have
SH(0, R) = S(0, R)) for some R > 0, then one can find a (large) potential (namely R2/η2V where V is
that of the previous proof) such that a.e.i.t. GCC fails.
Appendix E. Other linear Boltzmann type equations
The goal of this appendix is to show that the methods developed in Part 1 can be adapted to handle
other types of Boltzmann-like equations.
E.1. Generalization to a wider class of kinetic transport equations. Consider now the equation
(E.1) ∂tf + a(v) · ∇xf −∇xV · ∇vf =
∫
Rd
[k(x, v′, v)f(v′)− k(x, v, v′)f(v)] dv′,
where a(v) = ∇vA(v) with A : Rd → R is such that
∫
Rd e
−A(v) dv < +∞.
For simplicity, we assume that (E.1) is set on Td × Rd (but it is also possible to consider the case of
bounded domains with specular reflection, as in Section 2).
Assume that a(v) satisfies a non degeneracy property: there exists γ ∈ (0, 2) and C > 0 such that,
for all ξ ∈ Sd−1,
(E.2) Leb
{
v ∈ Rd, |a(v) · ξ| ≤ ε} ≤ Cεγ .
This prevents concentrations of a(v) in any direction of Sd−1.
The hamiltonian associated to the transport equation is then the following:
(E.3) H(x, v) = A(v) + V (x).
Define the global Maxwellian associated to a(v):
(E.4) MA(v) = CAe−A(v),
with CA = 1/
(∫
Rd e
−A(v) dv
)
.
In addition to the usual assumption A1 on the collision kernel k, we shall assume the following (which
replace A2 –A3):
59
A2’. We assume thatM cancels the collision operator, that is
(E.5) for all (x, v) ∈ Ω× Rd,
∫
Rd
[k(x, v′, v)MA(v′)− k(x, v, v′)MA(v)] dv′ = 0.
A3’. We assume that
(E.6) k˜(x, v′, v) :=
k(x, v′, v)
MA(v) ∈ L
∞(Td × Rd × Rd).
For a(v) = v (for which γ = 1 in (E.2) ), we recover the framework which has been already treated
before. One physically relevant case is
arel(v) :=
v√
1 + |v|2 ,
(for which we also have γ = 1 in (E.2)), which allows to model relativistic transport. Note that in
this case, we have Arel(v) :=
√
1 + |v|2, and the related Maxwellian is then the so-called relativistic
Maxwellian:
(E.7) Mrel(v) := Crele−
√
1+|v|2 ,
where Crel is a normalizing constant, so that
∫
RdMrel(v) dv = 1.
Our aim in this paragraph is to show that the methods developed in Part 1 are still relevant here.
The characteristics of the equation are defined in the following way:
Definition E.1. Let V ∈ W 2,∞loc (Td). Let (x0, v0) ∈ Td × Rd. The characteristics φt(x0, v0) :=
(Xt(x0, v0), Ξt(x0, v0)) associated to the hamiltonian H(x, v) = A(v) + V (x) are defined as the solu-
tions to the system:
(E.8)

dXt
dt
= a(Ξt),
dΞt
dt
= −∇xV (Xt),
Xt=0 = x0, Ξt=0 = v0.
With this definition of characteristics, we can then properly define
• the set ω where collisions are effective, as in Definition 2.1,
• the Unique Continuation Property, as in Definition 2.11
• C−(∞), as in Definition 2.4,
• a.e.i.t. GCC, as in Definition 2.5,
• the equivalence relation ∼, as in Definition 3.1.
The next thing to do concerns the local well-posedness of (E.1) in some relevant weighted spaces,
which we introduce below.
Definition E.2 (Weighted Lp spaces). We define the Banach spaces L2A and L∞A by
L2A :=
{
f ∈ L1loc(Td × Rd),
∫
Td×Rd
|f |2 e
V
MA(v) dv dx < +∞
}
,
‖f‖L2A =
(∫
Td×Rd
|f |2 e
V
MA(v) dv dx
)1/2
,
L∞A :=
{
f ∈ L1loc(Td × Rd), sup
Td×Rd
|f | e
V
MA(v) < +∞
}
, ‖f‖L∞A = supTd×Rd
|f | e
V
MA(v)
The space L2A is a Hilbert space endowed with the inner product
〈f, g〉L2A :=
∫
Td×Rd
eV
f g
MA(v) dv dx.
As usual, we have
Proposition E.1 (Well-posedness of the linear Boltzmann equation with modified transport). Assume
that f0 ∈ L2A. Then there exists a unique f ∈ C0(R;L2A) solution of (E.1) satisfying f |t=0 = f0, and we
have
(E.9) for all t ≥ 0, d
dt
‖f(t)‖2L2A = −DA(f(t)),
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where
(E.10)
DA(f) =
1
2
∫
Ω
eV
∫
Rd
∫
Rd
(
k(x, v′, v)
MA(v) +
k(x, v, v′)
MA(v′)
)
MA(v)MA(v′)
(
f(v)
MA(v) −
f(v′)
MA(v′)
)2
dv′ dv dx.
If moreover f0 ≥ 0 a.e., then for all t ∈ R we have f(t, ·, ·) ≥ 0 a.e. (Maximum principle).
Then the analogues of Theorems 2.1, 2.2 and 2.3 hold in this setting (with some obvious modifications);
for the sake of conciseness, we omit these statements.
Such results can be proved exactly as Theorems 2.1, 2.2 and 2.3. The crucial additional ingredient is
the fact that averaging lemmas for the operator a(v) · ∇x still hold, precisely when a satisfies the non
degeneracy condition (E.2), see [24]. Note that in this case, the gain of regularity on averages depends
on the index γ in (E.2), but in any case, this is always sufficient to optain compactness.
E.2. Generalization to linearized BGK operators. Once again, for simplicity, we assume that
(x, v) ∈ Td × Rd. Let V ∈W 2,∞loc (Td). Let ϕ : R→ R+∗ be a function in L∞(R) such that∫
Td×Rd
ϕ
( |v|2
2
+ V (x)
)
dv dx < +∞,
Denote F (x, v) = ϕ
(
|v|2
2 + V (x)
)
and ρF (x) =
∫
F (x, v) dv.
Let σ ∈ C0(Td) be a non-negative function. We study in this paragraph the following degenerate
linearized BGK equation:
(E.11) ∂tf + v · ∇xf −∇xV · ∇vf = σ(x)
(∫
Rd f dv
ρF (x)
F (x, v)− f
)
.
with an initial condition f0 at time 0. The natural equilibrium is given by
(x, v) 7→
∫
Td×Rd
f0 dv dx
F (x, v)∫
Td×Rd F (x, v) dv dx
.
The main feature of this equilibrium is that there is no separation of variables contrary to the Maxwellian
case.
Our aim in this paragraph is again to show that the methods developed in Part 1 are still relevant
here. For what concerns well-posedness, we introduce the relevant weighted Lp spaces and have the usual
result.
Definition E.3 (Weighted Lp spaces). We define the Banach spaces L2bgk and L∞bgk by
L2bgk :=
{
f ∈ L1loc(Td × Rd),
∫
Td×Rd
|f |2 1
F (x, v)
dv dx < +∞
}
,
‖f‖L2bgk =
(∫
Td×Rd
|f |2 1
F (x, v)
dv dx
)1/2
,
L∞bgk :=
{
f ∈ L1loc(Td × Rd), sup
Td×Rd
|f | 1
F (x, v)
< +∞
}
, ‖f‖L∞ = sup
Td×Rd
|f | 1
F (x, v)
The space L2bgk is a Hilbert space endowed with the inner product
〈f, g〉L2bgk :=
∫
Td×Rd
f g
F (x, v)
dv dx.
Proposition E.2 (Well-posedness of the linearized BGK equation). Assume that f0 ∈ L2bgk. Then there
exists a unique f ∈ C0(R;L2bgk) solution of (E.11) satisfying f |t=0 = f0, and we have
(E.12) for all t ≥ 0, d
dt
‖f(t)‖2L2bgk = −Dbgk(f(t)),
where
Dbgk(f) =
∫
Td
eV σ(x)
∫
Rd
∫
Rd
F (x, v)F (x, v′)
ρF (x)
(
f(v)
F (x, v)
− f(v
′)
F (x, v′)
)2
dv′ dv dx.
If moreover f0 ≥ 0 a.e., then for all t ∈ R we have f(t, ·, ·) ≥ 0 a.e. (Maximum principle).
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With the same geometric definitions of Section 2, we have the following results. Note that the set ω
where the collisions are effective is equal to ωx × Rd, where
ωx := {x ∈ Td, σ(x) > 0}.
Theorem E.1 (Convergence to equilibrium). The following statements are equivalent.
(i.) The set ω satisfies the Unique Continuation Property.
(ii.) The set ω satisfies the a.e.i.t. GCC and
⋃
s∈R+ φ−s(ω) is connected.
(iii.) For all f0 ∈ L2bgk, denote by f(t) the unique solution to (E.11) with initial datum f0. We have
(E.13)
∥∥∥∥∥f(t)−
(∫
Td×Rd
f0 dv dx
)
F (x, v)∫
Td×Rd F (x, v) dv dx
∥∥∥∥∥
L2bgk
→t→+∞ 0,
Theorem E.2 (Exponential convergence to equilibrium). The two following statements are equivalent:
(i.) C−(∞) > 0.
(ii.) There exists C > 0, γ > 0 such that for any f0 ∈ L2(Td × Rd), the unique solution to (E.11) with
initial datum f0 satisfies
(E.14)
∥∥∥∥∥f(t)−
(∫
Td×Rd
f0 dv dx
)
F (x, v)∫
Td×Rd F (x, v) dv dx
∥∥∥∥∥
L2
≤ Ce−γt
∥∥∥∥∥f0 −
(∫
Td×Rd
f0 dv dx
)
F (x, v)∫
Td×Rd F (x, v) dv dx
∥∥∥∥∥
L2
.
We shall not dwell on the proofs of Theorems E.1 and E.2, since they are very similar to those of
Theorems 2.2 and 2.3. Indeed, we note that the structure of the equation (E.11) is similar to that of
(1.1), in the sense that the “degenerate dissipative” part is still made of a dissipative term plus a relatively
compact term. This compactness, as usual, comes from averaging lemmas.
Let us just underline a crucial point in the proof (ii.) implies (i.) of Theorem E.1. This comes from
the fact that F (x, v) does not separate the x and v variables, contrary to the Maxwellian equilibrium of
(1.1) and thus we have to be careful. Let us check that the proof we gave in the Boltzmann case is still
relevant (see the proof of (ii.) =⇒ (i.) of Theorem 2.2).
Let f ∈ C0t (L2bgk) be a solution to
∂tf + v · ∇xf −∇xV · ∇vf = 0,(E.15)
f = ρ(t, x)F (x, v) on R+ × ω.(E.16)
Assume that
∫
Td×Rd f dv dx = 0. The goal is to show that f = 0.
To this purpose, as before, consider for (t, x, v) ∈ R+ × ω, g(t, x) := 1F (x,v) f (note that by (E.16), g
does not depend on v). We have, for (t, x, v) ∈ R+ × ω:
∂tg + v · ∇xg = 1
F (x, v)
[
∂tf + v · ∇xf − v · ∇xF f
F
]
.
Since f satisfies (E.15) and (E.16),
∂tf + v · ∇xf = ∇xV · ∇vf = ∇vF · ∇xV f
F
.
By definition of F , we have
∇xV · ∇vF = v · ∇xF,
from which we deduce that g satisfies the free transport equation on ω:
(E.17) for all (t, x, v) ∈ R+ × ω, ∂tg + v · ∇xg = 0.
We then conclude as in the proof of (ii.) =⇒ (i.) of Theorem 2.2, mutatis mutandis.
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