Peptides are of great therapeutic potential as vaccines and drugs. Knowledge of physicochemical descriptors, including the partition coefficient P (commonly expressed in logarithm form: logP), is useful for screening out unsuitable molecules and also for the development of predictive Quantitative Structure-Activity Relationships (QSARs). In this paper we develop a new approach to the prediction of LogP values for peptides based on an empirical relationship between global molecular properties and measured physical properties. Our method was successful in terms of peptide prediction (total r 2 = 0.641). The final model consisted of 5 physicochemical descriptors (molecular weight, number of single bonds, 2D-VDW volume, 2D-VSA hydrophobic and 2D-VSA polar). The approach is peptide specific and its predictive accuracy was high. Overall, 67% of the peptides were able to be predicted within +/-0.5 log units from the experimental values. Our method thus represents a novel prediction method with proven predictive ability.
QSAR has focussed on experimentally-determined partition coefficients as the main descriptor of lipophilicty or hydrophobicity, and thus of many other ADMET properties.
[1] Predicted partition coefficients are routinely used to filter or select compounds for screening and to develop QSARs. The partition coefficient, P, is the ratio between the concentration of a drug or other chemical substance in two phases: one aqueous, the other an organic solvent:
Traditionally, experimental logP measurement involves dissolving a compound within a biphasic system comprised of aqueous and organic layers and then determining the molar concentration of the compound in each layer. The organic solvent used is typically, but not exclusively, 1-octanol. The partition coefficient can range over 12 orders of magnitude, and is usually quoted as a logarithm: logP. 
Peptide Additive Method
Individual .sdf files of amino acids were submitted to PreADME and corresponding descriptor values calculated. This information was imported into GOLPE and PLS calculations undertaken. PLS is a robust multivariate statistical extension of Multiple Linear Regression (MLR).
Experimental logP values were used as the dependent variable. A variable selection procedure within GOLPE, known as "D-Optimal Selection", was chosen to evaluate the effects of individual variables on the model's ability to determine which variables are relevant to the problem. Initially, a small number of descriptors were extracted from a large amount of redundant information. Extraction of descriptors continues until a good statistical model is obtained. Model validity was explored using CrossValidation (CV). Leave-One-Out Cross-Validation (LOO-CV) was used to assess its predictive ability using the following parameters: cross-validated coefficient (q 2 ) and by calculating the standard deviation of error of prediction (SDEP) 45 , which indicates the error distribution between the observed and predicted values in the regression models. The optimal number of components (NC) from LOO-CV is then used in the non-cross validated model which was assessed using standard MLR validation terms, such as r 2 .
Results and Discussion:
Fourteen carefully selected molecular descriptors were calculated for each whole peptide using PreADME: ten constitutional descriptors (molecular weight, number of rotatable bonds, rigid bonds, rings, aromatic bonds, single bonds, double bonds, aromatics, hydrogen bond acceptors and hydrogen bond donors) and four geometrical descriptors (2D-van der Waals surface area, 2D-van der Waals volume, 2D-VSA hydrophobic and 2D-VSA polar). LogP values for each amino acid residue, for both blocked and unblocked peptides, were related to a subset of these descriptors. The results from the PLS model are very promising statistically. Both final models contain the same descriptors: molecular weight, number of single bonds, 2D-van der Waals volume, 2D-VSA hydrophobic and 2D-VSA polar. To calculate logP values for other peptides, standard PreADME amino acid descriptor values are concatenated according to the peptide sequence and a correction applied if the peptide is unblocked. Using the two resulting models for the blocked and unblocked peptides, the non-CV method was validated for a total of 236 linear (86 blocked and 150 unblocked) peptides. Prediction accuracy for all peptides (r 2 = 0.666) was good, but not excellent; for blocked peptides performance was relatively poor (r 2 = 0.381); but for unblocked peptides performance was superior (r 2 = 0.787). We then compared previouslydescribed LogP prediction methods [8] with our method: 67% of the peptides were predicted within +/-0.5 log units, and a further 21% between +/-0.5 and 1.0 log units. 88% predicted within 1 log unit represents the best accuracy of all the methods we compared. There are clear failings in the work we report here. Our principal concern is the paucity of quality data for peptide partition coefficients; indeed, the lack of reported experimental studies prevents us from obtaining a data set of sufficient size. Moreover, we would like to obtain LogD rather than LogP values. Likewise, the peptides we examine here are short and have heavily biased sequence compositions. Longer peptides are of most interest, at least in terms of epitope design and discovery, yet they are under-represented here for experimental reasons. The average length of peptide studied was three amino acids. As many biologically important peptides are much longer than three amino acids, the data set is likely to compromise our ability to perform adequate QSAR analysis.
Conclusion:
We have shown that the empirical relationship between the octanol-water partition coefficient of a peptide and its structure can be easily rationalised by properties of the whole peptide, such as volume and surface area, rather than by the more common fragmental approach. However, the data we analysed is both sparse, compared to the potential size of the dataset, and heavily biased due to experimental constraints. There is an obvious case for dedicated experimental work to be undertaken to support the development of accurate in silico methods. We need quality data to work with: existing data is seldom of sufficient quality. Computational chemists can no longer exist solely on morsels swept contemptuously from the experimentalists' table. What we require are experiments which specifically address the kind of predictions that need to be made. Such problems would be resolved by a properly designed training set. Our potential ability to combine in vitro and in silico analysis would allow us to improve both the scope and power of our predictions, in a way that would be impossible using solely literature data. To ensure we produce useful, quality in silico models and methods, and not poor models and methods, we need to value the prediction generated by them and conduct experiments appropriately.
