[1] Monitoring particulate matter air quality from spaceborne measurements is largely confined to relating columnar satellite retrievals of aerosol optical thickness (AOT) with ground measurements of PM2.5 mass concentration. However, vertical distribution of aerosols and meteorological effects such as wind speed, temperature, and humidity also play a major role in this AOT-PM2.5 relationship. In this study, using 3 years of coincident hourly PM2.5 mass concentration (PM2.5 or PM 2.5 ), Moderate Resolution Imaging Spectroradiometer -derived AOT, and rapid update cycle meteorological fields, we developed multiple regression equations as function of season for 85 P.M2.5 monitors over the southeastern United States. Our goal is to examine whether the use of meteorological fields will improve the relationship between PM2.5 and AOT. Our results indicate that there is up to threefold improvement in the correlation coefficients while using meteorological information through multiple regression methods compared to two variant regression (AOT versus PM2.5) equations. A 20-50% improvement in root-meansquare error is observed when adding temperature and boundary layer height to the AOT-PM2.5 relationship. The best agreement between AOT and PM2.5 was found during summer and in well-mixed boundary layer regimes. Since boundary layer heights are readily available from model simulations over the United States, they can be used as a good surrogate for estimating aerosol heights in conjunction with space-and ground-based lidars. These results and analysis are useful to research and operational communities that seek to improve the use of satellite information for assessing surface PM2.5.
Introduction
[2] Particulate matter with aerodynamic diameters less than 2.5 mm (PM2.5 or PM 2.5 ) can cause respiratory and lung diseases and even premature death [Krewski et al., 2000] . Using statistical data collected in 20 big cities, Samet et al. [2000] showed that the daily mortality within a metropolitan area is associated with concurrent or lagged daily fluctuations in ambient PM concentrations. Poor air quality conditions are also associated with damaging buildings and monuments around the world. Indirectly, air pollution significantly affects the economy by increasing medical expenditures and for preserving the surrounding environment.
[3] Several research papers have outlined the methods by which different satellite products can be used to obtain surface PM2.5 [e.g., Wang and Christopher, 2003; Engel-Cox et al., 2006; Hutchison et al., 2005; Gupta et al., 2006; Liu et al., 2004; van Donkelaar et al., 2006] . In summary, first the columnar satellite-derived aerosol optical thickness (AOT) at 0.55 mm values are related to surface PM2.5 mass measurements. Then a linear regression equation is used to convert the satellite AOT measurements to PM2.5 mass concentration and then to air quality indices based on EPA guidelines [e.g., Al-Saadi et al., 2005] . It is important to note that AOT is an unit less optical representation of the column loading of atmospheric aerosols whereas PM2.5 is mass concentration of particles less than 2.5 mm in aerodynamic diameter measured at surface in units of mgm
À3
. Satellite measured AOT can empirically be converted into PM2.5 mass by knowing aerosol microphysical and optical properties along with height of aerosol layer in the atmosphere. The details on this type of conversion can be found else where [i.e., Koelemeijer et al., 2006] . However, most studies have concluded that the PM2.5-AOT relationship alone cannot be used to estimate surface level PM2.5 since the vertical distribution of aerosols and other meteorological parameters such as humidity and temperature could also be important [Liu et al., 2005; Paciorek et al., 2008] . Since the satellite measurements provide columnar retrievals, relating this to surface values requires information about the vertical distribution of aerosols. If aerosols are transported aloft and the satellite retrievals have reported values for AOT, this does not necessarily mean that the ground monitors capture that event. In this case relating the AOT to PM2.5 values is not meaningful.
[4] The vertical distribution of aerosols can be inferred from ground-based [Fernald, 1984; Ansmann et al., 2000] and from spaceborne LIDARs such as CALIPSO [Winker et al., 2003] . Radar and satellite data could also be useful for estimating heights of aerosol layers [Melnikov et al., 2008] . However, there are various limitations with some of these data sets. The swath width of spaceborne lidars such as CALIPSO is very narrow and global coverage is only achieved over several weeks. Ground-based lidars on the other hand are sparse in spatial coverage and do not operate on a continual basis. Using limited observations of vertical distribution of aerosols from lidars, some studies have demonstrated that aerosols are well mixed and mostly confined within the planetary boundary layer (PBL) [Ansmann et al., 2000] . Thus, the height of PBL (HPBL) or the day time mixing layer height can be used as a good surrogate to estimate the height of the aerosol layer. The HPBL can be used to scale the column AOT value into boundary layer extinction value [Liu et al., 2005] to improve the AOT-PM2.5 linear regression relationships. Other parameters such as humidity could also affect this AOT-PM2.5 relationship owing to hygroscopic growth of aerosols. Therefore, in this paper we assess whether the use of meteorological parameters will improve the relationship between AOT and PM2.5. We construct simple AOT-PM2.5 relationship that we call two-variate method (TVM) and then compare this to a multivariate method (MVM) that utilizes various meteorological parameters.
AOT-PM2.5 Assessment Using Meteorology
[5] Fine particular matter in the atmosphere is produced by gas to particle conversion mechanism as well as through various sources due to anthropogenic and natural activities. The meteorological conditions that strongly influence the concentration of PM2.5 particles include temperature, relative humidity and height of planetary boundary layer [Seinfeld and Pandis, 2006] . Other processes that impact PM2.5 concentration include small-to large-scale transport by winds, horizontal and vertical dispersion, variations in available sunlight for photochemical reactions due to clouds and seasons, temperature gradients, available moisture, and most importantly the dilution of pollution in atmospheric boundary layer due to changes in vertical mixing. The variability in these meteorological conditions is primarily governed by large-scale high and low pressure systems, diurnal heating and cooling, and topography. Temperature can enhance the photochemical reactions in the atmosphere and hence production of PM2.5 particles. Temperature inversion can also reduce the vertical mixing and therefore increase chemical concentration of precursors. Higher concentration of precursors produces faster and more efficient chemical processes that convert gaseous emissions into particles. High relative humidity can enhance the growth and production of secondary particles and hence change the size distribution of particles as well as change in optical properties by modifying scattering efficiencies [Wang and Martin, 2007] .
[6] Dilution of pollution due to change in HPBL and moisture content are of significant importance in satellite remote sensing of particulate matter. PM2.5 mass concentrations measured at the surface will be low during conditions of high HPBL compared to conditions of low boundary layer heights whereas satellite will measure almost the same columnar AOT. Figure 1 presents a schematic of two different cases of temperature inversion, HPBL, and their influence on surface measured PM2.5 mass concentration. In the first case (Figure 1, top) , vertical temperature profiles show weak and high inversion, which are easily broken down owing to solar heating at sunrise while the boundary layer starts growing and reaches to a maximum height during the afternoon hours. As a result of increase in HPBL, existing pollution levels are diluted in the growing boundary layer and hence surface-based instruments will measure reduced PM2.5 mass concentration values. In the second case (Figure 1, bottom) , strong and low inversion does not allow growth of HPBL owing to solar heating, therefore slowing down the process of dilution. In this case the surface stations measure high PM2.5 mass concentrations when compared to the first case. These are some common scenarios, but sometimes if nocturnal inversion is strong and solar heating is weak, the inversion may not break until late in the day or at all. These conditions produce high concentrations of pollution near the surface owing to lack of vertical mixing. Surface and column measurement during such days may not relate very well to each other. In all cases, spaceborne measurements will still measure columnar loading of the aerosols and hence theoretically the AOT should remain constant. Therefore, accounting for proper HPBL in estimation of PM2.5 is important when using satellite-retrieved AOT. Table 1 provides details on the different data sets and sections 3.1-3.3 describe each data set in more detail.
Data and Study Area

Surface PM2.5 Mass
[8] The U.S. Environmental Protection Agency (EPA) and its state partners maintain several air quality monitoring networks in the United States. These networks monitor the mass concentration of particulate air pollutants at the ground. PM2.5 data from these networks include 24-h average (daily) and hourly PM2.5 mass concentrations. The PM2.5 mass measured in mgm À3 is most relevant to the present study. This study uses both hourly and daily mean PM2.5 mass concentration data sets from 85 ground stations as shown in Figure 2 . PM 2.5 mass concentration over these stations is measured using a Tapered-Element Oscillating Microbalance (TEOM) instrument with an accuracy of ±1.5 mgm À3 for hourly averages although it may underestimate PM2.5 mass concentration owing to volatilization of ammonium nitrate and organic carbon [Grover et al., 2005] . Hourly average PM2.5 mass concentration values are used to derive air quality categories whereas daily mean values are used to monitor and assess the air quality. Air quality categories represent ranges of air quality index that are used by USEPA to establish a relationship between mass concentration and human health.
Satellite Aerosol Data
[9] The MODIS instruments onboard NASA's Terra (equatorial crossing time of 1030 LT) and Aqua (equatorial crossing time of 1330 LT) satellites provide routine retrievals of cloud and aerosol properties over land [Remer et al., 2005] . MODIS provides spectral information of aerosol optical properties in seven different wavelengths over ocean and in three wavelengths over land [Levy et al., 2007] . The AOT, representing the columnar loading of aerosols in the atmosphere, is an important aerosol parameter retrieved from satellite observations. Recently, a new version of the MODIS algorithm (collection 5, V5.2) has replaced an older version (collection 4, V5.1). The new algorithm uses new aerosol models and improved estimation of surface reflectance. This algorithm applies stringent criteria to select appropriate pixels in the retrieval process thereby reducing the total number of data points [Levy et al., 2007] . Several validation studies over AERONET locations conducted over global land reveal that 57% of MODIS AOT retrievals (collection 4) are within expected uncertainty levels of ±0.05 ± 0.15*AOT [Remer et al., 2005] . Preliminary results from a validation exercise of MODIS collection 5 shows that 72% of the retrievals fall within that expected uncertainty over land [Remer et al., 2008] , which is an improvement over the previous collection 4 data sets. MODIS aerosol product also provides the fractional cloud cover for each pixel and it is obtained during cloud masking process in the aerosol retrieval algorithm. More details on the algorithm can be found in the work by Levy et al. [2007] .
Meteorology from RUC Analysis
[10] The rapid update cycle (RUC or RUC20 with 20 km grid resolution) is an operational atmospheric prediction and assimilation system composed of a numerical forecast model and an analysis system to initialize that model. The RUC has been developed by the Earth System Research Laboratory at NOAA to serve users needing short-range weather forecasts [Benjamin et al., 2004] . RUC runs operationally at the National Centers for Environmental Prediction (NCEP). The reanalysis version of RUC data has a horizontal resolution (20 km), 50 vertical computational levels typically from surface to 45 -60 hPa), and state of the art analysis and model physical parameterizations [Benjamin et al., 2004] . Hourly analysis data of air temperature at 2 m height (TMP), surface relative humidity (RH), wind speed at 10 m (WS), and height of planetary boundary layer (HPBL) at a 20 Â 20 km 2 spatial resolution are used in this study. Intercomparison studies of RUC analysis with METAR provides a RMS difference of 1.5 m s À1 and >1.5 K in wind speed and temperature, respectively, and varies as a function of the season [Benjamin et al., 2004] . HPBL is one of the important parameters in evaluating air quality from satellite data. It is a diagnostic variable in the RUC reanalysis and it is calculated using vertical profiles of virtual potential temperature. To our knowledge validation of RUC HPBL is not available. However, we use this as a surrogate for aerosol height since routine measurements are not available over the entire area of study.
Development of Multiple Regression Equations
[11] Integrating satellite, surface and meteorological parameters derived from models at the same temporal and spatial scales is one of the important steps toward development and analysis of a statistical model. The integration of these different variables is performed in two steps. First, satellite data are obtained for each PM2.5 ground location, and second RUC20 data are obtained for each satellite PM2.5 data match-up. In our previous study [Gupta and Christopher, 2008] , we have shown that averaging MODIS AOT over a box size of 0.5°Â 0.5°($5 Â 5 pixels) centered around PM2.5 station is appropriate for this type of analysis. We follow the same methodology outlined by Gupta and Christopher [2008] to obtain MODIS and RUC parameters over each PM2.5 station. Further screening of the data is done by eliminating all those AOT-PM2.5 pairs where the number of pixels is <3 and the standard deviation in AOT is >0.5. This standard deviation is set to avoid possible cloud contamination in AOT data [Wang and Christopher, 2003] . We use hourly measurements of PM2.5, matched with the MODIS Terra AOT closest to the satellite overpass time. The meteorological parameters are also obtained for each AOT-PM2.5 data point by using same spatial and temporal matching approach. The matched data set contains spatiotemporally collocated satellite-derived AOT, cloud fraction (CF), number of pixels (MPIX) used to average AOT values around the PM2.5 station, surface measured PM2.5 mass concentration (PM2.5), and RUC20-derived meteorological fields for 85 P.M2.5 monitoring stations in EPA region 4. The final data set contains 32,834 collocated samples, which are used in development, testing, and validation of the statistical model. To produce the final data set (Satellite Surface Model (SSM) now onward), almost 1TB of combined RUC, MODIS and PM2.5 data has been processed.
[12] Figure 3 provides a flowchart of the methods. First, we developed a simple two-variate method (TVM) equation (equation 1), where MODIS AOT is used to estimate surface level PM2.5 mass concentration. Then, meteorological parameters are added to the analysis to form multiple linear regression (MVM) equations (equation 2) to estimate PM2.5 mass concentration.
[13] Regression coefficients were calculated using SSM data sets for equations (1) and (2) and then these equations are used to calculate PM2.5 mass concentration using input parameters from satellite and RUC meteorological fields. The general form of TVM model is shown in equation (1) and the MVM model in equation (2):
where PM2.5 is PM2.5 mass concentration (mgm À3 ), AOT is MODIS AOT at 0.55 mm (unit less), C is the intercept and M is slope for the TVM. The Y intercept represents values of PM2.5 when satellite-derived AOT is zero. In other words it represents satellite detection limit of PM2.5. The slope represents PM2.5 mass concentration per unit AOT assuming intercept is zero. C 1 is intercept for the MVM whereas C 2 -C 7 are regression coefficients for predictor variables including AOT, temperature (K), relative humidity (%), height of planetary boundary layer (m), wind speed (m s À1 ), and cloud fraction (%), respectively. [14] To obtain an overview of the parameters used in these two methods, the frequency distribution of all variables is shown in Figure 4 . The frequency distribution of AOT and PM2.5 are similar, indicating that AOT and PM2.5 are indeed related to each other. All of the variables show significant seasonal variability. The mean MODIS AOT value is 0.19 and the corresponding PM2.5 mass concentration has a mean value of 13.5 mgm
À3
. AOT values during summer are the highest (0.35 ± 0.22) with low values (0.08 ± 0.09) during the winter. Summer values are typically higher owing to several possible reasons, including enhanced production of secondary particles and enhanced scattering efficiencies of hygroscopic particles. Summer mean AOT values are 40-50% higher when compared to mean AOT values in spring (0.18 ± 0.16) and fall (0.14 ± 0.15). Similar seasonal variations are also seen in PM2.5 mass concentration with largest mean value (20.3 ± 10.5 mgm
) observed in summer and lowest mean (8.6 ± 6.2 mgm À3 ) in winter season. Similar to AOT values, the mean PM2.5 mass concentration in fall (13.4 ± 9.4 mgm À3 ) and spring (11.6 ± 7.2 mgm À3 ) seasons is almost the same.
[15] Recently, USEPA has made the standards more stringent and has revised the 24-h PM2. (Figure 4 ) that air quality over these stations reached moderate to unhealthy categories at certain times, but their frequencies are much lower (30% for moderate and 2% for unhealthy) when compared to good (68%) air quality conditions. The HPBL have the highest values during summer with mean values of 0.94 ± 0.5 km, which is about 50% higher than HPBL values in winter (0.46 ± 0.29 km). Higher values of HPBL in summer can be expected because of higher solar heating during summer seasons [Stull, 1988] . Relative humidity varies between 47% and 60% for different seasons with highest in summer and lowest in winter. Since the TEOM measures the PM 2.5 mass under RH conditions between 40 and 50%, the PM 2.5 values represent dry aerosol mass, and under dry conditions (RH < 50%) MODIS AOT is more representative of PM 2.5 mass concentration.
Results and Discussions
[16] The results and discussions are organized as follows. Section 5.1 discusses and compares the performance of the two methods (TVM and MVM). Section 5.2 discusses the seasonal differences in the methods. Section 5.3 describes results from MVMs derived for every 2°Â 2°subregion to assess the AOT-PM2.5 relationships due to changes in geographical location. In section 5.4, the impact of meteorological parameters on these relationships is analyzed.
Performance of Two-Variate and Multivariate Methods
[17] We first evaluate the MVM by comparing it with the two-variate AOT-PM2.5 method. The linear correlation coefficients (R) and slopes (M) of the regression lines between estimated and observed PM2.5 mass is calculated for each PM2.5 location. Confidence level of multiple regression equations have been assessed by using F tests for each station. Our results are significant with 99% confidence level (a = 0.01), The p value for all of stations was <0.0001 except at station number 14, 20, and 46 where number of data points were sufficiently low (<25). Figure 5 (top) shows the change in R value for each station (x axis). Red and blue lines show the absolute values of R for the TVM and MVM, respectively, whereas the green line shows the percentage improvement in R value while using MVM when compared to the TVM. The R values between the estimated and observed PM2.5 using the TVM varies from 0.18 to 0.81 with a mean value of 0.60. Positive values of fractional improvement in R (green) clearly shows that the inclusion of meteorology in the analysis improved the estimation of PM2.5 mass concentration over each station. The improvement in R value varies for each location and ranges from 5% to almost a threefold increase with an average improvement of 21%. The stepwise regression analysis shows that there is a 7% increase in correlation coefficient when surface temperature (TMP) is added to the TVM. This improvement has been observed for all other variables as they are added in a stepwise manner to the analysis (Table 2 ). This 21% improvement in correlation coefficient reduced the error (percentage error of estimation) by 13% and 17% in estimating hourly and daily average Figure 4 . Frequency distribution of all the relevant variables used in assessment of particulate matter air quality. AOT is from MODIS satellite; PM2.5 is from ground measurements; and TMP, RH, HPBL, and WS are from RUC reanalysis. PM2.5 mass concentrations, respectively. Incrementally adding other variables in a stepwise manner such as RH, WS, and other parameters only provided slight improvements in correlation coefficients (Table 2) .
[18] While the satellite remote sensing community is interested in improving the satellite retrieved AOD to the surface-measured PM2.5 by using meteorological variables, it is equally interesting to see if the use of meteorological parameters alone can help assess PM2.5. Therefore in Table 2 we show the results of PM2.5 estimations by using only the meteorological fields. Table 2 is generated using all the hourly data sets together and this analysis is not performed separately over each station. To accomplish this, AOT has been removed from the model number 6 (Table 2) and PM2.5 mass concentrations have been estimated. Interestingly, the meteorology-only regression model produced almost similar correlation coefficients (0.58) between observed and estimated PM2.5 to those obtained using AOT alone (0.60). However, there are some variations in the values of R from station to station.
[19] This analysis implies that RUC meteorology alone or MODIS AOT alone can be used to estimate PM2.5 with similar uncertainty but, combining the meteorology and MODIS AOT together improves the estimation accuracies by about 13% and 17% for hourly and daily mean PM2.5 values. Also, satellite-derived AOTs are routinely available on a global basis and can be used to assess pollution transport and air quality, especially in regions where ground monitors are unavailable. Coupled with meteorology, satellite-derived AOT appears to be a powerful tool for assessing ground level PM2.5 air quality.
[20] The MVM estimates PM2.5 mass using satellite and meteorological field with an average error of 34% and 24% for hourly and daily PM2.5 averages. There is some variation in this error estimate over different areas as well as with seasons. Improved estimation of PM2.5 from satellite observations can serve as a tool to monitor air quality in the areas where surface monitoring stations are not available. Also, further improvement and modification to current MVM can serve as a valuable air quality assessment tool in such areas. The MVM linear correlation value ranges from 0.37 to 0.86 with mean value of 0.71. Some locations have very limited sample size (<100) as shown in Figure 5 (bottom). There are many possible reasons for low sampling, which includes persistent cloud cover, no aerosol retrieval due to surface conditions, and lack of PM2.5 measurements. These stations (14, 20, 44, 46, and 64 ) are shown in Figure 2 . Owing to the very small (25) sample size over station number 46 (MS), the improvements in correlation should be interpreted with caution. Similarly, station numbers 14 and 20 also have low sample sizes.
[21] Figure 5 (bottom) shows the slope of the linear relationship between observed (x axis) and estimated (y axis) PM2.5 using the TVM and MVM and the corresponding improvements. All slope values have been calculated by forcing intercept to zero. Slope values have also increased for MVM and the improvement ranges from 1% to 15% with mean value of 5%. The small ranges of slope (0.7 to 0.88 for TVM, and 0.72 to 0.95 for MVM) shows the stable nature of PM2.5-AOT relationships from station to station. However, analysis of the actual data over every single station shows a significant reduction in the scatter between estimated and observed PM2.5 mass when meteorology is included in the analysis. A slope value close to 1 indicates that the estimated and observed PM2.5 mass concentrations are very close to each other. Slope values obtained from MVM has definitely improved the estimation and has also reduced the error in deriving air quality index. This would improve the accuracy of health alerts being issued to the public where monitors are absent, being quite beneficial to the society.
[22] Figure 6 shows some selected examples of the scatterplots between observed and estimated PM2.5 mass using the two methods (Figure 2 , highlighted as green dots). These sites were selected to show the variability of performance of the method over different locations. Figure 6 (left, red color symbol) shows the scatterplot between observed and estimated PM2.5 mass using TVM, whereas Figure 6 (right, blue colored symbol) is from the MVM. The bottom two plots (2 stations) show the cases where significant improvement in estimation is achieved while using MVM whereas the top two plots (2 stations) shows similar amount of improvement, but not sufficient and estimations are still poor. Further analysis shows that both the stations (top two, 10 and 18) are located close to the coastal region, where uncertainty in the MODIS retrieval could be high [Remer et al., 2005] and the improvement in estimation is due to inclusion of meteorology. Stepwise multiple regression analysis over these four stations (Figure 6 ) reveals that different meteorological parameters are responsible for the improvement over each site. The first-order improvement at station 10 is mainly due to inclusion of HPBL, whereas second-order improvement is due to inclusion of MODIS cloud fraction (CF). However, note that this is a coastal site and the original relationship between AOT and PM2.5 is not strong due to uncertainties associated with satellite AOT retrievals that contain mixed land-ocean surface reflectance. Similar analysis at station number 18 shows that HPBL, CF, and WS equally contributed to the observed slight (0.03) improvement. However, Figure 6 (station number 18) clearly shows that underestimation in the TVM at lower range of PM2.5 has improved significantly owing to inclusion of meteorological parameters. A first-order improvement at station number 51 and 72 (bottom two plots in the Figure 6 ) is mainly due to inclusion of temperature whereas all other model variables contributed almost equally. Rootmean-square error (RMSE) values are reduced by 46% (10 to 5.4 mgm
À3
) and 40% (9.5 to 5.6 mgm
) for station number 72 and 51, respectively, when the MVM model is used over the TVM model. On the other hand, station number 10 and 18 present only about 20% reduction in RMSE values.
[23] In all the cases, the estimated PM2.5 mass is underestimated by both the methods especially for high (PM2.5 > 45 mgm À3 ) PM2.5 mass concentrations. Slope values of <1.0 confirm this underestimation over all stations. There could be many possible causes for the underestimation. It is possible for multiple layers of aerosols to be present in the atmosphere and these aerosols are contributing more toward total aerosol optical thickness then surface level aerosols and hence under such conditions AOT-PM2.5 might not be well correlated. In most of the cases, the high concentration of PM2.5 mass could be associated to specific pollution event or transport of the pollution from different source regions. There is also overestimation in PM2.5 for lower range of PM2.5 values.
Seasonal Analysis
[24] The seasonal analysis is focused on understanding the differences in model slopes and correlation coefficients as well as the change in performance of the two methods over each season. Seasons are defined as spring (MarchMay), summer (June -August), fall (September -November) and winter (December -February). Figure 7 presents the scatterplots between observed and estimated PM2.5 mass concentration using MVM model for each season. Each plot also shows the correlation coefficient (R 2, in red) derived using TVM model. The sample sizes for March -May (8878), September -November (8426), June -August (7874), and December -February (7278) are approximately the same. Slope values are less than one for all four seasons thereby leading to an overall underestimation in PM2.5 mass by both the methods. The mean normalized bias error (MNBE) for lower range (<15 mgm À3 ) of PM2.5 mass concentration is negative whereas it is positive for upper range of PM2.5 (>45 mgm À3 ) for all four seasons. The MNBE value is highest in magnitude for winter and summer for lower and upper range of PM2.5, respectively. Again this underestimation in PM2.5 could be due to low number (<1%) of samples of high PM2.5 (>45 mgm À3 ) values in the analysis. Overestimation in lower range of PM2.5 could be associated with higher uncertainty in AOT retrievals during low aerosol loadings. In the case of low sampling, the current input parameters do not sufficiently represent the relationship between PM2.5 and independent variables. Other meteorological parameters such as vertical temperature gradient, emission factors, removal processes may also be responsible, which controls the particle concentration at the surface and have not been included in current analysis and are probably more suitable for a numerical modeling analysis. Accurate estimation of PM2.5 from these methods require accurate input parameters and any uncertainty in input variables will propagate to the output and will have affects on estimated air quality index. The estimations are the best during spring and fall seasons that have the highest number of data points. Both methods perform better during summer whereas they are very poor in winter season, although MVM shows improvement in correlation from 0.21 to 0.42 compared to TVM during winter. Percentage change in error of estimation is highest during fall (13%) and spring (13%) whereas it is least in summer (6%) with moderate (10%) in winter season. In all four cases, high values of PM2.5 mass concentration (>45 mgm À3 ) were underestimated by the model compared to low values of PM2.5. Similar results for high pollution loading were also reported by Liu et al. [2005] while using MISR-derived AOT values for PM2.5 estimations.
[25] The poor performance during the winter season is largely due to low AOT values (<0.1), which are associated with high uncertainties ($65%) [Remer et al., 2005] . This conclusion is drawn on the basis of very low correlation values in TVM model results as shown R 2 in Figures 7a -7d . Similar results were observed in a study over Sydney, Australia where AOT values were less than 0.1 [Gupta et al., 2007] . Including meteorology in the analysis (i.e., MVM model) improves the results. Again HPBLs are observed to be lower in winter by almost 50% than during the summer season. Lower HPBLs in the winter season that do not allow mixing of pollution in longer air column plays an important role in underestimation of PM2.5 during this season. Section 5.2 discusses more details on the impact of meteorology, which varies between seasons that leads to seasonal differences in estimation of PM2.5 mass.
Geographical Differences
[26] Geographical differences in model coefficients are analyzed by assessing the methods for every 2°Â 2°l ongitude bin over the southeastern United States. Data from all the stations falling in each grid are grouped and the TVM and MVM as function of seasons are developed. Table 3 summarizes minimum, maximum, mean and standard deviation of improvements in correlation and percentage error of estimation for all the data and for each season. Maximum improvement in mean absolute percentage error of estimation (APE) is observed during fall (19%) and winter (18%) whereas it is 15% and 11% during spring and summer months.
Model Performance Under Different Meteorological Conditions
[27] Model performance under different meteorological conditions is evaluated by analyzing the model results as function of each meteorological parameter. These include HPBL, TMP and RH. Figures 9, 10 , and 11 show the performance of the MVM as a function of HPBL, RH, and TMP, respectively. Each plot in Figures 9 -11 also shows the number of data points (N), linear regression line (Y = mX), linear correlation coefficients (R m : for MVM and R 2 : for TVM). Multivariate models are developed for four different ranges of HPBL: surface to 1km, 1 to 1.5 km, 1.5 to 2.0 km, and 2 to 2.5 km (Figure 9 ). Note the number of available data points in each bins reduced drastically for higher HPBL values, which shows that region of study does not experience frequent high mixing layer during the satellite (Terra) overpass time. Linear correlation coefficient values derived for TVM (R 2 ) in each HPBL bin shows significant improvement under high HPBL conditions and varies between 0.57 and 0.73 for low to high HPBL bins. Similarly, correlation values for MVM model also shows improvement for all HPBL bins. The correlation improve- [28] Figure 10 presents the scatterplots between observed and estimated PM2.5 mass using MVM for four different bins of RH. The model performance is best for RH range of 25% to 50%, which is also close to PM2.5 measurement condition (40%) in TEOM. Also, it is important to note that under all ranges of humidity conditions; the estimation of PM2.5 is improved using MVM when compared to the TVM. Similarly, Figure 11 shows the impact of surface temperature on model performance. TMP also impacts the model performance, but it is relatively small and variations in model parameters are less for different range of TMP. High temperature conditions can enhance the emission of particles from surface as well as accelerate the formation of secondary particles in the atmosphere.
Summary and Conclusions
[29] Satellite remote sensing is an emerging and promising tool for monitoring aerosol pollution at global scales with high temporal and spatial resolution [Al-Saadi et al., 2005] . This is especially attractive in regions or countries where ground measurements are not available or not possible where remote sensing owing to its reliable repeated coverage can serve as a cost effective tool. However, satellites provide columnar measurements and ancillary pieces of information are required to convert this columnar measurement to surface values. A commonly used method is to form linear relationships between columnar satellite-derived AOT and surface PM2.5 from ground monitors and to extend these relationships to other regions where ground monitors are not available. Aerosol observations from both geostationary and polar orbiting satellites have been used successfully to assess this method. In this study, we take this analysis a step further to determine if meteorological fields can help improve this AOT-PM2.5 relationship.
[30] Therefore, aerosol measurements from MODIS-Terra, meteorological parameters from RUC20, and PM2.5 mass concentrations from surface stations over entire southeastern United States for a 3-year time period have been analyzed for assessing surface level PM2.5. Multivariate statistical models have been developed as function of regions and season to estimate surface level PM2.5 mass concentration while making use of satellite and model data sets. Our results indicate that these models provide improved estimations of PM2.5 mass concentration over two variable regression equations used in previous studies [Wang and Christopher, 2003; Engel-Cox et al., 2004] .
Linear correlation coefficients between observed and estimated PM2.5 mass concentration show an average improvement of 21% over different stations (99% significance) in the region while using the MVM model over TVM model. Improvements are seen during spring and fall compared to summer season while the results during winter are still very poor although about 18% improvement is seen in error of estimation. The seasonal differences in performance of model are mainly associated with satellite data quality, type and level of pollution and the highly variable nature of local meteorological conditions which plays an important role in formation and removal of PM2.5 in the earth atmosphere. Geographical differences in accuracies of estimated PM2.5 mass are observed when models were developed for each 2°Â 2°region. The significant conclusions from this study are as follows:
[31] 1. The MVM provides improved estimations of surface PM2.5 mass concentration when compared to TVM and it is a function of location and season.
[32] 2. Stepwise multiple regression analysis shows that the first-order influence on PM2.5-AOT relationship is temperature when included in the regression and a secondorder impact is due to inclusion of boundary layer height, although TMP and HPBL are coupled. This order of importance may also be related with current level of uncertainty involve in the estimation of HPBL data.
[33] 3. The MVM provides improved estimation (R ! 0.8) of PM2.5 mass concentration under high (>2 km) planetary boundary layer conditions due to the well-mixed nature of aerosol layer.
[34] 4. There are definite seasonal differences in model performance. Models perform best during fall (R = 0.70), moderate during spring (R = 0.64) and summer (R = 0.57) and poor during winter (R = 0.42) season.
[35] 5. Overall, both models tend to underestimate PM2.5 mass concentration during heavy pollution (>45) days under all meteorological conditions and overestimate under very low pollution level (<5 mgm À3 ).
[36] Although the application of satellite observations in monitoring particulate air quality is useful, there are many issues in applying satellite-derived AOT to estimate surface level PM2.5 mass concentration as discussed in the paper. Most researchers in this field agree that AOT alone cannot be used to estimate surface level pollution with good accuracies. Theoretically, surface level PM2.5 is influenced by various meteorological parameters and therefore including information on local meteorology should improve the estimation accuracies. The current study has used a large database from satellite and surface to demonstrate that there is significant reduction in the error (13%) when local meteorology is used in conjunction with satellite data. On the basis of current analysis, well-mixed boundary layer (about 2 km) with high temperature and dry relative humidity (40 -50%) conditions should provide optimal estimation of PM2.5. The current approach shows that without using any complex physical and numerical models, simple statistical models can be used to estimate PM2.5 with an average uncertainty of 34% for hourly and 24% for daily mean mass concentrations. In part 2 (P. Gupta and S. A. Christopher, Particulate matter air quality assessment using integrated surface, satellite and meteorological products: Part II: An artificial neural network approach, Figure 11 . Scatterplot between observed and estimated PM2.5 mass concentration using the multivariate model for four different bins of surface temperature.
submitted to Journal of Geophysical Research, 2009) of this series, we extend the use of meteorological fields to estimate PM2.5 mass concentration from satellite remote sensing data in an artificial neural network framework. The inclusion of meteorology in satellite-based projects such as the Infusing satellite data into Environmental Applications (IDEA) could be beneficial for assessing air quality in areas where ground measurements are not available. Tools like IDEA, which uses near-real-time data sets, should be a perfect project to implement model-derived meteorological fields.
