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Abstract- Aim to improve the power efficiency of the 
dual-active-bridge (DAB) DC-DC converter, an efficiency 
optimization scheme with triple-phase-shift (TPS) 
modulation using reinforcement learning (RL) is proposed 
in this paper. More specifically, the Q-learning algorithm, 
as a typical algorithm of the RL, is applied to train an 
agent offline to obtain an optimized modulation strategy, 
and then the trained agent provide control decision online 
in real-time manner for the DAB DC-DC converter 
according to the current operation environment. The main 
objective is to obtain the optimal phase-shift angles for 
the DAB DC-DC converter, which can achieve the 
maximum power efficiency by reducing the power losses. 
Moreover, all possible operation modes of the TPS 
modulation are considered during the offline training 
process of the Q-learning algorithm. Thus, the 
cumbersome process for selecting the optimal operation 
mode in the conventional schemes can be circumvented 
successfully. Based on these merits, the proposed 
efficiency optimization scheme using the RL can realize 
the excellent performances for the whole load conditions 
and voltage conversion ratios. Finally, a 1.2 KW 
prototyped is built, and the simulation and the 
experimental results demonstrate that the power 
efficiency can be improved by using the optimization 
scheme based on the RL.1 
 
Index Terms- DAB DC-DC converter, Power efficiency, 
Optimization, Reinforcement Learning (RL), Q-learning. 
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I. INTRODUCTION 
HE dual-active-bridge (DAB) DC-DC converter, which 
contains a high frequency power transformer and two H-
bridges was firstly proposed in early 1990s [1]. As one of the 
most popular bidirectional topologies, the DAB DC-DC 
converter is widely used in electric vehicles (EVs), smart grids 
and renewable energy systems [2]-[4], etc.  
Due to the advantages of easy control, high dynamic 
performance and soft switching, the single-phase-shift (SPS) 
is the most widely used control strategies in the DAB DC-DC 
converter [5]-[7]. However, this control scheme suffers from 
the low efficiency over the wide operation range, which have 
motivated the improvement of the phase-shift control strategy. 
As the typical improved modulation scheme from SPS, the 
triple-phase-shift (TPS) modulation was proposed to extend 
the zero-voltage-switching (ZVS) range and decrease the 
overall power losses [8]-[17]. Remarkably, SPS, extended-
phase-shift (EPS) and dual-phase-shift (DPS) modulations can 
be deemed as a special TPS modulation. However, the 
calculation process of the TPS is complicated. 
To further improve the power efficiency of the DAB DC-
DC converter, a growing number of researches have made 
tremendous efforts in power efficiency optimization strategies. 
The power-loss-model-based optimization method can achieve 
the optimal efficiency control by establish an accurate power 
loss model. However, this optimization method suffers from 
complicated calculation, especially under the complex 
operation conditions, such as the varied load conditions and 
voltage conversion ratios. In order to address this problems, 
there are many advanced iterative methods were proposed, 
like Lagrange multiplier method (LLM) [9], the genetic 
algorithm (GA) [12] and Newtons’s method [18]. However, 
these iterative methods suffer from the time consuming, and 
highly dependent on the model knowledge and the initial 
guess setting.  
Recently, the fast-growing artificial intelligence (AI) 
technology have changed the traditional control strategy from 
the past few decades. For example, an optimized TPS control 
using neural network which can be used to reduce the reactive 
power for the DAB DC-DC converter was proposed in [19]. 
However, this neural network utilization is limited by the 
labor-intensive, time consuming and over-fitting problems. 
T 
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Fig. 1. Main circuit of the DAB DC-DC converter.  
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Fig. 2. Key waveforms of the DAB DC-DC converter. 
 
TABLE I 
MODE OPERATIONAL CONSTRAINTS AND THE POWER RANGE  
Modes Constraints Power range (Pu) 
1 and 1′ D1 ≥ D2, 0 ≤ D3 ≤ (D1-D2) -0.5~0.5 
2 and 2′ D2 ≥ D1, (1+D1-D2) ≤ D3 ≤ 1 -0.5~0.5 
3 and 3′ D2 ≤ (1-D1), D1 ≤ D3 ≤ (1-D2) -0.5~0.5 
4 and 4′ D1 ≤ D3 ≤ 1, (1-D3) ≤ D2 ≤ (1-D3+D1) -0.67~0.67 
5 and 5′ (D1-D3) ≤ D2 ≤ (1-D3), 0 ≤ D3 ≤ D1 -0.67~0.67 
6 and 6′ (1-D2) ≤ D1, (1-D2) ≤ D3 ≤ D1 -1~1 
 
TABLE II 
THE CLASSIFICATION OF THE POWER LOSSES 
Losses Classification Value 
Power switches 
losses (PS) 
Conduction losses (PC_S) 2DSon DrmsR I⋅  
Switching losses (PSw_S) ( )onM offM swE E f+ ⋅  
Gate driver losses (PGat_S)  g gs sQ V f⋅ ⋅  
Magnetic losses 
(PM) 
Copper losses (PCop_M) 2 2_ _ _ sec[ ]T rms T pri Tr r rI R n R⋅ + ⋅  
Core losses (PCor_M) s eTrk f B V
α β⋅ ⋅ ⋅  
 
With the rapid development of the reinforcement learning 
(RL), it was widely applied in the optimization of the control 
problems [20], [21]. The basic learning mechanism of RL 
shows that it can accept and deal with incomplete and 
uncertain information in dynamic environment without the 
model of the environment, produce the best strategy, choose 
the best action, and thus maximize the impact of its dynamic 
environment [22], [23]. As one of the most used representative 
RL methods, Q-learning algorithm has attracted increasing 
attention recent years. The off-policy strategy which separates 
the deferral policy from the learning policy is adopted in Q-
learning algorithm. Moreover, the ε-greedy policy and the 
Bellman optimal equations are used to update the action 
selection [24], [25]. Compared to other RL algorithms, the Q-
learning algorithm has simple Q-functions, which can be used 
online when agents interact with the dynamic environment 
[26], [27]. 
In this paper, an efficiency optimization scheme with TPS 
modulation using RL is proposed. The main objective is to 
obtain the optimal phase-shift angles for the DAB DC-DC 
converter, which can achieve the maximum power efficiency 
by reducing the power losses. The contributions of this paper 
are shown as follows:  
1) An optimized modulation strategy can be obtained by 
using the Q-learning algorithm, which can improve the 
power efficiency under whole load conditions and voltage 
conversion ratios for the DAB DC-DC converter. 
2) All possible operation modes of the TPS modulation are 
considered during the offline training process of the Q-
learning algorithm, thus the cumbersome process for 
selecting the optimal operation mode in the conventional 
schemes can be circumvented successfully. 
Hence, the proposed efficiency optimization scheme benefit 
from the outstanding performance under the whole operation 
circumstances. 
This paper is further organized as follows. The TPS 
modulation principle and the detailed power loss analysis of 
the DAB DC-DC converter are given in section Ⅱ. The 
proposed efficiency optimization scheme based on Q-learning 
algorithm are developed in section Ⅲ. In section Ⅳ, the 
performance evaluations and comparisons of the Q-learning 
algorithm by using the Matlab simulation are presented. In 
section Ⅴ, the experimental details and results of a 1.2 kW 
prototype using the Q-learning algorithm are analyzed to 
prove the correctness of the theory analysis. Some conclusions 
are summarized in section Ⅵ. 
II. TPS MODULATION AND LOSS ANALYSIS OF THE DAB 
DC-DC CONVERTER 
A. Operation Principle of the TPS Modulation  
Fig.1 shows the main circuit of the DAB DC-DC converter. 
From Fig. 1, the typical structure of the converter is consist by 
two symmetrical H-bridges and one magnetic tank, where 
each H-bridge contains of four power switches, and the 
magnetic tank contains of a power transformer Tr and an 
external series inductor. Moreover, Lk indicates the value of 
external series inductor and the leakage inductor of Tr. 
Moreover, vAB denotes the voltage between the primary side of 
Tr, vCD denotes the voltage between the secondary side of Tr 
and iLk denotes the primary current following through LK. 
The key waveforms of the DAB DC-DC converter by using 
TPS modulation are depicted in Fig. 2, where v′CD indicates 
the equivalent voltage between the secondary side of Tr and 
v′CD=n×vCD. As shown in Fig.2, three phase-shift angles (D1, 
D2, D3) are contained, where D1 denotes the phase-shift angle 
between S1 and S4, D2 denotes the phase-shift angle between 
Q1 and Q4, and D3 denotes the phase-shift angle between S1 
and Q1. More specifically, the TPS modulation could be 
considered as the SPS modulation if D1=D2=1, the TPS 
modulation could be considered as the EPS modulation if 
D1=1 or D2=1, and the TPS modulation could be considered as 
the DPS modulation if D1=D2≠1. Based on different 
combinations of D1, D2 and D3 under full, partial and no 
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overlaps, six operation modes and six corresponding 
complemented modes can be obtained, which are summarized 
in Table Ⅰ [28]. The mode operational constraints can be 
summarized in Table Ⅰ. Moreover, the transmitted maximum 
power Pomax can be described as  
 1 2max 8o s k
nV VP
f L
=   (1) 
The normalized transmitted power can be defined as Ppu. 
 max/pu o oP P P=   (2) 
where Po is the transmitted power of the converter. Thus, the 
power range and the corresponding operations modes of the 
TPS modulation can be summarized in Table Ⅰ [28]. For a 
specific transmitted power, several different operation modes 
can be used to meet the power requirement. 
B. Loss Analysis 
The main objective of this paper is to improve the power 
efficiency by reducing the power losses, thus qualifying the 
power losses is indispensable. Normally, three kinds of power 
losses are contained in the DAB DC-DC converter, which 
namely power switch losses PS, magnetic losses PM and 
unknown losses PU [29]. More specifically, the power switch 
losses PS can be divided into the conduction losses PC_S, the 
switching losses PSw_S, and the gate driver losses PGat_S. The 
magnetic power losses PM can be divided into the copper 
losses PCop_M and the core losses PCor_M of the power 
transformer and the extra series inductor. Furthermore, the 
unknown losses PU mainly contains the temperature dependent 
copper loss and conduction loss relevant to the magnetic 
devices and the power switch modules respectively, a slightly 
increased copper loss of Litz wires in the magnetic devices 
due to skin and proximity effects, and the ohmic losses caused 
by the DC-link capacitors. 
Due to the unknown losses PU takes a small part of all 
power losses PA_Loss, the unknown losses PU is ignored in the 
power losses analysis to simplify the theoretical analysis. 
Therefore, the specific loss calculation formula can be 
calculated and summarized in Table Ⅱ [15], [30]. 





i kA Loss S M Tr M L
i
P P P P
=
= + +∑   (3) 
Where the first item indicates the power switch losses in the 
eight power switches (S1~S4, Q1~Q4), PM_Tr is the magnetic 
losses in the power transformer and PM_Lk is the magnetic 
losses in the extra series inductor. The power efficiency can be 
improved by reducing the all power losses PA_Loss. 
In this paper, the RL is used to find the optimal phase-shift 
angles (D1, D2 and D3) based on the TPS modulation to obtain 
the maximum power efficiency, where the training parameters 
(D1, D2 and D3) are chosen in the twelve operation modes and 
subject to the modal constraints, which are illustrated in Table 
Ⅰ. The detailed training process of the RL will be given in 
section III. 
III. EFFICIENCY OPTIMIZATION SCHEME BY USING THE Q-
LEARNING ALGORITHM 
A. Q-learning Algorithm 
In the Q-learning algorithm, the learned experiences are 
recorded in a Q-value table, where the optimal action strategy 
can be obtained according to this Q-value table. More 
specifically, the Q-value table is made up of the transfer 
probability for different states, which indicates the behavior 
with the highest Q-value will be selected directly based on the 
maximum value behavior selection [27]. In this paper, the Q-
learning algorithm is used to solve the optimal control 
variables (D1, D2 and D3) of the DAB DC-DC converter in a 
quickly way to obtain the minimum power losses for the 
whole operation range. 
 1) State space S: In the DAB DC-DC converter, the 
reference input quantity consist of the input voltage V1, output 
voltage V2, and transmitted power Po. For the special reference 
input quantities V1, V2, and P, the power losses PA_Loss are 
determined by current phase-shift angles D1, D2, and D3. The 
main objective of this paper is to obtain the optimal phase-
shift angles with the minimum power losses by using the Q-
learning algorithm. Thus, the state space S can be defined as  
 1 2 3[ , , ]=S D D D   (4) 
where the value of D1, D2, and D3 ranges from 0 to 1. 
2) Action Space A: The change of the state s is determined 
by the current action a. According to the current states s, the 
optimal new state can be obtained by policy π. Due to the 
current sate s is determined by D1, D2, and D3, the next state s′ 
can be obtained by changing the value of the D1, D2, and D3. 
Moreover, the value of the D1, D2, and D3 should be changed 
continuously under the special constraints of Table Ⅰ, thus the 
value of the state s should be quantified according to the 
sensitivity between the transmitted power and phase-shift 
angles. The variable space CDi is defined as 
 [0, 1] δ= ± ×DiC   (5) 
where δ  is the quantity value of the state s. The increment ∆D 
of D1, D2, and D3 should satisfy the constrain as 
 ∆ ∈i DiD C   (6) 
Thus, the action space A can be defined as 
 1 2 3{ , , }= D D DA C C C   (7) 
According to (7), the action space A contains 27 options. 
Thus, the state s will update according to action a. 
 ' = +s s a   (8) 
For example, the value of the next state s′ will not be changed 
if the action {0,0,0}=a  is adopted at the state s = [D1, D2, D3], 
while the next state will become s′ = [D1+δ, D2-δ, D3] if the 
action a = {δ, -δ, 0} is adopted at the state s = [D1, D2, D3]. 
3) Reward Function r(s, a): Due to the nonlinear equality 
constraints P′o=Po is hard to directionally use in the Q-learning 
algorithm, a power error function ∆P should is defined as 
 21 2 3 o o( , , )=( - )P D D D P P′∆   (9) 
where P′o is the transmitted power during the training process, 
and Po is the expected transmitted power. In order to obtained 
the minimum power error and the minimum power losses, an 
objective function F(D1, D2, D3) is defined as 
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TABLE III 
CRITICAL PARAMETERS OF THE Q-LEARNING ALGORITHM 
Parameter Value 
Penalty coefficient of F (φ) 1.0 
Learning rate (α) 1.0 
Discounting factor (γ) 0.8 
State quantity (δ) 10-3 
Reference value of F (Fref) 20 
Maximum training times (NT) 106 
Step size of each episode (Ni) 2500 
Minimum value of F at previous state (Fmin) 120 
Exploration times based on ε-greedy (M) 103 
 
TABLE IV 
TRAINING PROCESS OF THE Q-LEARNING ALGORITHM 
Algorithm: Training process of the Q-learning algorithm 
1:   Initialize Q-learning parameters Fmin, P, V1, V2. 
2:   Create state space, behavior space and Q-value tables. 
3:   Set the NT, α, γ, Fref, , Mcout=0 
4:   For each episode do 
5:        Initialize D1, D2, and D3. 
6:        Initialize state s and select action a based on ε-greedy 
7:        Set Ni=0 
8:        While (not meet episode end condition) do 
9:              Calculate the Fc using (10) 
10:            Calculate the △F using (12) 
11:            Update the Fp: Fp=Fc  
12:            Calculate the value of last state-action r(s, a) using (11)  
13:            Calculate state s′ using (8)  
14:            Update the Q-value using (13) 
15:            If Mcout<M do 
16:                 Select action a′ based on ε-greedy 
17:            Else do 
18:                 Select action a′ using (14) 
19:            End If 
20:            Update the state and action: s=s′, a=a′ 
21:             Ni=Ni+1 
22:       End While 
23:       Mcout= Mcout+1 
24:  End For 
 
 1 2 3 _ 1 2 3 1 2 3( , , ) ( , , ) ( , , )ϕ= + ⋅∆A LossF D D D P D D D P D D D  (10) 
where PA_Loss(D1, D2, D3) is the power losses function which is 
described in (3), ΔP(D1, D2, D3) denotes the power error 
function which is shown in (9), and φ is the penalty coefficient. 
Thus, the performance of the DAB DC-DC converter can be 
evaluated by the objective function F, where the performance 
will be better if the value of F is smaller. In order to evaluate 
the quality of the selected action, a reward function r(s, a) is 






















  (11) 
where Fref is the reference value of the objective function F, and  
Fref > 0. Fmin is the minimum value of the objective function F, 
which will be described in part 4). Moreover, ΔF is the 
difference between two adjacent states of the objective function 
F, which is expressed by 
 =∆ −c pF F F   (12) 
where Fc is the value of the objective function F at the current 
state, and FP is the value of the objective function F in the 
previous state.  
ΔF > 0 means the value of the objective function F in the 
current state is greater than the previous state, thus the action 
will lead to a negative reward. ΔF < 0 means the value of the 
objective function F is reduced after action a, and this action 
will lead to a positive reward. A larger reward value will be 
given, once the value of the objective function F is less than or 
equal to the minimum value of the objective function Fmin, 
which indicates that the DAB DC-DC converter has reached the 
optimal state from the initial state.  
In this paper, the reward function is used to find the minimal 
value of the objective function F during the training process of 
the Q-learning algorithm, thus the optimal phase-shift angles 
(D1, D2, D3) with minimum power losses and the minimal 
power error can be obtained after training. 
4) Q-value updating and action selection: As an incremental 
dynamic programming algorithm, the optimal strategy of the Q-
learning is determined step by step. For the policy π, the Q-
value can be calculated as  
 '
'
( , ) ( ) [ ( )] ( ')s ss
s
Q s a R a P s V sπ πγ π= + ∑   (13) 
where Rs(a) indicates the average value of the reward at the 
state s, Pss'[π(s)] represents the probability of transferring state s 
under the policy π, ( )V sπ  denotes the  expected value obtained 
by following the policy π at state s. After the learning process, 
the value of ( )V sπ  will be converge to V*(s), which can be 
defined as 
 * * *'
'
( ) ( ) max{ ( ) [ ] ( ')}k k s ssa s
V s V s R a P a V sπ πγ≡ = + ∑  (14) 
where k denotes the number of iterations. 
In fact, the state transformation process of agents of the Q-
learning algorithm can usually be modeled as a Markov 
decision process (MDP). Thus, the updating formula of the Q-
table can be expressed as [31] 
1( , ) ( , ) [ max ( ', ') ( , )]k k k k k
a A
Q s a Q s a r Q s a Q s aα γ+
′∈
= + + −   (15) 
where α is the learning rate, γ is a discounting factor, and Qk(s, 
a ) is the Q-value under the state s and the action a. 
In order to obtain the optimal operation state for the DAB 
DC-DC converter, the ε-greedy method is used for the behavior 
selection. During the selection process, as many exploration 
strategies as possible are used, and the optimal performance 
state will be saved at each exploration strategy. Moreover, in 
each phase of the training process, Fmin is the minimum value of 
the objective function F in the previous training episode. The 
minimum value of Fmin is chosen as the parameter for equation 
(8), after N times for training process by using the ε-greedy 
method. Then, the maximum Q-value is used to make action 
choices during the training process, until the learning strategy of 
the Q-learning algorithm become converges. The action 
selecting principle based on the maximum Q-value is denote by 




a Q s a   (16) 
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B. Training of the Q-learning Algorithm 
The main objective of the Q-learning algorithm is to obtain 
an optimal control strategy for the whole operation range with 
the minimal power losses. Thus, it is of primary interest to 
chosen the critical parameters for the Q-learning algorithm. The 
critical parameters are summarized in Table Ⅲ. The training 
process following the Q-learning algorithm are illustrated in 
Table Ⅳ. In Table Ⅳ, "episode" represents each optimization 
process of the specific operation environment (V1, V2 and P0), 
that is, the training process from the initial state to the final state. 
Moreover, the algorithm mentioned in Table Ⅳ consists of 
two processes. In the first process, the minimum value of Fmin 
is obtained by using the ε-greedy method. The main purpose 
of the second process is to find the action strategy to obtain 
the optimal state, which denotes the minimum value of Fmin. 
Since the action a is determined by the maximum Q-value 
ultimately, the action selection based on the maximum Q-
value is chosen as the criterion for the second process to ease 
the training burden and improve the pace of learning. 
After the completion of the training process for the Q-





























































(a) (b) (c) 
Fig. 3. Curves of the phase-shift angles under different operation conditions after training. (a) V1=180 V. (b) V1=240 V. (c) Po=0.8 kW 
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(a) (b) (c) (d) (e) 
Fig. 5. Power losses and rms current varied with Po when V1=240 V and V2=200 V. (a) Irms. (b) PSw_S. (c) PC_S. (d) PM. (e) PA_Loss. 
 






























































































(a) (b) (c) (d) (e) 
































(a) (b) (c) (d) (e) 
Fig. 7. Power losses and rms current varied with V1 and Po. (a) Irms. (b) PSw_S. (c) PC_S. (d) PM. (e) PA_Loss. 
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TABLE V 
POWER LOSSES COMPARISON BETWEEN DIFFERENT APPROACHES 






























































learning algorithm, the training results will be stored in a look 
up table. The inputs into the look up table include the input 
voltage V1, the output voltage V2 and the transmitted power P0. 
The corresponding range of the inputs into are shown in Table 
VI, where V1 is changing from 180 V to 240 V, V2 maintains 
at 200 V and P0 is changing from 0 W to 1200 W. Moreover, 
the interval of V1 and P0 are set as 0.5 to ensure the control 
accuracy and reduce the volume of the look-up table. In 
practice, when the operation environments (V1, V2 and P0) are 
detected, it will be quantified firstly and then the 
corresponding action strategy (D1, D2 and D3) will be found 
directly from this look up table. Notably, if the quantified 
operation environments (V1, V2 and P0) cannot be found in the 
look up table, the closest value will be selected and the 
corresponding action strategy (D1, D2 and D3) can be found 
directly, which is similar to the method in [25], [26], [31].  
To sum up, the Q-learning algorithm is used to solve the 
efficiency optimization problem for the DAB DC-DC 
converter in this section. Specifically, the reward function r(s, 
a) is used to find the minimal value of the objective function F 
during the training process. By establishing an appropriate 
algorithm model and selecting the appropriate training 
parameters, the optimal phase-shift angles (D1, D2, D3) with 
minimum power losses can be obtained for the whole 
operation range. Thus, the optimal control strategy can be 
obtained quickly after the training. 
IV. PERFORMANCE EVALUATIONS AND COMPARISONS OF 
THE PROPOSED EFFICIENCY OPTIMIZATION SCHEME 
The main purpose of the proposed Q-learning optimized 
triple-phase-shift control (QTPS) is to provide the optimal 
phase-shift angles (D1, D2 and D3) for the DAB DC-DC 
converter with the minimum power losses under the whole 
operation range. In this section, the propose QTPS scheme is 
evaluated and compared with other modulations through the 
Matlab simulation. The simulation parameters are chosen in 
Table Ⅵ, and Lk is chosen as 31 μH. The detailed 
performance evaluations and comparisons will be given as 
follows. 
Fig. 3 shows the variations of the phase-shift angles with 
the transmitted power Po and the input voltage V1 after training, 
where Fig. 3 (a) illustrates the phase-shift angles varied with 
the transmitted power Po when V1=180 V and V2=200 V, Fig. 
3 (b) illustrates the phase-shift angles varied with the 
transmitted power Po when V1=240 V and V2=200 V and Fig. 
3(c) illustrates the phase-shift angles varied with input voltage 
V1 when V2=200 V and Po = 0.8 kW. More specifically, D1, D2 
and D3 are the phase-shift angles of the propose QTPS, while 
D3_S is the phase-shift angle of the conventional SPS 
modulation. As seen from Fig. 3 (a) and Fig. 3 (b), all of the 
phase-shift angles of the propose QTPS scheme are increased 
as the transmitted power Po increase. Moreover, the TPS 
modulation is adopted under the light load conditions and the 
EPS modulation is adopted under the heavy load conditions. 
In can be seen from Fig. 3 (c), D1 and D3 are decreased as the 
increase of V1, while D2 is increased as the increase of V1. 
In this paper, one of the advantages of using the Q-learning 
algorithm to do optimization is its high efficiency in the 
calculation and does not depend very much on the model 
knowledge and initial guess setting, as compared to GA and 
other iterative methods [12], [17], [18], [27], [31]. During the 
training of the Q-learning algorithm, the initial guess setting 
for D1-D3 are random, which indicated the Q-learning 
algorithm does not depend on the initial guess setting. 
Furthermore, the quantitative results of the different 
approaches under different initial guess settings are presented 
in Table V. As is seen from Table V, the Q-learning algorithm 
and the PSO [17] can effectively reduce the power losses for 
different initial guess setting, while the Newton's method [18] 
and the GA [12] will suffer from high power losses when the 
initial guess setting is improper. 
According to the comparison results in Table Ⅴ, both the 
PSO and the Q-learning algorithm demonstrate similar 
performance in that both can found the best solutions and are 
independent of the initial guess settings. However, a 
new optimization process is required when the environment 
(V1, V2, P) changes for the PSO algorithm. In this paper, the 
operation range of the DAB DC-DC converter is shown in 
Table VI, where V1 is changing from 180 V to 240 V, V2 
maintains at 200 V and P0 is changing from 0 W to 1200 W. If 
we assume that the interval of V1 and P0 are set as 0.5 V and 
0.5 W, respectively. Thus, 288,000 optimization processes are 
needed by using the PSO algorithm, which will be very time-
consuming and almost impossible to solve. However, the Q-
learning algorithm can accept and deal with incomplete and 
uncertain information in dynamic environment, which 
indicates the optimization strategies can be obtained under 
different operation environments (V1, V2, P) [22], [23], [26]. 
Fig. 4 shows the power losses under different load 
conditions for SPS, DPS, EPS, unified-phase-shift (UPS) [16] 
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TABLE VI 
PARAMETERS OF THE DAB DC-DC CONVERTER 
Item Parameter 
Rated transmitted power Pbase (kW) 1.2 
Input voltage V1 (V) 180~240  
Output voltage V2 (V) 200  
Transformer turn ratio (n:1) 1:1 
Switching frequency fs (KHz) 100 
Power switches S1~S4 and Q1~Q4 IPP60R099C6 (650 VDC, 37.9 A ) 
 
 
Fig. 8.   Experimental hardware platform for 1.2 kW nominal power 
and the proposed QTPS scheme, when V1=180 V and V2=200 
V. More specifically, Fig. 4 (a) illustrates the rms current Irms 
follows through the inductor Lk, , Fig. 4 (b) illustrates the 
switches switching losses PSw_S, Fig. 4 (c) illustrates the 
switches conduction losses PC_S, Fig. 4 (d) illustrates the 
magnetic losses PM and Fig. 4 (e) illustrates all power losses 
PA_Loss. As illustrated in Fig. 4 (a), the rms current Irms follows 
through the inductor Lk of the proposed QTPS and the UPS 
modulation is slightly smaller than the other three modulations, 
especially at light load conditions. Moreover, as seeing from 
Fig. 4 (b), the switches switching losses of the proposed QTPS 
and the UPS modulation are smaller than other three 
modulation, especially under the light load conditions. The 
curves of Fig. 4 (c) and Fig. 4 (d) are similar to Fig. 4 (a), due 
to the switches conduction losses PC_S and the magnetic losses 
PM are proportional to the square of the Irms, Moreover, the 
switches conduction losses PC_S and the magnetic losses PM of 
the proposed QTPS scheme is very close to other four 
modulations, because of the value of the voltage conversion 
ratio k is close to 1. Based on these, all power losses of the 
proposed QTPS is smaller than SPS, DPS, and EPS 
modulations, especially at the light load conditions. 
Fig. 5 shows the power losses under different load 
conditions for SPS, DPS, EPS, UPS and the proposed QTPS 
scheme, when V1=240 V and V2=200 V. More specifically, Fig. 
5 (a) illustrates the rms current Irms follows through the 
inductor Lk, Fig. 5 (b) illustrates the switches switching losses 
PSw_S, Fig. 5 (c) illustrates the switches conduction losses PC_S, 
Fig. 5 (d) illustrates the magnetic losses PM and Fig. 5(e) 
illustrates all power losses PA_Loss. As shown in Fig. 5 (a), the 
rms current Irms follows through the inductor Lk of the 
proposed QTPS and the UPS modulation are less than the SPS, 
DPS and EPS modulations, especially under light load 
conditions. The curves of Fig. 5 (b) are analogous to Fig. 4 (b), 
which indicates that the switches switching losses of the 
proposed QTPS and the UPS modulation are less than the 
other three modulations. As can be seen from Fig. 5 (c) and 
Fig. 5 (d), the switches conduction losses and the magnetic 
losses of the proposed QTPS and the UPS modulation are less 
than the other three modulations at light load conditions, while 
are closed to the SPS modulation at heavy load conditions. As 
is shown in Fig. 5 (d), it is clear that all power losses of the 
proposed QTPS is smaller than SPS, DPS, and EPS 
modulations, especially at the light load conditions. 
Fig. 6 shows the power losses under different voltage 
conversion ratios at 0.8 kW for SPS, DPS, EPS, UPS and the 
proposed QTPS scheme, where the output voltage V2 is 
stabled at 200 V and the input voltage V1 is changing from 180 
V to 240V. More specifically, Fig. 6 (a) illustrates the rms 
current Irms follows through the inductor Lk, Fig. 6 (b) 
illustrates the switches switching losses PSw_S, Fig. 6 (c) 
illustrates the switches conduction losses PC_S, Fig. 6 (d) 
illustrates the magnetic losses PM and Fig. 6 (e) illustrates all 
power losses PA_Loss. As illustrated in Fig. 6 (a), the rms 
current Irms of the proposed QTPS, UPS and EPS are 
slightly smaller than the SPS and DPS modulations when the 
input voltage V1 is not matched with the output voltage V2. As 
seen from Fig. 6 (b), the switches switching losses of the 
proposed QTPS, UPS and EPS are less than the SPS and DPS 
modulation, especially under large voltage conversion ratio. 
Moreover, according to Fig. 6 (c) and Fig. 6 (d), the switches 
conduction losses and the magnetic losses of the proposed 
QTPS, UPS and EPS are slightly smaller than the SPS and 
DPS modulations when the input voltage V1 is not matched 
with the output voltage V2. The curves of Fig. 6 (c) and Fig. 6 
(d) are similar to Fig. 6 (a), due to the switches conduction 
losses and copper losses of the magnetic devices is 
proportional to 2rmsI . From Fig. 6 (e), it is clear that all power 
losses of the proposed QTPS, UPS and EPS are less than the 
SPS and DPS modulation, especially under large voltage 
conversion ratios. Due to the SPS modulation is adopted in the 
proposed QTPS scheme when input voltage V1 is matched 
with the output voltage V2, the power losses of DPS, EPS, 
UPS and the proposed QTPS are the same as the SPS. 
Fig. 7 shows the rms current and all kinds of power losses 
of the proposed QTPS scheme under different voltage 
conversion ratios and different load conditions, where output 
voltage V2 is stabled at 200 V, the input voltage V1 is changing 
from 180 V to 240V and the transmitted power is varied from 
0 W to 1.2 kW. More specifically, Fig. 7 (a) illustrates the rms 
current Irms follows through the inductor Lk, Fig. 7 (b) 
illustrates the switches switching losses PSw_S, Fig. 7 (c) 
illustrates the switches conduction losses PC_S, Fig. 7 (d) 
illustrates the magnetic losses PM and Fig. 7 (e) illustrates all 
power losses PA_Loss.  As is seen from Fig. 7, the rms current 
and the corresponding power losses will be increased as the 
increase of the voltage conversion ratio k under the same load 
conditions. Moreover, the rms current and the power losses 
will be increased as the increase of the transmitted power Po 
under the same voltage conversion ratio k. 
To sum up, after training of the Q-learning algorithm, the 
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Fig. 11.Detailed power losses comparisons at different V1 when Po=0.8 kW 
and V2=200 V. 
optimal phase-shift angles (D1, D2 and D3) can be obtained 
under whole operation range, thus the power losses and the 
rms current of iLk can be reduced, especially under large 
voltage conversion ratios and light load conditions.  
V. EXPERIMENTAL VERIFICATION 
In this section, a 1.2 kW nominal power hardware topology 
is built to verify the feasibility of the proposed efficiency 
optimization scheme with TPS modulation by using RL. The 
detailed key design parameters of the DAB DC-DC converter 
are summarized in Table Ⅵ. The design procedure of the 
series inductor Lk and detailed experiment analysis are given 
in the following. 
A. Design Procedure of the Series Inductor Lk 
Due to the series inductor Lk should be designed to transmit 
the maximum transmitted power Pomax, thus based on the 







≤   (17) 
In order to assure a 20% margin of the transmitted power, 
the maximum transmitted power Pomax is chosen as 
  kWmax 1.2 1.44o baseP P= ⋅ =  (18) 
Hence, according to the key design parameters listed in 
Table Ⅵ, based on the equations of (17) and (18), Lk can be 
calculated as: 
  31.25kL Hµ≤   (19) 
Due to the startup current of the DAB DC-DC converter 
increases as the decreases of Lk, Lk should be chosen as large 
enough if equation (19) is met. Thus, Lk is chose as 31 μH. 
B. Experiment Analysis 
A 1.2 kW nominal power hardware topology is built to 
prove the correctness of the theory analysis. The experiment 
hardware platform is shown in Fig. 8. The detail experiment 
analysis will be given as follows. 
Fig. 9 shows the experimental waveforms of vAB, vCD and 
iLk under different input voltage V1, when output voltage 
V2=200 V and transmitted power Po=0.8 kW. More 
specifically, Fig. 9 (a) illustrates the experiment result when 
input voltage V1=180 V, Fig. 9 (b) illustrates the experiment 
result when input voltage V1=200 V and Fig. 9 (c) illustrates 
the experiment result when input voltage V1=240 V.  
As seen from Fig. 9 (b), the conventional SPS modulation is 
adopted, which indicates that SPS modulation is used when 
the input voltage V1 is matched with the output voltage V2. 
Furthermore, compared Fig. 9 (b) with Fig. 9 (a) and Fig. 9 (c), 
the minimum rms value and peak value of iLk is obtained when 
V1=V2=200 V. Fig. 9 (a), Fig. 9 (b) and Fig. 9 (c) indicate that 
the rms current and peak current of iLk increase as the increase 
of the voltage conversion ratio at the same load condition. 
The curves of the measured power efficiency and the 
theoretical power efficiency varied with transmitted power Po 
and input voltage V1 are depicted in Fig. 10, where Fig. 10 (a) 
shows the power efficiency varied with the transmitted power 
Po when V1=180 V and V2=200 V, and Fig. 10 (b) shows the 
power efficiency varied with the transmitted power Po when 
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Fig. 10.Theoretical power efficiency and measured power efficiency varied with Po and V1. (a) Power efficiency varied with Po when V1= 180 V. (b) Power 
efficiency varied with Po when V1= 240 V. (c) Power efficiency varied with V1 when Po = 0.8 kW. 
 
Authorized licensed use limited to: Aalborg Universitetsbibliotek. Downloaded on July 21,2020 at 12:53:16 UTC from IEEE Xplore.  Restrictions apply. 
0278-0046 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIE.2020.3007113, IEEE
Transactions on Industrial Electronics
V1=240 V and V2=200 V. More specifically, the curve of SPS 
indicate the measured power efficiency by using SPS 
modulation, the curve of SPS' indicate the theoretical power 
efficiency by using SPS modulation, the curve of QTPS 
indicate the measured power efficiency for the proposed 
QTPS scheme, the curve of QTPS' indicate the theoretical 
power efficiency for the proposed QTPS scheme. According 
to Fig. 10, the measured power efficiency is slightly lower 
than the theoretical power efficiency, due to the unknown 
power losses is not considered in the loss analysis model. 
It can be seen from Fig. 10 (a) that the power efficiency of 
the proposed efficiency optimization scheme is higher than the 
SPS modulation for the whole range of the transmitted power 
Po, especially when Po is small, while the curves of the power 
efficiency between the proposed method and the SPS 
modulation get closer as the increase of Po after Po= 400 W.  
Moreover, the maximum measured power efficiency of the 
proposed can be reached about 96.7 % at around Po=400 W.  
Compared with the SPS modulation, the maximum measured 
power efficiency has an improvement of 0.8% and the power 
efficiency is improved by 2.1% at small transmitted power Po. 
Furthermore, the curves of the measured power efficiency 
shown in Fig.10 (b) has the similar trend as Fig. 10 (a), where 
the maximum measured power efficiency of the proposed can 
be reached about 96.6 % at around Po=600 W. Compared with 
the SPS modulation, the maximum measured power efficiency 
has an improvement of 1.6% and the power efficiency is 
improved by 7.5% at small transmitted power Po.  
Based on the comparison results shown in Fig. 10 (a) and 
Fig. 10 (b), it is obvious that the efficiency of the proposed 
efficiency optimization scheme with TPS modulation using 
the RL is higher than the SPS modulation for the whole load 
conditions when the input voltage V1 is not matched with 
output voltage V2, especially under light load conditions, while 
the curves of the power efficiency between the proposed 
method and the SPS get closer as the increase of Po under 
heavy load conditions.  
Fig. 10 (c) shows the power efficiency varied with input 
voltage V1 when V2=200 V and Po = 0.8 kW. According to Fig. 
10 (c), the efficiency of the proposed efficiency optimization 
scheme is higher than the SPS modulation, especially under 
the large voltage conversion ratio conditions. Nevertheless, the 
curves of the power efficiency is overlapped when V1=V2=200 
V, due to the SPS modulation is adopted in the proposed 
DTPS scheme when V1 is matched with V2. 
The detailed power losses comparisons for the SPS, DPS, 
EPS, UPS and the proposed QTPS scheme at different V1 
when Po=0.8 kW and V2=200 V are illustrated in Fig. 11. 
According to Fig. 11, for each load condition and each voltage 
conversion ratio k, the power losses under EPS modulation is 
less than DPS and SPS modulation, while the proposed QTPS 
scheme and the UPS modulation have the lowest power losses. 
Moreover, the power losses of the proposed QTPS scheme is 
very close to the UPS, while the proposed QTPS scheme has 
slightly lower power losses than the UPS modulation at light 
load condition. Based on these, the proposed QTPS scheme 
and the UPS modulation can reduce the power losses and 
 
(a) 
    
(b) (c) (d) (e) 
Fig. 12. Dynamic performance for the input voltage variation and the load transition. (a) Simulation waveforms for the input voltage and the load change 
conditions. (b) Mode A: V1=240 V, load=60 Ω. (c) Mode B: V1=240 V, load=50 Ω. (d) Mode C: V1=220 V, load=50 Ω. (e) Mode D: V1=180 V, load=50 Ω. 
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improve the power efficiency compare to SPS, DPS and EPS 
modulations, especially under large voltage conversion ratio k. 
Fig.12 shows the dynamic performance of the proposed 
QTPS scheme for the input voltage variation and the load 
transition through the Matlab simulation, where the desired 
output voltage V2 is equal to 200 V. Fig. 12 (a) denotes the 
simulation waveforms for the input voltage and the load 
change conditions, where the Load Switch phase indicates the 
load resistance is changing from 60 Ω to 50 Ω when the input 
voltage is maintained at 240 V, the Voltage Switch A phase 
indicates the input voltage is changing from 240 V to 220 V 
when the load resistance is fixed at 50 Ω, and the Voltage 
Switch B phase indicates the input voltage is changing from 
220 V to 180 V when the load resistance is fixed at 50 Ω. 
According to Fig. 12 (a), the output voltage of the converter 
can return quickly and keep stable at the desired value 200 V, 
which prove the fast dynamic performance and good stability 
of the proposed QTPS scheme. The corresponding steady state 
waveforms (Mode A to Mode D) have been zoomed and 
illustrated in Fig. 12 (b) to Fig. 12 (e), which prove the 
correctness of the proposed QTPS scheme for different 
voltage conversion ratio k and different load conditions. 
To sum up, the proposed efficiency optimization scheme 
with TPS modulation using RL can improve the power 
efficiency under whole operation range, especially under the 
large voltage conversion ratio conditions and light load 
conditions. However, the SPS modulation is adopted when the 
input voltage V1 is matched with output voltage V2, which 
indicates the operation performance is the same as the SPS 
modulation under this condition. Based on these, the 
experimental results agree well with the theoretical analysis. 
VI. CONCLUSION 
This paper proposed an efficiency optimization scheme 
with triple-phase-shift (TPS) modulation using reinforcement 
learning (RL) for the dual-active-bridge (DAB) DC-DC 
converter. More specifically, the Q-learning algorithm, as a 
typical algorithm of the RL, is applied to train an agent offline 
to obtain an optimized modulation strategy, and then the 
trained agent provide control decision online in real-time 
manner for the DAB DC-DC converter according to the 
current operation environment of the converter. By using the 
Q-learning algorithm, the optimal phase-shift angles (D1, D2 
and D3) of the triple-phase-shift (TPS) modulation can be 
obtained, which can achieve the desired maximum power 
efficiency. Moreover, all possible operation modes of the TPS 
modulation are considered during the offline training process 
of the Q-learning algorithm, thus the cumbersome process for 
selecting the optimal operation mode in the conventional 
schemes can be circumvented successfully. The correctness of 
the theoretical analysis and the effectiveness of the proposed 
optimization scheme are verified by simulation and 
experimental results. Compared with the conventional SPS 
modulation, the measured maximum efficiency is improved by 
1.6% at around 600 W, and a 7.5% efficiency improvement is 
observed under light load condition. Based on these merits, the 
proposed efficiency optimization scheme benefits from the 
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