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Metric and topological freedom for operator sequence
spaces
Norbert Nemesh, Sergei Shteiner
Abstract
In this paper we give description of free and cofree objects in the category of operator
sequence spaces. First we show that this category possess the same duality theory as category
of normed spaces, then with the aid of these results we give complete description of metrically
and topologically free and cofree objects.
1 Preliminaries
1.1 Duality theory for normed spaces
Definition 1.1.1 ([1], 0.0.1, 4.4.1) Let E, F and G be normed spaces and D : E × F → G be
a bounded bilinear operator, then
1) D is called non-degenerate from the left (right) if the operator
ED : E 7→ B(F,G) : x 7→ (y 7→ D(x, y)) (DF : F 7→ B(E,G) : y 7→ (x 7→ D(x, y)))
is injective
2) D is called isometric from the left (right) if ED (DF ) is isometric
3) D is called a vector duality if it is non degenerate from the left and from the right
4) if G = C then vector duality D is called scalar duality
Bilinear functionals of the form
DE,E∗ : E × E
∗ → C : (x, f) 7→ f(x) DE∗,E : E
∗ ×E → C : (f, x) 7→ f(x)
are called the standard scalar dualities. For all x ∈ E and f ∈ E∗ we have
‖x‖ = sup{|DE,E∗(x, f)| : f ∈ BE∗} ‖f‖ = sup{|DE,E∗(x, f)| : x ∈ BE}
The first equality is a consequence of Hahn-Banach theorem, the second one is the usual definition
of operator norm. Note that DEE,E∗ is the natural embedding ιE into the second dual space. For a
given T ∈ B(E, F ), we have DF,F ∗(T (x), g) = DE,E∗(x, T ∗(g)) where x ∈ E and g ∈ F ∗. This is
nothing more than the usual definition of adjoint operator.
Definition 1.1.2 Let D : E×F → G be a vector duality between normed spaces E, F and G. We
say that a net (yν)ν∈N ⊂ F D-conerges to y ∈ F if for all x ∈ E a net (D(x, yν − y)ν∈N converges
to 0. Topology generated by this type of convergence we will denote by σD(F,E).
Many types of convergence in functional analysis may be formulated in terms of D-convergence,
for example usual weak convergence is nothing more than DX∗,X-convergence.
For a given p ∈ [1,+∞] ∪ {0} by p′ we denote conjugate exponent, i.e. p′ = p/(p − 1) for
p ∈ (1,+∞) while 1′ =∞ and 0′ =∞′ = 1. Recall the following standard fact.
Proposition 1.1.3 Let {Eλ : λ ∈ Λ} be a family of normed spaces and p ∈ [1,+∞] ∪ {0}, then
for the scalar duality
D :
⊕
0
p{Eλ : λ ∈ Λ} ×
⊕
p′{E
∗
λ : λ ∈ Λ} → C : (x, f) 7→
∑
λ∈Λ
fλ(xλ)
the linear operator D
⊕
p′{E
∗
λ
:λ∈Λ} is isometric. If p 6=∞, then it is an isometric isomorphism.
Similar result holds for
⊕
p-sums.
1.2 Operators between normed spaces
Definition 1.2.1 Let T : E → F be a bounded linear operator between normed spaces E and F ,
then T is called
1) contractive, if ‖T‖ ≤ 1
2) c-topologically injective, if there exist c > 0 such that for all x ∈ E holds ‖x‖ ≤ c‖T (x)‖. If
mentioning of constant c will be irrelevant we will simply say that T is topologically injective.
3) (strictly) c-topologically surjective, if for all c′ > c and y ∈ F there exist x ∈ E such that
T (x) = y and ‖x‖ < c′‖y‖ (‖x‖ ≤ c‖y‖). If mentioning of constant c will be irrelevant we will
simply say that T is (strictly) topologically injective.
4) isometric, if it is contractive and 1-topologically injective
5) (strictly) coisometric, if it is contractive and (strictly) 1-topologically surjective.
Clearly, our definition of isometric operator is equivalent to the usual one.
Proposition 1.2.2 Let E, F be normed spaces and T : E → F be bounded linear operator. Then,
1) T (strictly) c-topologically surjective ⇐⇒ T (B◦E) ⊃ c
−1B◦F (T (BE) ⊃ c
−1BF )
2) T (strictly) coisometric ⇐⇒ T (B◦E) = B
◦
F (T (BE) = BF )
⊳ 1) Assume T is c-topologically surjective. Let y ∈ c−1B◦F , then there exist k
′ > 1 such
that k′y ∈ c−1B◦F . Define c
′ = k′c > c. By assumption there exist x ∈ E such that T (x) = y and
‖x‖ < c′‖y‖ = c‖k′y‖ < 1. Since y ∈ c−1B◦F is arbitrary, then T (B
◦
E) ⊃ c
−1B◦F . Conversely, assume
that T (B◦E) ⊃ c
−1B◦F . Let y ∈ F and c
′ > c, then y˜ = (c′)−1‖y‖−1y ∈ c−1B◦F . By assumption there
exist x˜ ∈ B◦E such that T (x˜) = y˜. In this case for x := c
′‖y‖x˜ we have ‖x‖ = c′‖y‖‖x˜‖ < c′‖y‖
and T (x) = c′‖ y‖T (x˜) = c′‖y‖y˜ = y. Since y ∈ F and c′ > c are arbitrary, we conclude that T is
c-topologically surjective.
Assume T is strictly c-topologically surjective. Let y ∈ c−1BF , then by assumption there exist
x ∈ E such that T (x) = y and ‖x‖ ≤ c‖y‖ = 1. Since y ∈ c−1B◦F is arbitrary, we have T (BE) ⊃
c−1BF . Conversely assume that T (BE) ⊃ c−1BF . Let y ∈ F , then y˜ = c−1‖y‖−1y ∈ c−1BF .
By assumption there exist x˜ ∈ BE such that T (x˜) = y˜. In this case for x := c‖y‖x˜ we have
‖x‖ = c′‖y‖‖x˜‖ ≤ c‖y‖ and T (x) = c′‖ y‖T (x˜) = c′‖y‖y˜ = y. Since y ∈ F is arbitrary, then T is
strictly c-topologically surjective.
2) Assume T is coisometric. Then ‖T‖ ≤ 1 and as the consequence T (B◦E) ⊂ B
◦
F . From paragraph
1) it follows that T (B◦E) ⊃ B
◦
F . Taking into account the reverse inclusion we can say T (B
◦
E) = B
◦
F .
Conversely, assume that T (B◦E) = B
◦
F . In particular ‖T‖ ≤ 1 and T (B
◦
E) ⊃ B
◦
F . From paragraph
2) it follows that T is 1-topologically surjective. Hence, T is coisometric. Similar arguments applies
for strictly coisometric operators. ⊲
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Proposition 1.2.3 Let T : E → F be bounded linear operator between normed spaces and c > 0,
then
1) if T is (strictly) c-topologically surjective, then T ∗ is c-topologically injective
2) if T c-topologically injective, then T ∗ is strictly c-topologically surjective
3) if T ∗ (strictly) c-topologically surjective, then T is c-topologically injective
4) if T ∗ c-topologically injective and E is complete, then T is c-topologically surjective
⊳ 1) Since T is c-topologically surjective we have c−1B◦F ⊂ T (B
◦
E), hence for all g ∈ F
∗ we have
‖T ∗(g)‖ = sup{|g(T (x))| : x ∈ B◦E} = sup{|g(y)| : y ∈ T (B
◦
E)} ≥ sup{|g(y)| : y ∈ c
−1B◦F}
= sup{|g(c−1y)| : y ∈ B◦F} = c
−1 sup{|g(y)| : y ∈ B◦F} = c
−1‖g‖
Since g ∈ F ∗ is arbitrary T ∗ is c-topologically injective. Similar argument applies for strictly
c-topologically surjective operator.
2) Let g ∈ E∗. Since T is c-topologically injective, then T˜ := T |Im(T ) topological linear iso-
morphism. Denote by i : Im(T ) → F the natural embedding of Im(T ) into F , then T = iT˜ .
Now consider bounded linear functional f0 := gT˜
−1 ∈ F ∗. By Hahn-Banach theorem there
exist bounded linear functional f ∈ F ∗ such that ‖f‖ = ‖f0‖ and f0 = fi. In this case
g = f0T˜ = f0iT˜ = fT = T
∗(f). Since T is c-topologically injective, then for all x ∈ F we
have
|f(x)| = |g(T˜−1(x))| ≤ ‖g‖‖T˜−1(x)‖ ≤ ‖g‖c‖T (T˜−1(x))‖ ≤ c‖g‖‖x‖
Hence ‖f‖ ≤ c‖g‖. Since g ∈ E∗ is arbitrary, then T ∗ is strictly c-topologically surjective.
3) From paragraph 1) it follows that T ∗∗ is c-topologically injective. Note that natural embedding
into the second dual is isometric and also that ιFT = T
∗∗ιE . Then for all x ∈ E we get
‖T (x)‖ = ‖ιF (T (x))‖ = ‖T
∗∗(ιE(x))‖ ≥ c
−1‖ιE(x)‖ = c
−1‖x‖
Since x ∈ E is arbitrary then T is c-topologically injective.
4) Assume that c−1B◦F 6⊂ clF (T (B
◦
E)), then there exist y0 ∈ c
−1BF \ clF (T (B◦E)). In particular,
‖y0‖ < c−1. Consider sets A = {y0} and B = clF (T (B◦E)). Obviously, A is compact and convex.
Since B◦E is convex, and T is linear, then T (B
◦
E) is also convex. As the consequence B is closed
and convex. By theorem 3.4 [5] there exist g ∈ F ∗ and γ1, γ2 ∈ R such that for all y ∈ B holds
Re(g(y0)) > γ2 > γ1 > Re(g(y)). Without loss of generality we may assume that γ1 > γ2 = 1.
So all x ∈ B◦E we get Re(g(y0)) > 1 > Re(g(T (x))). Note that for all x ∈ B
◦
E there exist
α ∈ C such that |α| < 1 and |g(T (x))| = Re(g(T (αx))). Since |α| ≤ 1, we see that αx ∈ B◦E
and |T ∗(g)(x)| = |T (g(x))| = Re(g(T (αx))) < 1. Since x ∈ B◦E is arbitrary, then ‖T
∗(g)‖ ≤ 1.
Further ‖g‖ > |g(y0)|/‖y0‖ > cRe(g(y0)) > c, but T ∗ is c-topologically injective. Hence, ‖g‖ ≤
c‖T ∗(g)‖ ≤ c. Contradiction, so c−1B◦F ⊂ clF (T (B
◦
E)). As E is complete, by proposition 4.4.1 [2]
we get c−1B◦F ⊂ T (B
◦
E). This implies that T is c-topologically surjective. ⊲
2 Operator sequence spaces
2.1 Matrix notation
Definition 2.1.1 Let n, k ∈ N, then by Mn,k we denote a linear space of complex valued matrices
of the size n×k. If E is a linear space, then by Ek we denote linear space of columns of the height
k with entries in E.
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For a given α ∈Mn,k and x ∈ Ek by αx we denote column in En such that
(αx)i =
n∑
j=1
αijxj
This formula is a natural generalization of matrix multiplication.
By default, the linear spaceMn,k, endowed with operator norm ‖·‖, but sometimes we will need
so called Hilbert-Schmidt norm. It is defined as follows. Let α ∈ Mn,k, then its Hilbert-Schmidt
norms is defined as
‖α‖hs = trace(|α|
2)1/2
where |α| = (α∗α)1/2. Note that ‖α‖ ≤ ‖α‖hs and ‖|α|‖hs = ‖|α∗|‖ = ‖α‖hs ([3], 1.2). By
diagn(λ1, . . . , λn) we will denote diagonal matrix of the size n× n with λ1, . . . , λn on the main di-
agonal. We also use the notation diagn(λ) := diagn(λ, . . . , λ). Given matrices α1 ∈Mm,n1 , . . . , αk ∈
Mn,km we can glue them together from the right to get the matrix [α1, . . . , αk] ∈Mn,k1+...+km .
2.2 Examples and definitions
For the beginning we need to recall standard definitions from [6].
Definition 2.2.1 ([6], 1.1.7) Let E be a linear space, and for each n ∈ N we have a norm on
‖ · ‖Ûn : En → R+. We say that the pair X = (En, (‖ · ‖Ûn)n∈N), defines the structure of operator
sequence space on E, if the following conditions are satisfied:
1) for all m,n ∈ N, x ∈ EÛn, α ∈Mm,n. holds
‖αx‖Ûm ≤ ‖α‖‖x‖Ûn
2) for all m,n ∈ N, x ∈ En, y ∈ Em holds∥∥∥∥∥
Ç
x
y
å∥∥∥∥∥2
n¯+m
≤ ‖x‖2Ûn + ‖y‖2Ûm
By XÛn we will denote the normed space (En, ‖ · ‖Ûn), we will call it n-th amplification of X.
Proposition 2.2.2 Let X be an operator sequence space, n ∈ N and x ∈ EÛn, then
1) for all m ∈ N holds ‖(x, 0)tr‖
n¯+m
= ‖x‖Ûn
2) for any partial isometry s ∈Mn,n holds ‖sx‖Ûn = ‖x‖Ûn. In particluar norm doesn’t change after
permuation of coordinates
⊳ 1) Result follows from inequalities
‖(x, 0)tr‖
n¯+m
≤
Ä
‖x‖2Ûn + ‖0‖2Ûmä1/2 = ‖x‖Ûn
‖x‖Ûn = ‖[diagn(1), 0](x, 0)tr‖n ≤ ‖[diagn(1), 0]‖‖(x, 0)tr‖n¯+m = ‖(x, 0)tr‖n¯+m
2) Since s is partial isometry, then s∗s = diagn(1), so result follows from inequalities
‖sx‖Ûn ≤ ‖s‖‖x‖Ûn = ‖x‖Ûn = ‖s∗sx‖Ûn ≤ ‖s∗‖‖sx‖Ûn = ‖sx‖Ûn
⊲
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Proposition 2.2.3 The Hilbert space C have unique operator sequence space structure given by
identifications CÛn = ln2 .
⊳ Let C endowed with some operator sequence space structure. Fix ξ ∈ Cn, then consider
η = (‖ξ‖ln2 , 0, . . . , 0)
tr ∈ Cn. Since ‖η‖ln2 = ‖ξ‖ln2 there exist unitary matrix s ∈ Mn,n such that
η = sξ. Therefore ‖η‖Ûn = ‖sξ‖Ûn ≤ ‖s‖‖ξ‖Ûn = ‖ξ‖Ûn. By proposition 2.2.2 we get that ‖η‖Ûn = ‖ξ‖ln2 ,
hence ‖ξ‖Ûn ≥ ‖ξ‖ln2 . On the other hand from second axiom of operator sequence spaces we have
‖ξ‖Ûn ≤ ‖ξ‖ln2 , therefore ‖ξ‖Ûn = ‖ξ‖ln2 . Since n ∈ N and ξ ∈ CÛn are arbitrary we conclude CÛn = ln2 .
⊲
Proposition 2.2.4 Let (‖·‖Ûn : En → R+)n∈N be a family of functions satisfying axioms of operator
sequence spaces, and assume that equality ‖x‖Û1 = 0 implies x = 0. Then E is a operator sequence
space.
⊳ Let x ∈ En and λ ∈ C \ {0}, then
‖λx‖Ûn = ‖ diagn(λ)x‖Ûn ≤ ‖ diagn(λ)‖‖x‖Ûn = |λ|‖x‖Ûn = |λ|‖λ−1λx‖Ûn ≤ |λ||λ−1|‖λx‖Ûn = ‖λx‖Ûn
Consequently ‖λx‖Ûn = |λ|‖x‖Ûn for all λ 6= 0. For λ = 0 equality is obvious. Let x′, x′′ ∈ En \ {0},
then denote µ = (‖x′‖2Ûn + ‖x′′‖2Ûn)1/2. In this case
‖x′ + x′′‖2Ûn = ∥∥∥∥∥Çdiagn(µ) 00 diagn(µ)
åÇ
µ−1x′
µ−1x′′
å∥∥∥∥∥2Ûn ≤
∥∥∥∥∥
Ç
diagn(µ) 0
0 diagn(µ)
å∥∥∥∥∥2
∥∥∥∥∥
Ç
µ−1x′
µ−1x′′
å∥∥∥∥∥2Ûn
≤ µ2(µ−2‖x′‖2Ûn + µ−2‖x′′‖2Ûn) = ‖x′‖2Ûn + ‖x′′‖2Ûn ≤ (‖x′‖Ûn + ‖x′′‖Ûn)2
Hence, for x′, x′′ 6= 0 we have ‖x′+x′′‖Ûn ≤ ‖x′‖Ûn+‖x′′‖ın′′. For x′ = x′′ = 0 the equality is obvious.
⊲
Proposition 2.2.5 ([6], 1.1.4) Let X be operator sequence space, n ∈ N. Then for all x ∈ XÛn
and i = 1, n holds
‖xi‖Û1 ≤ ‖x‖Ûn ≤ n∑
k=1
‖xk‖Û1 ≤ n‖x‖Ûn
We say that X is a operator sequence space of normed space (E, ‖ · ‖Û1). It is easy to see for a
given operator sequence space X the normed space XÛn have its own natural structure of operator
sequence space: it is enough to identify (XÛn)Ûk with XÙnk.
Example 2.2.6 ([6], 1.1.8) Let H be a Hilbert space, then its maximal operator sequence space
structure is given by identifications max(H)Ûn = ⊕ 2{H : λ ∈ Nn}. Obviously max(H)Ûn is a Hilbert
space for every n ∈ N. We will call this structure the standard operator sequence space structure
of H and usually denote max(H) as H.
Definition 2.2.7 ([6], 1.1.18) Let H be a Hilbert space, then its minimal operator sequence space
structure is given by identifications min(H)Ûn = B(ln2 , H).
By tn2 we denote min(l
n
2 ).
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Definition 2.2.8 Let A be a subalgebra of B(H) for some Hilbert space H, then we define its
standard operator sequence space structure by embedding An →֒ B(H,HÛn).
Proposition 2.2.9 Let A be a C∗ algebra, then its standard operator sequence space structure
doesn’t depend on its representation on Hilbert space and for any n ∈ N and a ∈ AÛn we have
‖a‖Ûn = ∥∥∥∥∥ n∑
i=1
a∗iai
∥∥∥∥∥
1/2
In particular standard operator sequence space structures of C regarded as C∗ algebra and as Hilbert
space are the same.
⊳ Let π : A→ B(H) be any isometric ∗-representation of A on the Hilbert space H . Fix n ∈ N
then a ∈ AÛn is identified with operator T : H 7→ HÛn : ξ 7→ ⊕2{π(ai)(ξ) : i ∈ Nn}. Then
‖a‖2Ûn = ‖T‖2 = sup{‖ ⊕2 {π(ai)(ξ) : i ∈ Nn}‖2 : ξ ∈ BH} =
= sup
{
n∑
i=1
〈π(ai)(ξ), π(ai)(ξ)〉 : ξ ∈ BH
}
= sup
{〈
π
(
n∑
i=1
a∗i ai
)
(ξ), ξ
〉
: ξ ∈ BH
}
From proposition 2.2.4 and 2.2.5 [4] we get that
∑n
i=1 a
∗
iai ≥ 0, so π(
∑n
i=1 a
∗
iai) ≥ 0 and by
proposition 6.4.6 [2] we get that
‖a‖2Ûn = sup{〈π ( n∑
i=1
a∗iai
)
(ξ), ξ
〉
: ξ ∈ BH
}
=
∥∥∥∥∥π
(
n∑
i=1
a∗i ai
)∥∥∥∥∥ =
∥∥∥∥∥
n∑
i=1
a∗i ai
∥∥∥∥∥
If A = C we get
‖a‖Ûn = ∣∣∣∣∣ n∑
i=1
aiai
∣∣∣∣∣
1/2
=
(
n∑
i=1
|ai|
2
)1/2
= ‖a‖ln2
so both definitions give the same operator sequence space structure. ⊲
Proposition 2.2.10 Let Ω be a locally compact topological space, then for any n ∈ N we have an
isometric isomorphism
iC : C0(Ω)
Ûn → C0(Ω,Cn) : f 7→ (ω 7→ (fi(ω))i∈Nn)
⊳ Using proposition 2.2.9 for any f ∈ C0(Ω)Ûn we get
‖f‖Ûn = ∥∥∥∥∥ n∑
i=1
f ∗i fi
∥∥∥∥∥
1/2
= sup

(
n∑
i=1
|fi(ω)|
2
)1/2
: ω ∈ Ω
 = sup{‖iC(f)(ω)‖ : ω ∈ Ω} = ‖iC(f)‖
Thus iC is an isometry. For a given g ∈ C0(Ω,Cn) and each i ∈ Nn consider continuous function
fi : Ω → C : ω 7→ g(ω)i and define f = (f1, . . . , fn)tr ∈ C0(Ω)Ûn. Clearly, iC(f) = g, so iC is
surjective. Therefore iC is a surjective isometry, hence isometric isomorphism. ⊲
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2.3 Operators between operator sequence spaces
Definition 2.3.1 ([6], 1.2.1) Let X and Y be operator sequence spaces and ϕ : X → Y be a
linear operator. For a given n ∈ N its n-th amplification is called a linear operator ϕÛn : XÛn → Y Ûn
defined by
ϕÛn(x) = (ϕ(xi))i=1,n
We say that ϕ sequentially bounded, if
‖ϕ‖sb := sup{‖ϕ
Ûn‖
B(XÛn,YÛn) : n ∈ N} <∞
Proposition 2.3.2 Let X, Y , Z be operator sequence spaces, ϕ : X → Y , ψ : Y → Z be linear
operators and n,m ∈ N. Then
1) ϕ injective (surjective) if and only if ϕÛn injective (surjective).
2) ‖ϕ‖Ûn ≤ ‖ϕ‖n˜+1 and as the consequence SB(X, Y ) ⊂ B(X, Y ).
3) (ψϕ)Ûn = ψÛnϕÛn and as the consequence ‖ψϕ‖sb ≤ ‖ψ‖sb‖ϕ‖sb
4) For all α ∈Mn,m, x ∈ X Ûm holds ϕÛn(αx) = αϕÛm(x)
⊳ 1) Directly follows from definition
2) From proposition 2.2.2 we get
‖ϕ‖Ûn = sup{‖ϕÛn(x)‖Ûn : x ∈ BXÛn} = sup{‖ϕn˜+1((x, 0)tr)‖Ûn : (x, 0)tr ∈ BXnˆ+1}
= sup{‖ϕn˜+1(x)‖Ûn : x ∈ BXnˆ+1} = ‖ϕ‖n˜+1
3) For all x ∈ XÛn we have
(ψϕ)Ûn(x) = ((ψϕ)(xi))i∈Nn = ((ψ(ϕ(xi)))i∈Nn = ψÛn((ϕ(xi))i∈Nn) = ψÛn(ϕÛn(x))
so (ψϕ)Ûn = ψÛnϕÛn. And what is more,
‖ψϕ‖sb = sup{‖ψ
ÛnϕÛn‖ : n ∈ N} ≤ sup{‖ψÛn‖‖ϕÛn‖ : n ∈ N} ≤ ‖ψ‖sb‖ϕ‖sb
4) For each i ∈ Nn holds
ϕÛn(αx)i = ϕ((αx)i) = ϕÑ m∑
j=1
αijxj
é
=
m∑
j=1
αijϕ(xj) =
m∑
j=1
αijϕ
Ûm(x)j = (αϕÛm(x))i
So ϕÛn(αx) = αϕÛm(x). ⊲
Definition 2.3.3 Let ϕ : X → Y be sequentially bounded operator between operator sequence
spaces X and Y , then ϕ is called:
1) sequentially contractive, if ‖ϕ‖sb ≤ 1
2) sequentially c-topologically injective, if for all n ∈ N the linear operator ϕÛn is c-topologically
injective. If mentioning of constant c will be irrelevant we will simply say that ϕ sequentially
topologically injective.
3) sequentially (strictly) c-topologically surjective, if for all n ∈ N the linear operator ϕÛn is (strictly)
c-topologically surjective. If mentioning of constant c will be irrelevant we will simply say that ϕ
sequentially topologically surjective.
4) sequentially isometric, if for all n ∈ N the linear operator ϕÛn is isometric
5) sequentially (strictly) coisometric, if for all n ∈ N the linear operator ϕÛn is (strictly) coisometric
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Proposition 2.3.4 Let X, Y , Z be operator sequence spaces and ϕ1 ∈ SB(X, Y ), ϕ2 ∈ SB(Y, Z).
Then
1) if ϕi is sequentially ci-topologically injective for i ∈ N2, then ϕ2ϕ1 is sequentially c2c1-topologically
injective.
2) if ϕi is (strictly) sequentially ci-topologically surjective for i ∈ N2, then ϕ2ϕ1 is (strictly) se-
quentially c2c1-topologically surjective.
⊳ 1) For each n ∈ N and x ∈ XÛn we have ‖(ϕ2ϕ1)Ûn(x)‖Ûn = ‖ϕÛn2(ϕÛn1 (x))‖Ûn ≥ c−12 ‖ϕÛn1 (x)‖Ûn ≥
c−12 c
−1
1 ‖x‖Ûn, hence ϕ2ϕ1 is sequentially c2c1-topologically injective.
2) Assume ϕi is sequentially ci-topologically surjective for i ∈ N2. From proposition 1.2.2 for
each n ∈ N we have (ϕ2ϕ1)Ûn(B◦
XÛn) = ϕÛn2 (ϕÛn1 (B◦XÛn)) ⊃ ϕÛn2 (c−11 B◦YÛn) = c−11 ϕÛn2 (B◦YÛn) = c−1c−12 B◦ZÛn.
Again from proposition 1.2.2 we get that ϕ2ϕ1 is sequentially c2c1-topologically surjective. ⊲
Now we can define two main categories in question. These are SQNor and SQNor1. Objects
in SQNor are operator sequence spaces, morphisms are sequentially bounded operators. Objects
of SQNor1 are operator sequence spaces, morphisms are sequentially contractive operators.
Proposition 2.3.5 ([6], 1.2.14) Let X, Y be operator sequence spaces and d = dim(Y ) < ∞,
then for all T ∈ B(X, Y ) holds
‖T‖sb = ‖T
Ûd‖
Proposition 2.3.6 ([6], 1.2.14) Let X be operator sequence space, n ∈ N. Then the linear map
it2 : X
Ûn → SB(tn2 , X) : x 7→ (ξ 7→ n∑
i=1
ξixi
)
is an isometric isomorphism.
The space of sequentially bounded operators between operator sequence spaces X and Y will be
denoted by SB(X, Y ). Obviously, this is normed space, and what is more we can define operator
sequence space structure on SB(X, Y ) via identification
SB(X, Y )Ûn = SB(X, Y Ûn)
In this identification every ϕ ∈ SB(X, Y )Ûn is mapped to the linear operator
A(ϕ) : X → Y Ûn : x 7→ (ϕi(x))i∈Nn
Definition 2.3.7 ([6], 1.2.11) Let R : X×Y → Z be bilinear operator between operator sequence
spaces X, Y , Z. For a given n,m ∈ N its n×m-th amplification is a linear operator
Rn¯×m : XÛn × Y Ûm → Z nˆm : (x, y) 7→ (R(xi, yj))i∈Nn,j∈Nm
Bilinear operator R is called sequentially bounded if
‖R‖sb := sup{‖R
n¯×m‖
B(XÛn×Y Ûm,Zınm) : n,m ∈ N} <∞
Definition 2.3.8 Let R : X × Y → Z be bounded bilinear operator between normed spaces X, Y
and Z, then
1) if Y and Z (X and Z) are operator sequence spaces, then R is called sequentially isometric
from the left (right) if the operator XR : X → SB(Y, Z) (RY : Y → SB(X,Z)) is isometric.
2) if X, Y , Z are operator sequence spaces, then R is called sequentially contractive if ‖R‖sb ≤ 1.
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For a given operator sequence spaces X , Y , Z by SB(X × Y, Z) we will denote the space of
sequentially bounded bilinear operators from X × Y to Z. Obviously, this is a normed space, and
what is more we can define operator sequence space structure on SB(X × Y, Z) via identification
SB(X × Y, Z)Ûn = SB(X × Y, ZÛn)
where n ∈ N. In this identification every R ∈ SB(X × Y, Z)Ûn is mapped to the bilinear operator
A(R) : X × Y → ZÛn : (x, y) 7→ (Ri(x, y))i∈Nn
It is easy to check that for all x ∈ XÛn, y ∈ Y Ûm and α ∈Mk,n holds
A((RY )Ûm(y))Ûn(x) = A((XR)Ûn(x))Ûm(y) = Rn¯×m(x, y)
Rn˜×k(x, αy) = [α, . . . , α]Rn¯×m(x, y)
Proposition 2.3.9 Let X be a operator sequence space, then the bilinear operator M : C×X →
X : (α, x) 7→ αx is sequentially contractive.
⊳ Let α ∈ CÛn and x ∈ X Ûm. Consider matrix β = [diagm(α1), . . . , diagm(αn)]tr, then one can
easily check that ‖β‖ = ‖α‖Ûn. Now note that ‖Mn¯×m(α, x)‖n¯×m = ‖βx‖n¯×m ≤ ‖α‖Ûn‖x‖Ûm. Since
m,n ∈ N are arbitrary ‖M‖sb ≤ 1. ⊲
Proposition 2.3.10 Let X, Y and Z be operator sequence spaces and R : X × Y → Z be a
sequentially bounded bilinear operator, then for a fixed x ∈ XÛ1 (y ∈ Y Û1) the linear operator XR(x)
(RY (y)) is sequentially bounded with ‖XR(x)‖sb ≤ ‖R‖sb‖x‖Û1 (‖RY (y)‖sb ≤ ‖R‖sb‖y‖Û1).
⊳ Let n ∈ N and x ∈ XÛn, then
‖(RY (y))Ûn(x)‖Ûn = ‖Rn˜×1(x, y)‖n˜×1 ≤ ‖R‖sb‖x‖Ûn‖y‖Û1
Hence ‖RY (y)‖sb ≤ ‖R‖sb‖y‖Û1. For the remaining case the proof is the same. ⊲
Proposition 2.3.11 Let Z be operator sequence space, X (Y ) be operator sequence space and Y
(X) be a normed space. Assume R : X × Y → Z is sequentially isometric from the right (from
the left), then there is operator sequence space structure on Y (X) given by family of norms
‖y‖RÛk = sup{‖Rn˜×k(x, y)‖n˜×k : x ∈ BXÛn , n ∈ N}
(‖x‖RÛk = sup{‖Rk˜×n(x, y)‖k˜×n : y ∈ BYÛn , n ∈ N})
meanwhile ‖R‖sb ≤ 1. If additionally d = dim(Z) <∞, then
‖y‖RÛk = sup{‖Rd¯k×k(x, y)‖d¯k×k : x ∈ BXÙdk}
(‖x‖RÛk = sup{‖Rk¯×dk(x, y)‖k¯×dk : y ∈ BYÙdk})
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⊳ We will consider only the case of bilinear operator sequentially isometric from the right. For
the remaining case all arguments are the same. Let y ∈ Y Ûk, where k ∈ N. We will show that ‖y‖Ûk
is well defined. Indeed
‖Rn˜×k(x, y)‖
n˜×k
=
∥∥∥∥∥∥
k∑
j=1
Rn˜×k(x, (δjiyi)i∈Nk)
∥∥∥∥∥∥
n˜×k
≤
k∑
j=1
‖Rn˜×k(x, (δjiyi)i∈Nk)‖n˜×k
=
k∑
j=1
‖Rn˜×1(x, yj)‖n˜×1 =
k∑
j=1
‖A(RY (yj))
Ûn(x)‖Ûn
Now recall that R is sequentially isometric from the right
‖y‖RÛk ≤ k∑
j=1
sup{‖A(RY (yj))
Ûn(x)‖Ûn : x ∈ BXÛn , n ∈ N} = k∑
j=1
‖RY (yj)‖sb =
k∑
j=1
‖yj‖ < +∞
Hence, the function ‖ · ‖Ûk : Y Ûk → R+ is well defined. It is remains to check axioms of operator
sequence spaces. Let α ∈Mm,k and x ∈ XÛn, then it is easy to see that
‖Rn¯×m(x, αy)‖
n¯×m
= ‖[α, . . . , α]Rn˜×k(x, y)‖
n˜×k
≤ ‖[α, . . . , α]‖Mm,nk‖R
n˜×k(x, y)‖
n˜×k
= ‖α‖‖Rn˜×k(x, y)‖
n˜×k
Hence
‖αy‖RÛm = sup{‖Rn¯×m(x, αy)‖n¯×m : x ∈ BXÛn , n ∈ N} ≤ sup{‖α‖‖Rn˜×k(x, y)‖n˜×k : x ∈ BXÛn , n ∈ N}
≤ ‖α‖ sup{‖Rn˜×k(x, y)‖
n˜×k
: x ∈ B
XÛn , n ∈ N} = ‖α‖‖y‖RÛk
Let 0 < l < k and y = (y′, y′′)tr, where y′ ∈ Y Ûl, y′′ ∈ Y kˆ−l, then
‖Rn˜×k(x, y)‖2
n˜×k
=
∥∥∥∥∥∥
Ñ
Rnˆ×l(x, y′)
R  ˚n×(k−l)(x, y′′)
é∥∥∥∥∥∥
2
n×k
≤ ‖Rnˆ×l(x, y′)‖2
nˆ×l
+ ‖R
 ˚n×(k−l)(x, y′′)‖2  ˚n×(k−l)
Consequently,
‖y‖RÛk 2 ≤ sup{‖Rnˆ×l(x, y′)‖2nˆ×l : x ∈ BÛnX , n ∈ N}+ sup{‖R  ˚n×(k−l)(x, y′′)‖2  ˚n×(k−l) : x ∈ BXÛn , n ∈ N}
= ‖y′‖RÛl 2 + ‖y′′‖Rkˆ−l2
Finally, for all y ∈ Y Û1 we have
‖y‖RÛ1 = sup{‖Rn˜×1(x, y)‖n˜×1 : x ∈ BXÛn , n ∈ N} = sup{‖A(RY (y))Ûn(x)‖Ûn : x ∈ BXÛn , n ∈ N}
= ‖RY (y)‖sb = ‖y‖
Now from proposition 2.2.4 it follows that, family of functions (‖·‖Ûk)k∈N defines a operator sequence
space structure on the normed space Y . From definition of norm on Y Ûk it follows that ‖Rn˜×k‖ ≤ 1
for all n ∈ N. Since n, k ∈ N are arbitrary, then ‖R‖sb ≤ 1.
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If Z is finite dimensional, then from proposition 2.3.5 we get
‖y‖RÛk = sup{‖Rn˜×k(x, y)‖n˜×k : x ∈ BXÛn , n ∈ N} = sup{‖A((RY )Ûk(y))Ûn(x)‖n˜×k : x ∈ BXÛn , n ∈ N}
= ‖A((RY )Ûk(y))‖sb = ‖A((RY )Ûk(y))Ùdk‖ = sup{‖A((RY )Ûk(y))Ùdk(x)‖k¯×dk : x ∈ BXÛd}
= sup{‖Rd¯k×k(x, y)‖
d¯k×k
: x ∈ B
XÙdk}
⊲
Proposition 2.3.12 Let Z be operator sequence space, X (Y ) be operator sequence space and Y
(X) be a normed space. Assume R : X × Y → Z is sequentially isometric from the right (from
the left). Endow Y (X) with the structure of operator sequence space as it was done in 2.3.11, then
the linear operator RY (XR) is sequentially isometric.
⊳ We will consider only the case of bilinear operator sequentially isometric from the right. For
the remaining case all arguments are the same. Let k ∈ N. For all y ∈ Y Ûk we have
‖y‖Ûk = sup{‖Rn˜×k(x, y)‖n˜×k : x ∈ BXÛn , n ∈ N} = sup{‖A((RY )Ûk(y))Ûn(x)‖n˜×k : x ∈ BXÛn , n ∈ N}
= ‖A((RY )Ûk(y))‖sb = ‖(RY )Ûk(y)‖Ûk
So, RY is sequentially isometric ⊲
If conditions of previous proposition are satisfied we say that bilinear operator R induces
operator sequence space structure on Y (X).
Proposition 2.3.13 Let X, Y be operator sequence spaces, then the standard operator sequence
space structure of SB(X, Y ) coincides with operator sequence space structure of induced by bilinear
operator
E : X × SB(X, Y )→ Y : (x, ϕ) 7→ ϕ(x)
⊳ In this particular case statement that E is sequentially isometric from the right is tautological.
Hence E induces operator sequence space structure on SB(X, Y ). Let k ∈ N and ϕ ∈ SB(X, Y )Ûk.
Obviously ESB(X,Y ) = 1SB(X,Y ), so
‖ϕ‖EÛk = sup{‖E n˜×k(x, ϕ)‖n˜×k : x ∈ BXÛn , n ∈ N} = sup{‖A((ESB(X,Y ))Ûk(ϕ))Ûn(x)‖n˜×k : x ∈ BXÛn , n ∈ N}
= sup{‖A((1SB(X,Y ))
Ûk(ϕ))Ûn‖ : n ∈ N} = sup{‖A(ϕ)Ûn‖ : n ∈ N} = ‖A(ϕ)‖sb = ‖ϕ‖Ûk
⊲
2.4 Completion of operator sequence spaces
Definition 2.4.1 Sequential operator space X is called Banach operator sequence space, if XÛ1 is
a Banach space.
Proposition 2.4.2 Let X be operator sequence space, n ∈ N. Then XÛ1 is a Banach space if and
only if XÛn is a Banach space.
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⊳. Assume XÛ1 is complete. Let (x(k))k∈N be a Cauchy sequence in XÛn. Fix ε > 0, then there
exist N ∈ N such that k,m > N implies ‖x(k) − x(m)‖
XÛn < ε. From proposition 2.2.5 it follows
that ‖x(k)i −x
(m)
i ‖Ûn < ε for i ∈ Nn. Hence the sequences (x(k)i )k∈N for i ∈ Nn are Cauchy sequences.
Since XÛ1 is complete, then there exist limits xi = lim
k→∞
x
(k)
i . Consider column x = (xi)i∈Nn ∈ X
Ûn.
Again from proposition 2.2.5 we have
lim
k→∞
‖x(k) − x‖Ûn ≤ n∑
i=1
lim
k→∞
‖x(k)i − xi‖Û1 = 0
Thus, any Cauchy sequence (x(k))k∈N ⊂ XÛn is convergent, hence XÛn is a Banach space. Conversely,
assume XÛn is a Banach space. Let (x(k))k∈N be a Cauchy sequence in XÛ1. Fix ε > 0, then there
exist N ∈ N, such that k,m > N implies ‖x(k) − x(m)‖Û1 < ε. Consider sequence (x˜(k))k∈N in XÛn
such that x˜
(k)
i = x
(k)δ1,i for i ∈ Nn. Then from proposition 2.2.2 we see that ‖x˜(k) − x˜(m)‖Ûn =
‖x(k) − x(m)‖Û1 < ε. Since XÛn is complete, there exist the limit x˜ ∈ XÛn. From proposition 2.2.5 it
follows that
lim
k→∞
‖x(k) − x˜1‖Û1 = limk→∞ ‖(x˜(k) − x˜)1‖Û1 ≤ limk→∞ ‖x˜(k) − x˜‖Ûn = 0
Thus any Cauchy sequence (x(k))k∈N ⊂ X
Û1 is convergent, hence XÛ1 is a Banach space. ⊲
Theorem 2.4.3 Let X be operator sequence space, X be completion of XÛ1, and jX : X → X be
isometric inclusion with dense image. Then there is operator sequence space structure on X, such
that jX is sequentially isometric.
⊳ Let n ∈ N, x ∈ X
n
. Then for each i ∈ Nn there exist a sequence (x
(k)
i )k∈N such that
xi = lim
k→∞
jX(x
(k)
i ). In particular, sequences (x
(k)
i )k∈N are Cauchy sequences in X
Û1. For each k ∈ N
consider x(k) = (x
(k)
i )i∈Nn ∈ X
Ûn. By definition we put
‖x‖Ûn = limk→∞ ‖x(k)‖Ûn
We will show, that this is well defined norm on XÛn and what is more this family of norms defines
operator sequence space structure on X . Fix ε > 0, since (x
(k)
i )k∈N are Cauchy sequences, then
there exist Ni ∈ N for i ∈ Nn such that k,m > Ni implies ‖x
(k)
i −x
(m)
i ‖Û1 < ε. Consider N = maxi∈Nn Ni,
then from proposition 2.2.5 for k,m > N we get
∣∣∣‖x(k)‖Ûn − ‖x(m)‖Ûn∣∣∣ ≤ ‖x(k) − x(m)‖ ≤ n∑
i=1
‖x(k)i − x
(m)
i ‖Û1 < nε
Thus the sequence (‖x(k)‖)k∈N is a Cauchy sequence and its limit in definition of ‖x‖Ûn does exists.
Now we will show this limit does not depend on the choice of the sequence. Let (x′′(k))k∈N, (x
′(k))k∈N
be two such sequences in XÛn, such that xi = lim
k→∞
jX(x
′(k)
i ) = lim
k→∞
jX(x
′(k)
i ) for all i ∈ Nn. Then
from proposition 2.2.5, we have
∣∣∣∣ lim
k→∞
‖x′′(k)‖Ûn − limk→∞ ‖x′′(k)‖Ûn∣∣∣∣ ≤ limk→∞ ‖x′′(k) − x′(k)‖Ûn ≤ n∑
i=1
lim
k→∞
‖x′′(k)i − x
′(k)
i ‖Û1 = n∑
i=1
0 = 0
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Hence this limits are equal and ‖x‖Ûn is well defined. Let x′ ∈ XÛn, x′′ ∈ X Ûm and α ∈Ml,n, then
‖αx′‖Ûl = limk→∞ ‖αx′(k)‖Ûl ≤ ‖α‖ limk→∞‖x′(k)‖Ûn = ‖α‖‖x′‖Ûn∥∥∥∥∥Çx′x′′
å∥∥∥∥∥2
n¯+m
= lim
k→∞
∥∥∥∥∥
Ç
x′(k)
x′′(k)
å∥∥∥∥∥2
n¯+m
≤ lim
k→∞
(‖x′(k)‖2Ûn + ‖x′′(k)‖2Ûm) = ‖x′‖2Ûn + ‖x′′‖2Ûm
From proposition 2.2.4 we see that functions in question defines operator sequence space structure
on X . For all x ∈ XÛn consider stationary sequence (jÛnX(x))k∈N, then
‖jÛnX(x)‖Ûn = limk→∞ ‖x(k)‖Ûn = ‖x‖Ûn
So jX is sequentially isometric. ⊲
Proposition 2.4.4 Let X and Y be operator sequence spaces and ϕ ∈ SB(X, Y ). Then there
exist unique ϕ ∈ SB(X, Y ) extending ϕ and what is more ‖ϕ‖sb = ‖ϕ‖sb
⊳ It is well known that there exist unique extension ϕ ∈ B(X, Y ). For a given x ∈ XÛn choose
any sequence (x(k))k∈N ⊂ XÛn such that x = lim
k→∞
jX(x
(k)). Then
‖ϕÛn(x)‖Ûn = limk→∞ ‖ϕÛn(x(k))‖Ûn ≤ ‖ϕ‖sb limk→∞ ‖x(k)‖Ûn = ‖ϕ‖sb‖x‖Ûn
Similarly, for any x ∈ XÛn we have
‖ϕÛn(x)‖Ûn = ‖ϕÛn(jÛnX(x))‖Ûn = ‖ϕ‖sb‖jÛnX(x))‖Ûn = ‖ϕ‖sb‖x‖Ûn
Since n ∈ N is arbitrary, then ‖ϕ‖sb = ‖ϕ‖sb and in particular ϕ ∈ SB(X, Y ) ⊲
Proposition 2.4.5 Let X, Y and Z be operator sequence spaces and R ∈ SB(X × Y, Z). Then
there exist unique R ∈ SB(X × Y , Z) extending R and what is more ‖R‖sb = ‖R‖sb.
⊳ From proposition 1.9 [7] we know that there exist unique bounded bilinear extension R ∈
B(X×Y , Z). For a given x ∈ X
Ûn
, y ∈ Y
Ûm
choose any sequences (x(k))k∈N ⊂ XÛn and (y(k))k∈N ⊂ Y Ûm
such that x = lim
k→∞
jÛnX(x(k)) and y = lim
k→∞
jÛmY (y(k)). Then Rn¯×m(x, y) = lim
k→∞
Rn¯×m(x(k), y(k)) and
‖R
n¯×m
(x, y)‖
n¯×m
= lim
k→∞
‖Rn¯×m(x(k), y(k))‖
n¯×m
≤ ‖R‖sb lim
k→∞
‖x(k)‖Ûn‖y(k)‖Ûm = ‖R‖sb‖x‖Ûn‖y‖Ûm
Similarly for any x ∈ XÛn, y ∈ Y Ûm we have
‖Rn¯×m(x, y)‖
n¯×m
= ‖R
n¯×m
(jÛnX(x), jÛmY (y))‖n¯×m ≤ ‖R‖sb‖jÛnX(x)‖Ûn‖jÛmY (y)‖Ûm = ‖R‖sb‖x‖Ûn‖y‖Ûm
Since n,m ∈ N are arbitrary, then ‖R‖sb = ‖R‖sb and in particular R ∈ SB(X × Y , Z) ⊲
Now we can enlarge the list of our main categories with SQBan and SQBan1. Their definitions
are similar to definitions of SQNor and SQNor1.
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2.5 Duality theory for operator sequence spaces
Definition 2.5.1 ([6], 1.3.8) Let X be operator sequence space, then by definition its sequential
dual space is the space X△ := SB(X,C). Note that here we consider C with standard operator
sequence space structure from example 2.2.6.
Proposition 2.5.2 ([6], 1.3.9) Let X be operator sequence space, and f ∈ X△. Then for all
n ∈ N holds ‖fÛn‖ = ‖f‖, and as the consequence ‖f‖sb = ‖f‖.
Proposition 2.5.3 ([6], 1.3.9) Let X be operator sequence space, then DX,X∗ is sequentially iso-
metric from the left and from the right. What is more for all n ∈ N, x ∈ XÛn and f ∈ (X△)Ûn we
have
‖x‖Ûn = ‖x‖DX∗,XÛn ‖f‖Ûn = ‖f‖DX,X∗Ûn
As the consequence we get that natural embedding into the second dual
ιX : X → X
△△
is sequentially isometric.
⊳ Since standard scalar duality is isometric from the left and from the right then using proposi-
tion 2.5.2 we conclude that it is also sequentially isometric from the left and from the right. From
proposition 1.3.12 [6] we know that
‖x‖Ûn = sup{‖A(f)Ûn(x)‖n¯×n : f ∈ B(X△)Ûn} ‖f‖Ûn = sup{‖A(f)Ûn(x)‖n¯×n : x ∈ BXÛn}
Now the desired equalities follow from identity Dn¯×nX,X∗(x, f) = A((D
X∗
X,X∗)
Ûn(f))Ûn(x) = A(f)Ûn(x).
Thus we see that original operator sequence space structures of X and X△ coincide with the
ones induced by bilinear operators DX∗,X and DX,X∗ . Hence, using that standard scalar duality is
sequentially isometric from the right, we can apply proposition 2.3.12 to get that operator DXX∗,X
is a sequential isometry. It is remains to note that ιX = D
X
X∗,X . ⊲
Remark 2.5.4 We will say that X is sequentially reflexive if ιX is sequential isometric isomor-
phism. By proposition 2.5.3 operator ιX is always sequentially isometric, so ιX is a sequential
isometric isomorphism if and only if it is surjective, which is equivalent to the usual reflexivity.
Proposition 2.5.5 Let X (Y ) be operator sequence space and Y (X) be a normed space. Assume
we are given a scalar duality D : X × Y → C such that DY (XD) are isometric isomorphisms,
then if we consider Y (X) with induced operator sequence space structure, then DY (XD) would
become sequentially isometric isomorphism.
⊳ We will consider the case when DY is an isometric isomorphism, for the remaining case all
arguments are the same. Let n ∈ N. By proposition 2.5.2 bilinear operator D is sequentially
isometric from the right. Then by proposition 2.3.12 the linear operator DY is sequentially iso-
metric, but it is also bijective, because DY is bijective. Therefore DY is sequentially isometric
isomorphism. ⊲
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2.6 Duality theory for operators between operator sequence spaces
Proposition 2.6.1 ([6], 1.3.14) Let X, Y be operator sequence spaces and ϕ ∈ SB(X, Y ). Then
ϕ△ ∈ SB(Y △, X△) and for all n ∈ N holds ‖(ϕ△)Ûn‖ = ‖ϕÛn‖. As the consequence, ‖ϕ△‖sb = ‖ϕ‖sb.
Corollary 2.6.2 From proposition 2.6.1 it follows that we have four well defined versions of func-
tor △. They are of the form △ : K → K, where K ∈ {SQNor, SQNor1, SQBan, SQBan1}.
Further we will prove several technical lemmas necessary for description of duality for sequen-
tially bounded operators.
Definition 2.6.3 ([6], 1.3.15) Let X be operator sequence space and n ∈ N, then by tn2 (X), we
denote the normed space Xn with the norm
‖x‖tn2 (X) := inf
¶
‖α˜‖hs‖x˜‖Ûk : x = α˜x˜©
where α˜ ∈Mn,k, x ∈ Xk and k ∈ N. If Y is a operator sequence space and ϕ ∈ SB(X, Y ), then by
tn2 (ϕ) we will denote the linear operator
tn2 (ϕ) : t
n
2 (X)→ t
n
2 (Y ) : x 7→ ϕ
Ûn(x)
Proposition 2.6.4 Let X be a operator sequence space n ∈ N, then
‖x‖tn2 (X) = inf
¶
‖α′‖hs‖x
′‖Ûk : x = α′x′©
where α′ ∈Mn,n is an invertible matrix and x′ ∈ Xn.
⊳ Define right hand side of the equality to be proved by ‖x‖′tn2 (X). Fix ε > 0, then there exist
α˜ ∈ Mn,k and x˜ ∈ X
k, k ∈ N such that x = α˜x˜ and ‖α˜‖hs‖x˜‖Ûk < ‖x‖tn2 (X) + ε. Consider polar
decomposition α˜ = |α˜∗|ρ of matrix α˜. Let p be orthogonal projection on Im(|α˜∗|)⊥. Then for all
δ ∈ R the matrix α′δ = |α˜
∗| + δp is invertible because Ker(α′δ) = {0}. Since α
′
0 = |α˜| and the
function ‖α′δ‖hs is continuous for δ ∈ R, then there exist such δ0 that ‖α
′
δ0
‖hs < ‖|α˜∗|‖hs+ε‖x˜‖
−1Ûk =
‖α˜‖hs + ε‖x˜‖
−1Ûk . Denote α′ = α′δ0 ∈Mn,n and x′ = ρx˜ ∈ Y n, then
α′x′ = (|α˜∗|+ δ0p)ρx˜ = |α˜
∗|ρx˜+ δ0pρx˜ = α˜x˜
By construction of polar decomposition ‖ρ‖ ≤ 1 hence using definition of ‖x‖′tn2 (X) we get
‖x‖′tn2 (X) ≤ ‖α
′‖hs‖x
′‖Ûn ≤ (‖α˜‖hs + ε‖x˜‖Ûk)‖ρ‖‖x˜‖Ûn ≤ ‖α˜‖hs‖x˜‖Ûk + ε ≤ ‖x‖tn2 (X) + 2ε
Since ε > 0 is arbitrary, then ‖x‖′tn2 (X) ≤ ‖x‖t
n
2 (X)
. The reverse inequality is obvious, so ‖x‖tn2 (X) =
‖x‖′tn2 (X). ⊲
Proposition 2.6.5 Let X, Y be operator sequence spaces, ϕ ∈ SB(X, Y ) and n, k ∈ N. Then
1) for all α ∈ Mn,k and x ∈ tk2(X) holds t
n
2 (ϕ)(αx) = αt
k
2(ϕ)(x)
2) tn2 (ϕ) ∈ B(t
n
2 (X), t
n
2 (Y )), and ‖t
n
2 (ϕ)‖ ≤ ‖ϕ
Ûn‖
3) if ϕÛn (strictly) c-topologically surjective, then tn2 (ϕ) is also (strictly) c-topologically surjective
4) if ϕÛn c-topologically injective, then tn2 (ϕ) is also c-topologically injective
15
⊳ 1) Since tn2 (ϕ) = ϕ
Ûn as linear maps, then the result follows from paragraph 4 of proposition
2.3.2.
2) Let x ∈ tn2 (X) and x = α
′x′, where α ∈ Mn,n is an invertible matrix and x′ ∈ Xn, then
tn2 (ϕ)(x) = α
′tn2 (ϕ)(x
′) = α′ϕÛn(x′). Hence from the definition of the norm on tn2 (Y ) it follows
‖tn2 (ϕ)(x)‖tn2 (Y ) ≤ ‖α
′‖hs‖ϕ
Ûn(x′)‖Ûn ≤ ‖α′‖hs‖ϕÛn‖‖x′|Ûn
Now take infimum over all representations of x described above, then by proposition 2.6.4 we have
‖tn2 (ϕ)(x)‖tn2 (Y ) ≤ ‖ϕ
Ûn‖‖x‖tn2 (X)
Therefore ‖tn2 (ϕ)‖ ≤ ‖ϕ
Ûn‖ and tn2 (ϕ) ∈ B(tn2 (X), tn2(Y )).
3) Assume ϕÛn is c-topologically surjective. Let y ∈ tn2 (Y ) and y = α′y′, where α′ ∈ Mn,n is
an invertible matrix, y′ ∈ Y n. Let c < c′′ < c′. Since ϕÛn is c-topologically surjective, then
there exist x′ ∈ Xn such that ϕÛn(x′) = y′ and ‖x′‖Ûn < c′′‖y′‖Ûn. Consider x := α′x′, then
tn2 (ϕ)(x) = α
′tn2 (ϕ)(x
′) = α′ϕÛn(x′) = α′y′ = y. From definition of the norm on tn2 (X) we have
‖x‖tn2 (X) ≤ ‖α
′‖hs‖x
′‖Ûn ≤ ‖α′‖hsc′′‖y′‖Ûn
Now take infimum over all representation of y described above, then proposition 2.6.4 gives
‖x‖tn2 (X) ≤ c
′′‖y‖tn2 (Y ) < c
′‖y‖tn2 (Y ) Thus, for all y ∈ t
n
2 (Y ) and c
′ > c there exist x ∈ tn2 (X)
such that tn2 (ϕ)(x) = y and ‖x‖tn2 (X) < c
′‖y‖tn2 (Y ). Therefore t
n
2 (ϕ) is c-topologically surjective.
Assume ϕÛn is strictly c-topologically surjective. Let y ∈ tn2 (Y ) and y = α′y′, where α′ ∈ Mn,n
is an invertible matrix, y′ ∈ Y n. Since ϕÛn is c-topologically surjective, then there exist x′ ∈ Xn
such that ϕÛn(x′) = y′ and ‖x′‖Ûn ≤ c‖y′‖Ûn. Consider x := α′x′, then tn2 (ϕ)(x) = α′tn2 (ϕ)(x′) =
α′ϕÛn(x′) = α′y′ = y. From the definition of the norm on tn2 (X) we have
‖x‖tn2 (X) ≤ ‖α
′‖hs‖x
′‖Ûn ≤ ‖α′‖hsc‖y′‖Ûn
Now take infimum over all representations of y described above, then proposition 2.6.4 gives
‖x‖tn2 (X) ≤ c‖y‖tn2 (Y ) Thus, for all y ∈ t
n
2 (Y ) there exist x ∈ t
n
2 (X) such that t
n
2 (ϕ)(x) = y
and ‖x‖tn2 (X) ≤ c‖y‖tn2 (Y ). Therefore t
n
2 (ϕ) strictly c-topologically surjective.
4) Assume x ∈ tn2 (X), then denote y := t
n
2 (ϕ)(x). Consider representation y = α
′y′, where α′ ∈
Mn,n is an invertible matrix and y
′ ∈ Y n. Then y′ = (α′)−1y = (α′)−1tn2 (ϕ)(x) = t
n
2 (ϕ)((α
′)−1x) ∈
Im(t2n(ϕ)). Since ϕ
Ûn is c-topologically injective, then it is injective, so for y′ ∈ Im(tn2 (ϕ)) there exist
x′ ∈ Xn such that y′ = tn2 (ϕ)(x
′) = ϕÛn(x′). Since ϕÛn is c-topologically injective, then ‖x′‖Ûn ≤ c‖y′‖.
From the definition of the norm on tn2 (X) we have
‖x‖tn2 (X) ≤ ‖α
′‖hs‖x
′‖Ûn ≤ c‖α′‖hs‖y′‖Ûn
Now take infimum over all representations of y described above, then proposition 2.6.4 gives
‖x‖tn2 (X) ≤ c‖y‖tn2 (Y ) = c‖t
n
2 (ϕ)(x)‖tn2 (Y ). Thus for all x ∈ t
n
2 (X) holds ‖t
n
2 (ϕ)(x)‖tn2 (Y ) ≥ c
−1‖x‖tn2 (X).
Therefore tn2 (ϕ) is c-topologically injective. ⊲
Proposition 2.6.6 ([6], 1.3.16) Let X be operator sequence space and n ∈ N. Then we have
isometric isomorphisms
αnX : t
n
2 (X
△)→ (XÛn)∗ : f 7→ (x 7→ n∑
i=1
fi(xi)
)
βnX : (X
△)Ûn → tn2 (X)∗ : f 7→ (x 7→ n∑
i=1
fi(xi)
)
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Proposition 2.6.7 Let X, Y be operator sequence spaces, ϕ ∈ SB(X, Y ) and n ∈ N, then
1) (ϕ△)Ûn is c-topologically (surjective) injective ⇐⇒ tn2 (ϕ)∗ is c-topologically (surjective) injective
2) tn2 (ϕ
△) is c-topologically (surjective) injective ⇐⇒ (ϕÛn)∗is c-topologically (surjective) injective
3) ‖(ϕ△)Ûn‖ = ‖tn2 (ϕ)∗‖ and ‖tn2 (ϕ△)‖ = ‖(ϕÛn)∗‖ and ‖tn2 (ϕ)‖ = ‖ϕÛn‖
⊳ Let g ∈ (Y △)Ûn and x ∈ tn2 (X), then
(αnX(ϕ
△)Ûn)(g)(x) = αnX((ϕ△)Ûn(g))(x) = n∑
k=1
(ϕ△)Ûn(g)k(xk) = n∑
k=1
(ϕ△)(gk)(xk) =
n∑
k=1
gk(ϕ(xk))
(tn2 (ϕ)
∗αnY )(g)(x) = t
n
2 (ϕ)
∗(αnY (g))(x) = α
n
Y (g)(t
n
2(ϕ)(x)) =
n∑
k=1
gk(t
n
2 (ϕ)(x)k) =
n∑
k=1
gk(ϕ(xk))
Since g and x are arbitrary, then αnX(ϕ
△)Ûn = tn2 (ϕ)∗αnY . As αnY and αnX are isometric isomorphisms
we get that 1) holds and ‖(ϕ△)Ûn‖ = ‖tn2 (ϕ)∗‖. Let g ∈ tn2 (Y △) and x ∈ XÛn, then
(βnXt
n
2 (ϕ
△))(g)(x) = βnX(t
n
2 (ϕ
△)(g))(x) =
n∑
k=1
tn2 (ϕ
△)(g)k(xk) =
n∑
k=1
(ϕ△)(gk)(xk) =
n∑
k=1
gk(ϕ(xk))
((ϕÛn)∗βnY )(g)(x) = (ϕÛn)∗(βnY (g))(x) = βnY (g)(ϕÛn)(x)) = n∑
k=1
gk(ϕ
Ûn)(x)k) = n∑
k=1
gk(ϕ(xk))
Since g and x are arbitrary, then βnXt
n
2 (ϕ
△) = (ϕÛn)∗βnY . As βnY and βnX are isometric isomorphisms
we get that 2) holds and ‖tn2 (ϕ
△)‖ = ‖(ϕÛn)∗‖.
Finally, from propositions 2.6.5, 2.6.1 we have inequalities ‖tn2 (ϕ)‖ ≤ ‖ϕ
Ûn‖ = ‖(ϕ△)Ûn‖ =
‖tn2 (ϕ)
∗‖ = ‖tn2 (ϕ)‖, so ‖t
n
2 (ϕ)‖ = ‖ϕ
Ûn‖. ⊲
Theorem 2.6.8 Let X, Y be operator sequence spaces and ϕ ∈ SB(X, Y ), then
1) ϕ (strictly) sequentially c-topologically surjective =⇒ ϕ△ sequentially c-topologically injective
2) ϕ sequentially c-topologically injective =⇒ ϕ△ strictly sequentially c-topologically surjective
3) ϕ△ (strictly) sequentially c-topologically surjective =⇒ ϕ sequentially c-topologically injective
4) ϕ△ sequentially c-topologically injective and X is complete =⇒ ϕ sequentially c-topologically
surjective
5) ϕ sequentially coisometric =⇒ ϕ△ sequentially isometric, if X is complete, then the reverse
implication is also true.
6) ϕ sequentially isometric ⇐⇒ ϕ△ sequentially strictly coisometric
⊳ For each n ∈ N we have the following chain of implications
ϕÛn c-topologically injective =⇒ tn2 (ϕ) c-topologically injective 2.6.5
=⇒ tn2 (ϕ)
∗ strictly c-topologically surjective 1.2.3
=⇒ (ϕ△)Ûn strictly c-topologically surjective 2.6.7
=⇒ tn2 (ϕ
△) strictly c-topologically surjective 2.6.5
=⇒ (ϕÛn)∗ strictly c-topologically surjective 2.6.7
=⇒ ϕÛn c-topologically injective 1.2.3
So we get 2) and 3). Again for each n ∈ N we have the following chain of implications
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ϕÛn (strictly) c-topologically surjective =⇒ tn2 (ϕ) c-topologically surjective 2.6.5
=⇒ tn2 (ϕ)
∗ c-topologically injective 1.2.3
=⇒ (ϕ△)Ûn c-topologically injective 2.6.7
=⇒ tn2 (ϕ
△) c-topologically injective 2.6.5
=⇒ (ϕÛn)∗ c-topologically injective 2.6.7
if X is complete
=⇒ ϕÛn c-topologically surjective 1.2.3
So we get 1) and 4). Paragraphs 5)—6) are direct consequences of 1)—4) with c = 1 if one takes
into account that ϕ is sequentially contractive if and only if ϕ△ is sequentially contractive (see
proposition 2.6.1). ⊲
2.7 Weak topologies for operator sequence spaces
Definition 2.7.1 Let D : X × Y → Z be a vector duality between operator sequence spaces X, Y
and Z. We say that a net (yν)ν∈N ⊂ Y
Ûn sequentially D-converges to y ∈ Y Ûn if it Dm¯×n-converges
for each m ∈ N. Topology generated by this type of convergence we will denote by σn̂D(Y,X).
Proposition 2.7.2 Let D : X × Y → Z be a vector duality between operator sequence spaces X,
Y and Z, then the following are equivlent
1) net (yν)ν∈N ⊂ Y Ûn sequentially D-converges to y ∈ Y Ûn
2) for each i ∈ Nn the net ((yν)i)ν∈N ⊂ Y
Û1 D-converges to yi ∈ Y Û1.
⊳ 1) =⇒ 2) Note that for all i ∈ Nn and x ∈ X
Û1 we have D(x, (yν)i − yi) = (D1˜×n(x, yν − y))i.
Using proposition 2.2.5, we get
lim
ν
‖D(x, (yν)i − yi)‖Û1 ≤ limν ‖D1˜×n(x, yν − y)‖1˜×n = 0
so ((yν)i)ν∈N D-converges to yi.
2) =⇒ 1) Again from proposition 2.2.5 for all m ∈ N and x ∈ X Ûm we get
lim
ν
‖Dm¯×n(x, yν − y)‖m¯×n ≤ limν
m∑
j=1
n∑
i=1
‖D(xj, (yν)i − yi)‖Û1 = m∑
j=1
n∑
i=1
lim
ν
‖D(xj, (yν)i − yi)‖Û1 = 0
so (yν)ν∈N sequentially D-converges to y. ⊲
Proposition 2.7.3 Let D1 : X1 × Y1 → Z1 and D2 : X2 × Y2 → Z2 be vector dualities between
operator sequence spaces and ϕ : Y1 → Y2 be a linear operator, then ϕ is σD1(Y
Û1
1 , X
Û1
1)-σD2(Y
Û1
2 , X
Û1
2 )
continuous if and only if ϕÛn is σÛnD1(Y1, X1)-σÛnD2(Y2, X2) continuous.
⊳ 1) =⇒ 2) Assume the net (yν)ν∈N ⊂ Y Ûn sequentially D1-converges to y ∈ Y Ûn. Then by
proposition 2.7.2 for each i ∈ Nn the net ((yν)i)ν∈N D1-converges to yi. From assumption on ϕ
we get that the net (ϕ((yν)i))ν∈N D2-converges to ϕ(yi) for each i ∈ Nn. Again by the same
proposition this means that the net (ϕÛn(yν))ν∈N sequentially D2-converges to ϕÛn(y). Since the net
(yν)ν∈N is arbitrary, then ϕ
n̂ is σÛnD1(Y1, X1)-σÛnD2(Y2, X2) continuous.
2) =⇒ 1) Assume the net (yν)ν∈N ⊂ Y
Û1 D1-converges to y ∈ Y Û1. Define y˜ν ∈ Y Ûn such
that (y˜ν)1 = yν and (y˜ν)i = 0 for i ∈ Nn \ {1}. By proposition 2.7.2 the net (y˜ν) sequentially
D1-converges to y ∈ Y
Ûn such that y1 = y and yi = 0 for i ∈ Nn \ {1}. From assumption on ϕÛn
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the net (ϕÛn(y˜ν))ν∈N sequentially D2-converges to ϕÛn(y˜). By proposition 2.7.2 we get that the net
(ϕÛ1((y˜ν)1))ν∈N = (ϕ(yν)ν∈N D2-converges to ϕÛ1((y˜)1) = ϕ(y). Since the net (yν)ν∈N is arbitrary,
then ϕ is σD1(Y1, X1)-σD2(Y2, X2) continuous. ⊲
Definition 2.7.4 Let X be an operator sequence space, then we define weak topology on XÛn as
σÛnDX∗,X (X,X∗) topology and weak∗ topology on (X△)Ûn as σÛnDX,X∗(X∗, X) topology.
In particular proposition 2.7.2 tells us that weak and weak∗ convergence are equivalent to weak
and weak∗ coordinatewise convergence respectively. From proposition 2.7.3 we get that continuity
of the linear operator with respect to d if and only if erent weak topologies is equivalent to the
continuity of the same type of amlified operator.
Proposition 2.7.5 ([6], 1.3.19) Let X be an operator sequence space, then there exist isometric
isomorphism ›ιXn : (X△△)Ûn → (XÛn)∗∗ : ψ 7→ (f 7→ n∑
i=1
ψi((α
n
X)
−1(f)i)
)
which is also a weak∗-weak∗ homeomorphism.
⊳ From proposition 2.6.6 it follows that the desired isometric isomorphism is›ιXn := ((αnX)∗)−1βnX△ .
Its action is given by the formula ›ιXn(ψ)(f) = ∑ni=1 ψi((αnX)−1(f)i) where ψ ∈ (X△△) and
f ∈ (XÛn)∗. Assume a net (ψν)ν∈N ⊂ (X△△)Ûn weak∗ converges to ψ ∈ (X△△)Ûn. By propo-
sition 2.7.2 this is equivalent to weak∗ convergence of ((ψν)i)ν∈N ⊂ X
△△ to ψi ∈ X
△△ for each
i ∈ Nn. The latter is equivalent to convergence of the net (ψν)i(g))ν∈N to (ψ)i(g) for all g ∈ X△ and
i ∈ Nn. One can easily see such converrgence is possible if and only if the net (
∑n
i=1(ψν)i(gi))ν∈N
converges to
∑n
i=1(ψν)i(gi) for all g = (gi)i∈Nn ∈ t
n
2 (X
△). This is equivalent to convergence of the
net (›ιX(ψν)(f))ν∈N to›ιX(ψ)(f) for all f ∈ (XÛn)∗. This means that the net (›ιXn(ψν))ν∈N ⊂ (XÛn)∗∗
weak∗ converges to ›ιXn(ψ). Since ›ιXn is a bijections and all steps in the proof where equivalences
then ›ιXn is a weak∗-weak∗ homeomorphism. ⊲
Now we are able to proof an operator sequence space analogue of Goldstine theorem.
Proposition 2.7.6 Let X be an operator sequence space, then ιÛnX(BXÛn) is weak∗ dense in B(X△△)Ûn.
As the consequence ιÛnX(XÛn) is weak∗ dense in (X△△)Ûn.
⊳ For all x ∈ XÛn and f ∈ (X∗)Ûn we have
›ιXn(ιÛnX(x))(f) = n∑
i=1
ιÛnX(x)i((αnX)−1(f)i) = n∑
i=1
ιX(xi)((α
n
X)
−1(f)i) =
n∑
i=1
((αnX)
−1(f)i)(xi)
= αnX((α
n
X)
−1(f))(x) = f(x) = ι
XÛn(x)(f)
so ›ιXnιÛnX = ιXÛn and since ›ιXn is an isomorphism ιÛnX = (›ιXn)−1ιXÛn . By theorem 3.96 [9] we have
that ι
XÛn(BXÛn) is weak∗ dense in B(XÛn)∗∗ . Since ›ιX is an isometric weak∗-weak∗ homeomorphism,
then ιÛnX(BXÛn) = (›ιX)−1ιXÛn(BXÛn) is weak∗ dense in (›ιX)−1(B(XÛn)∗∗) = B(X△△)Ûn . ⊲
Proposition 2.7.7 Let X and Y be two operator sequence spaces and ϕ ∈ SB(X, Y △). Then there
exist unique weak∗ continuous ϕ˜ ∈ SB(X△△, Y △) extending ϕ and what is more ‖ϕ˜‖sb = ‖ϕ‖
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⊳ Denote ϕ˜ = (ϕ△ιY )
△ = ι△Y ϕ
△△. It is weak∗ continuous as a dual of bounded operator. One
can easily check that ϕ△△ιX = ιY△ϕ and ι
△
Y ιY△ = 1Y△ , so ϕ˜ιX = ι
△
Y ϕ
△△ιX = ι
△
Y ιY △ϕ = ϕ and we
get that ϕ˜ is weak∗-continuous extension of ϕ. By proposition 2.7.6 we have that ιX(X) is weak
∗
dense in X△△. Hence ϕ˜ is the unique extension of ϕ. From propositions 2.3.2, 2.5.3 and 2.6.1 we
have
‖ϕ‖sb = ‖ϕ˜ιX‖sb ≤ ‖ϕ˜‖sb‖ιX‖sb = ‖ϕ‖sb
‖ϕ˜‖sb = ‖ι
△
Y ϕ
△△‖sb ≤ ‖ι
△
Y ‖sb‖ϕ
△△‖sb = ‖ιY ‖sb‖ϕ‖sb = ‖ϕ‖sb
So, ‖ϕ˜‖sb = ‖ϕ˜‖sb. ⊲
2.8 Subspaces and quotients of operator sequence spaces
Definition 2.8.1 ([6], 1.1.26) Let X be operator sequence space, X0 subspace of X, then there
is natural operator sequence space structure on X0 defined by X
Ûn
0 = (X
n
0 , ‖ · ‖Ûn).
In this case the natural inclusion iX0,X : X0 → X obviously is sequentially isometric.
Definition 2.8.2 ([6], 1.1.27) Let X be operator sequence space, and X0 subspace of X, then
there is natural operator sequence space structure on X/X0 defined by identifications (X/X0)
Ûn =
XÛn/XÛn0 , where n ∈ N.
Proposition 2.8.3 Let ϕ : X → Y be a sequentially bounded operator between operator sequence
spaces E and F . Let X0 and Y0 be closed subspaces of X and Y respectively, such that ϕ(X0) ⊂ Y0,
then there exist well defined sequentially bounded linear operator ϕ̂ : X/X0 → Y/Y0 : x + X0 7→
T (x) + Y0 such that ‖ϕ̂Ûn‖ ≤ ‖ϕÛn‖ for all n ∈ N so ‖ϕ̂‖sb ≤ ‖ϕ‖sb. Moreover,
1) if X0 ⊂ Ker(ϕ) ⊂ X0, then ‖ϕ̂‖sb = ‖ϕ‖sb
2) if Ker(ϕ) = X0 and ϕ is sequentially c-topologically surjective, then ϕ̂ is sequentially c-topologicaly
injective isomorphism
3) if Ker(ϕ) = X0 and ϕ is sequentially coisometric, then ϕ̂ is a sequential isometric isomorphism
⊳ Since for each n ∈ N we have ϕn̂(XÛn0 ) ⊂ Y Ûn0 , then from proposition 1.5.2 [2] we get that
‖ϕ̂Ûn‖ ≤ ‖ϕÛn‖, so ‖ Ûϕ‖sb ≤ ‖ϕ‖sb. 1) Clearly, XÛn0 ⊂ Ker(ϕÛn), so from proposition 1.5.3 [2] we get
that ‖ϕ̂Ûn‖ = ‖ϕÛn‖, so ‖ Ûϕ‖sb = ‖ϕ‖sb. 2) Similarly, XÛn0 = Ker(ϕÛn), so again from lemma A.2.1
[3] we get that ϕÛn is c-topologically injective isomorphism. Hence ϕ is sequentially c topologically
injective ismorphism. 3) By paragraph 1) we have ‖ϕ̂Ûn‖ ≤ ‖ϕÛn‖ ≤ 1. By paragraph 3) we get that
ϕ̂ is a 1-topologically injective isommorphism. Therefore ϕÛn is an isometric isomorphism for each
n ∈ N. Hence ϕ is a sequentially isometric isomorphism. ⊲
Applying this propostion to ϕ = iX0,X we see that the natural quotient mapping πX0,X is
sequentially coisometric.
Proposition 2.8.4 ([6], 1.4.13) Let X be an operator sequence space and X0 its closed subspace,
then there exist sequentially isometric ismorphisms
(X/X0)
△ = X⊥0 X
△/X⊥0 = X
△
0
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⊳ From theorem 2.6.8 operator π△X0,X is sequentially isometric. Note that Im(π
△
X0,X) = {f ◦
πX0,X : f ∈ (X/X0)
△} = {g ∈ X△ : g(X0) = {0}} = X⊥0 . Hence corestriction of π
△
X0,X |
X⊥0 :
(X/X0)
△ → X⊥0 is a sequentially isometric isomorphism. Again from theorem 2.6.8 operator i
△
X0,X
is sequentially coisometric. Note that Ker(i△X0,X) = {f ∈ X
△ : f ◦ i = 0} = {f ∈ X△ : f(X0) =
{0}} = X⊥0 . Hence by proposition 2.8.3 operator
÷
i△X0,X : X
△/X⊥0 → X
△
0 is a sequentially isometric
isomorphism. ⊲
Proposition 2.8.5 Let X be a Banach operator sequence space and W be weak∗ closed subspace
of X∗, then there exist sequentially isometric ismorphisms
(X/W⊥)
△ =W X△/W = W△⊥
which are weak∗-weak∗ homeomorphisms.
⊳ Since W is weak∗ closed, then by theorem 4.7 [5] we have (W⊥)
⊥ = W . Now applying
proposition 2.8.4 to X and W⊥ we get the desired sequential isometric isomorphisms, they are
π△W⊥,X |
W and
÷
i△W⊥,X . As dual operators π
△
W⊥,X
and i△W⊥,X are weak
∗-weak∗ continuous. Clearly,
π△W⊥,X |
W is weak∗-weak∗ continuous as corestriction of such operator to the weak∗ closed sub-
space W . By lemma A.2.4 [8] operator
÷
i△W⊥,X is also weak
∗-weak∗ continuous. Thus π△W⊥,X |
W
and
÷
i△W⊥,X are weak
∗-weak∗ continuous isometries, so by lemma A.2.5 [8] they are weak∗-weak∗
homeomorphisms. ⊲
2.9 Direct sums of operator sequence spaces
Definition 2.9.1 ([6], 1.1.28) Let {Xλ : λ ∈ Λ} be a family of operator sequence spaces. By
definition their
⊕
∞-sum is a operator sequence space structure on
⊕
∞{X
Û1
λ : λ ∈ Λ}, defined by
identification Ä⊕
∞{Xλ : λ ∈ Λ}
äÛn
=
⊕
∞{X
Ûn
λ : λ ∈ Λ}
Also, for a given x ∈ (
⊕
∞{Xλ : λ ∈ Λ})
Ûn by xλ we denote element of XÛnλ such that (xλ)i = (xi)λ
for all i ∈ Nn.
Proposition 2.9.2 Let {Xλ : λ ∈ Λ} and {Zλ : λ ∈ Λ} be two families of operator sequence
spaces and Y be a operator sequence space. Let Dλ : Y × Zλ → Xλ where λ ∈ Λ is a family of
vector dualities, then define vector duality
D : Y ×
⊕
∞{Zλ : λ ∈ Λ} →
⊕
∞{Xλ : λ ∈ Λ} : (y, z) 7→ ⊕∞{Dλ(y, zλ) : λ ∈ Λ}
Assume DZλλ is sequentially isometric for each λ ∈ Λ, then so does D
⊕
∞{Zλ:λ∈Λ}. If additionally
DZλλ is surjective for each λ ∈ Λ, then D
⊕
∞{Zλ:λ∈Λ} is a sequential isometric isomorphism.
⊳ Denote Z =
⊕
∞{Zλ : λ ∈ Λ}. Let n ∈ N and z ∈ ZÛn. Since DZλλ is sequentially isometric,
then
‖zλ‖Ûn = ‖(DZλλ )Ûn(zλ)‖Ûn = sup{‖Dk˜×nλ (y, zλ)‖k˜×n : k ∈ N, y ∈ BYÛk}
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Now note that,
‖(DZ)Ûn(z)‖Ûn = ‖A((DZ)Ûn(z))‖sb
= sup{‖A((DZ)Ûn(z))Ûk(y)‖
k˜×n
: k ∈ N, y ∈ B
YÛk}
= sup{‖Dk˜×n(y, z)‖
k˜×n
: k ∈ N, y ∈ B
YÛk}
= sup{‖ ⊕∞ {D
k˜×n
λ (y, zλ) : λ ∈ Λ}‖k˜×n : k ∈ N, y ∈ BYÛk}
= sup{‖Dk˜×nλ (y, zλ)‖k˜×n : k ∈ N, y ∈ BYÛk , λ ∈ Λ}
= sup{‖zλ‖Ûn : λ ∈ Λ}
= ‖z‖Ûn
Hence DZ is a sequential isometry. Now consider second assumption. Define natural projections
pλ :
⊕
∞{Xλ : λ ∈ Λ} → Xλ : x 7→ xλ. Take any ϕ ∈ SB(Y,X), and define ϕλ = pλϕ. For each
λ ∈ Λ we know that DZλλ is surjective, so there is zλ ∈ Zλ such taht D
Zλ
λ (zλ) = ϕλ. Since D
Zλ
λ
is isometric, then ‖zλ‖ = ‖pλϕ‖ ≤ ‖ϕ‖ so sup{‖zλ‖ : λ ∈ Λ} < ∞. Then we have well defined
z ∈
⊕
∞{Zλ : λ ∈ Λ}. Note that for all y ∈ Y we have
DZ(z)(y) = ⊕∞{D
Zλ
λ (zλ)(y) : λ ∈ Λ} = ⊕∞{ϕλ(y) : λ ∈ Λ} = ⊕∞{pλϕ(y) : λ ∈ Λ} = ϕ(y)
hence DZ(z) = ϕ. Since ϕ is arbitrary, then DZ is surjective, but it is also injective as any
isometry. Hence DZ and all its amplifications are bijective, but they are all isometric, therefore
DZ is a sequential isometric isomorphism. ⊲
Proposition 2.9.3 Let {Xλ : λ ∈ Λ} be a family of operator sequence spaces, then
1) there is a sequential isometric isomorphism
SB
Ä
Y,
⊕
∞{Xλ : λ ∈ Λ}
ä
=
⊕
∞{SB(Y,Xλ) : λ ∈ Λ}
2) the operator sequence space
⊕
∞{Xλ : λ ∈ Λ} with natural projections pλ :
⊕
∞{Xλ : λ ∈ Λ} →
Xλ is a categorical product in SQNor1.
⊳ 1) By proposition 2.3.13 vector dualities Eλ : Y × SB(Y,Xλ) → Xλ : (y, ϕ) 7→ ϕ(y) satisfy
both assumptions of proposition 2.9.2, hence E
⊕
∞{SB(Y,Xλ):λ∈Λ} is a desired isometric isomorphism.
2) For all n ∈ N and x ∈ (
⊕
∞{Xλ : λ ∈ Λ})
Ûn we have
‖pÛnλ(x)‖Ûn = ‖(xi,λ)i∈Nn‖Ûn ≤ sup{‖(xi,λ)i∈Nn‖Ûn : λ ∈ Λ} = ‖x‖Ûn
so pλ is sequentially bounded, and even sequentially contractive. Now consider any family of
sequentially contractie operators {ϕλ ∈ SB(Y,Xλ) : λ ∈ Λ}. By previous paragraph for ϕ =
E
⊕
∞{SB(Y,Xλ):λ∈Λ}(⊕∞{ϕλ : λ ∈ Λ}) we have ‖ϕ‖sb = sup{‖ϕλ‖sb : λ ∈ Λ} ≤ 1. Moreover, for all
y ∈ Y we have
pλϕ(y) = pλE
⊕
∞{SB(Y,Xλ):λ∈Λ}(⊕∞{ϕλ : λ ∈ Λ})(y) = pλ(⊕∞{ϕλ(y) : λ ∈ Λ}) = ϕλ(y)
i.e. pλϕ = ϕλ. Since Y and the family {ϕλ : λ ∈ Λ} are arbitrary, then
⊕
∞{Xλ : λ ∈ Λ} is indeed
a product in SQNor1. ⊲
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Definition 2.9.4 Let {Xλ : λ ∈ Λ} be a family of operator sequence spaces. By definition their⊕0
1-sum is a operator sequence space structure on
⊕0
1{X
Û1
λ : λ ∈ Λ}, defined by embedding⊕
0
1{Xλ : λ ∈ Λ} →֒
Ä⊕
∞{X
△
λ : λ ∈ Λ}
ä△
Proposition 2.9.5 Let {Xλ : λ ∈ Λ} and {Zλ : λ ∈ Λ} be two families of operator sequence
spaces and Y be a operator sequence space. Let Dλ : Xλ × Zλ → Y where λ ∈ Λ is a family of
vector dualities, then define vector duality
D :
⊕
0
1{Xλ : λ ∈ Λ} ×
⊕
∞{Zλ : λ ∈ Λ} → Y : (x, z) 7→
∑
λ∈Λ
Dλ(xλ, zλ)
Assume DZλλ is sequentially isometric for each λ ∈ Λ, then so does D
⊕
∞{Zλ:λ∈Λ}. If additionally
DZλλ is surjective for each λ ∈ Λ, then D
⊕
∞{Zλ:λ∈Λ} is a sequential isometric isomorphism.
⊳ Denote Z =
⊕
∞{Zλ : λ ∈ Λ} and X =
⊕ 0
1{Xλ : λ ∈ Λ}. Let n ∈ N and z ∈ Z
Ûn. Since DZλλ
is sequentially isometric, then
‖zλ‖Ûn = ‖(DZλλ )Ûn(zλ)‖Ûn = sup{‖Dk˜×nλ (xλ, zλ)‖k˜×n : k ∈ N, xλ ∈ BXÛk
λ
}
Now note that,
‖(DZ)Ûn(z)‖Ûn = ‖A((DZ)Ûn(z))‖sb
= sup{‖A((DZ)Ûn(z))Ûk(x)‖
k˜×n
: k ∈ N, x ∈ B
XÛk}
= sup{‖Dk˘n×mY,Y ∗ (A((D
Z)Ûn(z))Ûk(x), f)‖
k˘n×m
: k ∈ N, x ∈ B
XÛk , m ∈ N, f ∈ B(Y△)Ûm}
One can check that DY,Y ∗(DZ(z)(x), f) = D⊕ 0
1{Xλ:λ∈Λ},
⊕
∞
{Xλ:λ∈Λ}(x,⊕∞{((D
Zλ
λ )(zλ))
∗(f) : λ ∈
Λ}), so applying proposition 2.5.3 we get
‖(DZ)Ûn(z)‖Ûn = sup{‖Dk˘n×mY,Y ∗ (A((DZ)Ûn(z))Ûk(x), f)‖k˘n×m : k ∈ N, x ∈ BXÛk , m ∈ N, f ∈ B(Y△)Ûm}
= sup{‖Dk˘×nm⊕ 0
1{Xλ:λ∈Λ},
⊕
∞
{X∗
λ
:λ∈Λ}
(x,⊕∞{A(((
△ · DZλλ )
Ûn(zλ))Ûm(f) : λ ∈ Λ})‖k˘×nm :
k ∈ N, x ∈ B
XÛk , m ∈ N, f ∈ B(Y△)Ûm}
= sup{‖ ⊕∞ {A(((
△ · DZλλ )
Ûn(zλ))Ûm(f) : λ ∈ Λ}‖m¯×n : m ∈ N, f ∈ B(Y△)Ûm}
= sup{‖A(((△ · DZλλ )
Ûn(zλ))Ûm(f)‖m¯×n : m ∈ N, f ∈ B(Y△)Ûm , λ ∈ Λ}
Apply proposition 2.5.3 once again
‖(DZ)Ûn(z)‖Ûn = sup{‖A(((△ · DZλλ )Ûn(zλ))Ûm(f)‖m¯×n : m ∈ N, f ∈ B(Y△)Ûm , λ ∈ Λ}
= sup{‖D l˘n×mXλ,X∗λ(A(((D
Zλ
λ )
Ûn(zλ))Ûl(xλ), f)‖l˘n×m : l ∈ N, xλ ∈ BXÛl
λ
, m ∈ N,
f ∈ B
(Y △)Ûm , λ ∈ Λ}
= sup{‖A(((DZλλ )
Ûn(zλ))Ûl(xλ)‖lˆ×n : l ∈ N, xλ ∈ BXÛl
λ
, λ ∈ Λ}
= sup{‖(DZλλ )
Ûn(zλ)‖Ûn : λ ∈ Λ}
= sup{‖zλ‖Ûn : λ ∈ Λ}
= ‖z‖Ûn
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Hence DZ is a sequential isometry. Now consider second assumption. Define natural injections
iλ : Xλ →
⊕ 0
1{Xλ : λ ∈ Λ} : xλ 7→ (. . . , 0, xλ, 0, . . .). Take any ϕ ∈ SB(
⊕ 0
1{Xλ : λ ∈ Λ}), and
define ϕλ = ϕiλ. For each λ ∈ Λ we know that D
Zλ
λ is surjective, so there is zλ ∈ Zλ such that
DZλλ (zλ) = ϕλ. Since D
Zλ
λ is isometric, then ‖zλ‖ = ‖pλϕ‖ ≤ ‖ϕ‖ so sup{‖zλ‖ : λ ∈ Λ} <∞. Then
we have well defined z ∈
⊕
∞{Zλ : λ ∈ Λ}. Note that for all x ∈
⊕ 0
1{Xλ : λ ∈ Λ} we have
DZ(z)(x) =
∑
λ∈Λ
DZλλ (zλ)(xλ) =
∑
λ∈Λ
ϕλ(xλ) =
∑
λ∈Λ
ϕiλ(xλ) = ϕ
Ñ∑
λ∈Λ
iλ(xλ)
é
= ϕ(x)
hence DZ(z) = ϕ. Since ϕ is arbitrary, then DZ is surjective, but it is also injective as any
isometry. Hence DZ and all its amplifications are bijective, but they are all isometric, therefore
DZ is a sequential isometric isomorphism. ⊲
Proposition 2.9.6 Let {Xλ : λ ∈ Λ} be a family of operator sequence spaces, then
1) there is a sequential isometric isomorphism
SB
Ä⊕
0
1{Xλ : λ ∈ Λ}, Y
ä
=
⊕
∞{SB(Xλ, Y ) : λ ∈ Λ}
2) the operator sequence space
⊕ 0
1{Xλ : λ ∈ Λ} with natural injections iλ : Xλ →
⊕
∞{Xλ : λ ∈ Λ}
is a categorical coproduct in SQNor1.
⊳ 1) By proposition 2.3.13 vector dualities Eλ : Xλ ×SB(Xλ, Y )→ Y : (xλ, ϕ) 7→ ϕ(xλ) satisfy
both assumptions of proposition 2.9.2, hence E
⊕
∞{SB(Xλ,Y ):λ∈Λ} is a desired isometric isomorphism.
2) For all n ∈ N and x ∈ (
⊕ 0
1{Xλ : λ ∈ Λ})
Ûn
holds
‖iÛnλ(x)‖Ûn = sup{‖Dn¯×n⊕ 0
1{Xλ:λ∈Λ},
⊕
∞{X∗λ:λ∈Λ}
(iÛnλ(x), f)‖n¯×n : f ∈ B(⊕∞{X△λ :λ∈Λ})Ûn}
= sup{‖Dn¯×nXλ,X∗λ(p˜
Ûn
λ(f), x)‖n¯×n : f ∈ B(
⊕
∞{X
△
λ
:λ∈Λ})Ûn}
= sup{‖Dn¯×nXλ,X∗λ(f, x)‖n¯×n : f ∈ B(X△λ )Ûn}
= ‖x‖Ûn
so iλ is sequentially bounded, and even sequentially isometric. Now consider any family of se-
quentially contractie operators {ϕλ ∈ SB(Xλ, Y ) : λ ∈ Λ}. By previous paragraph for ϕ =
E
⊕
∞{SB(Xλ,Y ):λ∈Λ}(⊕∞{ϕλ : λ ∈ Λ}) we have ‖ϕ‖sb = sup{‖ϕλ‖sb : λ ∈ Λ} ≤ 1. Moreover, for all
y ∈ Y we have
ϕiλ(xλ) = E
⊕
∞{SB(Y,Xλ):λ∈Λ}(⊕∞{ϕλ : λ ∈ Λ})(iλ(xλ)) =
∑
λ′∈Λ
ϕλ′(iλ(xλ)) = ϕλ(xλ)
i.e. ϕiλ = ϕλ. Since Y and the family {ϕλ : λ ∈ Λ} are arbitrary, then
⊕ 0
1{Xλ : λ ∈ Λ} is indeed
a coproduct in SQNor1. ⊲
Proposition 2.9.7 Let {Xλ : λ ∈ Λ} be a family of operator sequence spaces, then there exist
sequentially isometric isomorphismÄ⊕
0
1{Xλ : λ ∈ Λ}
ä△
=
⊕
∞{X
△
λ : λ ∈ Λ}
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⊳ The result follows from proposition 2.9.6 with Y = C. ⊲
Definition 2.9.8 Let {Xλ : λ ∈ Λ} be a family of operator sequence space. By definition their⊕0
0-sum is an operator sequence space structure on
⊕0
0{X
Û1
λ : λ ∈ Λ}, considered as subspace of
operator sequence space
⊕
∞{Xλ : λ ∈ Λ}.
Proposition 2.9.9 Let {Xλ : λ ∈ Λ} be a family of operator sequence spaces, then the set
{
⊕
∞{ιÛnXλ(xλ) : λ ∈ Λ} : x ∈ B(⊕ 00{Xλ:λ∈Λ})Ûn} is weak∗ dense in B(⊕∞{X△△λ :λ∈Λ})Ûn
⊳ Let ψ ∈ (
⊕
∞{X∗∗λ : λ ∈ Λ})
Ûm with ‖ψ‖Ûm ≤ 1. In particular ‖ψi,λ‖ ≤ 1 for all i ∈ Nm
and λ ∈ Λ. For any λ ∈ Λ by theorem 3.96 [9] we have that ι(BXλ) is weak
∗ dense in X∗∗λ
so for each i ∈ Nm we have a net (x′′ν,i,λ : ν ∈ Ni,λ) ⊂ BXλ that is weak
∗ converges to ψi,λ.
For each i ∈ Nm consider poset Ni =
∏
λ∈ΛNi,λ with standard product order, natural projections
πi,λ : Ni → Ni,λ and define a subnet x′ν,i,λ = x
′′
pii,λ(ν),i,λ
for all ν ∈ Ni. So we get a net (x′ν,i,λ : ν ∈ Ni)
that is weak∗ converges to ψi,λ. The latter is equivalent to the weak
∗ convergence of the net
(
⊕
∞{ιXλ(x
′
ν,i,λ) : λ ∈ Λ} : ν ∈ Ni) ⊂ B
⊕
∞{X∗∗λ :λ∈Λ}
to ψi. Again, consider poset N =
∏m
i=1Ni
with standard product order, natural projections πi : N → Ni and define a subnet xν,i,λ = x
′
pii(ν),i,λ
for all ν ∈ N . Then we get a net (
⊕
∞{ιXλ(xν,i,λ) : λ ∈ Λ} : ν ∈ N) that weak
∗ converges to ψi. By
propositon 2.7.2 we get that the net (
⊕
∞{ιXλ(xν,λ) : λ ∈ Λ} : ν ∈ N) weak
∗ converges to ψ and
thanks to the defiition of the norm in
⊕
∞-sum this net is in the unit ball of (
⊕
∞{X
△△
λ : λ ∈ Λ})
Ûm.
The last is equivalent to the desired density result. ⊲
Proposition 2.9.10 Let {Xλ : λ ∈ Λ} be a family of operator sequence spaces, then there exist
sequentially isometric isomorphismÄ⊕
0
0{Xλ : λ ∈ Λ}
ä△
=
⊕
1{X
△
λ : λ ∈ Λ}
⊳ For each n ∈ N and f ∈
Ä⊕ 0
0{X
△
λ : λ ∈ Λ}
äÛn
we have
‖(D
⊕
1{X∗λ:λ∈Λ}⊕
0
0{Xλ:λ∈Λ},
⊕
1{X∗λ:λ∈Λ}
)Ûn(f)‖Ûn =
= sup{‖Dm×n⊕ 0
0{Xλ:λ∈Λ},
⊕
1{X∗λ:λ∈Λ}
(x, f)‖
m¯×n
: m ∈ N, x ∈ B⊕ 0
0{Xλ:λ∈Λ}
}
= sup{‖Dm×n⊕
1{X∗λ:λ∈Λ},
⊕
∞{X∗∗λ :λ∈Λ}
(f,⊕∞{ιXλ(xλ) : λ ∈ Λ})‖m¯×n : m ∈ N, x ∈ B
⊕
0
0{Xλ:λ∈Λ}
}
Since tautologically D is weak∗ continuous in the second variable, then from proposition 2.9.9 we
get
‖(D
⊕
1{X∗λ:λ∈Λ}⊕
0
0{Xλ:λ∈Λ},
⊕
1{X∗λ:λ∈Λ}
)Ûn(f)‖Ûn =
= sup{‖Dm×n⊕
1{X∗λ:λ∈Λ},
⊕
∞{X∗∗λ :λ∈Λ}
(f, ψ)‖
m¯×n
: m ∈ N, x ∈ B⊕
∞{X
△△
λ
:λ∈Λ}}
= ‖f‖Ûn
Therefore D
⊕
1{X∗λ:λ∈Λ}⊕
0
0{Xλ:λ∈Λ},
⊕
1{X∗λ:λ∈Λ}
is a sequential isometry, but by proposition 1.1.3 it is also
bijective, hence this is the desired sequential isometric isomorphism. ⊲
Similar results holds for Banach operator sequence spaces (just replace
⊕ 0
1-sums and
⊕ 0
0-sums
with
⊕
1-sums and
⊕
0-sums).
Next proposition extensively uses terminology and results of [10].
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Proposition 2.9.11 Let {Xλ : λ ∈ Λ} be a family of reflexive operator sequence spaces, then⊕
∞{Xλ : λ ∈ Λ} have unique (up to sequential isometry) Banach operator sequence space predual⊕
1{X
△
λ : λ ∈ Λ}
⊳ For each λ ∈ Λ the space Xλ is reflexive, so it belongs to the class (L0), so by theorem
1 [10] the space
⊕
0{Xλ : λ ∈ Λ} is in the class (L0). By remark after proposition 4 [10] and
propositions 2.9.7, 2.9.10 we get that
⊕
0{Xλ : λ ∈ Λ}
∗∗ =
⊕
∞{X
∗∗
λ : λ ∈ Λ} =
⊕
∞{Xλ : λ ∈ Λ}
have as Banach space unique up to isometric isomorphism predual Banach space (
⊕
0{Xλ : λ ∈
Λ})∗ =
⊕
1{X
∗
λ : λ ∈ Λ}. Since being operator seqence space predual is a stronger property
than being Banach space predual, then the only candidate for operator sequence space predual of⊕
∞{Xλ : λ ∈ Λ} is
⊕
1{X
△
λ : λ ∈ Λ}. By remark 2.5.4 the space Xλ is sequentially reflexive for
each λ ∈ Λ and by proposition 2.9.7 we getÄ⊕
1{X
△
λ : λ ∈ Λ}
ä△
=
⊕
∞{X
△△
λ : λ ∈ Λ} =
⊕
∞{Xλ : λ ∈ Λ}
⊲
2.10 Minimal and maximal structure of operator sequence space
Definition 2.10.1 ([6], 2.1.1) Minimal structure of operator sequence spacemin(E) for a normed
space E is given by identifications min(E)Ûn = B(ln2 , E), so for each x ∈ En we have
‖x‖Ûn = sup{∥∥∥∥∥ n∑
i=1
ξixi
∥∥∥∥∥ : ξ ∈ Bln2
}
Proposition 2.10.2 ([6], 2.1.4) Let X be an operator sequence space, then the following are
equivalent
1) X = min(XÛ1)
2) for every operator sequence space Y each bounded linear operator ϕ : Y → X is sequentially
bounded and ‖ϕ‖sb = ‖ϕ‖
3) for every operator sequence space Y there is isometric isomorphism SB(Y,X)Û1 = B(Y Û1, XÛ1)
Proposition 2.10.3 ([6], 1.1.11, 2.1.5) The map
min : Nor1 → SQNor1 : X 7→ min(X)
ϕ 7→ ϕ
is a covariant functor from category of normed spaces into the category of operator sequence spaces
Clearly, the following definition is a generalization of example 2.2.7.
Definition 2.10.4 ([6], 2.1.7) Maximal structure of operator sequence space max(E) for a given
normed space E is given by family of norms
‖x‖Ûn = inf
‖α‖Mn,k
(
k∑
i=1
‖x˜i‖
2
)1/2
: x = αx˜

where x ∈ EÛn, α ∈Mn,k, x˜ ∈ Ek.
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Proposition 2.10.5 ([6], 2.1.9) Let X be an operator sequence space, then the following are
equivalent
1) X = max(XÛ1)
2) for every operator sequence space Y each bounded linear operator ϕ : X → Y is sequentially
bounded and ‖ϕ‖sb = ‖ϕ‖
3) for every operator sequence space Y there is isometric isomorphism SB(X, Y )Û1 = B(XÛ1, Y Û1)
Proposition 2.10.6 ([6], 1.1.11, 2.1.10) The map
max : Nor1 → SQNor1 : X 7→ max(X)
ϕ 7→ ϕ
is a covariant functor from the category of normed spaces into the category of operator sequence
spaces.
Proposition 2.10.7 Let ϕ : E → F be bounded linear operator between normed spaces E and F ,
then
1) if ϕ is c-topologically injective, then min(ϕ) is sequentially c-topologically injective
2) if ϕ is isometric, then min(ϕ) is sequentially isometric
⊳ 1) For each n ∈ N and x ∈ min(E)Ûn we have
‖min(ϕ)Ûn(x)‖Ûn = sup{∥∥∥∥∥ n∑
i=1
ξiϕ
Ûn(x)i∥∥∥∥∥ : ξ ∈ Bln2
}
= sup
{∥∥∥∥∥
n∑
i=1
ξiϕ(xi)
∥∥∥∥∥ : ξ ∈ Bln2
}
= sup
{∥∥∥∥∥ϕ
(
n∑
i=1
ξixi
)∥∥∥∥∥ : ξ ∈ Bln2
}
≥ c−1 sup
{∥∥∥∥∥
n∑
i=1
ξixi
∥∥∥∥∥ : ξ ∈ Bln2
}
= c−1‖x‖Ûn
Hence min(ϕ) is sequentially c-topologically injective.
2) By previous paragraph min(ϕ) is 1-topologically injective. On the other hand, by proposition
2.10.2 we have ‖min(ϕ)‖sb = ‖ϕ‖ = 1. Therefore min(ϕ) is sequentially isometric. ⊲
Proposition 2.10.8 Let {Xλ : λ ∈ Λ} be a family of minimal operator sequence spaces, then⊕
∞{Xλ : λ ∈ Λ} is also minimal.
⊳ Let Y be arbitrary operator sequence space, then from propositions 2.9.3, 2.10.2 and 2.10.5
we have isometric identifications
SB
Ä
Y,
⊕
∞{Xλ : λ ∈ Λ}
äÛ1
=
⊕
∞{SB(Y,Xλ)
Û1 : λ ∈ Λ} =⊕∞{B(Y Û1, XÛ1λ) : λ ∈ Λ}
=
⊕
∞{SB(max(Y
Û1), Xλ)Û1 : λ ∈ Λ} = SB Åmax(Y Û1),⊕∞{Xλ : λ ∈ Λ}ãÛ1
= B
Ç
Y Û1, Ä⊕∞{Xλ : λ ∈ Λ}äÛ1å
Since Y is arbitrary, from proposition 2.10.2 we conclude that
⊕
∞{Xλ : λ ∈ Λ} have minimal
operator sequence space structure. ⊲
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Proposition 2.10.9 Let A be a commutative C∗ algebra and X be an operator sequence space,
then every bounded linear operator ϕ : X → A is sequentially bounded with ‖ϕ‖sb = ‖ϕ‖. As the
consequence the standard operator sequence space structure of A is minimal.
⊳ As A is a commutatitive C∗ algebra, by Gelfand-Naimark theorem 2.1.10 [4] we may assume
that A = C0(Ω). Using proposition 2.2.9 for any n ∈ N and x ∈ XÛn we have
‖ϕÛn(x)‖Ûn = ‖iC(ϕÛn(x))‖ = sup{‖iC(ϕÛn(x))(ω)‖ : ω ∈ Ω} = sup{〈iC(ϕÛn(x))(ω), ξ〉 : ω ∈ Ω, ξ ∈ BCn}
= sup
{∣∣∣∣∣
n∑
i=1
ϕ(xi)(ω)ξi
∣∣∣∣∣ : ω ∈ Ω, ξ ∈ BCn
}
= sup
{∣∣∣∣∣ϕ
(
n∑
i=1
ξixi
)
(ω)
∣∣∣∣∣ : ω ∈ Ω, ξ ∈ BCn
}
= sup
{∥∥∥∥∥ϕ
(
n∑
i=1
ξixi
)∥∥∥∥∥ : ξ ∈ BCn
}
≤ ‖ϕ‖ sup
{∥∥∥∥∥
n∑
i=1
ξixi
∥∥∥∥∥Ûn : ξ ∈ BCn
}
≤ ‖ϕ‖‖x‖Ûn sup{‖ diagn(ξ1, . . . , ξn)‖ : ξ ∈ BCn} = ‖ϕ‖‖x‖Ûn sup ßmaxi∈Nn |ξi| : ξ ∈ BCn™ ≤ ‖ϕ‖‖x‖Ûn
Therefore ‖ϕ‖sb ≤ ‖ϕ‖. Since we always have ‖ϕ‖ ≤ ‖ϕ‖sb, then we get the desired equality.
As operator sequence space X is arbitrary, from proposition 2.10.2 we see that A have minimal
operator sequence space structure. ⊲
Proposition 2.10.10 Let X be an operator sequence space, then X is minimal if and only if there
exist sequential isometry from X into C(Ω) for some compact topological space Ω.
⊳ Assume X have minimal structure. Consider natural isometry i : X → C(BX∗) (see A1 [7]).
By proposition 2.10.7 we know that min(i) : min(XÛ1) → min(C(BX∗)Û1) is sequentially isometric.
By proposition 2.10.9 we have min(C(BX∗)
Û1) = C(BX∗) and by assumption min(XÛ1) = X , so we
get the desired sequential isometry min(i) : X → C(BX∗).
Conversely, assume we are given sequential isometry i : X → C(Ω). Since iÛ1 : XÛ1 → C(Ω)Û1 is
an isometry, by proposition 2.10.7 we have sequential isometry min(i) : min(XÛ1) → min(C(Ω)Û1).
By proposition 2.10.9 we have min(C(Ω)Û1) = C(Ω), so we have one more sequential isometry
min(i) : min(XÛ1)→ C(Ω). Since i = min(i) as linear maps we conclude that X = min(XÛ1) ⊲
Proposition 2.10.11 Let ϕ : E → F be bounded linear operator between normed spaces E and
F , then
1) if ϕ is c-topologically surjective, then max(ϕ) is sequentially c-topologically surjective
2) is ϕ is coisometric, then max(ϕ) is sequentially coisometric
⊳ 1) By lemma A.2.1 [3] we know that ϕ̂ : E/Ker(ϕ) → F is c−1-topologically injective iso-
morphism of normed spaces. Then it have right inverse bounded operator ψ : F → E/Ker(ϕ)
with ‖ψ‖ ≤ c. By proposition 2.10.5 we have sequentially bounded operrator ψ′ : max(F ) →
max(E)/Ker(ϕ) : x 7→ ψ(x) with ‖ψ′‖sb = ‖ψ‖ ≤ c. From proposition 2.8.3 we have factorization
max(ϕ) = ÿ max(ϕ)πKer(ϕ),E , where ÿ max(ϕ) : E/Ker(ϕ) → F is sequentially bounded operator.
Clearly ÿ max(ϕ) = ϕ̂ and ψ = ψ′ as linear maps, hence ÿ max(ϕ) and ψ′ are sequentially bounded
linear operators which are inverse to each other. Now, for any n ∈ N and y ∈ max(F )Ûn consider
x = (ψ′)Ûn(y), then (ÿ max(ϕ))Ûn(x) = y and ‖x‖Ûn = ‖(ψ′)Ûn(y)‖Ûn ≤ ‖(ψ′)Ûn‖‖y‖Ûn ≤ ‖ψ′‖sb‖y‖Ûn ≤
c‖y‖Ûn. Since n ∈ N and y ∈ max(F )Ûn are arbitrary, then ÿ max(ϕ) is sequentially c-topologically
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surjective. Since πKer(ϕ),E is sequentially 1-topologically surjective, then by proposition 2.3.4
max(ϕ) = ÿ max(ϕ)πKer(ϕ),E is c-topologically surjective.
2) By previous paragraph max(ϕ) is 1-topologically surjective. On the other hand, by propo-
sition 2.10.5 we have ‖max(ϕ)‖sb = ‖ϕ‖ = 1. Therefore max(ϕ) is sequentially coisometric. ⊲
Proposition 2.10.12 Let {Xλ : λ ∈ Λ} be a family of maximal operator sequence spaces, then⊕
1{Xλ : λ ∈ Λ} is also maximal.
⊳ Let Y be arbitrary operator sequence space, then from propositions 2.9.6, 2.10.2 and 2.10.5
we have isometric identifications
SB
Ä⊕
0
1{Xλ : λ ∈ Λ}, Y
äÛ1
=
⊕
∞{SB(Xλ, Y )
Û1 : λ ∈ Λ} =⊕∞{B(XÛ1λ, Y Û1) : λ ∈ Λ}
=
⊕
∞{SB(Xλ,min(Y
Û1))Û1 : λ ∈ Λ} = SB Å⊕ 01{Xλ : λ ∈ Λ},min(Y Û1)ãÛ1
= B
ÇÄ⊕
0
1{Xλ : λ ∈ Λ}
äÛ1
, Y Û1å
Since Y is arbitrary, from proposition 2.10.5 we conclude that
⊕ 0
1{Xλ : λ ∈ Λ} have maximal
operator sequence space structure. ⊲
Proposition 2.10.13 Let Λ be an arbitrary, set, then l01(Λ) :=
⊕
1{C : λ ∈ Λ} have maximal
operator sequence structure.
⊳ By proposition 2.2.3 operator sequence space structure of C is unique and in particular
maximal. Now result follows from proposition 2.10.12. ⊲
Proposition 2.10.14 Let X be an operator sequence space, then X is maximal if and only if there
exist sequential coisometry from l1(Λ) onto X for some set Λ.
⊳ Assume X have maximal structure. Consider natural coisometry π : l1(BX)→ X (see A1 [7]).
By proposition 2.10.11 we know that max(π) : max(l1(BX)
Û1)→ max(XÛ1) is sequentially coisomet-
ric. By proposition 2.10.13 we have max(l1(BX)
Û1) = l1(BX) and by assumption max(XÛ1) = X , so
we get the desired sequential coisometry max(π) : l1(BX)→ X .
Conversely, assume we are given sequential coisometry π : l1(Λ) → X , then by proposition
2.8.3 we have that X and l1(Λ)/Ker(π) are sequentially isometrically isomorphic via π̂. Since
πÛ1 : l1(Λ)Û1 → XÛ1 is coisometric too, by proposition 2.10.11 we have sequential coisometry max(π) :
max(l1(Λ)
Û1) → max(XÛ1).From proposition 2.10.13 it is known that max(l1(Λ)Û1) = l1(Λ), so we
have one more sequential coisometry max(π) : l1(Λ)→ max(X
Û1). Again by proposition 2.8.3 we see
that max(XÛ1) and l1(Λ)/Ker(π) are sequentially isometrically isomorphic via ÿ max(π). Therefore
X = l1(Λ)/Ker(π) = max(X
Û1). ⊲
Proposition 2.10.15 ([6], 2.1.11) Let E be a normed space, then identity operator gives sequen-
tial isometric isomorphisms
max(E∗) = min(E)△, min(E∗) = max(E)△
Similar results holds in categories SQNor, SQBan and SQBan1.
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2.11 Tensor products of operator sequence spaces
It is natural to expect some kind of tensor product linearizing sequentially bounded bilinear oper-
ators.
Definition 2.11.1 ([6], 3.1.1) Let X and Y be operator sequence spaces, then their maximal
tensor product is a operator sequence space X ⊗Max Y with the family of norms (‖ · ‖(X⊗MaxY )Ûn)n∈N
given by equalities
‖u‖
(X⊗MaxY )Ûn = inf
‖[α1, . . . , αk]‖Mn,kl2
(
k∑
i=1
‖xi‖
2
XÛl‖yi‖2YÛl
)1/2
: u =
k∑
i=1
αi(xi ⊗ yi)

where u ∈ (X ⊗Max Y )Ûn, α1, . . . , αk ∈ Mn,l2 and x ∈ XÛl, y ∈ Y Ûl. Using standard completion
procedure for operator sequence spaces, we define completed version of this tensor product, which
we will denote X ⊗Max Y .
In [[6] 3.1.2] it is proved that, the norm defined above is the maximal cross norm making X⊗Y
a operator sequence space. This tensor product is called maximal and denoted by X ⊗Max Y .
Maximal tensor product have universal property with respect to the class of sequentially bounded
bilinear operators.
Proposition 2.11.2 ([6], 3.1.3, 3.1.4) Let X, Y and Z be operator sequence spaces, then there
exist sequential isometric isomorphisms
SB(X ⊗Max Y, Z) = SB(X ⊗
Max Y, Z) = SB(X × Y, Z) = SB(X,SB(Y, Z)) = SB(Y,SB(X,Z))
natural in X, Y and Z.
Corollary 2.11.3 Let X, Y be operator sequence spaces, then there exist sequential isometric
isomorphisms
SB(X△, Y ) = SB(X, Y △) = (X ⊗Max Y )
△
natural in X and Y .
3 Rigged categories
3.1 Projectivity and injectivity. Freedom and cofreedom
Now we will quote some definitions and results from [11]. Let K be an arbitrary category.
Definition 3.1.1 ([11], 2.1) A pair (K, : K → L), where  is a faithful covariant functor, is
called a rigged category. A dual rigged category of (K,) is a rigged category (Ko,o : Ko → Lo).
Definition 3.1.2 ([11], 2.1) A morphism τ in K is called -admissible epimorphism (monomor-
phism) if (τ) is a retraction (coretraction) in L.
Definition 3.1.3 ([11], 2.2) An object P ∈ K (I ∈ K) is called -projective (-injective) with
respect to a rigged category (K,), if for every X, Y ∈ K and every -admissible epimorphism
τ : Y → X (monomorphism τ : X → Y ) the map HomK(P, τ) (HomK(τ, I)) is surjective.
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Definition 3.1.4 ([11], 2.10) An object F ∈ K is called -free (-cofree) with base M ∈ L, if
there exist a morphism j : M → (F ) (j : (F ) → M), such that for each X ∈ K and each
morphism ϕ : M → (X) (ϕ : (X) → M) there exist the unique ψ : F → X (ψ : X → F ),
making the following diagram
(F )
(ψ)
$$❍
❍
❍
❍
❍
M
j
OO
ϕ // (X)
(F )
j

M (X)
ϕoo
(ψ)
dd❍
❍
❍
❍
❍
commutative. The morphism j is called universal arrow.
Definition 3.1.5 A rigged category (K,) is called freedom-loving (cofreedom-loving), if every
object in L is a base of some -free (-cofree) object in K.
The following results will be extremely useful in near future.
Proposition 3.1.6 Let M ∈ L be a base of -free (-cofree) objects F1, F2 in the rigged category
(K,), then F1 and F2 are isomorphic.
⊳ Consider category KM , whose objects are pairs of the form (X,ϕ : M → X), and mor-
phisms from (X1, ϕ1) to (X2, ϕ2) are morphisms ψ in K, such that ϕ2 = (ψ)ϕ1. Composition of
morphisms in KM is the same as in K. Clearly, every object F is -free in K with base M and
universal arrow j if and only if (F, j) is the terminal object in KM . Recall that every terminal
object in any category is unique up to isomorphism. It is remains to note that every isomorphism
in KM is an isomorphism in K. ⊲
Proposition 3.1.7 Let 12 : K1 → K2, 23 : K2 → K3 be faithful functors. Denote 13 =
2312. Let F1 be 12-free (12-cofree) object with base F2 and universal arrow j12 in the rigged
category (K1,12). Let F2 be 23-free (23-cofree) object with base F3 and universal arrow j23 in
the rigged category (K2,23). Then F1 is a 13-free (13-cofree) object with base F3 and universal
arrow 23(j23)j12 in the rigged category (K1,13).
K2
23
  ❇
❇❇
❇❇
❇❇
❇
K1
12
>>⑤⑤⑤⑤⑤⑤⑤⑤
13
// K3
As the consequence, if rigged categories (K1,12), (K1,12) are freedom-loving (cofreedom-loving),
then so does (K1,13). For cofree objects the proof is the same.
⊳ Consider arbitrary object X ∈ K1 and a morphism ϕ : F3 → 13(X). Since F2 is a 23-free
object, then there exist unique ψ : F2 → 12(X), such that ϕ = 23(ψ)j23. Since F1 is 12-free,
then there exist the unique χ : F1 → X , such that ψ = 12(χ)j12.
23(12(F1))
23(12(χ)) // 23(12(X)
23(F2)
23(j12)
OO
23(ψ)
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
F3
j23
OO
ϕ
::ttttttttttttttttttttttttt
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Therefore ϕ = 23(ψ)j23 = 23(12(χ))23(j23)j12 = 13(χ)j13, where j13 = 23(j23)j12 is a
universal arrow. Since X and ϕ are arbitrary, then F1 is a 13-free object with base F3. For cofree
objects the proof is the same. ⊲
Proposition 3.1.8 ([11], 2.3) Let (K,) be a rigged category, and P ∈ K (I ∈ K) be -
projective (-injective) object, then
1) if σ : P → Q (σ : I → J) is a retraction, then Q is -projective (J -injective)
2) if σ : X → P (σ : X → I) is -admissible epimorphism (monomorphism), then σ is a retraction
(coretraction)
Proposition 3.1.9 ([11], 2.11) Let (K,) be a rigged category, then
1) if F ∈ K is a -free (-cofree), then it is -projective (-injective)
2) if X such object in K, that (X) is a base of -free (-cofree) object F , then there exist -
admissible epimorphism (monomorphism) from F to X (from X to F ).
3) if K is freedom-loving (cofreedom-loving), then P ∈ K (I ∈ K) is -projective (-injective) if
and only if it is a retract of -free (-cofree) object.
Proposition 3.1.10 ([11], 2.13) Let (K,) be a rigged category, and Λ be any set. Assume for
each λ ∈ Λ an object Fλ ∈ K is -free (-cofree) with base Mλ ∈ L. Assume that {Fλ : λ ∈ Λ}
admits coproduct (product) F , and the family {Mλ : λ ∈ Λ} admits coproduct (product) M . Then
the object F is -free (-cofree) with base M .
Proposition 3.1.11 ([11], 4.5) Let (K1,1 : K1 → L1) and (K2,2 : K2 → L2) are rigged
categories, and we are given covariant functors Φ : K1 → K2 and Ψ : L1 → L2 such that the
diagram
K1
Φ

1 // L1
Ψ

K2
2 // L2
is commutative. Assume that Φ and Ψ has left (right) adjoint functors Φ∗ and Ψ∗ (∗Φ and ∗Ψ)
respectively, and F ∈ K2 is a 2-free (2-cofree) object with base M ∈ L2. Then Φ∗(F ) ∈ K1
(∗Φ(F ) ∈ K1) is a square1-free (1-cofree) object with base Ψ
∗(M) ∈ L1 (
∗Ψ(M) ∈ L1).
3.2 Normed semilinear spaces
In what follows we will need the following construction.
Definition 3.2.1 A semilinear space V over field K is an ordered triple (V,K, ·), where V is a
nonempty set, whose elements are called vectors, K is a field, whose elements are called scalars,
· : K × V → V is a map satisfying the following axioms
1) for all x ∈ V , α, β ∈ K holds α · (β · x) = (αβ) · x
2) for all x ∈ V holds 1K · x = x
3) there exist a vector 0 ∈ V , such that 0K · x = 0 for all x ∈ V .
The vector 0 ∈ V is called a zero vector.
Clearly, zero vector is unique and α · 0 = 0 for all α ∈ K.
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Example 3.2.2 Consider wedge sum
∨
{K : λ ∈ Λ} of copies of the field K, which intersects by
zero vector, for some set Λ. Multiplication in wedge sum is inherited from the filed. Obviously, this
is a semilinear space over field K, which we will denote KΛ. By K∅ we will understand semilinear
space, consisting of single zero vector.
Definition 3.2.3 A map ϕ : V → W between semilinear spaces V and W is called semilinear
operator, if ϕ(α · x) = α · ϕ(x) for all α ∈ K and x ∈ V .
Consider category LinK0 , whose objects are semilinear spaces over field K, and morphisms —
semilinear operator. We can easily get complete characterization of objects of this category.
Proposition 3.2.4 Every semilinear space is isomorphic in LinK0 to K
Λ for some set Λ.
⊳We say that two vectors x, y ∈ V are equivalent if x = αy for some α ∈ K \{0}. This relation
∼ is an equivalence relation. Let {xλ : λ ∈ Λ} be a set of representatives of each equivalence class
except equivalence class of zero vector. Then the semilinear operator ϕ : KΛ → V : zλ 7→ zλxλ is
an isomorphism in LinK0 ⊲
Definition 3.2.5 A semilinear normed space over normed field K is a pair (E, ‖ · ‖), where E is
a semilinear space over field K and ‖ · ‖ : E → R+ is a map, which we will call a norm, satisfying
the following relations:
1) if x ∈ E and ‖x‖ = 0, then x = 0;
2) for all x ∈ E and α ∈ K holds ‖α · x‖ = |α|‖x‖.
Example 3.2.6 For a given normed field K we define a norm on KΛ, by equality ‖zλ‖ := |zλ|K
for each zλ ∈ KΛ.
Definition 3.2.7 A semilinear operator ϕ : E → F between semilinear normed spaces E and F
is called bounded, if ‖ϕ(x)‖ ≤ C‖x‖ for some constant C ∈ R+. Infima of all such constants we
will call a norm of ϕ and will denote it by ‖ϕ‖.
Now consider category NorK0 , whose objects are semilinear normed spaces, and morphisms —
bounded semilinear operators. It is not hard to classify objects of this category.
Proposition 3.2.8 Every semilinear normed space in NorK0 is isomorphic to K
Λ for some set Λ.
⊳ Using proposition 3.2.4 consider equivalence relation ∼ and a set {xλ : λ ∈ Λ} of repre-
sentatives of equivalence classes, except equivalence class of zero vector. Fix some α ∈ K such
that 0 < |α| < 1. For each λ ∈ Λ there exist mλ ∈ Z such that |α|−mλ ≤ ‖xλ‖ < |α|−mλ+1.
Define yλ = α
mλxλ, then 1 ≤ ‖yλ‖ < |α|. Now it is easy to see that the semilinear operator
ϕ : KΛ → E : zλ 7→ zλyλ is an isomorphism in NorK0 ⊲
In what follows by Nor0 we will denote the category Nor
C
0 .
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3.3 Examples of rigged categories
Consider several examples. For simplicity we will deal only with normed spaces. One can easily
extend these constructions to the case of normed modules.
Example 3.3.1 (Metric freedom, [11]) Let K = Nor1, L = Set. The functor  sends a
normed space to its closed unit ball, and morphism is mapped to its birestriction to unit balls in
domain and range space. In this case -admissible epimorphisms are strict coisometries., -free
object with one point base is C. Hence from proposition 3.1.10 immediately follows, that -free
object with base Λ is l01(Λ).
Example 3.3.2 (Topological freedom) Let K = Nor, L = Nor0. The functor  sends a
normed space to its underlying semilinear normed space with the same norm, and a morphism re-
mains the same. In this case -admissible epimorphisms are are topologically surjective operators,
-free object with base CΛ is l01(Λ).
Example 3.3.3 (Metric cofreedom, [11]) Let K = Nor1, L = Set
0. The functor  send a
normed space X into the unit ball of X∗, a morphism is mapped to birestriction of dual morphism
to unit balls of domain and range spaces. In this case -admissible epimorphisms are isometries,
-cofree object with base Λ easily constructed from example 3.3.1 and proposition 3.1.10 — this is
the space l∞(Λ).
Example 3.3.4 (Topological cofreedom, [12]) Let K = Nor, L = Noro0. The functor  send
a normed space to underlying semilinear normed space of its dual, a morphism is mapped to the
its adjoint. In this case -admissible epimorphisms are topologically injective operators, -cofree
objects with base CΛ easily constructed from example 3.3.2 and proposition 3.1.10 — this is the
space l∞(Λ).
All these examples have their obvious Banach analogues, given by completion of free and cofree
objects mentioned above. Moreover these examples have their quantum versions: the role of free
object with one point base instead of C plays the operator space N∞ :=
⊕ 0
1{N (C
n) : n ∈ N}([[11],
5.9], see also [12]). Our immediate goal is to show the same role for operator sequence spaces is
played by t∞2 :=
⊕0
1{t
n
2 : n ∈ N}.
4 Free operator sequence spaces
4.1 Metric freedom
We begin with metric version of freedom for operator sequence spaces. Consider functor
sqMet : SQNor1 → Set : X 7→
∏{
B
XÛn : n ∈ N}
ϕ 7→
∏®
ϕÛn|BYÛnB
XÛn : n ∈ N
´
sending a operator sequence space to the cartesian product of unit balls of its amplifications.
Proposition 4.1.1 sqMet-admissible epimorphisms are exactly sequentially strictly coisometric
operators.
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⊳ A morphism ϕ is sqMet-admissible epimorphism if sqMet(ϕ) is invertible from the right as
morphism in Set. This is equivalent to surjectivity of sqMet(ϕ), which is equivalent to surjectivity
of ϕÛn|BYÛnB
XÛn for all n ∈ N. The latter means that ϕÛn strictly coisometric for each n ∈ N. So ϕÛn
sequentially strictly coisometric. ⊲
By In we denote the element of (t
n
2 )
Ûn = B(ln2 , ln2 ), corresponding to the identity operator.
Proposition 4.1.2 Let X be a operator sequence space and x ∈ B
XÛn. Then there exist unique
sequentially contractive operator ψn ∈ SB(t
n
2 , X), such that ψ
Ûn
n(In) = x.
⊳ Since, In = (ei)i∈Nn , where ei is the i-th orth of underlying space t
n
2 . Obviously, there exist
unique linear operator ψn, satisfying ψn(ei) = xi, i ∈ Nn. It is remains to check that ψn is
sequentially contractive. Let k ∈ N and y ∈ B
(tn2 )
Ûk , then yi = ∑nj=1 αijej , i ∈ Nk for some matrix
α ∈Mk,n. Then
‖ψÛkn(y)‖Ûk = ∥∥∥(ψn(yi))i∈Nk∥∥∥Ûk =
∥∥∥∥∥∥∥
Ñ
n∑
j=1
αijψn(ej)
é
i∈Nk
∥∥∥∥∥∥∥Ûk =
∥∥∥∥∥∥∥
Ñ
n∑
j=1
αijxj
é
i∈Nk
∥∥∥∥∥∥∥Ûk
= ‖αx‖Ûk ≤ ‖α‖‖x‖Ûn = ‖y‖(tn2 )Ûk‖x‖Ûn ≤ 1
Therefore ψn is sequentially contractive. ⊲
Proposition 4.1.3 Metrically free operator sequence space with one point base is a space t∞2 :=⊕0
1{t
n
2 : n ∈ N}.
⊳ Define universal arrow as such j : {λ} → t∞2 : λ 7→ (I1, I2, . . . , In, . . .). Let X be arbitrary
operator sequence space and ϕ : {λ} →
∏
n∈NBXÛn be some map. Denote x = ϕ(λ). From propo-
sition 4.1.2 and properties of corpducts it follows that, there exist unique sequentially contractive
operator ψ =
⊕0
1{ψn : n ∈ N} ∈ SB (
⊕0
1{t
n
2 : n ∈ N}, X), such that ψ
Ûn(in(In)) = x, for all n ∈ N.
Here in : t
n
2 → t
∞
2 stands for standard embedding.
sqMet(t
∞
2 )
sqMet(ψ)
''❖
❖
❖
❖
❖
❖
{λ}
j
OO
ϕ // sqMet(X)
In this case ϕ = sqMet(ψ)j. Since X and ϕ are arbitrary, then t
∞
2 is metrically free with one
point base. ⊲
Thus we are ready to state the final result.
Theorem 4.1.4 Metrically free operator sequence space with base Λ is up to sequential isometric
isomorphism a
⊕ 0
1-sum of copies of the space t
∞
2 , indexed by elements of the set Λ.
⊳ Result follows from propositions 3.1.10 and 4.1.3 ⊲
Corollary 4.1.5 Every operator sequence space is an image of sequentially strictly coisometric
operator from
⊕0
1{t
∞
2 : λ ∈ Λ} for some set Λ.
⊳ From theorem 4.1.4 we see that (SQNor1,sqMet) is freedom-loving. Now the desired result
follows from propositions 3.1.9 and 4.1.1. ⊲
Similar propositions are valid in Banach case (just replace
⊕ 0
1-sums with
⊕
1-sums).
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4.2 Topological freedom
Let’s proceed to consideration of sequential version of topological freedom. Consider functor
sqTop : SQNor → Nor0 : X 7→
⊕
∞{X
Ûn : n ∈ N}
ϕ 7→
⊕
∞{ϕ
Ûn : n ∈ N},
sending operator sequence space to underlying semilinear normed space of
⊕
∞-sum of its amplifi-
cations.
Proposition 4.2.1 Let ϕ : X → Y be bounded linear operator between normed spaces X and Y ,
then it is c-topologically surjective if and only if there exist bounded semilinear operator ρ : Y → X
such that ‖ρ‖ ≤ c and ϕρ = 1Y .
⊳ Assume ϕ is c-topologically surjective. Consider relation ∼ on SY defined as follows: e1 ∼ e2
if and only if there exist α ∈ T such that e1 = αe2. Clearly, ∼ is an eqivalence relation, so we can
consider a set of non zero representatives of equivalence classes, say {rλ : λ ∈ Λ}. By construction,
for each e ∈ SY we have unique α(e) ∈ T and λ(e) ∈ Λ such that e = α(e)rλ(e). Clearly, for any
z ∈ T and e ∈ SY we have α(ze) = zα(e) and λ(ze) = λ(e). Since ϕ is c-topologically surjective,
then, in particular, for each λ ∈ Λ we have x(λ) ∈ X such that ‖x(λ)‖ ≤ c‖rλ‖ and ϕ(x(λ)) = rλ.
Consider, map ρ˜ : SY → X : e 7→ α(e)x(λ(e)). It is easy to see that for all z ∈ T and e ∈ SY holds
ρ˜(ze) = zρ˜(e), ‖ρ˜(e)‖ ≤ c and ϕ(ρ˜(e)) = e. Now consider map ρ : Y → X : y 7→ ‖y‖ρ˜(‖y‖−1y)
and ρ(0) = 0. Using properties of ρ˜ it is trivial to check that ρ is semilinear operator such that
‖ρ‖ ≤ c and ϕρ = 1Y .
Conversely, assume there exist bounded semilinear operator ρ : Y → X such that ‖ρ‖ ≤ c and
ϕρ = 1Y . Take any y ∈ Y and consider x = ρ(y), then ‖x‖ ≤ C‖y‖ and ϕ(x) = y. Hence ϕ is
c-topologically surjective. ⊲
Proposition 4.2.2 sqTop-admissible epimorphisms are exactly sequentially topologically surjec-
tive operators.
⊳ For a given operator sequence space Z by iZn : Z
Ûn → sqTop(Z) we denote natural embedding,
and by pZn : sqTop(Z) → Z
Ûn we denote natural projection. Assume that ϕ : X → Y is c-
sequentially topologically surjective. Fix n ∈ N, then by proposition 4.2.1 there exist bounded
semilinear operator ρn such that ϕÛnρn = 1
YÛn and ‖ρn‖ ≤ c. Consider map ρ = ⊕∞{ρn : n ∈ N}.
For each y ∈ sqTop(Y ) we have
‖ρ(y)‖ = sup{‖ρn(pYn (y))‖Ûn : n ∈ N} ≤ c sup{‖pYn (y)‖Ûn : n ∈ N} = c‖y‖
so ρ is semilinear bounded operator. Moreover, sqTop(ϕ)ρ = 1sqTop(Y ), hence ϕ is sqTop-
admissible epimorphism. Conversely, if ϕ is sqTop-admissible epimorphism, then there exist
bounded right inverse semilinear operator ρ to sqTop(ϕ). Then for every y ∈ Y Ûn holds sqTop(ϕ)
ρ(iYn (y)) = i
Y
n (y). In particular ϕ
Ûn(pXn (ρ(iYn (y)))) = y. Denote x = pXn (ρ(iYn (y))) and c = ‖ρ‖, then
ϕÛn(x) = y and ‖x‖Ûn ≤ ‖ρ(iYn (y))‖ ≤ c‖iYn (y)‖ = c‖y‖Ûn. Therefore, ϕ is sequentially topologically
surjective. ⊲
We are ready to state the main result of this section.
Proposition 4.2.3 Let F be metrically free operator sequence space with base Λ. Then F is
topologically free operator sequence space with base CΛ.
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⊳ Let j′ : Λ → sqMet(F ) be universal arrow in the diagram of metric freedom of F . Define
semilinear bounded operator j : CΛ → sqTop(F ) : zλ 7→ zλj(λ). Consider arbitrary bounded
semilinear operator ϕ : CΛ → sqTop(X), where X is arbitrary operator sequence space. Then for
ϕ′ := ‖ϕ‖−1sb ϕ there exist unique ψ
′
, such that ϕ′ = sqMet(ψ
′)j. Now, it is easy to see that for
ψ := ‖ϕ‖sbψ
′
the diagram
sqTop(F )
sqTop(ψ)
''◆
◆
◆
◆
◆
◆
CΛ
j
OO
ϕ
// sqTop(X)
is commutative. Assume there two morphisms ψ1 and ψ2 making the diagram above commutative.
Denote C = max(‖ϕ‖sb, ‖ψ1‖sb, ‖ψ2‖sb), then morphisms C−1ψ1 and C−1ψ2 make the following
diagram
sqMet(F )
?
''❖
❖
❖
❖
❖
❖
C
Λ
j′
OO
C−1ϕ′
// sqMet(X)
commutative. This contradicts uniqueness of morphism ψ′, so ψ is unique. ⊲
As the consequence we get complete description of topologically free operator sequence spaces
Theorem 4.2.4 A operator sequence space is topologically free if and only if it is sequentially
topologically isomorphic to
⊕ 0
1-sum of copies of the space t
∞
2 , indexed by elements of some set Λ.
Corollary 4.2.5 Every operator sequence space is an image of sequentially topologically surjective
operator from
⊕0
1{t
∞
2 : λ ∈ Λ} for some set Λ.
⊳ From theorem 4.1.4 it follows that the rigged category (SQNor,sqTop) is freedom-loving.
Now the desired result follows from propositions 3.1.9 and 4.2.2 ⊲
Similar propositions are valid in Banach case (just replace
⊕ 0
1-sums with
⊕
1-sums).
4.3 Pseudotopological freedom and projectivity
One may ask, whether existence of uniform constant C in the definition of sequential topological
surjectivity is necessary? Indeed more natural definition would require just topological surjectivity
of all amplifications of sequentially bounded operator. Later we will see that this class of admissible
epimorphisms doesn’t give rich homological theory.
The type of projectivity given by this kind of sequentially bounded admissible epimorphisms
we will call pseudotopological. Consider functor
sqpTop : SQNor → Nor0 : X 7→ X
Û1
ϕ 7→ ϕ
sending operator sequence space to the underlying semilinear normed space of the first amplifica-
tion.
Definition 4.3.1 A sequentially bounded operator ϕ : X → Y is called pseudotopologically sur-
jective if for every n ∈ N there exist cn > 0 such that for all y ∈ Y Ûn we can find x ∈ XÛn with
ϕÛn(x) = y and ‖x‖Ûn ≤ cn‖y‖Ûn
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Proposition 4.3.2 Let ϕ : X → Y be sequentially bounded operator, then the following are
equivalent
1) ϕ sqpTop-admissible epimorphism
2) ϕ is pseudotopologically surjective
3) ϕÛ1 is topologically surjective
⊳ 1) =⇒ 2) Assume ϕ is sqpTop-admissible epimorphism, then for some c1 > 0 and any y ∈ Y
there exist x ∈ X with ϕ(x) = y and ‖x‖ ≤ c1‖y‖. Let n ∈ N and y ∈ Y Ûn, then consider x ∈ XÛn,
such that ϕ(xi) = yi and ‖xi‖ ≤ c1‖yi‖ for all i ∈ Nn. Let ei ∈ M1,n be row-matrix with 1 in the
i-th place and 0 in others, then
‖x‖Ûn ≤ ( n∑
i=1
‖xi‖
2Û1)1/2 ≤ ( n∑
i=1
c21‖yi‖
2Û1)1/2 ≤ c1 ( n∑
i=1
‖eiy‖
2Ûn)1/2
≤ c1
(
n∑
i=1
‖ei‖
2‖y‖2Ûn)1/2 = c1n1/2‖y‖Ûn
Clearly, ϕ(x) = y so ϕ is pseudotopologically surjective.
2) =⇒ 3) Obvious.
3) =⇒ 1) By proposition 4.2.1 there exist bounded semilinear operator ρ such that ϕρ = 1Y .
This means, that sqpTop(ϕ) have right inverse, i.e. ϕ is sqpTop-admissible epimorphism. ⊲
Consider functors
sqRel : SQNor → Nor : X 7→ X
Û1
ϕ 7→ ϕ
norTop : Nor → Nor0 : X 7→ X
ϕ 7→ ϕ
Note the obvious identity sqpTop = norTopsqRel.
Proposition 4.3.3 In the rigged category (SQNor,sqRel)
1) sqRel-free objects are exactly operator sequence spaces sequentially topologically isomorphic to
max(E) for some normed space E. This category is freedom-loving.
2) Every retract of sqRel-free object have maximal structure of operator sequence space
3) each sqRel-projective object is sqRel-free.
⊳ 1) Let E ∈ Nor. We will show that max(E) is sqRel-free object with base E. Universal
arrow will be as such j : E → sqRel(max(E)) : x 7→ x. Let X be arbitrary operator sequence
space and ϕ : E → sqRel(X) be arbitrary bounded linear operator. Consider linear operator
ψ : max(E) → X : x 7→ ϕ(x). From proposition 2.10.5 it follows, that ψ is sequentially bounded.
Clearly, ϕ = sqRel(ψ)j. Since X and ϕ are arbitrary, then max(E) is sqRel-free object. From
proposition 3.1.6 it follows that sqRel-free objects are sequentially topologically isomorphic to
max(E). Since E is arbitrary normed space, then the rigged category (SQNor,sqRel) is freedom-
loving.
2) Let σ : max(E) → X be a retraction in SQNor. Then σ is topologically surjective and by
proposition 2.10.11 X have maximal structure.
3) Let P be sqRel-projective object,then from proposition 3.1.9 it follows that it is a retract of
sqRel-free object, and from paragraph 2) that P have maximal structure of operator sequence
space, i.e. P = max(sqRel(P )). Now from paragraph 1) we see that P is sqRel-free. ⊲
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Proposition 4.3.4 In the rigged category (Nor,norTop)
1) norTop-admissible epimorphisms are exactly topologically surjective operators
2) norTop-free objects are normed spaces topologically isomorphic to l
0
1(Λ) with base C
Λ.
3) norTop-projective objects are normed spaces topologically isomorphic to l
0
1(Λ) for some set Λ.
⊳ 1) Follows from proposition 4.2.1/
2) Consider map j : CΛ → l01(Λ) : zλ → zλδλ. For a given semilinear bounded operator ϕ :
CΛ → norTop(X), where X is an arbitrary normed space consider linear operator ψ : l01(Λ)→ X :
f 7→
∑
λ∈Λ f(λ)ϕ(1λ). Since ‖ψ(f)‖ ≤ ‖ϕ‖‖f‖, then ψ is bounded. Moreover it is straightforward
to check that norTop(ψ)j = ϕ. Uniqueness of ψ follows from the chain of equalities
ψ(f) =
∑
λ∈Λ
f(λ)ψ(δλ) =
∑
λ∈Λ
f(λ)norTop(ψ)(j(1λ)) =
∑
λ∈Λ
f(λ)ϕ(1λ)
3) See [13] theorem 0.12 ⊲
Theorem 4.3.5 A sequential operator space is pseudotopologically projective if and only if it is
sequentially topologically isomorphic to max(l01(Λ)) for some set Λ.
⊳ From proposition 4.3.4 it follows that l01(Λ) is norTop-free with base C
Λ. From proposi-
tion 4.3.3 we get that max(l01(Λ))is sqRel-free with base l
0
1(Λ). Then from proposition 3.1.7 we
see that max(l01(Λ)) is sqpTop-free with base C
Λ. Now from proposition 3.1.6 we know that all
pseudotopologically free objects are of the form max(l01(Λ)) for some set Λ. ⊲
Corollary 4.3.6 Every operator sequence space is an image of topologically surjective operator
from max(l01(Λ)) for some set Λ.
⊳ From theorem 4.3.5 it follows that the rigged category (SQNor,sqpTop) is freedom-loving.
Now the desired result follows from propositions 3.1.9 and 4.3.2. ⊲
Theorem 4.3.7 Every pseudotopologically projective operator sequence space is sequentially topo-
logically isomorphic to max(l01(Λ)) for some set Λ.
⊳ Let P be pseudotopologically projective operator sequence space. From proposition 4.3.5,
4.3.6 we see that there exist sqpTop-admissible epimorphism σ : max(l
0
1(Λ))→ P for some set Λ.
Since max(l01(Λ)) is sqpTop-free object, then from proposition 3.1.8 we get that σ is a retraction in
SQNor. From paragraph 2) of proposition 4.3.3 we get, the structure of operator sequence space
P is maximal, i.e. P = max(sqRel(P )). Since σ is a retraction in SQNor, it is also a retraction
in Nor from the space l01(Λ). By proposition 4.3.4 the space l
0
1(Λ) is sqRel-free. As sqRel(P ) is
its retract in Nor, then from proposition 3.1.9 we see that sqRel(P ) is norTop-projective. In this
case again from proposition 4.3.4 we conclude, that sqRel(P ) is topologically isomorphic to l
0
1(Λ
′)
for some set Λ′. Applying max functor to this isomorphism, we establish sequential topological
isomorphism between P = max(sqRel(P )) and max(l
0
1(Λ
′)). ⊲
Similar propositions are valid in Banach case (just replace l01 spaces with l1 space).
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5 Cofree operator sequence spaces
In what follows we will use the following simple observation
From propositions 2.9.7 and 2.3.6 it follows, that there exist sequential isometric isomorphisms
(t∞2 )
△ =
⊕
∞{(t
n
2 )
△ : n ∈ N} =
⊕
∞{l
n
2 : n ∈ N} = l
∞
2
Therefore applying again proposition 2.9.7 we get a sequential isometric isomorphism:Ä⊕
0
1{t
∞
2 : λ ∈ Λ}
ä△
=
⊕
∞{l
∞
2 : λ ∈ Λ}
5.1 Metric cofreedom
Consider functor

d
sqMet : SQNor1 → Set
o : X 7→
∏ß
B
(X△)Ûn : n ∈ N™
ϕ 7→
∏®
(ϕ△)Ûn|B(X△)ÛnB
(Y△)Ûn : n ∈ N
´
Proposition 5.1.1 dsqMet-admissible monomorphisms are exactly sequentially isometric opera-
tors.
⊳ A morphism ϕ is dsqMet-admissible monomorphism if and only if 
d
sqMet(ϕ) is invertible
from the left in Seto. This is equivalent to surjectivity of dsqMet(ϕ
△). The latter is equivalent
to surjectivity of (ϕ△)Ûn|BYÛnB
XÛn for all n ∈ N. This means that (ϕ△)Ûn is strictly coisometric for each
n ∈ N, i.e. ϕ△ is sequentially strictly coisometric. By theorem 2.6.8 it is equivalent to ϕ being
sequentially isometric. ⊲
Theorem 5.1.2 Metrically cofree operator sequence space with base Λ is up to sequential isometric
isomorphism a
⊕
∞-sum of copies of the space l
∞
2 :=
⊕
∞{ln2 : n ∈ N}, indexed by elements Λ.
⊳ Let Λ be an arbitrary. Consider commutative diagram
SQNoro1
∇

(d
sqMet
)o
// Set
1Set

SQNor1
sqMet // Set
Here ∇ is a covariant version of △ functor. That diagram is indeed commutative since for any
operator sequence spaces X , Y and arbitrary ϕ ∈ SB(X, Y ) holds
1Set((
d
sqMet)
o(ϕ)) =
∏
n∈N
(ϕ△)Ûn|B(X△)ÛnB
(Y△)Ûn = sqMet(∇(ϕ))
From remark 2.11.3 we see that ∇ have left adjoint functor, which is △. Analogously 1Set is adjoint
to itself from the left and from the right. By theorem 4.1.4 the object
⊕ 0
1{t
∞
2 : λ ∈ Λ} is sqMet-
free, so by proposition 3.1.11 the object (
⊕ 0
1{t
∞
2 : λ ∈ Λ})
△ =
⊕
∞{l∞2 : λ ∈ Λ} is (
d
sqMet)
o-free,
which is the same as being dsqMet-cofree. Since the set Λ is arbitrary, using proposition 3.1.6
we get that all sqMet-cofree objects with base Λ are sequentially isometrically isomorphic to the
space constructed above. ⊲
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Corollary 5.1.3 From every operator sequence space there exist a sequentially isometic operator
into
⊕
∞{l
∞
2 : λ ∈ Λ} for some set Λ.
⊳ From theorem 4.1.4 it follows that the rigged category (SQNor1,
d
sqMet) is cofreedom-loving.
Now the desired result from propositions 3.1.9 and 5.1.1. ⊲
Proposition 5.1.4 An operator sequence space X is a dual operator sequence space if and there is
sequentially isometric weak∗-weak∗ homeomorphism onto weak∗ closed subspace of
⊕
∞{l
∞
2 : λ ∈ Λ}
for some set Λ.
⊳ Assume X is a dual operator sequence space with sequential predual X△. By proposition
4.1.5 for some set Λ we have sequentially coisometric operator π :
⊕0
1{t
∞
2 : λ ∈ Λ} → X△. By
theorem 2.6.8 operator π△ is a sequential isometry from X△△ = X into (
⊕0
1{t
∞
2 : λ ∈ Λ})
△ =⊕
∞{l
∞
2 : λ ∈ Λ}. By lemma A.2.5 [8] operator π
△ is weak∗-weak∗ homeomorphism onto its weak∗
closed image.
Conversely, if X is a weak∗ closed subspace of Y :=
⊕
∞{l
∞
2 : λ ∈ Λ} for some set Λ, then by
proposition 2.8.5 we have X = (Y/X⊥)
△. Hence X is dual operator sequence space with sequential
predual X△ := Y/X⊥. ⊲
Similar propositions are valid in Banach case.
5.2 Topological cofreedom
Consider functor

d
sqTop : SQNor → Nor
o
0, X 7→
⊕
∞{(X
△)Ûn : n ∈ N}
ϕ 7→
⊕
∞{(ϕ
△)Ûn : n ∈ N}
Proposition 5.2.1 dsqTop-admissible monomorphisms are exactly sequentially topologically injec-
tive operators.
⊳ A morphism ϕ is a dsqTop-admissible monomorphism if and only if 
d
sqTop(ϕ) is invertible as
morphism in Noro0. This is equivalent to say that 
d
sqTop(ϕ) = sqTop(ϕ
△) is invertible from the
right as morphism in Nor0. From proposition 4.2.2 this is equivalent to sequential topological sur-
jectivity of ϕ△. By theorem 2.6.8 this is equivalent to ϕ being sequentially topologically injective.
⊲
Theorem 5.2.2 A operator sequence space is topologically cofree if and on;y if it is sequentially
topologically isomorphic to
⊕
∞ sum of copies of the space l
∞
2 indexed by elements of some set Λ.
⊳ Let Λ be an arbitrary set. Consider commutative diagram
SQNoro
∇

(d
sqTop
)o
// Nor0
1Nor0

SQNor
sqTop // Nor0
Here ∇ is a covariant version of △ functor. This diagram is commutative since for any operator
sequence spacesX , Y and arbitrary ϕ ∈ SB(X, Y ) holds
1Nor0((
d
sqTop)
o(ϕ)) =
⊕
∞{(ϕ
△)Ûn : n ∈ N} = sqTop(∇(ϕ))
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From remark 2.11.3 we see that ∇ have left adjoint functor,which is △. Analogously 1Nor0 is adjoint
to itself from the left and from the right. By theorem 4.2.4 the object
⊕ 0
1{t
∞
2 : λ ∈ Λ} is sqTop-
free, so by proposition 3.1.11 the object (
⊕ 0
1{t
∞
2 : λ ∈ Λ})
△ =
⊕
∞{l∞2 : λ ∈ Λ} is (
d
sqTop)
o-free
which is the same as being dsqTop-cofree. Using proposition 3.1.6 we get, that all sqTop-cofree
objects with base CΛ are sequentially topologically isomorphic to the space constructed above. ⊲
Corollary 5.2.3 Every metrically cofree operator sequence space is topologically cofree.
Corollary 5.2.4 From every operator sequence space there exist sequentially topologically injective
operator into
⊕
∞{l
∞
2 : λ ∈ Λ} for some set Λ.
⊳ From theorem 5.2.2 it follows that the rigged category (SQNor,dsqTop) is cofreedom-loving.
Now the desired result follows from propositions 3.1.9 and 5.2.1. ⊲
Similar propositions are valid in Banach case.
5.3 Pseudotopological cofreedom and injectivity
Consider functor

d
sqpTop : SQNor → Nor
o
0, X 7→ (X
△)Û1
ϕ 7→ ϕ△
sending operator sequence space to the underlying semilinear normed space of the first amplification
of its sequential dual, and morphism is mapped to its adjoint considered as bounded semilinear
operator.
Definition 5.3.1 A sequentially bounded operator ϕ : X → Y is called pseudotopologically injec-
tive,if for every n ∈ N there exist cn > 0 such that for all x ∈ XÛn holds cn‖ϕÛn(x)‖Ûn ≥ ‖x‖Ûn
Proposition 5.3.2 Let ϕ : X → Y be sequentially bounded operator between operator sequence
spaces, then the following are equivalent
1) ϕ is sqpTop-admissible monomorphism
2) ϕ is pseudotopologically injective
3) ϕÛ1 is topologically injective
⊳ 1) =⇒ 2) Let ϕ be dsqpTop-admissible monomorphism. Then 
d
sqpTop(ϕ) is invertible from
the left as morphism in Noro0. This is equivalent to say that 
d
sqpTop(ϕ) = sqpTop(ϕ
△) is invertible
from the right as morphism in Nor0. From proposition 4.3.2 it is equivalent to pseudotopological
surjectivity of ϕ△. By proposition 1.2.3 this is equivalent to ϕ being pseudotopologically injective.
2) =⇒ 3) Obvious.
3) =⇒ 1) Let ϕÛ1 be topologically injective then by proposition 1.2.3 (ϕ△)Û1 is topologically
surjective. From proposition 4.3.2 ϕ△ is sqpTop-admissible epimorphism, i.e. sqpTop(ϕ
△) is
invertible from the right as morphism in Nor0. Hence 
d
sqpTop(ϕ) = sqpTop(ϕ
△) is invertible from
the left as morphism in Noro0. Hence ϕ is 
d
sqpTop-admissible monomorphism. ⊲
Consider functors

d
sqRel : SQNor → Nor
o : X 7→ (X△)Û1
ϕ 7→ ϕ

d
norTop : Nor
o → Noro0 : X 7→ X
ϕ 7→ ϕ
Note the obvious identity dsqpTop = 
d
norTop
d
sqRel.
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Proposition 5.3.3 In the rigged category (SQNor,dsqRel)
1) dsqRel-cofree objects are exactly operator sequence spaces sequentially topologically isomorphic
to min(E∗) for some normed space E. This category is cofreedom-loving.
2) Every retract of dsqRel-cofree object have minimal structure of operator sequence space.
⊳ 1) Let E ∈ Nor. Consider commutative diagram
SQNoro
∇

(d
sqRel
)o
// Nor
1Nor

SQNor
sqRel // Nor
Here ∇ is a covariant version of △ functor. This diagram is commutative since for any operator
sequence spaces X , Y and arbitrary ϕ ∈ SB(X, Y ) holds
1Nor((
d
sqRel)
o(ϕ)) = ϕ△ = sqRel(
∇(ϕ))
From remark 2.11.3 we see that ∇ have left adjoint functor, which is △. Analogously 1Nor is adjoint
to itself from the left and from the right. By proposition 4.3.3 the object max(E) is sqRel-free,
so from propositions 3.1.11, 2.10.15 the object (max(E))△ = min(E∗) is (dsqRel)
o-free, which is
the same as being dsqRel-cofree. Since the space E is arbitrary, using proposition 3.1.6 we get
that all dsqRel-cofree objects with base E are sequentially topologically isomorphic to the space
constructed above. As the consequence the rigged category (SQNor,dsqRel) is cofreedom-loving.
2) Let σ : min(E∗)→ X be a retraction in SQNor. Right inverse of σ we will denote by ρ. Since
ρ is topologically injective, then by proposition 2.10.7 we see that X have minimal struture. ⊲
Proposition 5.3.4 In the rigged category (Noro,dnorTop)
1) dnorTop-admissible monomorphisms are exactly topologically surjective operators
2) dnorTop-cofree objects are exactly normed spaces topologically isomorphic to l
0
1(Λ) with base C
Λ.
3) dnorTop-injective objects are normed spaces topologically isomorphic to l
0
1(Λ) for some set Λ.
⊳ All results follow from proposition 5.3.4 if one note that dnorTop = 
o
norTop. ⊲
Theorem 5.3.5 A operator sequence space is pseudotopologically cofree if and only if it is sequen-
tially topologically isomorphic to min(l∞(Λ)) for some set Λ.
⊳ From proposition 5.3.4 it follows that l01(Λ) is 
d
norTop-cofree with base C
Λ. From proposition
5.3.3 we get that min((l01(Λ))
∗) = min(l∞(Λ)) is 
d
sqRel-cofree with base l
0
1(Λ). Then from propo-
sition 3.1.7 we see that min(l∞(Λ)) is 
d
sqpTop-cofree with base C
Λ. Now from proposition 3.1.6 we
know that all pseudotopologically cofree objects are of the form min(l∞(Λ)) for some set Λ. ⊲
Corollary 5.3.6 From every operator sequence space there exist topologically injective operator
into min(l∞(Λ)) for some set Λ.
⊳ From theorem 5.3.5 it follows that the rigged category (SQNor,dsqTop) is cofreedom-loving.
Now the desired result follows from propositions 3.1.9 and 5.3.2. ⊲
Theorem 5.3.7 Every pseudotopologically injective operator sequence space is sequentially topo-
logically isomorphic to min(F ), where F is a retract in Nor of the space l∞(Λ) for some set Λ.
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⊳ Let I be pseudotopologically injective operator sequence space. From propositions 5.3.5,
5.3.6 we see that there exist dsqpTop-admissible monomorphism σ : I → min(l∞(Λ)) for some set
Λ. Since min(l∞(Λ)) is 
d
sqpTop-cofree object, then from proposition 3.1.8 it follows that σ is a
coretraction in SQNor. Let ρ be right inverse morphism of σ in SQNor. It is a retraction in
SQNor, then from paragraph 2) of proposition 5.3.3 we get that the structure of operator sequence
space I is minimal, i.e. I = min(sqRel(I)). Since ρ is a retraction in SQNor, it is retraction in
Nor from l∞(Λ) to F := sqRel(I). ⊲
Similar propositions are valid in Banach case.
Remark 5.3.8 Unfortunately, in theorem 5.3.7 by analogy with theorem 4.3.7 we can’t state that
retracts of l∞(Λ) are of the form l∞(Λ
′) for some set Λ′. Indeed, in [14] corollary 4.4 it was shown
existence of topologically injective space F which can’t be topologically isomorphic to any dual space
and in particular to l∞(Λ
′) for any set Λ′. On the other hand for some set Λ there exist isometric
embedding i : F → l∞(Λ). Since F is topologically injective, then by proposition 3.1.8 this is
a coretraction. Therefore, F is a retract of l∞(Λ), which can not be topologically isomorphic to
l∞(Λ
′) for any set Λ′.
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