ABSTRACT As a measurement, quality of service (QoS) has been commonly taken into account in the traditional vertical handoff schemes for the heterogeneous wireless access networks. However, the QoS is not sufficient to correlate well with the user satisfaction. In this paper, quality of experience (QoE) is introduced into the decision mechanism of the vertical handoff and a random neural network -based QoE estimation is proposed to determine the correlation between the QoE and the QoS in the heterogeneous networks. In addition, a Q-learning-based vertical handoff algorithm, designated as a QoE-Q algorithm, is presented in order to maximize the QoE utility for users. It can be observed from the simulation results that the proposed method not only outperforms the existing schemes with enhanced call blocking probability and handoff dropping probability property but also obtains better QoE performance in the service charges and the terminal power consumption than other schemes.
I. INTRODUCTION
The heterogeneous networks are widely regarded, by both industry and academia, as the solution to the problem of being able to cope with an ever increasing demand for ubiquitous coverage along with high data rate [1] - [3] . With the associated research carried out, the heterogeneous networks are becoming accessible. Exploiting the heterogeneous network resources effectively highly depends on the radio resource management (RRM) strategy, including handover. The handover scheme is crucial for guaranteeing the performance of the heterogeneous wireless networks [4] , [5] .
Although there are extensive researches on handover for heterogeneous wireless networks, most existing protocols put more emphasis on QoS [6] , [7] . The reason why QoS often acts as the essential criterion is that it can be measured practically and help the engineers to improve the service quality. However, the traditional QoS solutions cannot guarantee QoE of users, since QoS merely reflects the network properties while it does not directly indicate the users' satisfaction [8] - [10] . Actually, the expectations of different users for the services and applications are different.
For instance, some VIP users prefer stronger QoS with higher tariff, so as to achieve their desired level of QoE. Nevertheless, the higher QoE level of ordinary users is in view of a cheaper and general level QoS. Another case, some users experience a bad service due to crowd accessibility even though the signal strength is still good. Statistics on [11] show that about 90% of customers will not complain and they will simply leave (churn) once they become unsatisfied. This churn directly affects the profitability and the image of the operator, especially if it happens in the early stage of their induction. To deal with this new problem, novel handover techniques are required with a comprehensive consideration of both QoE and QoS provisioning. And the network stability and the resource utilization also need to be taken into account.
Compared with QoS, QoE concentrates more on the performance of the services which represents the subjective feelings of users. Actually, several works have been conducted in the recent literatures. Document [12] investigates an admission control mechanism for the macro or small cell networks. The decision is based on users' QoE. According to the Markov decision process model, the algorithm aims to seek the optimal policy that maximizes users' QoE. Senouci proposes an optimal framework that minimizes the energy consumption while satisfying a desired level of a heterogeneous cellular network, considered as a QoE term [13] . In [14] , Deng et al. propose a novel QoE prediction model. The rate allocation problem is formulated as a nonlinear optimization problem and a relaxing function called penalty function is exploited to transform the rate allocation problem into an unconstrained optimizing problem. The pattern search method is adopted to obtain the close-to-optimal solution in each rate allocation session. Furthermore, a general QoE model has been established by jointly characterizing the multimedia applications and heterogeneous networks [15] . The issue of the multimedia communications over the heterogeneous networks has been transformed as a stochastic optimization problem, and the optimal solution is provided by designing a QoE-aware multimedia scheduling scheme. More importantly, the proposed scheme is simple enough for online implementation. In addition, Wu et al. [16] tend to select networks that can maximize QoE of users. They formulate the network selection problem as a continuoustime multi-armed bandit (CT-MAB) problem. A traffic-aware online network selection (ONES) algorithm is designed to match typical traffic types of users with respective optimal networks in terms of QoE. Most of the existing methods get the score of QoE via the actual interview test to users. And the scoring system of Mean Opinion Score (MOS) is commonly adopted in these methods, which is generally divided into 5 grades, i.e., 1, 2, 3, 4, 5, according to the provisions of ITU [12] . Users that are requested to score their satisfaction levels may be given incentives for scoring the service. And the satisfaction levels can be collected from a randomly selected group of users, for instance, using Short Message Service (SMS), through a web portal or through a dedicated application [17] . Unfortunately, it is expensive, time consuming and the portability is not strong for this actual test way. Considering that the QoS parameters are easy to be measured, this paper uses a QoE evaluation to find the mapping relationship between MOS scores and QoS parameters, rather than testing the real users every time.
Based on issues above, we mainly focus on the user QoE and present QoE-Q handover mechanism from the perspective of the user experience for heterogeneous networks. First of all, a RNN based QoE estimation algorithm is developed as a foundation of the following handover algorithm. The advantage of RNN is that it can obtain the output associated with any input, which is conducive to study the relationship between QoE and any objective QoS parameters. A well trained RNN can get output with quite high quality even the input parameter values extend beyond the normal range. This is due to the marvelous inference ability of RNN. Afterwards, a Q-learning algorithm based vertical handoff mechanism is proposed. Specifically, we first design the primary elements of Q-learning algorithm, namely status space, actions and immediate reward, then, the implementation steps of Q-learning algorithm are described to maximize users' QoE and ultimately increase the revenue. It is worth noting that the heterogeneous networks here refer to that have been introduced in the LTE-Advanced standardization [18] . A heterogeneous network uses a mixture of macrocells and small cells such as microcells, picocells, and femtocells.
The objective of this article is to improve the overall QoE level of users in the hetoregeneous networks. The main contributions and distinctions in this paper are Four-fold. Firstly, a RNN based QoE estimation algorithm is proposed to avoid the complicated MOS test work by training the relationship between the MOS scores and the QoS values. Secondly, a Q-learning algorithm is developed for the heterogeneous network handover, and the network agent can obtain the optimal handover strategy through the continuous interaction with the environment according to its own online learning characteristics. Thirdly, thanks to RNN for the established link between the objective QoS and the subjective MOS, the MOS scores out from RNN can be used as the system state of Q-learning algorithm, and the other subjective factors such as the network charges and the power consumption rate of terminals are integrated into the immediate reward of Q-learning. All these subjective and objective factors are all taken into account and combined well together to achieve the purpose of improving users' QoE. Last but not least, we conduct some simulations to confirm the effectiveness of the proposed QoE-Q algorithm compared with the traditional schemes.
The rest of this paper is organized as follows. Section II investigates the Random Neural Network theoretic, and then, the RNN based QoE estimation is described. The key elements of Q-learning are designed in section III and then mathematical design of QoE-Q is discussed. Section IV provides the simulation results. And conclusions are drawn in section V.
II. RNN BASED QoE EVALUATION
In addition to the objective QoS parameters, the elements that affect QoE also include the subjective factors, such as the power consumption rate of the mobile terminals and the difference of the charges for different subnets. Consequently, we will seek the maximization of users' QoE taking into account both of the two elements above. In this section, the impact of QoS on QoE is invesgated by means of QoE evaluation. The subjective factors affecting QoE will be considered in section III.
A. RANDOM NEURAL NETWORK THEORETIC
RNN imitating the biological neuron is initially proposed by Gelenbe [19] , [20] . The random nature of RNN is embodied in the phenomenon that the neuron (node) reaction on the same stimulus is different at different time. RNN is a kind of dynamic stochastic system which is constituted of many interconnected neurons, and the calculation units in this system are in charge of the calculation. Hereinafter we focus mainly on the feed-forward RNN which consists of input neurons with I elements, output neurons with O elements and hidden neurons with H elements, just like other feed-forward neural networks. Here, hidden neurons can be one layer or more layers. The calculation units enter the system from the input neurons; arrive at the output neurons through the hidden neurons; and finally leave RNN. For notational convenience, we make the following hypothesis: the movement speed of one calculation unit in the node i is v i , and there are n (n > 0) calculation units are stored in node i at time t 1 , and then the n calculation units leave node i at time t 2 . Assume t 2 − t 1 obeys the exponential distribution with density v i . When the calculation unit moves to the output neurons, node i belongs to output neurons (i ∈ ). It indicates that the calculation units have left RNN. The probability of a calculation unit transferred from node i to the next node j is p
,j represent the probability of the passing positive and negative signals, respectively. And the relationship between them can be given by
p ii and p jj refer to the probability that the node transmits signal to itself, and the equation (2) represents node itself does not transmits signal to itself,
Where N is the total number of the nodes. The calculation units arrive at input neurons from the external environment according to the independent Poisson distribution. The calculation units with a positive and negative signal arrive at input neurons under the Poisson distribution with speed λ
there is some h ∈ and some o ∈ such that p
In other words, every node in and in can send its units outside.
B. FUZZY NORMALIZATION OF QoS PARAMETERS
The range of every QoS parameter is different, which makes the evaluation difficult. Therefore, it is necessary to normalize the QoS parameters to the interval [0, 1]. Several QoS metrics commonly used are the transmission rate, delay, jitter and bit error rate. Next, the normalization of these metrics is elaborated as follows.
Apparently, when the transmission rate is normalized to the interval [0, 1], the upper limit 1 is best. Here, the half rising trapezoid fuzzy membership function is adopted in the normalization
Where f D (r m , k) represents the normalized data rate for user m with service k; r m is the actual data rate; r k max is the ideal data rate; r k min is the minimum data rate.
Different from the transmission rate, the other three QoS parameters are expected as small as possible. In other words, the lower limit 0 is best. Now suppose there are β kinds of QoS parameters, and the semi-descending trapezoidal fuzzy membership function is adopted to describe the normalization of these parameters, which can be written as:
is the normalization of the βth parameter for user m with service k. q β m is the actual value of the βth parameter for userm. q β k max and q β k min are the upper limit value and the lower limit value of the βth parameter for users under service k, respectively. For instance, the delay of the terminals can be normalized as
Where f D (o m , k) is the normalized delay for user m. o m is the actual delay. o k max and o k min are the upper and lower limit of the delay, respectively. The other parameters can also be normalized through the similar derivation process, so we do not reiterate them for simplicity.
C. STEPS OF QoE EVALUATION
The design of the RNN evaluation algorithm is capable of avoiding the tedious and complex work of MOS score testing, while ensuring the degree of accuracy. In other words, the MOS scores can be obtained by inputting the QoS parameters into the RNN estimator, without having to dial and test the users every time. And the MOS scores output from the RNN evaluation are able to consistent with the actual scores to a certain extent.
Let vector s = (s 1 , s 2 , . . . , s n ) denote the QoS parameters, and g denote the MOS value of QoE. Suppose that there are Z QoS parameters and MOS pairs, which can be defined as ( s (z) , g (z) ) z=1..Z . Now a RNN with I = n input nodes and O = 1 output nodes is considered. Then, we set the negative units arriving from outside to 0. Correspondingly, let λ
. For notational convenience, all the QoS parameters are normalized to [0, 1] by means of the method in part B of section II. And here the value of v i can be set. For example, let H = 2n, v i = 1 for all i ∈ and let v i = n for the other nodes. In order to achieve RNN with the ideal performance, a function can be denoted as
Where for a given RNN, ρ
o is the probability that neuron o(o ∈ ) is excited under the condition of λ
i for all i ∈ , i.e., the probability that there are calculation units out from the output nodes.
The purpose of RNN learning is to minimize the function C. Firstly, the variable substitution is formulated as
Just like other neural networks, we represent this new variable substitution w as weight, and the function C can be written as an implicit function in w, i.e.,C = C( w), which is derived as
It is worth noting that, w is actually a set of new variables; for instance, w + h,o in Eq. (9) represents the probability that the calculation unit is transmitted from node h (h ∈ ) to node o(o ∈ ). Under the appropriate mathematical constraints, minimizing C( w) by the specific minimization process can be achieved. Meanwhile, w should conform to the following set
According to the theoretical analyses above, the specific steps and processes of the QoE evaluation are given as follows.
Step 1: Extract M users randomly in the heterogeneous networks. Investigate D time intervals for each kind of service k the user carrying on. The MOS scores g k,d
m of every kind of service k in various time segments D is obtained by calling each extracted user m. Thus, the average value of the MOS scores can be derived as g k m :
Step 2: Choose l kinds of QoS parameters, e.g., transmission rate, packet loss rate, delay and jitter. Step 5: Input the QoS values of the test samples to RNN, and then RNN will give out the MOS scores according to f (·). Compare the obtained MOS scores with the real MOS values. If the two values mentioned above are close enough, the QoE evaluation is successful. In other words, the mapping between QoS and QoE has been established through the RNN.
It is worth noting that, considering VIP and the ordinary users may have different expectations for the same QoS, we separate them and train different RNN models to get different corresponding relationship between the MOS scores and the QoS values. In the two models, VIP users and the ordinary users give different MOS scores for the same QoS, resulting in different maps of the RNN training. Actually, these two maps bear no difference in essence, so in the simulation part we only do the statistics for the VIP users.
III. Q-LEARNING BASED VERTICAL HANDOFF
The optimum decisions of handover are obtained through embedded Q-learning. Q-learning system uses an agent to learn how to improve its decisions during the time of learning, according to their historical experiments.
A. STATUS SPACE AND ACTIONS
In this paper, the vertical handoff algorithm is designed based on the user QoE. Therefore, when a user initiates a handoff call request, the handoff decision criteria is no longer according to the network status of the subnets, but according to the QoE level state of the users that have been accessed to the subnets, so as to ensure that the user can get the best quality of service experience. Suppose the heterogeneous network environment has been already established, which is an integrated system containing a single cellular subnet and a single WLAN subnet. And the WLAN subnet overlaid on the cellular subnet. Assume e is the QoE level state, and the definition of the state space E of the system can be given as following:
Where k is the service type, which includes four kinds: conversation class, streaming class, interactive class and background class, i.e., k = 4. MOS is the satisfaction level for users. Moreover, MOS is divided into five grades: 1, 2, 3, 4 and 5. Thus, the state space dimension for users is 4 × 5 = 20. In the switch process, if a new user initiates an access request in the double coverage area, the agent in the Q-learning will access the user to the cellular or WLAN subnet according to the QoE level state of each subnet; if a new user initiates an access request in the single coverage area, the agent will access the user to the corresponding cellular subnet. If there are not enough resources in the corresponding subnet, the user request will be rejected. For handoff users, if the handover request is initiated from a single to double coverage area, the agent will access the user to the cellular or WLAN subnet. On the contrary, if the engaged user initiates a handoff request from a double coverage area to a single coverage area, he/she can only be accessed to the cellular subnet. Similarly, if there are not enough resources in the corresponding subnet, the handoff request will be rejected. Thus, the action a is defined as follows:
access to cellular subnet 2 access to WLAN subnet 3 handoff to cellular subnet 4 handoff to WLAN subnet −1 dwell in the original subnet 0 reject
The optional action set for network switching A can be defined as
Where a s_n_RT /NRT and a s h _RT /NRT are the actions of a new and handoff user in the single overlay area, respectively. a d n _RT /NRT and a d n _RT /NRT are the actions of a new and handoff user in the double overlay area, respectively.
B. IMMEDIATE REWARD
Denote p t (e, a) as the immediate reward, which is the enhanced signal of the Q-learning agent. Through the feedback of p t (e, a), the agent can gradually approximate to the optimum strategy. Since different service k will produce different feedback, the specific form of p t (e, a) is written as
Q(k) = Q k (rat, del, jit, ber) indicates the condition of QoS, which contains the value of the data rate, the delay, the jitter and the BER for users. C(k) is the network charge and can be set according to the actual tariff standard of network operators. U (k) represents the power consumption rate of terminals, and its unit is mA. The instantaneous current intensity is adopted to stand for the power consumption rate. Generally, diverse network cards will bring different power consumption rate for terminals. And the power consumption rate using cellular network cards is much smaller than that using WLAN network cards. As mentioned above, immediate rewards need to be counted for different service types. The reason is that different service types require different QoS parameter values. Where th rat k is the minimum threshold of data rate; th del k is the maximum threshold of delay; th jit k is the maximum threshold of jitter; th ber k is the maximum threshold of BER. In particular, we select one concrete service in each type of services, i.e., interactive voice service in the session class service, oneway video streaming service in the browse business, web browsing interactive in services and email in background services. Table 1 lists the threshold requirements for each QoS parameter. Thus, the immediate rewards can be formulated as
Where C cu is the charge in the current subnet of the user. C ne is the charge in the target subnet that the user will switch into. U cu is the current power consumption rate of the terminal. U ne is the power consumption rate after the corresponding action is executed. α 1 , α 2 and α 3 are three weight parameters that can be adjusted. Furthermore, these three parameters can be set according to the preferences of users, and satisfy the following constraints
In addition, flag ∈ {0, 1}. Where, flag = 0 indicates that one or more QoS parameters cannot meet the request of the minimum thresholds. flag = 1 means that all the QoS parameters are able to reach the minimum thresholds. Q represents the QoS of users, which can be obtained as (19) Where rat cu , del cu , jit cu and ber cu are the QoS of users in current subnets. rat ne , del ne , jit ne and ber ne are the QoS of users in target subnets.
C. STEPS FOR Q-LEARNING BASED HANDOVER PROCESS
In the Q-learning [21] , [22] based handover process, the agent observes the state e of the environment and implements an action a from the action set A. The environment manifests VOLUME 6, 2018 the consequence of that actions correct or not by delivering the agent the immediate rewards, and then steps to a new state. The purpose of the agent is to find an optimal policy, i.e., a sequence of actions for each state, to maximize the total expected discounted rewards. The Q-learning algorithm exploits the optimal policy in an iterative manner by updating the Q-values as follows
Where α stands for the learning parameter, and 0 < γ < 1 is the discount factor. The Q-learning agent implements an action at a particular state, and then evaluates the consequences of the action through the sum of the immediate rewards and the rewards obtained in future. Thus the agent learns the best action that maximizes the long-term discounted rewards by implementing each action. The main steps are given as follows.
Step 1: Initialize the Q-value. A Q-value matrix is generated in the form of random numbers.
Step 2: When a user launches a handoff requirement, the agent implements an action a by Eq.(13) according to the current state e t ; records the current state and the next state after implementing the action a.
Step 3: When the network changes to another state, the agent calculates the immediate reward p t (e, a) and records the next state e t+1 after implementing the action a.
Step 4: Update the matrix Q t+1 (e, a) according to Eq.(20).
Step 5: When Q(e, a) < ε, ∀e ∈ E, a ∈ A, the algorithm arrives at its convergence. If it does not arrive at the convergence, continue to repeat step 2 to step 4.
By [23] , we know a theorem in the single-agent Q-learning: given bounded immediate rewards |p t (e, a)| ≤ , learning rate parameter 0 ≤ α < 1 and
Then Q t (e, a) → Q * (e, a) as t → ∞, ∀e, a, with probability 1. Where, Q * (e, a) is optimal value of Q t (e, a) of state e, and is the largest p t (e, a). Furthermore, it is simple to prove that all the convergence conditions above are satisfied in our algorithm.
IV. SIMULATION RESULTS AND ANALYSIS
The simulation evaluates the relative performance of the proposed QoE-Q algorithm by comparing with two other classic algorithms, Fuzzy Q-learning Admission Control (FQAC) [24] and Markov Decision Processes (MDP) [25] . And the aim is to observe the trends in the performance metrics with varying arrival rate. The simulation is conducted with the following settings: for the cellular subnet, the channel experiences additive Gauss white noise; the path loss model is based on the log-normal shadowing model and multipath fading; the power control is ideal.
For WLAN subnet, IEEE 802.11b acts as the standard and the average transmission rate is set to be 11Mbps. Rayleigh channel model is adopted. The users are uniformly distributed in the heterogeneous network environment. New users and handoff users both obey Poisson distribution with arrive rate λ n and λ h , respectively, and λ = λ n + λ h is satisfied. The proportions of the four types for services are: conversation class is 40%; streaming class is 30%; interactive class is 20%; background class is 10%. Simulation parameters are shown in Table 2 . i.e., the real user experience of service quality. It can be obviously found that the MOS value in our QoE-Q algorithm is higher than that in the other two algorithms for the same user. The reason is that QoE-Q algorithm considers more about QoE. For instance, QoE is used as the state of the system in Q-learning. Some subjective QoE factors, such as the business tariff and the terminal power, are also embedded in the immediate rewards. Therefore, the handoff decision of QoE-Q algorithm could maximize the user QoE. In other words, QoE-Q algorithm not only meets the QoS requirements of the users, but also optimizes the tariff and the terminal power consumption. The reason why the MOS value of FQAC algorithm is a little bit worse is that FQAC algorithm just optimizes the objective QoS parameters. Therefore, it cannot give users the best service experience value in many cases. Fig. 2 and Fig. 3 vividly depict the call blocking probability of new NRT/RT services for the three algorithms, respectively. From the two figures, we can see that the call blocking performance of the proposed QoE-Q algorithm is better than the other two algorithms. It is because QoE-Q algorithm, which is designed from the perspective of QoE, can access more users with lower QoS requirement when the long period of Q-learning process converges. In addition, the sharp increase of the dimension and computational complexity with the growth of the state space brings great difficulty to MDP algorithm, which leads to a high call blocking probability. FIGURE 2. New NRT call blocking probability underunder different arrival rate.
FIGURE 3.
New RT call blocking probability under different arrival rate. Fig. 4 and Fig. 5 show the handoff dropping probability of engaged NRT/RT services for the three algorithms, respectively. According to the two figures, it can be observed that the proposed QoE-Q algorithm obtains better handoff probability performance than the other two algorithms. It is due to the fact that the rejected users, whose QoS cannot be satisfied in FQAC algorithm and MDP algorithm, can be accessed to the system for QoE-Q algorithm. In a sense, it actually improves the relative resources of the network through QoE-Q algorithm, thereby reducing the dropping probability for users.
As shown from Fig. 2 to Fig. 5 , it also can be obtained that the call blocking and handoff dropping rate of RT service is higher than NRT service for all the three algorithms under the same conditions. The reason is that RT users are more impatient than NRT users. In other words, the users with RT service will leave the network in a short period of time if the service is not available, which results in a higher call blocking and handoff dropping rate. However, the corresponding call blocking and handoff dropping rate of NRT service is higher than that of RT service in QoE-Q algorithm under the same conditions, which is because of that QoE-Q algorithm puts more emphasis on RT users and distributes a higher priority for RT users. This is also a manifestation of the pursuit of high QoE by the proposed algorithm. Fig. 6 , Fig. 7 and Fig. 8 demonstrate the dwell time of the mobile terminals in the subnets for the three handoff algorithms. Furthermore, it can observed that, the mobile terminals guided by QoE-Q algorithm resides in the WLAN subnet longer than in the cellular sub-networks compared with the other two algorithms. It is because the tariff is reflected by the designing of the immediate reward in QoE-Q algorithm. As a result, more users are considered to be accessed to the WLAN subnet by the agent in QoE-Q algorithm, which can avoid the high service charges. Additionally, it can be concluded from Fig. 6 to Fig. 8 that the three algorithms have different switching times. The specific number of switches is shown in Table 3 . The switching times for QoE-Q algorithm are significantly lower than the other two algorithms. Moreover, lower switching times by QoE-Q algorithm lead to lower power consumption to some extent. The reason is that QoE-Q algorithm considers more objective QoS parameters in RNN. Meanwhile, it takes some subjective QoE ingredients into account, just like terminal power consumption and network tariff, which provides more optimized handoff decision guidance for users. QoE-Q algorithm learns the optimal switching strategy from the perspective of long-term benefits for users. However, the ultimate target is to increase the whole network benefits, and the decrease of unnecessary switching times is a good proof.
V. CONCLUSION
In this paper, QoE as an essential criterion is taken into the consideration in order to represent the user satisfaction in the heterogeneous network environment. First of all, a QoE evaluation mechanism on the basis of RNN is proposed to seek the mapping relationship between the QoS values and the MOS values. Moreover, QoE-Q algorithm is proposed in view of the Q-learning theory, which utilizes the MOS value as the state of the system and designs the immediate rewards by considering the terminal power consumption and service charges. Simulation results confirm that our QoE-Q algorithm outperforms the other representative algorithms in terms of the call blocking probability and the handoff dropping probability. Especially, QoE-Q algorithm shows its excellent UE performance in the service charges and the terminal power consumption than other algorithms.
APPENDIX

CONVERGENCE ANALYSIS OF THE HANDOFF ALGORITHM
The convergence speed is an important factor influencing the performance of QoE-Q algorithm. If the convergence speed is too slow or it does not converge, the algorithm is hard to be applied in practice. The convergence property and the convergence speed of QoE-Q algorithm are directly related to the behavior exploration strategy. Some researches show that the Glie strategy can make Q-learning exhibit better convergence characteristics. Boltzmann, as a common exploration strategy, can be expressed as:
(a) / T t u∈A e r(u) / T t (22)
T t is the temperature parameter that is used to control the attenuation rate of Boltzmann policy [26] . Assuming = (N , (A k ), (r k )) is a non weak periodic game for N person, if
Moreover, if the agent uses Glie strategy to search, it can obtain an optimal action selection strategy with probability one. Formula (23) satisfies 1 ≤ K ≤ m, and L( ) is defined as:
L(a) represents the shortest path to the Nash equilibrium, and its detailed proof process can be seen in literature [27] and [28] . 
