Abstract. This paper presents an improved version of incremental condition estimation, a technique for tracking the extremal singular values of a triangular matrix as it is being constructed one column at a time. We present a new motivation for this estimation technique using orthogonal projections. The paper focuses on an implementation of this estimation scheme in an accurate and consistent fashion. In particular, we address the subtle numerical issues arising in the computation of the eigensystem of a symmetric rank-one perturbed diagonal 22 matrix. Experimental results show that the resulting scheme does a good job in estimating the extremal singular values of triangular matrices, independent of matrix size and matrix condition number, and that it performs qualitatively in the same fashion as some of the commonly used nonincremental condition estimation schemes.
Introduction
Let A = a 1 ; ; a n b e a n m n matrix, and let 1 minm;n 0 be the singular values of A. The smallest singular value min minm;n of A measures how close A is to a rank-de cient matrix 18, p. 19 . If we let max 1 , the condition number 2 A max min ; which determines the sensitivity of equation systems involving A 18, 28 , also depends crucially on min . F or most practical purposes an order-of-magnitude estimate of min or 2 A is su cient. Most of the schemes for estimating min and 2 A apply to triangular matrices, since in common applications A will be factored into a product of matrices involving a triangular matrix. A survey of those so-called condition estimation techniques for triangular matrices as well as their applications is given by Higham 20 . All of these condition estimators estimate the smallest singular value of a triangular matrix R in On 2 time after it has been factored; and the entire condition estimation process has to be repeated if one wishes to estimate the condition number of a di erent matrixR, e v en whenR is closely related to R. This issue has been addressed by recent w ork on so-called incremental and adaptive condition estimators.
Incremental" condition estimation 5, 7 i s a n O n s c heme to arrive at an estimate for the condition number ofR whenR = R w ; that is,R is R augmented by a column. This estimator is well suited for restricting column exchanges in rank-revealing orthogonal factorizations 3, 4, 6, 8 .
Adaptive" condition estimation schemes address the issue of rank-one updates of a triangular matrix R. Pierce and Plemmons 25, 2 4 suggest an On s c heme and Ferng, Golub, and Plemmons 14 a n O n 2 s c heme for the situation wherê R TR = R T R + uu T : These schemes are designed for recursive least-squares computations in signal processing. Shro and Bischof 26 extend this work to the general rank-one updatê R = R + uv T ;
which appears for example in many optimization algorithms. The key di erence between these two avors of condition estimators is that incremental condition estimation obtains condition number estimates of a triangular factor that grows, whereas adaptive estimators maintain condition estimates when information is added or extracted from an already existing factorization.
In this paper we present an improved version and a robust implementation of the incremental condition estimator ICE originally suggested by Bischof 5 . We present a di erent motivation of this technique using orthogonal projections, and we address the subtle numerical issues involve in implementing this scheme in a numerically robust and consistent fashion. At the heart of our technique is the accurate computation of the eigensystem of a symmetric rank-one perturbed diagonal 2 2 matrix, and considerable care must be taken to compute this eigensystem accurately.
The paper is organized as follows. Section 2 derives the incremental condition estimation scheme, and Section 3 shows how w e can ensure consistency in the sense of always producing an overunderestimate for the smallest largest singular value, as the mathematical theory suggests. We then turn to the actual implementation of ICE; Section 4 discusses special cases, and Section 5 discusses the general case. In Section 6, we present n umerical results that illustrate the reliability of our scheme and implementation; in particular, we show that the scheme behaves as reliably as nonincremental condition estimation schemes. Lastly, w e summarize our contribution and discuss future work.
Incremental Condition Estimation
Let R be an mm upper triangular complex matrix in particular, R can be real, x be a complex m-vector, and be a real scalar such that kx H Rk = and max R; or min R: Throughout this paper, k k denotes the 2-norm, and j R denotes the j-th singular value of R, max R 1 R 2 R : : : m R min R:
Clearly, h a ving estimates for both max R and min R gives an estimate for the condition number of R in the 2-norm.
Given such a pair x; , our goal is to obtain a new pair x;^ for the augmented matrix
where w is a complex m-vector and a complex scalar. It is desirable, therefore, for the computed estimate to also lie in this range. We call such a n implementation consistent. By the basic properties of extremal singular values, the implementation will remain consistent as long as^ 
Computations for the Larger Eigenpair

Computations for the Smaller Eigenpair
Here we are interested in the smaller root, 2 , o f f = 1 , j 2 j 2 + j 1 j 2 1 , : The objective is to be able to obtain both 2 and 1 , 2 accurately. This objective can be achieved by rst computing 2 or 1, 2 accurately, whichever has smaller magnitude, and then computing the other from the rst. Since 0 2 1, f 0 0 o n 0 ; 1, lim x!0 + fx = ,1, and lim x!1 , fx = + 1 , w e know that 2 6 Numerical Results
The purpose of our experiments is threefold. First, we wish to establish that in practice our ICE scheme delivers reliable estimates even though one can construct matrices where it performs arbitrarily badly 5 . Second, we wish to show that ICE performs qualitatively in the same way a s some of the well-known condition estimators currently in use, in particular the Linpack condition estimator 13 and Higham's condition estimator 21, 2 2 which is being used in the LAPACK package 1, 2 . Third, we wish to demonstrate that ICE is more reliable in correctly identifying the rank of triangular matrices produced by the QR factorization with column pivoting 17 than is the heuristic that is typically employed. The experiments reported here were performed with real matrices.
The Accuracy of ICE
We performed two sets of test runs. In the rst set, we c hose n singular values 1 ; 2 ; : : : ; n , not necessarily in order from 0; 1 according to some speci ed distribution. Then, we employed Stewart's method 27 to generate random orthogonal matrices U and V . The upper-triangular matrix R used in testing was the R factor of the QR decomposition QR = Udiag 1 ; 2 ; : : : ; n V T : These experiments were performed using double precision on a Sun Sparcstation. Figure 1 presents the results of our algorithm. The two histograms show b y what factor we overestimate the smallest singular value and underestimate the condition number of R, h a ving used our ICE scheme to estimate both the smallest and largest singular value of R. That is, we display r min min min and r cond max = min max = min : So, for example, in 219 out of the total 800 cases, we o v erestimated the smallest singular value by a factor between 1 and 2, and there were only two occurrences where the overestimate was worse by a factor of more than 10. The situation for the condition numb e r i s m uch the same, and in all but 8 cases our estimates were within a factor of 10 of the true condition number. Table 1 displays the median value and the worst observed value for r min , r max max = max ; and r cond , grouped according to the di erent singular value distributions that we employed.
We see that, apart from the sharp break" distribution, the singular value distribution does not have a noticeable in uence on the performance of our estimator. We also did not notice a signi cant in uence of the matrix size on the quality of the estimates produced. Except for rare occurrences, our ICE implementation delivers estimates for the smallest singular value that are within a factor of ten of the true smallest singular value of R. Moreover, all estimates for the largest singular value are within a factor of two of the true largest singular value of R. 
ICE in Comparison with Other Estimators
The second set of experiments was designed mainly to show that ICE shows the same type of qualitative behavior as the Linpack estimator STRCO 13 and the LAPACK estimator SGECON 21, 22 . For n = 100 and 200 we used four types of matrices:
Exponential: the singular values are 1; r ; r 2 ; : : : ; r n , 1 = 1 0 , 6 . Randomlog: the singular values are random numbers in the range 10 ,6 ; 1 such that their logarithms are uniformly distributed.
Cluster: ten singular values are chosen randomly from the interval "; 4" ; the rest are chosen randomly from the interval "; 1 . These test matrices were generated as were those in the preceding section. Lastly, w e employed RandomA: the elements of A were generated randomly using a uniform distribution on 0; 1; R is the triangular factor from a QR factorization of A. The upper plot in Figure 2 shows how m uch ICE overestimates the smallest singular value of A on this set of experiments. The behavior is much the same as in Figure 1 ; for example, in 305 of the 800 test cases, the smallest singular value was overestimated by a factor of between 3 and 4. The second plot shows how the estimate returned by ICE is improved through one backsolve. That is, given the approximate left nullvector x returned by ICE, we solve the triangular system Rz = x to generate an approximate right n ullvector z, and we usẽ Of course, the greater is the gap between n and n,1 , the more e ective this improvement step is. Nevertheless, we did not arti cially put pronounced gaps in our examples. These experiments show that the approximate nullvectors produced by ICE would be very good starting vectors for an inverse iteration process for computing exact singular values and vectors of R. Figure 3 shows the condition number estimates returned by ICE and the Linpack and LAPACK condition estimators on these test matrices. The rst 100 sample points correspond to the matrices of dimension 100; the second 100 sample points correspond to the matrices of dimension 200. The Linpack and LAPACK condition estimators both estimate the one-norm of R. To make them comparable to the two-norm estimates returned by ICE, we scaled them by a factor of p n. That is, if 1 is the condition number estimate returned by the Linpack or LAPACK condition estimator for an n n matrix, we displaŷ 1 = p n . A s w e can see, the three estimators show the same qualitative behavior in tracking the condition number of R. In particular, in the plots showing the RandomA" and Cluster" distributions, all estimators track spikes" in the condition number correctly.
ICE and the QR Factorization with Column Pivoting
A w ell-known strategy for extracting a set of reasonably independent columns of a given matrix A and for computing an orthonormal basis for the span of A is the QR factorization with column pivoting 9, 1 1 , 23 : AP = QR: Viewed geometrically 18, p. 168, P.6.4 5 this strategy chooses at every step that column of A that is farthest away in the two-norm sense from the subspace spanned by the columns that were selected before.
One approach to estimating the rank of A is rst to compute a QR factorization with column pivoting of A and then to use min R1 : i; 1 : i , that is, the smallest singular value of the leading ii submatrix, as an estimate for the ith singular value of A. In particular, A is considered to have rank k with respect to a condition number threshold if In Table 2 we compare these estimates with the ICE estimates. For n = 100 we generated the same full matrices as in the preceding section, but the triangular test matrices R were now the results of an orthogonal factorization with column pivoting. The column labeled ICE" shows by what factor ICE underestimated the condition number of R; the column Diagonal" shows by what factor the ratio jr 11 j=jr nn j underestimated the condition number of R. In particular, the random matrices show that using ICE yields much more reliable estimates than using the heuristics based on diagonal elements. For this reason, ICE has been incorporated in the LAPACK driver routine SGELSX, which computes the minimum-norm solution of a possibly rank-de cient least-squares problem by using an orthogonal factorization with column pivoting.
Concluding Remarks
We h a v e presented an improved version of incremental condition estimation, a technique for tracking the extremal singular values of a triangular matrix as it is being constructed one column at a time. At the heart of our technique is the accurate computation of the eigensystem of a 22 symmetric rankone perturbed diagonal matrix. This seemingly simple task requires great care when nite-precision arithmetic is used. The eigenvalue solver then leads to a robust and consistent implementation o f incremental condition estimation.
Experimental results show that our scheme delivers good estimates of the extremal singular values and performs qualitatively as well as the one-norm estimators used in Linpack and LAPACK. The results also demonstrate the advantages of using incremental condition estimation over the usual heuristic in estimating the rank of a triangular matrix generated by the QR factorization with column pivoting.
The derivation of incremental condition estimation used in this paper suggests that one could design incremental condition estimators that estimate several extremal singular values at the same time for example, the two smallest ones. We are currently investigating this approach.
