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Nonlinear Equations Solving with Intelligent Optimization Algorithms:
A Survey
Wenyin Gong, Zuowen Liao , Xianyan Mi , Ling Wang, and Yuanyuan Guo
Abstract: Nonlinear Equations (NEs), which may usually have multiple roots, are ubiquitous in diverse fields. One of
the main purposes of solving NEs is to locate as many roots as possible simultaneously in a single run, however, it is
a difficult and challenging task in numerical computation. In recent years, Intelligent Optimization Algorithms (IOAs)
have shown to be particularly effective in solving NEs. This paper provides a comprehensive survey on IOAs that
have been exploited to locate multiple roots of NEs. This paper first revisits the fundamental definition of NEs and
reviews the most recent development of the transformation techniques. Then, solving NEs with IOAs is reviewed,
followed by the benchmark functions and the performance comparison of several state-of-the-art algorithms. Finally,
this paper points out the challenges and some possible open issues for solving NEs.
Key words: Nonlinear Equations (NEs); Intelligent Optimization Algorithms (IOA); multiple roots location;
transformation techniques; diversity preservation
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Introduction

Nonlinear Equations (NEs)[1] are involved in physics[2] ,
economics[3] , complex system[4] , power system[5] ,
mechanical manufacturing[6] , and many other fields[7] .
In 1998, 18 challenging mathematical problems for
the 21st century were listed by Fields Medalist Steve
Smale[8] . Among these 18 problems, there are three
 Wenyin Gong is with School of Computer Science, China
University of Geosciences, Wuhan 430074, China. E-mail:
wygong@cug.edu.cn.
 Zuowen Liao is with Beibu Gulf Ocean Development Research
Center, Beibu Gulf University, Qinzhou 535000, China. E-mail:
liaozuowen@bbgu.edu.cn.
 Xianyan Mi is with College of Economics and Management,
Beibu Gulf University, Qinzhou 535000, China. E-mail:
563292753@qq.com.
 Ling Wang is with Department of Automation, Tsinghua
University, Beijing 100084, China. E-mail: wangling@
tsinghua.edu.cn.
 Yuanyuan Guo is with Cvent Company, Fredericton, E3B 5H8,
Canada. E-mail: yy2guo@gmail.com.
 To whom correspondence should be addressed.
Manuscript received: 2021-02-16; accepted: 2021-02-25
C

ones related to the NEs. Therefore, it is very important
to solve NEs.
In the literature, various methods were proposed
for solving NEs, which can be briefly classified into
two groups: i.e., numerical methods and Intelligent
Optimization Algorithms (IOAs).
(1) Numerical methods: These type of methods[9]
are commonly used to solve NEs, such as Newton
method[10] , Quasi-Newton method[11] , and tensor
method[12] . However, they have some possible defects,
such as the sensitivity to the initial guess, requirement
of derivative information, and expensive computational
budget. More important, most of them can only locate
only one root in a single run.
(2) IOAs: The emergence of artificial intelligence
has led to the great achievement of IOAs[13] . In the
literature, there are various IOAs presented, such
as Genetic Algorithms (GAs)[14] , Particle Swarm
Optimization (PSO)[15] , Differential Evolution (DE)[16] ,
Covariance Matrix Adaptation based Evolution Strategy
(CMA-ES)[17] . These methods have some distinguished
advantages, for example: (1) they are not sensitive to
the non-convexity and discontinuity of the objective
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function; (2) they can easily converge to the near-optimal
solution for the real-world optimization problems; (3)
most of them are easily to be implemented; and (4) they
are the population-based methods, which can possibly
find multiple different solutions in the final population.
Therefore, the use of IOAs for the NEs obtains increasing
attention recently[7] .
Although various IOAs are used to deal with NEs,
most of them only consider to find one root[18–20] .
However, in many real-world scenarios, most of NEs
have multiple roots, such as the multiple steady states
in the chemical engineering[21] . It is important to find
different roots of NEs as many as possible to provide
more effective decision making. Locating multiple roots,
especially in a single run, is really useful. For example:
 Different roots may help to explain the properties
of the problem under study, such as the distribution of
the roots in the search region. Obviously, it can provide
much richer information about the problem domain than
a single-optimum method.
 Multiple high-quality roots are able to provide
multiple choices for decision-makers. In many practical
applications, decision-makers want to have multiple
optimal solutions to make the best decision under
different conditions or states. If one solution is
not appropriate, another alternative can be taken
immediately[22] . Therefore, locating multiple different
roots is a step toward providing a robust decision.
Recently, the use of IOAs for locating different roots
of NEs gets more consideration, such as the MONES
method with bi-objective transformation[23] , the RADE
method with repulsion technique[24] , and the TPEA
method with multi-objective optimization and niching
technique[25] . Although Wu et al.[26] summarized several
methods for solving NEs using GAs in 2014, little
attention is paid to other IOAs for locating multiple roots
of NEs. It is the rapid development of IOAs for solving
NEs that motivates us to carry out this comprehensive
survey of the latest research outcomes in this field.
This paper presents an updated survey on IOAs for
locating multiple roots of NEs in one run. It differs from
the previous surveys in the following aspects:
 We concentrate on giving an updated survey of
state-of-the-art methods that apply IOAs to locate
multiple roots of NEs.
 We emphasize more on the relationship between
IOAs and population diversity, together with other local
search methods.
 We provide more detailed standard test functions

for NEs, performance metrics, and performance
comparison of several advanced IOAs.
The rest of the paper is organized as follows.
Section 2 describes the general formulation of NEs and
introduces various transformation techniques in detail.
In Section 3, we revisit the representative IOAs to solve
NEs. Section 4 shows the test functions, the performance
metrics, and the experimental results, followed by
the discussions and open issues in Section 5. Finally,
Section 6 concludes the paper.

2

Problem Formulation

In this section, the general formulation of NEs is
first given. Then, different transformation techniques
to convert the NEs into an optimization problem are
introduced.
2.1

Nonlinear equations

Without loss of generality, the formulation of NEs is as
follows:
f .x/ D .f1 .x; : : : ; fn .x//T D 0
(1)
where n is the number of equations, x D .x1 ; : : : ; xm /T
is a decision vector with m dimensions, where x 2 S is
a search space. Each variable is usually bounded as the
following:
xjL 6 xj 6 xjU ;
where j D 1; : : : ; m, xjL is the lower bound, and xjU is
the upper bound of xj . Note that, a root x 2 S satisfies
8i 2 f1; ng; fi .x / D 0.
Most of NEs have various roots. For example,
(
f1 .x/ D 4x13 3x1 cos.x2 / D 0I
f2 .x/ D sin.x12 / jx2 j/ D 0;
where x1 ; x2 2 Œ ; . This problem is plotted in
Fig. 1. From Fig. 1, it can be seen that there are six
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Fig. 1 An example of a NEs problem with six roots, where
“ıı” indicates the root of this problem.
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roots A – F. As mentioned above, it is useful to find
different roots as many as possible.
2.2

17

0.9
0.8

Transformation techniques

0.7
0.6

cos2(x/π)

Generally, to solve NEs with the optimization methods,
an NEs problem is transformed into an optimization
problem. In the literature, different transformation
techniques have been developed, i.e., (1) SingleObjective Transformation (SOT); (2) Repulsion-Based
Transformation (RBT); (3) Constrained Single-Objective
Transformation (CSOT); (4) NonLinear Programming
Transformation (NLPT); and (5) Multi-Objective
Transformation (MOT). These techniques are reviewed
as follows.
(1) SOT: An NEs problem is transformed into a singleobjective optimization problem as follows[27–30] :
n
X
min F .x/ D
fi2 .x/
(2)
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i D1

This transformation technique is simple and
straightforward. The optimal solution of Eq. (2)
or (3) is corresponding to a root of Eq. (1). However,
without additional diversity preservation technique,
the optimization algorithm using the single-objective
transformation usually locates one root in one run.
(2) RBT: The repulsion technique[31] is an effective
method for locating different roots of NEs. The
RBT method is usually based on SOT and repulsion
techniques. Its basic idea is as follows: if a root xr is
found and saved in an archive Ar , a repulsion region will
be generated around it by a predefined repulsive radius.
Then, the fitness value of any individual falling into the
repulsion region is modified, and the algorithm is driven
to search for other promising regions.
Figure 2 illustrates the principle of the repulsion
technique. Figure 2a shows the original curve of the
function: f .x/ D cos2 .x= /; x 2 Œ 10; 10. It can
be seen that there are two roots, i.e., x1 D 4:93 and
x2 D 4:93. If these two roots are found, the fitness
values nearby are modified according to the repulsion
technique. As shown in Fig. 2b, the individuals close
to the two roots (falling into the repulsion area) will be
penalized with very large fitness values.
With RBT, a generic form for transforming NEs into
an optimization problem is as follows:
min R.x/ D F .x/ ˇ P .x/
(4)

R(x)

min F .x/ D
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Fig. 2 Illustration of the repulsion technique. (a) Original
NEs problem with two roots and (b) neighborhood around
the found roots is penalized according to the repulsion
technique.

where F .x/ is a transformed system function of NEs as
shown in Eq. (2) or (3), P .x/ is the penalty function to
penalize the solution x, that is nearby the found roots,
and ˇ is one of arithmetic operators.
Herein, some representative RBT methods in the
literature are introduced.
 In Refs. [31] and [32], the following RBT method
was proposed:
Qm
jAr j
j D1 xj
(5)
min R.x/ D F .x/  QjA j Qm
r;i
r
jx
x
j
j
j
D1
i D1
j
where xr;i is the i -th root saved in the archive Ar , xjr;i
is its j -th variable, and jAr j is the size of the current
archive Ar .
 Hirsch et al.[33] presented an additive repulsion
technique,
jAr j
X
min R.x/ D F .x/ C ˇ
exp. ıi / .ıi / (6)
i D1
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where ıi D jjx xr;i jj is the Euclidean distance between
x and xr;i ,  is a small positive parameter to control the
radius of the repulsion regions, ˇ is a large constant to
adjust the penalty scale, and  .ıi / is the characteristic
function,
(
1; if ıi 6 I
 .ıi / D
0; otherwise:
 In Ref. [34], an NEs problem is formulated as
F .x/
min R.x/ D QjA j
(7)
r
i D1 arctan.ıi /
 Similar to the method in Ref. [34], Pourjafari and
Mojallali[35] proposed a multiplicative repulsion function
as follows:
jAr j
Y
min R.x/ D .F .x/ C /
j coth.ıi /j
(8)
i D1

where  is a very small positive constant, and  is also
the repulsion radius.
 Ramadas et al.[36, 37] also proposed a multiplicative
repulsion technique based on the error function,
jAr j
Y
min R.x/ D .F .x/ C /
 . ; ıi /
(9)
i D1

where
is a parameter to measure the degree of
repulsion, and  . ; ıi / is an error function erf ( ),
(
jerf. ıi /j 1 ; if ıi 6 I
 . ; ıi / D
1;
otherwise:
Combined with RBT, the algorithm is capable of
finding different roots of NEs. However, the optimal
setting of the repulsion radius is problem-dependent and
usually difficult.
(3) CSOT: In Ref. [38], a COST is presented to
formulate the NEs as
n
X
min F .x/ D
fi2 .x/
(10)
i D1

subject to
fi .x/ > 0; i D 1; : : : ; n:
Pourrajabian et al.[39] also introduced a COST for the
NEs,
n
X
min F .x/ D
jfi .x/j
(11)
i D1

subject to
fi .x/ D 0; i D 1; : : : ; n:
Solving the constrained single-objective optimization
as formulated in Eq. (10) or (11), which is usually
more difficult than the single-objective optimization, the
constraint-handling technique is required. Again, similar

to the SOT, it needs additional diversity preservation
technique, so as to locate different roots of NEs when
solving Eq. (10) or (11).
(4) NLPT: Similar to the transformation technique[40] ,
in Ref. [41], by introducing additional parameter " 2
Rn , an NEs problem is transformed as a nonlinear
programming problem as
min k "i "i k1
(12)
subject to
(
jfi .x/j "i 6 0I
"i > 0;
where i D 1; : : : ; n, and " 2 Rn is the desired system
precision. Therefore, solving NEs is equivalent to deal
with the nonlinear system of inequities with precision
"i D 0.
(5) MOT: In the Evolutionary Computation (EC)
community, Evolutionary Multi-objective Optimization
(EMO) is very active[42, 43] . The main purpose of EMO
is to find a set of non-dominated solutions with good
convergence and coverage, that is, the obtained nondominated solutions approach the true Pareto front
with good distribution. Locating multiple roots of NEs
is similar to obtain the non-dominated solutions of
EMO. Therefore, in the literature, several multi-objective
transformation techniques are proposed to convert
an NEs problem into a Multi-objective Optimization
Problem (MOP).
 In 2008, Grosan and Abraham[44] proposed a
transformation method, namely CA, which treats each
equation as an objective function. This method is simple
and easy to implement, and the specific transformation
method is as follows:
8
ˆ
< min F1 .x/ D jf1 .x/jI
::
(13)
:
ˆ
:
min Fn .x/ D jfn .x/j
However, the CA technique has two possible drawbacks:
(1) the n-objective functions in Eq. (16) cannot guarantee
the conflict between two objectives; and (2) when n > 3,
Eq. (16) is a many-objective optimization problem,
which is much more difficult to be solved effectively[45] .
Therefore, with the increase in the number of equations,
the performance of the algorithm for solving Eq. (16)
will be dramatically affected.
 To remedy the defects of CA, Song et al.[23]
designed a bi-objective optimization method, namely
MONES, which divides an NEs problem into the
location function and system function. The transformed
bi-objective optimization problem is as
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(

P
min F1 .x/ D x1 C niD1 jfi .x/jI
min F2 .x/ D 1 x1 C n  maxniD1 jfi .x/j

(14)

In MONES, the first decision variable of the NEs
(i.e., x1 ) is used to ensure the conflict between the two
objective functions. Since there are only two objective
functions in MONES, it can be handled easily by most
of EMO algorithms, such as NSGA-II[42] . However, if
some roots have the same value in x1 ( e.g., as shown
in Fig. 1, roots “A” and “B” have the same value in x1 ),
some of them may be lost during the run.
 In Ref. [46], a complex multi-objective
transformation technique was developed, where
an NEs problem is formulated as shown in Eq. (15) at
P
the bottom of this page, where R.x/ D niD1 jfi .x/j
is the system function, and C is used to control the
shape of the Pareto front. The problem formulated in Eq.
(15) suffers from the “curse-of-dimensionality” with the
increase of m.
 To retain the advantages of MONES and remedy
its drawback in the loss of roots, Gong et al.[47]
introduced the weighted bi-objective transformation
technique (namely WeB) as follows:
Pm
8
P
ˆ
i D1 wi  xi
ˆ
P
min
F
.x/
D
C jnD1 jfj .x/jI
ˆ
1
m
<
i D1 wi
(16)
Pm
ˆ
P
w
x
ˆ
i
i
n
i
D1
ˆ
Pm
C j D1 jfj .x/j
: min F2 .x/ D 1
i D1 wi
where wi is randomly generated weight for each variable
xi before the run and i D 1; : : : ; m.
 The indices of the m equations in Ref. [48, Eq. (1)]
are randomly divided into two subsets S1 and S2 . Let
I D f1; : : : ; mg be the indices of NEs, S1 [ S2 D I
and S1 \ S2 D . In this way, the following constrained
bi-objective transformation technique is presented:
(
P 1j
min F1 .x/ D jS
i D1 jfS1 .i/ .x/j; s.t. fS1 .i/ .x/ D 0I
(17)
PjS
2j
min F2 .x/ D i D1
jfS2 .i/ .x/j; s.t. fS2 .i/ .x/ D 0
where the equality constraints are usually converted into
the inequality ones.

 In Refs. [25, 49], an NEs problem was transformed
into a bi-objective optimization problem as
(
P
min F1 .xi / D m
jf .xi /jI
PkD1 k
(18)
min F2 .xi / D jNp
K.x
i ; xj /
D1
where
 Np is the population size, K.xi ; xj / D
k xi xj k
exp
, and ı D 2 is used in Refs. [25,49].
2ı 2
Actually, F2 .xi / is the diversity contribution of xi to the
population. However, it is worth noting that the two
objective functions in Eq. (18) cannot make sure to be
conflict.
(6) Remarks: Table 1 summarizes the advantages and
disadvantages of the above-mentioned transformation
techniques. Generally,
 The SOT technique is simple, straightforward, and
more popular, however, it requires additional diversity
preservation technique to locate different roots of NEs.
 The RBT technique is effective to locate multiple
roots of NEs. Different P .x/ functions have different
features to penalize the solutions around the found roots.
Especially, the repulsion radius should be properly set
for different NEs problems.
 The CSOT and NLPT techniques are scarce due to
their difficulty to be solved efficiently.
 The MOT technique obtains increasing attention
recently, however, it needs to carefully design the
objective functions to make sure both the conflict among
different functions, it also needs to ensure the one-to-one
mapping between the roots and the Pareto solutions.
After transforming an NEs problem into an
optimization problem, different optimization methods
can be used to deal with it. In Section 3, we review the
IOAs for locating multiple roots of NEs.

3

IOAs for Multiple Roots Finding of NEs

With the purpose of locating various roots of NEs, during
the last few years, different IOAs with the diversity
techniques are used to solve NEs. These methods can be
roughly divided into five categories: (1) repulsion-based

8
x2
xm 1
xm
x1
ˆ
C
C  C
C
C C  R.x/  ln .m C 2/I
min f1 .x/ D
ˆ
ˆ
m
m 1
2
1
ˆ
ˆ
x1
x2
xm 1
ˆ
ˆ
ˆ
min f2 .x/ D
C
C  C
C .1 xm / C C  R.x/  ln .m C 1/I
ˆ
ˆ
m
m 1
2
ˆ
ˆ
x2
xm 2
x1
<
min f3 .x/ D
C
C  C
C .1 xm 1 / C C  R.x/  ln .m/I
m
m
1
3
ˆ
::
ˆ
ˆ
ˆ
:
ˆ
ˆ
ˆ
x1
ˆ
ˆ
min fm .x/ D
C .1 x2 / C C  R.x/  ln .3/I
ˆ
ˆ
ˆ
m
:
min fmC1 .x/ D .1 x1 / C C  R.x/  ln .2/
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Table 1
Technique

SOT

RBT

Reference
[9, 27, 28]
[29, 50]
[51, 52]
[30, 53]
[31, 32]
[33, 34]
[35–37]

Summary of the advantages and disadvantages of different transformation techniques.
Advantage
 Simplicity
 Ease of implementation

 Requirement of additional diversity technique to
find multiple roots

 Simplicity
 Ease of implementation
 Locating multiple roots

 Requirement of proper setting of repulsion radius

CSOT

[38, 39]

 Simplicity

NLPT

[41]

 Simplicity

[44]

[23]

[46]
MOT
[47]

 Requirement of additional diversity technique to find
multiple roots
 Requirement of constraint-handling technique
 Requirement of additional diversity technique to find
multiple roots
 Requirement of NLP-handling technique

 Simplicity
 Ease of implementation
 Locating multiple roots
 Simplicity
 Ease of implementation
 Bi-objective transformation
 Conflict between two objective functions
 Locating multiple roots
 One-to-one mapping between the roots
and Pareto solutions
 Conflict between two objective functions
 Locating multiple roots
 Approximate one-to-one mapping between
the roots and Pareto solutions
 Advantages in Ref. [23]

 No guarantee on the conflict between two objective
functions
 “Curse-of-dimensionality” at n > 3

 Loss of roots that have the same value in x1
 Performance degeneration at large search range

 Complexity
 “Curse-of-dimensionality” at m > 2

 Performance degeneration at large search range

[48]

 Bi-objective transformation
 Locating multiple roots

 No guarantee on the conflict between two objective
functions
 Requirement of constraint-handling
technique

[25, 49]

 Simplicity
 Ease of implementation
 Bi-objective transformation
 Locating multiple roots

 No guarantee on the conflict between two objective
functions

methods, (2) niching-based methods, (3) clusteringbased methods, (4) multi-objective optimization based
methods, and (5) other methods. Generally, the methods
in (1) – (3) and (5) solve the transformed single-objective
optimization problem with addition diversity techniques,
while the methods in (4) is used to solve the transformed
MOP.
3.1

Disadvantage

Repulsion-based methods

As mentioned in Section 2.2, the repulsion techniques
are capable of driving the algorithm to escape from
the regions of the found roots. Therefore, it can
promote the algorithm to locate other roots of NEs.
In the literature, several IOAs combined with different

repulsion techniques are presented for multiple roots
finding.
In Ref. [33], a Continuous Greedy Randomized
Adaptive Search Procedure (C-GRASP) with repulsion
was presented, where a construction phase and a local
search phase are implemented. The multi-start procedure
was used to find multiple roots. C-GRASP performed
well on four NEs problems.
Henderson et al.[34] used a simulated annealing with
the polarization technique (i.e., repulsion technique)
to determine multiple roots, where the polarization
technique can create repulsive regions around the
found roots and guide the algorithm to explore other
promising areas.The proposed method was evaluated
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on 5 benchmark problems and the double retrograde
vaporization.
In Ref. [35], a two-phase root-finder with the repulsion
technique was introduced for multiple roots location. In
the global phase, the Invasive Weed Optimization (IWO)
is used to detect the approximate locations of roots. In
the exact phase, a clustering technique is first used to
seperate the locations of roots, then IWO is also used to
each cluster to locate the roots. The method is shown to
perform well on the tested problems.
In Ref. [54], a Biased Random-Key GA (BRKGA)
with the repulsion technique[33] was proposed to find all
roots of NEs. The promising results were obtained by
applying BRKGA to 7 NEs problems.
Ramadas et al.[36] used an Improved Harmony Search
(I-HS)[55] with the repulsion technique shown in Eq. (9)
to obtain multiple roots of NEs, where the I-HS is
embedded into a repulsion algorithm. Therefore, the
population re-initialization is used in I-HS to enrich the
diversity.
Gong et al.[24] presented a novel DE, namely RADE,
that combined the repulsion, niching, and parameter
adaptation to locate multiple roots of NEs. RADE was
evaluated on 30 NEs problems and promising results
were obtained.
The repulsive radius plays an important role in the
repulsion technique. However, previously-mentioned
repulsion-based methods used fixed value of the
repulsive radius, which is highly dependent on test
problems and is not conducive to be extended to general
cases. To alleviate this drawback, Liao et al.[56] proposed
a generic framework with Evolutionary Algorithm (EA)
and dynamic repulsion radius, i.e., DREA. In the
process of iteration, the repulsive radius is adjusted
dynamically with the number of iterations. In DREA,
different repulsion techniques and different EAs can be
integrated into this framework. Finally, the population reinitialization is used to maintain the population diversity,
which greatly improves the probability of locating the
roots.
3.2

Niching-based methods

Niching techniques modify the search behavior of
classical EAs to gather different sub-populations within
a single population to find multiple solutions[22] . They
are able to maintain the population diversity during the
search. Various niching techniques are used to solve
Multi-Modal Optimization Problems (MMOPs). Due
to the similarity between the solving of MMOPs and

Published by Tsinghua University Press: Journals Publishing, 2021
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multiple roots finding of NEs, combining the niching
techniques with IOAs is a promising way to locate
different roots of NEs.
In Ref. [57], a niching PSO was presented, where
a neighborhood best (nbest) technique is proposed to
update the particles’ velocity. The solutions in the same
neighborhood, measured by the Euclidean distance, form
a niche to make the algorithm find multiple roots. The
proposed nbest PSO yielded good results on some simple
NEs with a small number of roots.
Zhou and Jiang[58] proposed a Hybrid Niching GA
(HNGA). In HNGA, the deterministic crowding method
created a niche evolutionary environment to maintain the
population diversity and to make the algorithm converge
to multiple roots simultaneously. The Quasi-Newton
method was used as the local search for an accurate
search that further improves convergence and accuracy.
In Ref. [24], the niching technique was applied in
RADE to maintain the population diversity. In this way,
it can locate various roots of NEs.
Liao et al.[50] proposed memetic niching based EA,
referred to as MENI-EA, to find multiple roots of NEs. In
Ref. [50], two diversity mechanisms of the neighborhood
mutation and crowding technique were added to EA to
enhance the population diversity. To refine the fitness
of individuals that satisfied corresponding conditions,
the numerical method for NEs was incorporated into EA
to obtain high-quality roots. In MENI-EA, numerical
method together with diversity-preserving mechanism
were integrated into EA to yield promising performance.
He et al.[51] presented a fuzzy neighborhood-based
DE with orientation, namely FNODE. In Ref. [51],
FNODE proposed the fuzzy neighborhood technique
that introduced the probabilistic selection operation to
form the final neighborhood. Moreover, the orientationbased mutation was designed, where the orientation
information of the neighborhood individual migration
is combined into the mutation operation to generate the
offspring. The improved fuzzy neighborhood technology
and the orientation-based mutation can balance between
exploration and exploitation in FNODE, which improve
the ability to solve NEs.
In Ref. [59], a hybrid swarm intelligence with
improved ring topology for NEs was presented, where
an enhanced ring topology was designed to make use of
the knowledge of the neighborhood. Moreover, artificial
bee colony was hybridized with DE and the crowding
technique to improve the search efficiency. Finally, the
individual re-initialization mechanism was used to enrich
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the population diversity. Experimental results indicated
that the proposed method obtained the competitive
results compared with oter related methods.
3.3

Clustering-based methods

Similar to the niching techniques, the clustering
techniques can partition a population into different
groups and preserve the population diversity. Thus,
several researchers combined the clustering techniques
with IOAs to find multiple roots of NEs.
Tsoulos and Stavrakoudis[52] proposed a global search
algorithm based on clustering to identify multiple
roots of NEs. The global search algorithms, multistart
and minfinder, were used to solve the transformation
problem, where the minfinder is a clustering algorithm,
whose main purpose is to locate all the optimal solutions
of the function in the decision space.
Sacco and Henderson[53] combined Fuzzy Clustering
Means (FCM) to design an optimization algorithm to
solve NEs. In the first stage, the Luus-Jaakola method
is used to search the whole decision space to obtain
a large number of candidate solutions. In the second
stage, to locate multiple roots, the candidate solutions
are clustered by FCM. In the last stage, the Nelder-Mead
(N-M) local search algorithm is employed to search in
each cluster to accelerate the population convergence.
Liao et al.[60] designed a Decomposition-based DE
with Re-initialization (DDE/R), where a parameter-free
decomposition based on the clustering technique is used
to divide the population into different sub-populations
to locate multiple roots. Then, a sub-population control
strategy is employed to enhance the search ability. In
addition, the subpopulation re-initialization mechanism
is used to improve the population diversity.
Wu et al.[30] presented a clustering-based DE with
different crowding factors for NEs. In Ref. [30], a onestep K-means clustering method was combined with
the niching technique to guide the population towards
multiple roots.
3.4

Multi-objective optimization based methods

Multi-objective technique is one of effective algorithms
to deal with MOPs. The main goal is to find a set
of Pareto optimal solutions, which is analogue to find
different roots of NEs. In recent years, there are several
achievements by using a multi-objective technique to
solve NEs.
Grosan and Abraham[44] made the first attempt to
solve NEs with the multi-objective-based method, where
each equation was treated as an objective function,

and transformed the NEs into an MOP, as shown
in Eq. (16). Then, NSGA-II[42] was applied to solve
the transformation problem. The experiments showed
that the proposed method achieved satisfactory results
compared with other methods.
In Ref. [23], the MONES algorithm was developed to
locate multiple roots of NEs, where the NEs problem was
transformed into a bi-objective optimization problem, as
show in Eq. (14), and NSGA-II was used to solve the
transformation problem. The algorithm was shown to
perform well on 7 problems.
Qin et al.[46] transformed NEs into an n-objective
optimization problem, as show in Eq. (15). Then,
the HypE algorithm[61] was employed to solve the
transformed problem. The proposed method was also
tested on 7 problems presented in Ref. [23] and showed
acceptable performance.
To overcome the loss of roots of MONES, in Ref.
[47], Gong et al. presented a weighted bi-objective
transformation technique (namely A-WeB) to enhance
the performance of MONES in solving NEs. In A-WeB,
the weights in objective function are randomly generated
from 0 to 1. In the optimization process, SHADE[62]
and NSGA-II[42] are combined to generate offspring
through mutation and crossover operators. Moreover,
the parameters are adjusted adaptively, which improves
the search efficiency. A-WeB was extensively evaluated
on 38 NEs problems and yielded highly competitive
performance compared with other methods.
Naidu and Ojha[48] presented a Hybrid Cooperative
Multi-objective Optimization IWO (HCMOIWO) for
NEs with the transformed problem, shown in Eq. (17).
In HCMOIWO, the population is divided into two
sub-populations of equal size, each subpopulation
corresponds to an objective function, and each
subpopulation is searched based on IWO and space
transformation search. Then, the next generation
individuals are selected by non-dominated sorting
from the combined sub-populations. The non-inferior
individuals are saved in the pre-given archive. Finally,
the individuals in the archive will be obtained.
Gao et al.[25] designed a Two-Phase EA (TPEA)
to solve NEs. In TPEA, NEs problem was firstly
transformed into the problem, shown in Eq. (18). In the
first stage, the niching technique and the diversity index
based on the Gaussian kernel function were used together
to maintain the population diversity. Subsequently,
NCDE[63] and NSGA-II[42] were carried out alternately
to produce high-quality candidate solutions. In the
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second stage, TPEA devised an effective method to
identify the promising region (the region where the
optimal solution may exist ) and finally find the roots of
NEs through DE as a local search algorithm.
Gao et al.[49] combined a diversity indicator,
multi-objective optimization technique, and clustering
technique (namely MOPEA) to solve NEs. MOPEA
firstly designed a diversity indicator to preserve
population diversity. Then, the K-means clusteringbased selection strategy partitioned population into
different subregions and identified the promising
solutions. Finally, the local search refined the solutions
to obtain the high-quality roots.
3.5

Other algorithms

In addition to the above types of IOAs for multiple
roots finding of NEs, researchers also proposed other
different methods to solve NEs. Some representatives
are reviewed as follows:
 GA: In Ref. [27], GA was used to obtain the
efficient initial guesses, then, these solutions were
refined by the Newton method. In Ref. [38], a
Vasconcelos GA (VGA) was presented to optimize the
transformed problem, as shown in Eq. (10). Rovira et
al.[64] presented a methodology to sort out equations of
NEs, and solved it by means of genetic-based machine
learning and GA. In Ref. [65], GA was integrated
into Gauss-Legendre numerical integration to deal with
NEs. Wang[66] utilized Immune Genetic Algorithm
(IGA) to identify the roots. IGA adopts the individual
distance comparison method based on fitness value,
which not only preserves excellent individuals, but
also reduces the selection of similar individuals. In
Ref. [39], GA with the augmented Lagrangian function
was used to solve the transformed problem, as shown
in Eq. (11). In Ref. [67], GA with symmetric and
harmonious individuals was introduced for solving NEs,
where the Newton’s method was used to accelerate the
convergence. Joshi and Krishna[68] adopted GA to solve
NEs derived from different applications.
 PSO: Mo et al.[69] put forward Conjugate Direction
Particle Swarm Optimization (CDPSO) to locate the
roots of NEs. In CDPSO, conjugate direction method
was introduced into PSO to improve the defect, so
that PSO was easy to fall into local optima in solving
high-dimensional problems. In Ref. [20], an improved
PSO method was presented to avoid trapping into the
local optima, where new velocity and position update
strategies were proposed. In Ref. [70], Voglis et al.
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presented a PSO with Deliberate Loss of Information
(PSO-DLI), which allows the undisrupted move of
particles. To solve NEs, the transformation technique
shown in Eq. (3) was used. To enhance the effectiveness
and robustness, in Ref. [18], a chaotic quantum behaved
PSO was proposed, where different chaotic maps were
used.
 DE: Ramadas and Fernandes[71] presented a DE
with weighted combined mutation to solve NEs with
Eq. (3) transformation. In Ref. [72], a hybrid DE with
IWO (DEIWO) was proposed. In DEIWO, IWO is
mainly used to the exploration, while DE is used to
the exploitation. In Ref. [73], DE was hybridized with
monarch butterfly optimization for solving NEs with the
merit function of Eq. (2).
 Firefly Algorithm (FA): Wang and Zhou[74]
combined FA with pattern search strategy to solve NEs.
Numerical results showed that the proposed method had
global convergence reliability and had advantages in
solving higher dimension problems. Ariyaratne et al.[75]
proposed a modified firefly algorithm to locate multiple
roots of NEs. Ariyaratne et al.[76] presented an enhanced
firefly algorithm for NEs. The proposed method adopted
a self-tuning framework to modify the parameter and
identified multiple roots in a single run.
In addition, other IOAs, such as glowworm swarm
optimization[77] , SA[78] , bat algorithm[79] , social emotion
optimization[80] , imperialist competition algorithm[81] ,
cuckoo search algorithm[82] , and continuous variable
neighborhood search[83] , were also used to solve NEs.

4

Performance Comparison of IOAs for NEs

This section presents the comparison of some
representative IOAs for solving NEs, where 30
benchmark problems with two indicators are used to
compare the performance of different IOAs.
4.1

Test problems

In recent years, 30 NEs with different characteristics[24]
are used to verify the performance of different IOAs for
locating multiple roots of NEs. The basic features of
these test functions are briefly given in Table 2, where m
is the number of decision variables; Range is the feasible
region of the decision vector; LE represents the number
of the linear equations; NE is the number of the nonlinear
equations; NoR is the number of the roots; and maxNFE
is the maximal number of function evaluations. More
details of these problems can be found in Ref. [24].
In Table 2, the test functions F01, F05, and F19 have
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Table 2

Problem
F01
F02
F03
F04
F05
F06
F07
F08
F09
F10
F11
F12
F13
F14
F15
F16
F17
F18
F19
F20
F21
F22
F23
F24
F25
F26
F27
F28
F29
F30

m
20
2
2
2
10
2
2
2
5
3
2
2
3
2
2
2
8
2
20
3
2
2
3
3
3
2
2
2
3
2

Brief information of the test problems.
Range
LE
NE
Œ 1; 1n
0
2
n
Œ 1; 1
1
1
Œ 1; 1n
0
2
Œ 10; 10n
0
0
Œ 2; 2n
0
10
Œ 1; 1n
1
1
Œ 1; 1; Œ 10; 0
0
2
Œ0; 1n
0
2
Œ 10; 10n
4
1
Œ 5; 5; Œ 1; 3; Œ 5; 5
0
3
Œ 1; 1; Œ 10; 10
0
2
n
Œ 1; 2
0
2
[ 0.6, 0.6], [ 0.6, 0.6], [ 5, 5]
0
3
Œ 5; 5n
0
2
Œ0:25; 1; Œ1:5; 2 
0
2
Œ0; 2 n
0
2
Œ 1; 1n
1
7
Œ 2; 2n
0
2
Œ 2; 2n
19
1
Œ 1; 1n
0
3
Œ 2; 2n
0
2
n
Œ 2; 2
0
2
Œ 20; 20n
0
3
Œ0; 1n
0
3
Œ 3; 3n
0
3
Œ 1; 0:1; Œ 2; 2
0
2
Œ 5; 1:5; Œ0; 5
0
2
Œ0; 2; Œ10; 30
0
2
Œ0; 2; Œ 10; 10; Œ 1; 1
0
3
Œ 2; 2; Œ0; 1:1
0
2

higher objective function dimensions, which mainly
investigate the exploitation ability of the algorithm.
Attention should be paid to the population convergence
when designing the algorithm; the test functions F02,
F03, F04, F12, F13, F16, F17, and F23 have many
roots, which mainly require the exploration ability of the
algorithm, and pay attention to the population diversity
when designing the algorithm. Other functions mainly
test the comprehensive ability of the algorithm.
4.2

Performance metrics

Generally, two performance metrics in Refs. [24, 56]
are applied to assess the performance of different
algorithms.
 Root Ratio (RR): It calculates the average ratio of
the found roots over multiple runs,
PNr
Ni;f
RR D i D1
(19)
NoR  Nr
where Nr is the number of runs; Ni;f is the number of

NoR
2
11
15
13
1
8
2
7
3
2
4
10
12
9
2
13
16
6
2
7
4
6
16
8
2
2
3
2
5
4

maxNFE
50 000
50 000
50 000
50 000
50 000
50 000
50 000
50 000
100 000
50 000
50 000
50 000
50 000
50 000
50 000
50 000
100 000
50 000
200 000
50 000
50 000
50 000
500 000
100 000
50 000
50 000
50 000
50 000
50 000
50 000

the roots obtained in the i -th run; NoR is the number of
the known roots of an NE. Each algorithm conducts over
30 independent runs for fair comparison.
 Success Rate (SR): SR computes the percentage
of all roots successfully found in multiple run,
Nr;s
(20)
SR D
Nr
where Nr;s is the number of successful runs.
4.3

Comparison of different IOAs

Tables 3 and 4 give the experimental results (RR and
SR) of 8 representative IOAs on 30 NEs. These IOAs
are DR-JADE[56] , RADE[24] , KSDE[30] , FONDE[51] ,
DDE/R[60] , MONES[23] , A-WeB[47] , and TPEA[49] .
From Tables 3 and 4, we can have a understanding
on the performance of different IOAs for NEs, which
is helpful to grasp the performance of IOAs in this
field. Thus, we can improve the performance of existing
algorithms and propose more effective new algorithms
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Problem
F01
F02
F03
F04
F05
F06
F07
F08
F09
F10
F11
F12
F13
F14
F15
F16
F17
F18
F19
F20
F21
F22
F23
F24
F25
F26
F27
F28
F29
F30
Avg.

Table 3 Comparison of root ratio with respect to different intelligent optimization algorithms.
DR-JADE
RADE
KSDE
FONDE
DDE/R
MONES
A-WeB
1.00
1.00
1.00
1.00
0.93
0.94
1.00
0.96
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
0.96
0.62
1.00
0.99
0.98
0.96
1.00
0.93
1.00
0.81
0.99
0.99
1.00
1.00
1.00
0.95
0.72
0.90
0.98
0.99
1.00
0.13
1.00
1.00
1.00
1.00
1.00
1.00
0.99
1.00
1.00
0.99
0.90
1.00
1.00
0.43
0.94
1.00
0.99
0.99
1.00
0.97
0.88
0.83
0.99
0.97
1.00
1.00
1.00
0.96
0.89
1.00
0.63
0.91
1.00
1.00
0.00
0.88
0.77
0.98
0.99
0.86
1.00
0.43
0.97
1.00
0.99
1.00
0.73
0.72
0.54
1.00
0.99
0.94
0.99
1.00
1.00
0.99
0.66
0.84
1.00
1.00
1.00
1.00
0.98
0.94
1.00
0.79
0.93
1.00
1.00
0.43
0.62
0.16
1.00
1.00
0.98
1.00
0.16
0.94
1.00
1.00
1.00
1.00
1.00
0.50
0.62
1.00
1.00
1.00
0.93
0.90
0.30
0.95
1.00
0.99
1.00
1.00
1.00
0.54
0.99
0.60
1.00
1.00
1.00
1.00
0.53
1.00
1.00
0.89
0.92
1.00
1.00
0.53
0.09
1.00
1.00
1.00
0.91
0.94
0.14
1.00
1.00
1.00
1.00
1.00
1.00
0.64
1.00
1.00
0.99
1.00
1.00
1.00
0.31
1.00
1.00
1.00
1.00
1.00
1.00
1.00
0.94
1.00
0.99
1.00
1.00
1.00
1.00
0.93
0.98
1.00
1.00
1.00
1.00
0.87
1.00
0.87
0.56
0.50
0.99
1.00
0.82
0.01
1.00
0.83
1.00
1.00
1.00
1.00
0.03
0.92
0.95
0.97
0.98
0.98
0.66
0.83

in the future study.
DR-JADE and RADE are repulsion-based methods,
and their RR and SR are f0:92; 0:76g and f0:95; 0:82g,
respectively. FONDE is a niching-based method, and
its RR and SR is f0:98; 0:89g. KSDE and DDE/R are
clustering-based methods, and their RR and SR are
f0:97; 0:88g and f0:99; 0:93g, respectively. MONES, AWeB, and TPEA are multi-objective based methods,
and their RR and SR are f0:66; 0:42g, f0:83; 0:66g,
and f0:98; 0:93g, respectively. Apparently, DDE/R
and TPEA obtain the best RR and SR. DR-JADE,
RADE, KSDE, and FONDE show good optimization
performance, because they can establish a good balance
of exploration and exploitation. MONES and A-WeB
obtain the worst results. To this end, the experimental
results demonstrate that the algorithm can obtain better
results only by keeping the good balance of diversity and
convergence.
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TPEA
0.92
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
0.94
0.91
1.00
1.00
1.00
0.97
1.00
0.72
1.00
1.00
1.00
0.97
1.00
1.00
1.00
1.00
1.00
1.00
1.00
0.98

Additionally, Table 5 summarizes the advantages
and disadvantages of eight IOAs. From Table 5, we
can understand the advantages and disadvantages of
different types of methods in locating multiple roots
of NEs. To effectively and efficiently locate as many
roots as possible, it is vital to balance the exploration
and the exploitation for solving NEs[84] .

5

Discussion and Open Issue

According to the above survey of IOAs for multiple roots
finding of NEs and the empirical comparison among
several IOAs, this section provides the discussions and
points out some possible open issues.
5.1

On diversity preservation

With the purpose of finding as many roots as possible
of NEs by means of IOAs, one of essential issues is to
preserve the population diversity. The algorithm needs
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Problem
F01
F02
F03
F04
F05
F06
F07
F08
F09
F10
F11
F12
F13
F14
F15
F16
F17
F18
F19
F20
F21
F22
F23
F24
F25
F26
F27
F28
F29
F30
Avg.

Complex System Modeling and Simulation, March 2021, 1(1): 15–32
Table 4 Comparison of success rate with respect to different intelligent optimization algorithms.
DR-JADE
RADE
KSDE
FONDE
DDE/R
MONES
A-WeB
1.00
1.00
1.00
1.00
0.86
0.93
1.00
0.93
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
0.58
0.36
1.00
0.90
0.80
0.52
1.00
0.67
1.00
0.00
0.95
0.96
1.00
1.00
1.00
0.58
0.00
0.31
0.86
0.98
1.00
0.00
1.00
1.00
1.00
1.00
1.00
1.00
0.98
1.00
1.00
0.93
0.40
1.00
1.00
0.00
0.60
1.00
0.98
0.93
1.00
0.93
0.66
0.12
0.93
0.91
1.00
1.00
1.00
0.93
0.68
1.00
0.00
0.43
1.00
1.00
0.00
0.28
0.00
0.89
0.93
0.28
1.00
0.00
0.76
1.00
0.94
1.00
0.02
0.00
0.00
1.00
0.96
0.43
0.93
1.00
1.00
0.92
0.00
0.00
1.00
1.00
1.00
1.00
0.96
0.66
1.00
0.69
0.86
1.00
1.00
0.00
0.24
0.00
1.00
1.00
0.76
1.00
0.00
0.70
1.00
1.00
1.00
1.00
1.00
0.00
0.98
1.00
1.00
1.00
0.86
0.80
0.07
1.00
1.00
0.99
1.00
1.00
1.00
0.00
0.14
0.00
1.00
1.00
1.00
1.00
0.01
1.00
1.00
0.19
0.43
1.00
1.00
0.00
0.00
1.00
1.00
1.00
0.28
0.33
0.00
1.00
1.00
1.00
1.00
1.00
1.00
0.00
1.00
1.00
0.99
1.00
1.00
1.00
0.07
1.00
1.00
1.00
1.00
1.00
1.00
1.00
0.88
1.00
0.97
1.00
1.00
1.00
1.00
0.66
0.93
1.00
1.00
1.00
1.00
0.78
1.00
0.00
0.00
0.00
0.98
1.00
0.13
0.00
1.00
0.67
1.00
1.00
1.00
1.00
0.02
0.76
0.82
0.88
0.89
0.93
0.42
0.66

to maintain proper diversity during the whole evolution
process in order to explore new search regions, and hence
to locate new roots. In the EC community, there are
different techniques presented to maintain the population
diversity, for example:
 Niching: The niching techniques[22, 85, 86] , which
were originally designed to handle the MMOPs, were
developed to divide the population into different niches
(or sub-populations). Different optimal solutions are
expected to lie in the regions of different niches.
Meanwhile, each niche evolves independently to track
a peak and the population can find multiple peaks
finally. Therefore, the niching techniques can maintain
the population diversity. However, different niching
techniques usually introduce new parameters, which
may be sensitive to be set properly[22] . Thus, when the
niching techniques are combined with IOAs for locating
various roots of NEs, the niching parameter settings need

TPEA
0.82
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
0.40
0.36
1.00
1.00
1.00
0.82
1.00
0.64
1.00
1.00
1.00
0.80
1.00
1.00
1.00
1.00
1.00
1.00
1.00
0.93

further study.
 Clustering: The clustering techniques are able to
classify the data into different clusters[87] . Similar to
the niching techniques, the clustering techniques can
also be used to divide the population into different
sub-populations, and hence to maintain the population
diversity. However, the proper setting of the number
of clusters is difficult. One possible way is to use the
advanced clustering techniques, such as the densitybased clustering[88] , that can automatically detect the
number of clusters.
 Multi-objective optimization: The main purpose
of EMO[89] is to obtain a non-dominated Pareto set
with good convergence and coverage. To achieve this
goal, the population usually maintains a proper diversity
with different techniques, such as the crowding used
in NSGA-II[42] , the clustering used in SPEA2[90] , the
decomposition used in MOEA/D[43] . When an NEs
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Table 5 Summary of the advantages and disadvantages of the 8 IOAs.
Method
Algorithm
Advantage
Disadvantage
DR-JADE  Preserving population diversity
 Lose several roots
Repulsion-based
RADE
 Parameter adaptive
 Low search efficient
FNODE
 High search efficient
 Easy to trap into local optimum
Niching-based
 For locating multiple roots of NEs, nichingDDE/R
 Premature convergence
based provides better results in both of RR and SR.
KSDE
 Partition population into multiple sub-populations  Parameter setting depends on different problems
Clustering-based
 Simple and effective
 Performance is easily affected by parameters
 MONES and A-WeB need to balance the
MONES  Using multi-objective transformation technique
exploration and exploitation.
Multi-objectivebased
A-WeB
 TPEA obtains better results in both of RR and SR  Low robustness
TPEA
 Maintain population diversity

problem is formuated as an MOP, different EMO
algorithms can be used to solve it. These type of
methods are efficient when the NEs problems have
infinite roots[23, 47] . However, if the roots are sparsely and
unevenly distributed in the search space, the performance
of EMO-based methods may be reduced.
 Re-initialization: The re-initialization of some
solutions and the whole population can enrich the
population diversity directly. Due to the distinguished
feature of NEs, when a solution is treated as a root, its
objective function value of Eq. (2) or (3) approximates 0.
In this way, the found roots can be saved in an external
archive, and then these solutions in the population can
be re-initialized to maintain the diversity. The promising
results obtained in DR-JADE[56] and DDE/R[60] verified
the effectiveness of the re-initialization techniques.
5.2

On root quality

In addition to the population diversity, the quality of
roots is another issue that needs to be considered.
For example, an NEs problem is transformed into an
optimization problem, as shown in Eq. (2), if F .x/ 6 ,
x is treated as a root.  is a very small positive value,
which is used to measure the quality of the obtained
roots. The performance of the algorithm is influenced
by the setting of  [50] . Therefore, to obtain high quality
roots of NEs, the exploitation of the algorithm needs to
be strengthened.
5.3

Open issues

Although some achievements have been made in solving
NEs by using IOAs, there are still several problems to
be solved, mainly reflected in the following aspects:
(1) Theoretical property: The traditional numerical
methods have a theoretical basis for solving NEs, but
the theoretical study of IOAs has been lagged behind
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its application. Such theoretical study can guide for the
design of effective IOAs for NEs.
(2) High-dimensional problems: Recently, most of
the researches are focused on low-dimensional problems,
and there is not enough studies on high-dimensional NEs.
Therefore, the use of IOAs for high-dimensional NEs
needs further consideration.
(3) Constrained problems: Many real-world
applications are highly constrained. However, most of
the existing IOAs are designed for the unconstrained
NEs problems, and there is a lack of systematic research
on how to deal with constraints for the constrained NEs
problems. Therefore, coupled to efficient constrainthandling techniques[91] , solving the constrained NEs
problems with IOAs is another future direction.
(4) Transformation techniques: Most studies
artificially convert NEs into single-objective or
multi-objective optimization problems, yet without
considering the characteristics of equations. Different
transformation techniques that consider the features of
NEs should be further studied, such as the technique
in Ref. [64]. Additionally, in Ref. [92], Song et al.
investigated the NEs knowledge and combined the
variable reduction strategy into IOA to solve NEs, thus
achieving the competitive results in terms of RR and
SR.
(5) New test problems with a large number of roots:
Recent studies on locating multiple roots of NEs focus on
a small number of roots. However, if the number of roots
is large, the performance of current IOAs deteriorates
dramatically[60] . Therefore, developing new test NEs
problems with a large number of roots is required to
further investigate the performance of IOAs. Besides,
how to design the evaluation indicators to evaluate the
effectiveness of the algorithm is also interesting. In
addition, designing enhanced IOAs to deal with the
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problems with a large number of roots is an important
challenge.
(6) Hybrid algorithm: Recently, there exist many
kinds of literature hybridizing IOAs with local search to
solve NEs. There are still few methods to combine IOAs
with machine learning to locate multiple roots of NEs.
Also, combining IOAs with the numerical methods is
also a possible way to design enhanced NEs solvers.
(7) Real-world applications: In Ref. [7], Mehta and
Grosan listed various real-world applications of NEs,
such as the mixed-variable problems[93, 94] . The use of
IOAs for the real-world NEs problems needs further
attention.

[6]

[7]

[8]
[9]
[10]

6

Conclusion

IOAs are powerful optimization methods for global
optimization. Combined with the diversity preservation
techniques, IOAs can locate different roots of NEs.
In this paper, we have revisited the transformation
techniques and reviewed recent developments of IOAs
in solving NEs. Besides, the test function and evaluation
indicators of NEs are described in detail. Moreover,
we select eight representative IOAs for comparison
and analyze the advantages and disadvantages of these
algorithms. Finally, we have discussed several open
research issues. We hope that these issues will help to
re-stimulate the interests and research efforts in this field.
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