There are many ways to solve potential problems for anisotropic mixtures. The nite element method is a popular choice with great exibility that gives the solution in the entire computational domain. E ective medium approximation is a simpler option that only estimates e ective properties. Interface integral equation methods is a third class of methods that has been studied for a long time, but only rarely been used for computations. In this paper, electrostatics of anisotropic two-dimensional composites is discussed. The geometry under consideration is a periodic composite of arbitrarily shaped anisotropic inclusions in an anisotropic matrix. The location of the inclusion interfaces are given on analytic form as to facilitate reproduction of results. Highly accurate calculations are performed with a coupled rst and second kind Fredholm integral equation method. Comparison is made with nite element method calculations.
I. INTRODUCTION
The development of e cient numerical algorithms for electrostatics and elastostatics of locally anisotropic composites is a topic of importance in physics and in physical engineering. A locally anisotropic composite is a material whose physical properties are described by piecewise constant anisotropic tensors. Anisotropic composites, such as polycrystals, are common in nature. Designed magnetostrictives, piezoelectrics and piezooptics are some examples in engineering 1].
Compared to how much work has been done in developing algorithms for locally isotropic composites, remarkably little has been done for anisotropic composites. For electrostatics and conductivity e orts mainly concern the construction of bounds between which the e ective conductivity must lie 2{17] and the derivation of e ective medium approximations 1,15,18{22]. The most reliable numerical method, as of today, for estimating the e ective conductivity of an anisotropic composite with a given geometry may very well be the nite element method. One nite element method program which is applicable is the Piecewise Linear Triangular Multi Grid (PLTMG) nite element program 23].
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A di erent approach to electrostatics of composites is the use of interface integral equations methods. Such methods have been used by a few authors for a long time 24{29]. In recent years, by their combination with the Fast Multipole Method 30{32] and other fast algorithms 33] these methods have also gained a wider appreciation in the numerical analysis community 30, 34] . Integral equation methods are well suited for potential problems in composites since they discretize the interfaces only, and, in combination with the Fast Multipole Method, require comparatively little data storage.
The extension of interface integral equations methods to anisotropic composite problems appears to be a more poorly explored area. An integral equation for two-dimensional anisotropic elasticity has been derived for the case of the inclusions being voids 35]. Single inclusion free-space problems in two-dimensional anisotropic elasticity have been solved for the case of the inclusions being ellipses 36{38]. Green's functions for anisotropic twodimensional elasticity are reviewed in Ref. 39] . For periodic problems in anisotropic electrostatics we only know of two recent papers in which one of us presented coupled rst and second kind Fredholm integral equations for anisotropic inclusions in isotropic 40] and anisotropic 41] matrices. These integral equations were solved to high accuracy for inclusions in the shape of disks.
In this paper we show how to solve the integral equations presented in Refs. 40, 41] for inclusions of general shapes. We will call these inclusions amoebas. As we shall see, it is possible to solve the electrostatic equation for anisotropic amoebas in anisotropic matrices with about the same speed and accuracy as for comparable problems involving disks. As a check on the results and as a comparison of two di erent methods, we shall present numerical results computed both with the integral equation method of this paper and with the PLTMG program.
The paper is organized as follows: In Section II we de ne the geometry under consideration and the equation that is to be solved. In Section III the interface integral equation method of Ref. 41 ] is brie y reviewed and extended. In Section IV we discuss the PLTMG program. In Section V we present numerical results. The paper end with Section VI { a discussion of possibly faster implementations of the two methods.
II. THE ELECTROSTATIC PROBLEM FOR AN ANISOTROPIC AMOEBA
Let an in nite periodic composite have a square unit cell. The unit cell has a side of unit length and the center of one unit cell is the origin. In the unit cell there is an inclusion which we will call the amoeba. Points r = (x; y) at the interface B of the amoeba at the origin are parameterized by (x; y) = R(1 + cos n )(cos ; sin ); (1) where is the angle to the x-axis and R, , and n are shape parameters. The total perimeter of the interface B is L and n r = (n 1 ; n 2 ) is the outward unit normal on B at r. Sometimes it is convenient to use the alternative parameterization of B (x; y) = ( (s); (s));
where s is the arclength measured from some arbitrary origin normalized so that 0 < s < 2 .
Both the amoeba and the region outside, the matrix, have anisotropic conductivity tensors. Let the matrix have a conductivity tensor m = " 1 0 0 2 # ; (3) so that the conductivity is 1 in the direction parallel to the x-axis and 2 in the direction parallel to the y-axis. Introduce
where i is the imaginary unit. The quantity 1 describes the degree of anisotropy of the matrix. Similarly, let the amoeba have a conductivity tensor a = " 3 0 0 4 # ; (5) so that the conductivity is 3 in the direction parallel to the x-axis and 4 in the direction parallel to the y-axis. Introduce
Now the electrostatic problem for the amoeba can be expressed as follows: Solve the electrostatic equation r ru(r) = 0; (7) in the periodic composite with the restriction that hru(r)i = e: (8) In Eq. (8) angular brackets denote area average over the unit cell and e is a unit vector of arbitrary direction. Once the potential u(r) is known, the e ective conductivity in the e direction can be computed from e = he rui: (9) III. AN (12) where integration is over primed quantities and where the sum goes over all stretched lattice points ! in the complex plane. We refer to the set of all stretched lattice points as e Z 2 so that e Z 2 = fk 1 + 1 k 2 : k 1 ; k 2 2 Zg: 
IV. THE PLTMG PROGRAM
We have used PLTMG version 6.3 for our nite element computations. PLTMG solves two-dimensional elliptic problems by an adaptive nite element method and is available as a public domain software from netlib, for documentation see 23] . The use of PLTMG for solving the amoeba problem should be considered as a veri cation of the integral equation method of Section III. We will in this section describe our implementation of the periodic problem given by Eq. (7) and Eq. (8) in PLTMG.
We solve Eq. (7) For amoebas with an even number of arms, periodic boundary conditions coincide with simple Dirichlet and Neumann boundary conditions. Only the latter boundary conditions are implemented in the PLTMG program. However in principle there is no di culty of incorporating periodic boundary condition into a nite element program.
In the adaptive nite element method an initial coarse grid is provided which is then adaptively re ned. If we use a coarse mesh consisting of, for example, two triangles the adaptive re nement of the mesh does not work well. The problem is associated with the quadrature error when the sti ness matrix is computed. Here sti ness matrix refers to the matrix , whose entries are integrals of type hr i r i i, where i and j are basis functions, cf. Ref. 46] . If a triangle intersect the matrix-amoeba interface where the data is discontinuous, the quadrature error will be large. This quadrature error seems not to be included in the re nement criterion which determines how the adaptive re nement takes place. The result is that the re nement comes in patches where some parts may be forgotten and others overly re ned. The problem can be xed by either computing the sti ness matrix exactly or by considering the quadrature error in the re nement criterion.
Another remedy to this problem, which is the alternative we have chosen, is to use a \skeleton" as input to the triangulation routine as described by the manual 23]. A skeleton speci es the domain as the union of one or more subdomains, and requires only the description of each of the subdomains. To be more speci c, the skeleton consists of a list of edges making up the boundaries of the subdomains. The edges could be straight or curved. The curved edges are arcs of circles which are well suited for approximation of a smooth curve like the interface of the amoeba. The boundary edges are respected during the triangulation. By using the parameterization of Eq. (2) for the interface, nodes are distributed along the interface so that the curve is well approximated. Unfortunately, when re nement takes place, the curved nature of the interfacial edges are discarded and the edges are considered to be straight edges. In Figure 1 an example of an initial mesh is seen. In addition to an initial mesh, we need to supply the equations and the boundary conditions. We have two options of giving the conductivities; one option is to specify them as global functions which are called and evaluated in the whole domain, the other option is to use a label associated to the initial subdomains to specify if a given point is inside or outside the amoeba. The latter method is only possible if the skeleton version is used where the domain is decomposed into subdomains. Using the label method it is necessary to place quite many nodes in the initial mesh on the interface, since the amoeba is speci ed by the initial grid even when the triangles are re ned, as described in the previous paragraph. Using a coarse mesh with many triangles also e ects the e ciency of the multigrid solver, since it is essential in the multigrid algorithm that the coarsest problem is cheap to solve. In spite of this, the approach using labels seems preferable and this is what we have used in the computations. About 1500 nodes has been given on the interface of the initial grid, yielding an initial grid with approximately 9000 unknowns.
It is important for a good adaptive nite element method to have an appropriate a posteriori error estimator. An a posteriori estimate is an estimate based on the computed solution and has two purposes: 1) It estimates the overall error of the solution (in some norm). 2) It adapts the triangulation by re ning the parts of the mesh where a large error is indicated.
In PLTMG the error estimator tries to minimize the error in the H 1 norm: jjvjj 2 H 1 := hjrvj 2 +v 2 i. For our problem it would be better to use the energy norm: jjvjj 2 e := hrv rvi or directly estimate jjju h jj 2 e ?jjujj 2 e j, that is, the error of the e ective conductivity, with u and u h being the exact and approximate solution of the boundary value problem, respectively. We have not developed any strict estimate of this type for our problem, albeit it can be done. Instead we have used a more heuristic estimate provided by PLTMG: An estimate of the error of a given functional is computed by locally evaluating the energy norm with both linear functions and a certain quadratic bump function. The di erence is used as an indicator of the error. To replace the original H 1 estimator with this heuristic a change in the subroutine energy of PLTMG is done. In numerical experiments we have observed an improvement using the described heuristic indicator compared to the original estimator based on H 1 norm for this class of problems, especially if the material properties of the matrix and amoeba have very di erent magnitudes.
V. NUMERICAL EXAMPLES
This section presents numerical results for various choices of the parameters R, , n, 1 , 2 , 3 and 4 de ned in Section II. The results are displayed in Table I together with computing time requirements. All calculations were done on a SUN SPARCstation 10 workstation. The FORTRAN code written for the interface integral equation method has about 800 lines, excluding external subroutines for Crout's algorithm and Gaussian quadrature. The quadrature subroutine is needed for arclength evaluations. The chief memory allocation needs are three matrices of size (2N + 1) (2N + 1) .
Solving Eq. (10) means solving two systems of linear equations: one with a single right hand side and one with 2N + 1 right hand sides. Both these systems were solved with the Crout's factorization method requiring a total of approximately 4(2N + 1) 3 =3 operations. For the systems treated in Table I , most computing time was spent generating the various M i matrices.
Comparisons with PLTMG results are done only for amoebas with an even number of arms n for the reason given in Section IV.
For the interface integral equation method the number of discretization points was increased until the e ective conductivity converged to 14 digits (except for one case where we only got 13 digits before we ran out of memory). All results were then checked to the number of digits presented by the Keller-Dykhne-Mendelson 43{45] type relation e ( 1 ; 2 ; 3 ; 4 ; = 0) = 1= e (1= 2 ; 1= 1 ; 1= 4 ; 1= 3 ; = =2): (26) Here e is the e ective conductivity in the direction of the applied eld e = (cos ; sin ).
For PLTMG 1500 nodes are used in the coarse mesh approximation of the interface. For all problems the mesh has been adaptively re ned up to 100000 degrees of freedom, which approximately equals the number of nodes, and corresponds to about 200000 triangles. This is the size which comfortable ts into a workstation with 32 Mbyte of internal memory avoiding excessive swapping.
Relation (26) has been used to check the computed result also for PLTMG. It is interesting to note that e is monotonically decreasing when the triangulation is re ned, due to the 8 fact that the nite element method problem is equivalent to a minimization problem 46]. For the same reason 1= e of the second part of (26) is monotonically increasing and hence upper and lower bounds of the exact e is obtained. The computed bounds are displayed in Table 1 .
VI. DISCUSSION
We have implemented an order N 3 algorithm for solving an interface integral equation for electrostatics of two dimensional composites where anisotropic inclusions of general shapes are embedded in an anisotropic matrix. Clearly, this order N 3 algorithm could be converted into an order N 2 algorithm by solving the system of linear equations in Eq. (10) iteratively rather than with Crout's algorithm. The convergence is expected to be rapid when the inclusions are not located too close to each other. The condition number of Eq. (10) is bounded. The condition number of the M 1 and M 2 matrices grows linearly with the number of discretization points. But numerical experiments indicate that the system of linear equations (where X is the matrix to be solved for) M 2 X = M 1 ; (27) in combination with the decomposition of Eq. (18) is well conditioned also for a large number of discretization points. An alternative to iteration in Eq. (10) 
The reason we did not implement an iterative algorithm was that most computing time was not spent solving linear systems of equations anyhow, but generating the matrices M i .
Could a radically faster iterative implementation of the interface integral equation, Eq. (10) be possible? It has been shown by previous authors 30, 34] N operations with the Fast Fourier Transform method. In conclusion this suggests that within the framework of the trapezoidal quadrature rule it should be possible to implement an iterative algorithm with a computing requirement proportional to N + Q log Q, where N now is the total number of discretization points and Q is the largest number of discretization points on a single inclusion in the unit cell. We speculate that within the framework of some more sophisticated quadrature rule it should be possible to implement an algorithm with computing requirement proportional to N.
We will now describe some ways to improve the computational e ciency of a nite element method program compared to PLTMG for solving these kind of problems. It should be mentioned that PLTMG can handle much more general problems, for example nonhomogeneous data and nonlinearities. If the problem is restricted to piecewise constant data, the quadrature rules can be simpli ed. PLTMG's solver uses the multigrid method which essentially requires the optimal O(N) number of operations , N being the number of degrees of freedom. However as piecewise linear elements is used the convergence rate of the material property we are interested in is O(h), with h being the size of the triangles. To reduce the error with a factor of two, it is therefore needed to solve a four times bigger problem, which could be expensive if high accuracy is requested. By using higher-order nite elements this slow convergence can be overcome. With quadratic nite elements, the degrees of freedom for the same mesh is increased four times, but this time the convergence will be O(h 2 ). In general one can consider a so called h-p version where h and p, the degree of the polynomial of the nite element, vary adaptively, see 49] . The e ciency of higher order methods depends on the regularity of the solution.
As described in Section IV, for problems with discontinuous data it is important to align edges to the material interface. It would be an improvement to adjust the new nodes introduced during re nement to be exactly on the interface. For higher order elements, isoparametric elements allowing curved edges at the material interface can be used, see 48] . Finally it would be useful to have an a posteriori estimate especially made for the problem of interest, the theory is rich for this type of elliptic problems, see 46, 47] . TABLES   TABLE I . E ective conductivities, e , in the direction of the x-axis of anisotropic, star-sh shaped amoebas. The parameters R, , n, 1 , 2 , 3 , and 4 are de ned in Section II.`Pts' is the number of 2N + 1 points in the discretization of Eq. (10). In the CPU columns, computing time is given in seconds. For PLTMG all problems are solved with 100000 degrees of freedom.`Errbd' is an estimated bound on the error. Superscripts`a' and`b' refer to the integral equation method and to the PLTMG program, respectively.
