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Autonomous vehicles are complex robotic and artificial intelligence systems working
together to achieve safe operation in unstructured environments. The objective of this work
is to provide a foundation to develop more advanced algorithms for off-road autonomy.
The project explores the sensors used for off-road autonomy and the data capture process.
Additionally, the point cloud data captured from lidar sensors is processed to restore some
of the geometric information lost during sensor sampling. Because ground truth values
are needed for quantitative comparison, the MAVS was leveraged to generate a large offroad dataset in a variety of ecosystems. The results demonstrate data capture from the
sensor suite and successful reconstruction of the selected geometric information. Using
this geometric information, the point cloud data is more accurately segmented using the
SqueezeSeg network.
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CHAPTER 1
INTRODUCTION

The goal of this thesis is to demonstrate techniques for sensor capture and point cloud
processing in off-road autonomous navigation. The objective of the point cloud processing
algorithms is to restore geometric information about the underlying surface, which is lost
during the sampling process.

1.1

Autonomous Driving Systems
Autonomous driving systems are robotic systems designed for cargo or passenger trans-

portation without requiring human interaction for safe operation. The dream of vehicular
autonomy can be traced back as far as 1925 when Houdina publicly demonstrated his
radio-controlled driverless car, the Linrrican Wonder, on the streets of New York City
[15]. Since then, inventors and researchers have continued to work towards autonomy
because the technology offers many societal and personal improvements. With sufficient
autonomy, the technology could make automotive transportation safer, more comfortable,
and more optimized.
Driving is a dangerous endeavor. In the United States in 2018, there were 6,734,000
police-reported motor vehicle accidents where 33,654 of those involved fatalities [3].
Across the globe, human error accounts for 95% of all traffic accidents, which kill over
1

1 million people per year [15]. The leading causes of human error that result in traffic
accidents are intoxication, speeding, and distractions. However, a computer system is not
susceptible to these human errors. Thus, the adoption of autonomous vehicles is predicted
to reduce the annual traffic accidents and save human lives.
Driving is a time-consuming task. In the United States in 2016, each person spent an
average of 50.6 minutes per day or 307.8 hours for the year in their vehicle [24]. For 307.8
hours (12.8 days) in the year, each person had to maintain focus on their vehicle and the
environment around them to safely navigate. This time is generally not pleasurable or productive for the driver. Autonomous systems free the driver to use that time to accomplish
other tasks, such as responding to email, surfing the internet, or resting.
Driving is a suboptimal system when performed by humans. The driver must leave
adequate space in front of the vehicle to process the environment and respond accordingly,
which creates large intervehicular gaps. These gaps prevent efficient transportation of payload in the shortest time possible. With vehicle-to-vehicle communication integrated into
autonomous vehicles, these gaps could be greatly reduced to improve the throughput of
each roadway. Additionally, if the system could handle small enough gaps, the fuel efficiency of vehicles could improve by reducing aerodynamic drag using drafting.
At the time of this publication, autonomous driving systems have experienced growing
public interest due to some success in consumer vehicles that operate autonomously under
constrained conditions [6]. While the rise in popularity may appear sudden, years of
advances in different technological fields has contributed to the recent capability to realize
autonomous driving systems. The slew of high-tech advances, combined with societal and
2

business aspects, have come together in a grand convergence to create the circumstances
and ecosystem to allow for the emergence of autonomous driving systems [8].

1.1.1

Levels of Autonomy

The objective of autonomy is to design a system that observes the world, to a certain level understands those observations, and makes appropriate decisions regarding the
actions to arrive safely at the intended destination. Ideally, a system should at least be
constrained such that it minimizes the loss of life, property damage, and travel time. Given
this problem, the solution is complex and difficult to achieve, especially with the unpredictable nature of the world. Thus, the Society for Automotive Engineers (SAE) published
a logarithmic scale to rate the levels of autonomous driving systems. This scale, shown in
Figure 1.1, contains six levels ranging from no autonomy (level 0) to full autonomy (level
5) in all situations.

1.1.2

Architecture

To better understand the function of terrain characterization in autonomous driving
systems, it is useful to understand a general architecture for the entire system. Dr. Lance
Eliot proposes an architecture in [8] that details many of the core functionalities required
by the system to achieve Level 5 autonomy. This architecture is shown in Figure 1.2.
The D-01 block entails the sensor capture elements for autonomous vehicles. This
involves collecting data from the myriad of sensors that are used in autonomous driving
systems – e.g. monocular cameras, stereo cameras, thermal cameras, light detection and
ranging (lidar), radio detection and ranging (radar), ultrasonic devices, global positioning
3

Figure 1.1
Levels of automotive autonomous driving systems.

4

satellites (GPS), and inertial measurement units (IMU). The objective of this block is to
capture measurements about the surrounding environment and feed that data to the rest of
the system. The output data from this block may be raw or transformed to align with a
global coordinate system.
The D-02 block describes the functions required for sensor fusion, which is the process
used to coherently merge the various data collected by different sensors. Each sensor
performs well under certain conditions, which means that it is likely that not all sensors will
be performing optimally at all times. This makes sensor fusion a tough task because it must
adapt based on the inputs it receives. This is analogous to the human brain compensating
in sensory deprived environments.
The D-03 block is responsible for using the sensor fusion data to maintain a model
of the surrounding environment. This model should include internal and external factors,
such as the speed of the vehicle and the location of other vehicles in the world.
The D-04 block is designed to interpret the world model from D-03 and make a decision
regarding what immediate actions should be taken. The actions in this block must also be
constrained so that they are realizable by the controls system in following block. This
module does no good if it asserts that the next action is physically impossible, such as the
car growing wings and flying to avoid an obstacle. Thus, the artificial intelligence (AI)
behind this block must be aware of the physics that constrain the operation of the vehicle
plus environmental conditions that may affect that operation.
The D-05 block regulates the vehicle controls. This goes beyond simple performing the
prescribed action from the D-04 block. This block must be capable of verifying that the
5

commands are being performed as expected. If they are not, then the block should attempt
corrective action and alert other systems.
Encompassing the operational blocks of the framework is a set of AI and deep learning
(DL) algorithms responsible for monitoring and guiding the operational blocks. The D-10
tactical AI block is responsible for dealing with moment-to-moment driving of the vehicle.
The D-11 strategic AI attempts to look at the larger operational objectives of the vehicles, such as ensuring the vehicle is heading towards the intended destination. The D-12
self-aware AI is designed to monitor itself and the other AI systems to ensure proper operation. The researchers at the Cybernetic Self-Driving Car Institute believe these systems
are crucial to the successful operation of a level 5 autonomous vehicle [8].
The primary focus of this project is in the D-01 block for sensor capture and preprocessing. The D-01 block is centered around the capture and preprocessing of data, which
is fed into the sensor fusion block for better scene understanding. The methods for sensor
capture and the techniques used for preprocessing the data are detailed in later sections.

1.1.3

Operation in Unstructured Environments

In robotics, and autonomous driving systems by extension, there is a distinction between structured and unstructured environments. A structured environment is a controlled
space that is clearly defined. The environment is rigid with known variables, which means
the robotic systems know what to expect when navigating. A structured environment is
predictable. An unstructured environment lacks the predictability of a structured environment because unexpected and infinite variables are added. The unstructured environment
6

Figure 1.2
Eliot framework for autonomous driving systems.
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is chaotic and unpredictable [25]. Unstructured environments are more difficult for robotic
systems to safely navigate because the system must be able to identify and adapt based on
the perceived variables.
At the time of this writing, it is infeasible to control public transportation such that
it becomes a structured environment. Thus, the current objective of autonomous driving
systems is to safely navigate unstructured environments with infinite variability. Within
these unstructured environments, different levels of structure may be observed to make the
state space more tractable. Consider the scenario of navigating a highway versus navigating
a city block versus navigating an off-road trail. These tasks are presented in order of
most structure to least structure. The highway environment is the most structured of these
unstructured environments due to the following characteristics:
• the ingress and egress are controlled and well-defined;
• the traffic directions are generally separated by a physical barrier;
• and, the traffic should flow in the same direction without stops or intersections.

Compare highway navigation with the navigation of an off-road trail and the state space
model for off-road navigation is significantly larger. In the off-road environment, the best
situation may be that a worn path is distinguishable to suggest the direction the vehicle
may want to travel. There is generally no other man-imposed structure to an off-road
environment. Being able to understand and respond to the off-road environment requires
better algorithms.
Autonomous driving systems that navigate unstructured off-road environments offer
improvements in many areas. Commercially, these systems could be implemented in off8

road industries such as logging or mining. Militarily, these systems have a wide range of
applications, which would all help protect the warfighter to ensure he or she can return
home safely.

1.2

Contributions
The contributions of this thesis are centered around two topics – a multi-sensor system

for off-road autonomous vehicle data collection and the processing of point cloud data
to improve sensor fusion results. For the multi-sensor system, hardware and software
was developed for simultaneous data collection in off-road environments. The software
leveraged the NVIDIA DRIVE technology to provide a single interface point for all of the
sensors. To allow for sensor fusion, the sensors were calibrated and co-registered. This
system was successfully utilized on numerous occassions to collect off-road data from the
Center for Advanced Vehicular Systems (CAVS) proving ground and on-road data from
the streets of Starkville, MS. The data from these collections was used by researchers to
develop and test algorithms for off-road autonomous vehicles.
To improve sensor fusion results, point cloud data was processed to restore geometric
information lost in the collection process, and semantic segmentation was used to assign
each point a class. The processing utilized tools from the point cloud library to estimate the
surface normal vector and the fast point feature histogram at each point. The root-meansquare height was calculated from a local neighborhood of points. Semantic segmentation
was performed using the SqueezeSeg network, which was modified to accept the point

9

clouds containing the normal vector and histogram. Lastly, the code for this project has
been made open source to allow for further development or reproduction of this system.

1.3

Publications
The work presented in this thesis spawned the following publications:
• E. Farmer, J. E. Ball, “Extending free-space mapping to unstructured, off-road environments,” SPIE DCS 2020 [Accepted]

10

CHAPTER 2
BACKGROUND

In recent years, significant engineering resources have been devoted to developing
autonomous driving systems, mostly by privately-owned entitities. Due to the market
landscape, the focus of development has primarily targetted unstructured on-road environments, which has the highest potential for monetary gain. This has left a deficiency in
research and development for unstructured off-road applications, which could be useful for
operations by the military, search and rescue teams, or mining corporations. The objective
of this project is to provide some research in the off-road arena by characterizing the terrain
for traversability analysis.
Because of the autonomy scale in Figure 1.1, there is some abiguity regarding what is
meant by the terms “autonomous driving system” or “autonomous vehicle”. For clarity,
a true autonomous vehicle operates with level five autonomy, which means it can safely
handle any set of conditions. The focus of this research is to provide methods to assist in
reaching level five autonomy.
To provide a scope of how this project fits within the architecture of a driving system,
consider the system presented in [8], which is shown in Figure 1.2. This project is focused
on the D-01 block for data capture by various sensors common to autonomous driving

11

systems, with a special focus on light detection and ranging (lidar). After collection and
individual processing, this data is fed to the sensor fusion block. The following sections
briefly describe the data acquisition process and then details the sensor processing methods
utilized in this project.

2.1

Point Cloud Data
In this section, the data acquisition method for this project is discussed. The data of

interest in this project is point clouds, which are a collection of points in 3-dimensional (3D) space. The subsections below describe the most common sensors used for point cloud
generation and how the data is represented in the system.

2.1.1

Collection Methods

There are two primary sensors that generate point clouds – lidar and camera. The
camera is a passive sensor that captures the reflections from objects produced by ambient
light sources. A camera does not natively produce point cloud data, but the captured images
are digitally processed to generate the points in 3-D space. The two primary methods for
processing images to generate point clouds are structure from motion (SFM) processing
and stereo processing. SFM is a technique that attempts to analyze sequential images as
the camera moves through the environment to generate 3-D point cloud data. Since the
camera is moving through the environment, the images produce a change of perspective,
which the algorithm translates into a 3-D mapping. This technique works for environments
with clear edges and corners for the algorithms to align between frames; but, it has not been
proven as a reliable method in off-road environments where crisp man-made edges rarely
12

exist. In stereo processing, two cameras are used simultaneously to capture images from
different perspectives. This technique was derived from how humans are able to measure
depth with two eyes.
The lidar sensor is an active device used for remote sensing that radiates electromagnetic pulses into space and collects the returning reflections. The distance to the reflection
is measured via time of flight, which allows the sensor to produce a point in 3-D space.
Additionally, most automotive lidar sensors record the intensity or the reflectivity at each
point.
Consider the electromagnetic spectrum presented in Figure 2.1 [7], which shows the
operational wavelengths of common sensing devices in autonomous driving systems. Typical eye-safe lidar technology operates in the 200 THz frequency range, which equates to
a wavelength of approximately 1.5 µm. The operational wavelength is important to know
because it effects lidar performance in various conditions. In general, if the wavelength of
an EM wave is significantly longer than a particle’s size, then the wave just flows around
the particles with little or no attenuation [16]. For autonomous vehicles, particles of fog,
rain, or dust are of interest because a vehicle must maintain safe operation under these
regularly-occuring conditions. Very generally, these particles have the following sizes:
• fog – 1 µm to 100 µm;
• rain – 0.5 mm to 5 mm;
• dust – 0.001 µm to 100 µm.

Thus, lidar in autonomous vehicle applications is degraded by scattering and attenuation in
the presence of any of these atmospheric particles. Additionally, fog and dust are worse for
13

lidar because of the increased particle density compared to rain [16]. These considerations
are important to note when attempting to design or understand lidar sensing in autonomous
vehicles.

Figure 2.1
Electromagnetic spectrum labeled with common sensor bands.

Lidar is a versatile tool that has been utilized in many fields, e.g. bathymetry [12], 3-D
mapping [26], and vibration detection [11]. Due to this range of applications, various forms
of designing lidar hardware and processing the collected data have been implemented. This
discussion is beyond the scope of this project, but the units of interest are mechanicallyrotated scanning lidars.
For this project, lidar sensors were utilized for a variety of reasons. The highly-accurate
point cloud that results from active sensing is a benefit over camera-generated clouds.
Since the lidar is an active sensor, it suffers significantly less degredation across various

14

environmental conditions, e.g. low-light. Lastly, the lidar saves computational resources
because the points are collected in 3-D space instead of being digitally processed into three
dimensions. For these reasons, the lidar-based point clouds were processed and analyzed.

2.1.2

Data Representation

Due to a wider availability of 3-D scanning sensors, the amount of 3-D data being
captured, stored, and transmitted has been increasing. As with many other technologies
before it, this increase in data has resulted in research into efficient storage and compression
of 3-D scenes. A 3-D scene can be stored in a variety of formats – point clouds, polygonal
meshes, and curve-based models. Of these formats, point clouds have experienced recent
popularity because their efficiency [23].
While a point pi in a point cloud P can represent a surface in 3-D space, other features of interest may be collected by the sensor or estimated by algorithms. These features
should be stored with each point. Thus, the definition of a point pi = xi , yi , zi changes to
pi = f1 , f2 , f3 , . . . , fn , where fi defines a feature value in a given space (color, segmentation label, geometry, etc.), thus changing the concept of a 3-D point to an n-dimensional
(n-D) point [20].
To understand the geometry around a query point pq , most geometric processing steps
need to discover the set of k points P k in the local neighborhood of the query point. These
points P k represent the underlying surface through an irregularly-sampled approximation.
Therefore, the underlying data structures representing the point cloud need to facilitate fast
distance-based searching to acquire P k , without re-computing the distances between points
15

on each search. The solution is to utilize spatial decomposition techniques such as kd-trees
or octrees, and partition the point cloud data P into volumetric chunks, which allows spatial
queries to be answered fast [20]. The fundamental concept behind spatial decomposition
structures is that the total volume of P is segmented into voxels (boxes) of varying widths.
Examples of kd-trees and octrees are shown in Figure 2.2 and Figure 2.3, respectively
[20]. A significant difference between these two data structures is the method in which
they decompose the volume. The kd-tree attempts to maintain the number of points per
cluster, which results in irregularly-sized voxels. In comparison, the octree attempts to
maintain the uniform voxel size, which results in a varying number of points per voxel.
These differences can be seen in the Figure 2.2 and Figure 2.3. The work presented in
this thesis utilizes kd-trees because the processing is being performed on static frames. A
major benefit to octrees is that they are easy to update and support insertion and deletion
operations almost natively, which is not necessary for this project.

Figure 2.2
Volumetric representation using a kd-tree structure.
16

Figure 2.3
Volumetric representation using an octree structure.

Many file formats for storing 3-D point cloud data have been developed by various
communities. Two of the most influential of these are the computer graphics and computational geometry communities. However, the formats developed by these communities had
some shortcomings with regards to processing n-D point clouds. To address this, the Point
Cloud Library (PCL) developed a new file format, called PCD, with n-D cloud processing
in mind [21]. The advantages of the PCD format include:
• the ability to store and process organized point cloud datasets, which is important for
real-time applications and robotics;
• binary mmap/munmap data types are the fastest possible way of loading and saving
data to disk;
• storing different data types allows the point cloud data to be flexible and efficient
with respect to storage and processing;
• easy calculation of n-D histograms for feature descriptors [2].
Lastly, different sensors can use different coordinate systems. The coordinate system
for this project aligns with the coordinate system established in [17], which is a right17

handed system with the positive x axis looking forward from the sensor unit and the positive z axis looking up. This system is shown in Figure 2.4, where the axes of interest are
labeled with a subscript s.

2.2

Point Cloud Processing
Point cloud processing is the process of adding additional features to the points in a

point cloud that restore geometric information about the underlying surface and aid in
the classification of those points. These algorithms are performed to improve results in
sections of the autonomy architecture further along the pipeline.

2.2.1

Statistical Analysis

A simple statistical measure of roughness is root mean square (RMS) height, Sq , where
a 1-D representation can be seen in Figure 2.5 The RMS height is equivalent to the standard deviation of heights [1]. This can be applied in n-D point clouds by using the kneighborhood concept. Instead of integrating over a unit area, the calculation is performed
on the summation of points in the local neighborhood. Thus, the equation for RMS height
is
s
Sq =

2.2.2

1X
kp (z)2 .
k i=1 i

(2.1)

Normal Estimation

The set of points P represents a noisy sampling of the underlying surface, which exists
continuously in the real world. Due to the sampling process, the explicit information about
the orientation and curvature of the surface is lost. This information is retained implicitly
18

Figure 2.4
Coordinate system for Ouster OS1 lidar sensors.
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Figure 2.5
A 1-D example of RMS height.

in the relationship between a sampled point and its local neighborhood [14]. The objective
of normal estimation is to recover this information by estimating a set of vectors that are
orthogonal to the tangent plane at each sampled point on the surface.
Though many methods of normal estimation exist (see [14]), one of the simplest approaches is based on the first-order 3-D plane fitting using covariance techniques [4]. An
advantage to the covariance method is that it provides the normal estimations while remaining invariant to rigid motions without explicitly using surface parameterizations or
derivations, as seen in Differential Geometry (see [9, 5, 13, 28]). This approach approximates the 3-D normal vector to a point on the surface by estimating the normal vector
of a plane tangent to the surface at point p, which is a least-squares plane fitting problem
defined in the neighborhood P k . Additionally, a metric that represents the goodness of fit
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of the points to the plane is stored with the normal vector, which means each normal vector
is 4-dimensional.
The local (first order) surface covariance matrix is defined as
k

1X
(p − p̂) · (pi − p̂)T .
C=
k i=1 i

(2.2)

The eigenvalues and eigenvectors of C determine three orthogonal vectors, two of which
define a plane whose orientation is such that it minimizes the Euclidean distance of the
orthogonal projections of all points in the neighborhood onto the plane. If 0 ≤ λ0 ≤ λ1 ≤
λ2 , the eigenvector v0 corresponding to the smallest eigenvalue λ0 is an approximation of
the surface normal vector ni = nx , ny , nz .
In general, there is no mathematical way to solve for the sign (direction) of ni using
Principal Component Analysis (PCA). This produces a point cloud with points that have
inconsistently oriented normal vectors on a surface. If the datasets are 2.5-dimensional
(2.5-D), which means they were acquired from a single viewpoint, then the orientation of
the normals can be fixed using an Extended Gaussian Image (EGI) [20]. When the normal
vectors are estimated using the above method, the vectors are spread across the EGI sphere,
which can be seen in the right of Figure 2.6 [20]. The solution to this problem is to utilize
the known viewpoint to orient all normal vectors towards the viewpoint, which means the
normals satisfy the equation

ni · vp − pi > 0.

(2.3)

The result is that the vectors are all oriented towards the viewpoint and fill only one half of
the EGI. This can be seen in Figure 2.7 [20].
21

Figure 2.6
Inconsistently oriented normal vectors acquired using PCA in a 2.5-D dataset.

Figure 2.7
Consistently oriented normal vectors where all orientations are on one side of the EGI.

22

2.2.3

Point Feature Histogram

Surface normals and curvature estimates are somewhat basic in their representations
of the geometry around a specific point, because they approximate the geometry of P k
with only a few values. Thus, a technique was presented in [22], which identifies a multidimensional feature space with a high discriminative power. The new feature space introduces the concept of a dual-ring neighborhood, where the neighborhood around pi is
sectioned by nested spheres with different radii. The inner layer represents the surface
normal at the query point, obtained via PCA from the neighborhood P k1 . The outer layer
represents the point feature histogram (PFH).
The following excerpt from [20] explains the objective and benefits to PFH:
The goal of the PFH formulation is to encode the P k2 neighborhood’s geometrical properties by generalizing the mean curvature around pi using a
multi-dimensional histogram of values. This highly dimensional hyperspace
provides an informative signature for the feature representation, is invariant
to the 6-D pose of the underlying surface, and copes very well with different
sampling densities or noise levels present in the neighborhood.

This means that PFH attempts to capture the surface variations by accounting for the interactions between normal vectors within a region around pi . Thus, the quality of PFH is
influenced by the quality of surface normal estimations. The steps required for PFH are
summarized as follows:
1. estimate surface normal vectors;
2. compute quadruplets α, φ, θ, d between two points and their associated normals using a Darboux coordinate frame;
3. create the histogram by binning the set of all quadruplets.
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The surface normal vectors can be estimated using the PCA technique outlined in Section (2.2.2). The Darboux coordinate frame can be defined at ps as the following:
u = ns

(2.4)

v =u×

(pt − ps )
kpt − ps k

w = u × v,

(2.5)
(2.6)

which can be visualized as shown in Figure 2.8 [20]. The components of the quadruplets
are defined as the following:
α = v · nt

φ=u·

(2.7)

(pt − ps )
d

θ = arctan w · nt , u · nt
d = kpt − ps k ,

(2.8)
(2.9)
(2.10)

where α is the angle between the target point’s normal vector and the v-vector of the source
point coordinate system, φ is the angle between the source point’s normal vector and the
normalized vector between the two points, and θ is the angle between the source point’s
normal vector and the projection of the target point’s normal vector onto the uw-plane.
The histogram binning process divides each feature’s value range into b bins, and counts
the occurrences in each bin.
Due to the acquisition process in 2.5-D point clouds, the distance measure d may not
be of extreme significance because the distance between neighboring points increases from
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the viewpoint. Therefore, it may be beneficial to omit d for 2.5-D datasets, which are often
acquired in robotics.

Figure 2.8
A graphical representation of the Darboux frame and the angular PFH features for a pair
of points ps and pt .

2.2.4

SqueezeSeg

In autonomous navigation, a common task is to perform classification on a data frame
to label objects of interest in the scene. One approach to the classification task is semantic
segmentation, where each fundamental element of the data frame (ie. pixel or voxel) is
assigned a label based on the object it contains. Neural networks are well-suited to this
task. SqueezeSeg is a convolutional neural network (CNN) with a recurrent conditional
random field (CRF) for real-time segmentation from 3-D point cloud data [27]. The CNN
takes a transformed point cloud as input and directly outputs a point-wise label map. The
label map is refined by a CRF implemented as a recurrent layer. Instance-level labels
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are obtained clustering algorithms. The structure of the SqueezeSeg network is shown in
Figure 2.9, where the fire elements are shown in Figure 2.10 and the CRF is shown in
Figure 2.11.

Figure 2.9
Network structure of SqueezeSeg.

Since SqueezeSeg is built on a CNN model, the input must be an image, which can
be represented an n-D tensor of size H × W × F . The height (H) and width (W) dimensions encode spatial position, while the last dimension encodes features (F). In traditional
imagery, a common set of features is RGB channels. Since a point cloud is usually represented as a set of 3-D Cartesian coordinates, the distribution of points in a point cloud is
sparse and irregular. Naively discretizing this 3-D space into voxels results in an excessive
26

Figure 2.10
Structure of a FireModule (left) and a FireDeconv (right).
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Figure 2.11
Conditional random field (CRF) implemented as a recurrent neural network (RNN) layer.

amount of empty voxels, which is computationally inefficient. The method proposed in
[27] uses the scanning mechanism of the lidar as spatial encoding and treats the Cartesian
coordinates as features. Thus, an image is created with a height equal to the number of
beams in the lidar and a width equal to the number of scans acquired in a single frame.
The size of the feature dimension is equal to the number of fields per point in the point
cloud. A visualization of the converted point cloud data is shown in Figure 2.12. The
projection is accomplished using
z
θ = arcsin p
x2 + y 2 + z 2

(2.11)

y
φ = arcsin p
.
x2 + y 2

(2.12)
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The azimuth (θ) and zenith (φ) angles are discretized based on the lidar resolutions. These
discretized values denote the position of a point in a 2-D grid.
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Figure 2.12
Data representation of point cloud data as a multispectral image.
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CHAPTER 3
SENSOR CAPTURE FOR OFF-ROAD VEHICLES

The objective of this chapter is to explore the D-01 sensor capture block established in
Chapter 1. The following is a list of common sensors in autonomous driving systems:
• camera (mono, stereo, thermal);
• lidar (light detection and ranging);
• radar (radio detection and ranging);
• GPS (global positioning satellites);
• and IMU (inertial measurement units).

It can also be feasilbe for a vehicle to be equipped with more than one of each sensor to
allow for better coverage and redundancy.
In this project, data was captured from two environments – simulation and world. The
ability to leverage simulations for sensor capture is valuable because it allows for ground
truths to be known about the environment, which can be costly to generate for data collected in the world. However, vehicles must operate in the world, so collecting world data
is necessary to verify results from simulation. The following sections explore the simulation and world data acquired in the sensor capture block.
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3.1

MSU Autonomous Vehicle Simulator
The Center for Advanced Vehicular Systems (CAVS) at Mississippi State University

(MSU) has been developing a software library for simulating autonomous ground vehicles in off-road environments. The software library, MSU Autonomous Vehicle Simulator
(MAVS), is a physics-based simulation for wheeled vehicles operating in sand, clay, ice,
and snow. The MAVS allows researchers to simulate realistic point clouds and images
captured using lidars and cameras [10].
In [10], the authors create a ”courtyard” scene using a single tree model and a single
grass model. These models are dispersed throughout the scene with random orientations,
scales, and locations. Figure 3.1 from [10] shows this digital scene in MAVS rendered
through camera capture (left) and lidar capture (right). This scene demonstrates some of
the capabilities of the MAVS.
The MAVS was utilized in this project to generate point clouds from lidar capture. The
advantage of using the MAVS to generate this data is that the simulator can include the
normal vector and segmentation label of each point in the cloud p ∈ P. As established in
Chapter 2, the accuracy of the feature estimation methods in this project is dependent on
the accuracy of the surface normal estimation.

3.2

World Collection Platform
To accompany the data generated by the MAVS, a platform was designed for data

collection in off-road environments on manned or unmanned systems. The objective of
the platform was to provide a portable system for collecting sensor data for autonomous
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Figure 3.1
Example of camera (left) and point cloud (right) renderings from the MAVS.

vehicles using stereo cameras, lidar, GPS, and IMU sensors. Due to the multi-sensor design
and the goal of sensor fusion in the D-02 block, the sensor mounts were required to have
a rigid-body design to preserve the transformations between sensors. Additionally, the
system needed to be capable of handling the high data throughput required to transport or
store the data.
The most essential component of the sensor capture block is the sensors themselves.
The selection of sensors determines the type and quality of observations of the world. For
this project, the following sensors were utilized:
• 1x Ouster OS-1 64-beam Lidar
• 2x Sekonix SF3325-100 RCCB Cameras
• 1x Swift Navigation Duro Inertial Unit with GNSS and INS

33

The lidar unit provides accurate spatial measurements of the world. The use of two monocular cameras enables the system to perform stereo processing. The inclusion of GNSS and
INS allows for localization estimations based on the fusion of positioning satellites and
inertial measurements.
With the multi-sensor design, the sensors needed to be mounted in a fixed position
in relation to each other. This allows for 6-dimensional (6-D) pose estimation between
sensors. To accomplish this, the sensors were mounted on a rigid-body structure, as shown
in Figure 3.2. Using numerical estimations, the transformation matrices were calculated to
form a transformation tree. The transformation tree uses the lidar coordinate system as the
root.

Figure 3.2
Multi-sensor off-road data collection platform.

The design of this platform also accounts for the field of view (FOV) of each sensor.
This is why the lidar, which has a 360° FOV, is mounted above the other sensor so that the
sensors do not obstruct the lidar’s view. The cameras have a 38° vertical FOV, which means
±19° from horizontal if the cameras are mounted directly on the platform. Through test34

Figure 3.3
Sensor platform mounted on a manned off-road vehicle.
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ing, it was determined that 19° above horizontal captured an excessive amount of useless
information, and that 19° below horizontal left a deadzone of 6 m in front of the vehicle.
Therefore, an adjustment was made to angle the cameras below horizontal by 15°, which
reduced the deadzone to approximately 1 m. An example of a point cloud captured with
the Ouster lidar is shown in Figure 3.4, colored by intensity.

Figure 3.4
Point of view visualization of a point cloud captured from the Ouster lidar.

An important consideration, especially when using a multi-sensor platform, is the bandwidth requirements to transport and store the captured data. The sensor platform developed
here is no exception. For this platform, the cameras and lidar units utilize the highest
bandwidths. This was estimated through numerical calculations and confirmed using a
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bandwidth analyzer after implementation. The results of the bandwidth analysis are shown
in Table 3.1. The bandwidths required to operate the sensors at their highest capture settings go beyond current consumer standards and introduce constraints on the networking
and storage components of the system. At full resolution and full frame rate, the sensor
platform is capable of generating 342 MB per second.
Table 3.1
Bandwidth requirements of the sensor platform.

Sensor
Camera
Camera
Camera
Camera
Lidar
Lidar
Lidar

Bandwidth
(MB/frame)
1920 × 1208 (RCCB)
9.28
1920 × 1208 (RGB)
6.90
1024 × 644 (RGB)
1.98
720 × 452 (RGB)
0.98
64 × 2048
6.29
64 × 1024
3.15
64 × 512
1.57
Resolution
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CHAPTER 4
POINT CLOUD PROCESSING

Using the methods described in Chapter 2, the point cloud data was processed to restore
geometric information and perform semantic segmentation.

4.1

Normal Estimation
The objective of normal estimation is to recover some of the orientation information

about the underlying surface that was sampled. To test the implementation and accuracy
of the algorithm described in Chapter 2, an experiment was conducted with point clouds
generated from the MAVS. Since the point clouds represent a sampling of the underlying
surface, the results are going to be constrained by Nyquist sampling criterion. This means
that high-frequency surfaces are not going to be captured in the normal estimation process.
The MAVS uses Perlin noise with high-frequency and low-frequency parameters to
procedurally generate terrain surfaces. Additionally, the MAVS leverages normal mapping
on the surfaces to increase the realism. The normal maps create frequency content that
cannot be captured by the lidar, which results in high RMSE between the true normal
vector and the estimated normal vector. For this reason, the normal maps were removed
form the surfaces before running the simulation.
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The primary focus of the experiment was to measure the accuracy of the normal estimation with respect to the high-frequency and low-frequency Perlin parameters. To this
end, the experiment swept over the following range for the parameters:
• low-frequency: seven logarithmically-spaced values from 100 -101.5 m
• high-frequency: seven linearly-spaced values from 0 m to 1 m

An example of the simulation scene is shown in Figure 4.1, where the low-frequency magnitude was 0 m and the high-frequency magnitude was 0.83 m.

Figure 4.1
A scene generated from the MAVS for measuring the accuracy of the normal vector
estimation algorithm.

Using the frequency range, simulations were run to generate the lidar-captured point
clouds. These clouds were processed through the normal estimation algorithm. The root39

mean-square error (RMSE) was then calculated, which represents the Euclidean distance
between the truth and estimation normal vectors. Then, the relationship between the RMSE
and the Perlin frequency parameters was plotted. The results of varying the low-frequency
parameter are shown in Figure 4.2, and the high-frequency parameter is shown in Figure 4.3. Note the difference in amplitude between the low-frequency and high-frequency
parameters. Increasing the high-frequency amplitude much farther resulted in distorted
terrains that were unrealistic. As expected, increasing the amplitude led to an increase in
error. Overall, the normal estimation algorithm provides a good estimate of the true normal
vector.

Figure 4.2
The relationship between RMSE and low-frequency amplitude in Perlin surfaces
resampled with lidar.
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Figure 4.3
The relationship between RMSE and high-frequency amplitude in Perlin surfaces
resampled with lidar.
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4.2

SqueezeSeg
The objective of this test was to determine if the geometric information restored using

the algorithms in Chapter 2 increased the segmentation accuracy. To accomplish this, a test
was conducted that trained the SqueezeSeg network on the same data with and without the
additional geometric features.
Due to a lack of labeled world data, SqueezeSeg was tested on a dataset generated from
the MAVS using the four available ecosystems – American southeast meadows, American
southwest desert, American pine forest, and American southeast forest. The simulation
generated 11,000 point cloud frames with varying vegetation on a fixed surface roughness. Each point from the lidar contained a measure of the Cartesian position (x, y, z), the
intensity, and the ground truth label. The classes available for label were the following:
• vegetation
• tree
• road
• obstacle

The simulation data was processed to estimate the geometric properties at each point–
normal vector with curvature, RMS height, and fast point feature histogram. After processing, each point was represented by a 43-element feature vector. Following the projection
method described in Chapter 2, each point cloud frame was converted into a 43-D multispectral image of size 64 × 1024.
The SqueezeSeg network was modified to accept the 43-D point cloud images. The
dataset of 11,000 point clouds was split into 90% train and 10% evaluation sets. Then,
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the network was trained on the training set with and without the additional features. After
320,000 iterations, the network had converged for both sets. The training loss is shown in
Figure 4.4.
The network’s performance was evaluated for class-level segmentation on the metrics
of precision, recall, and intersection-over-union (IoU), which are defind as
|PC ∩ GC |
Pr =

|PC |

(4.1)

|PC ∩ GC |
recall =

IoU =

|GC |
|PC ∩ GC |
.
|PC ∪ GC |

(4.2)

(4.3)

The segmentation accuracy of the network is summarized in Table 4.1. A visual comparison of the segmentation for five scenes in the different ecosystems is shown in Figure 4.5.
Table 4.1
Summary of SqueezeSeg segmentation accuracy for point clouds with and without
restored geometric features.

w/o
Vegetation
w/
w/o
Tree
w/
w/o
Road
w/
w/o
Obstacle
w/

P
R
IoU
0.747 0.961 0.725
0.825 0.964 0.801
0.902 0.646 0.604
0.928 0.730 0.691
0.929 0.934 0.872
0.947 0.956 0.907
0.902 0.317 0.307
0.931 0.761 0.721
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Figure 4.4
The loss function for training SqueezeSeg without geometric features (blue) and with
geometric features (purple)
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Figure 4.5
A comparison of ground truth segmentation (top) to the predicted segmentation (middle)
and the difference between the images (bottom).
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CHAPTER 5
CONCLUSION

In this work, techniques for sensor capture and point cloud processing have been explored. The sensor capture methods and implementation successfully demonstrated the
simultaneous acquisition of data from multiple sensors. The MAVS was also utilized to
generate datasets with truth values.
The point cloud processing algorithms performed normal vector estimation, root-meansquare height (RMSH) estimation, fast point feature histogram (FPFH), and semantic segmentation. Through experimentation, it was confirmed that the accuracy of the normal
vector estimates is affected by the frequency of the underlying surface, since the point
cloud represents a spatial sampling of that surface. Additionally, the RMSH and FPFH
features were used to increase the accuracy of SqueezeSeg for semantic segmentation. To
use SqueezeSeg for this project, the network was modified to accept a 43-D point cloud
projection image as input.

5.1

Future Work
While this work provides a foundation to work from for off-road autonomous vehicles,

there is still work that remains. For the sensor capture process, methods of on-the-fly lossless compression could be explored to reduced the bandwidth requirements of the system.
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Specifically, for the cameras, research into implementing LRAW compression could provide large improvements to the bandwidth usage. The extrinsic sensor calibration process
lacks automation. Currently, methods exist for automated camera-to-camera calibration,
but lidar-to-camera calibration is done by hand. This process could be expedited if a technique for automated feature recognition could be applied to camera and lidar frames.
For the point cloud processing, only one neural network for segmentation was tested.
Other networks, such as PointNet [18, 19], which leverage spatial convolution techniques,
could improve the segmentation results further. Additionally, the benefit of the added
features could be explored to determined which are worth the computational cost. The test
set was generated by taking every tenth frame from the scene; but, this could be changed to
better test the robustness of the network. An alternative might be to take the last ten percent
of the frames from the scene to reduce the temporal coherence between the training and
testing data. Lastly, the segmentation results could also be improved by expanding the
environmental parameters. The presence of particulate in the air was not explored in this
work; but, for world data, implementing a filter might be useful to remove outliers. The
application of these algorithms to on-road urban environments could also be explored.
In addition to the work mentioned above that directly relates to the topics in this thesis,
work remains to implement algorithms to process the output of these methods. This work
would be directed towards standing up a full autonomous vehicle architecture.
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