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In this thesis, we work with three topics in stochastic optimization: ranking and
selection (R&S), multi-armed bandits (MAB) and stochastic kriging (SK). For R&S, we
first consider the problem of making inferences about all candidates based on samples
drawn from one. Then we study the problem of designing efficient allocation algorithms
for problems where the selection objective is more complex than the simple expectation of
a random output. In MAB, we use the autoregressive process to capture possible temporal
correlations in the unknown reward processes and study the effect of such correlations on
the regret bounds of various bandit algorithms. Lastly, for SK, we design a procedure for
dynamic experimental design for establishing a good global fit by efficiently allocating
simulation budgets in the design space.
The first two Chapters of the thesis work with variations of the R&S problem. In
Chapter 1, we consider the problem of choosing the best design alternative under a small
simulation budget, where making inferences about all alternatives from a single observa-
tion could enhance the probability of correct selection. We propose a new selection rule
exploiting the relative similarity between pairs of alternatives and show its improvement
on selection performance, evaluated by the Probability of Correct Selection, compared to
selection based on collected sample averages. We illustrate the effectiveness by applying
our selection index on simulated R&S problems using two well-known budget allocation
policies. In Chapter 2, we present two sequential allocation frameworks for selecting
from a set of competing alternatives when the decision maker cares about more than just
the simple expected rewards. The frameworks are built on general parametric reward
distributions and assume the objective of selection, which we refer to as utility, can be
expressed as a function of the governing reward distributional parameters. The first al-
gorithm, which we call utility-based OCBA (UOCBA), uses the ∆-technique to find the
asymptotic distribution of a utility estimator to establish the asymptotically optimal al-
location by solving the corresponding constrained optimization problem. The second,
which we refer to as utility-based value of information (UVoI) approach, is a variation
of the Bayesian value of information (VoI) techniques for efficient learning of the util-
ity. We establish the asymptotic optimality of both allocation policies and illustrate the
performance of the two algorithms through numerical experiments.
Chapter 3 considers the restless bandit problem where the rewards on the arms are
stochastic processes with strong temporal correlations that can be characterized by the
well-known stationary autoregressive-moving-average time series models. We argue that
despite the statistical stationarity of the reward processes, a linear improvement in cumu-
lative reward can be obtained by exploiting the temporal correlation, compared to policies
that work under the independent reward assumption. We introduce the notion of temporal
exploration-exploitation trade-off, where a policy has to balance between learning more
recent information to track the evolution of all reward processes and utilizing currently
available predictions to gain better immediate reward. We prove a regret lower bound
characterized by the bandit problem complexity and correlation strength along the time
index and propose policies that achieve a matching upper bound.
Lastly, Chapter 4 proposes a fully sequential experimental design procedure for
the stochastic kriging (SK) methodology of fitting unknown response surfaces from sim-
ulation experiments. The procedure first estimates the current SK model performance
by jackknifing the existing data points. Then, an additional SK model is fitted on the
jackknife error estimates to capture the landscape of the current SK model performance.
Methodologies for balancing exploration and exploitation trade-off in Bayesian optimiza-
tion are employed to select the next simulation point. Compared to existing experimental
design procedures relying on the posterior uncertainty estimates from the fitted SK model
for evaluating model performance, our method is robust to the SK model specifications.
We design a dynamic allocation algorithm, which we call kriging-based dynamic stochas-
tic kriging (KDSK), and illustrate its performance through two numerical experiments.
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Chapter 1: Introduction
1.1 Ranking and Selection
Statistical ranking and selection (R&S) refers to the procedure of selecting a best
(variously defined) system from a usually finite set of competing alternatives, where per-
formance measures are expensive to collect and subject to noise. It is developed partic-
ularly for the simulation optimization setting where a computer program can be used to
simulate a random output through techniques such as discrete event simulation (DES). A
notable application is the design of semiconductor manufacturing chips. The process of
a piece of silicon going through oxidization, etching and ion injection, each controlled
by a parameter governing the underlying chemical and physical reactions, to be manufac-
tured into a semiconductor device such as a transistor, can be simulated to estimate the
throughput of a given design. One replication of the simulation of a modern production
line could take hours or even days to complete [1]. Given a set of candidate designs repre-
sented by their respective control parameters, a decision maker has to efficiently allocate
the available computing resources for selecting the optimal design.
Let A represent the set of candidate alternatives and Yi, i ∈A be the random out-
put associated with alternative i. In its most basic form, the quality of alternatives are
measured according to their expected output. Letting µi = E[Yi], the optimal alternative,
1




A R&S procedure needs to draw samples on each alternative for committing to a final
choice. Let ni, i ∈ A be the number of samples collected on alternative i, and use ȳi
to denote the sample averages obtained through simulation, the probability of correctly




if the sample means {ȳi}ki=1 are used for making the final selection. In the fixed budget
setting, the goal is often to maximize PCS under the budget constraint ∑i∈A ni =N, where
N is the total simulation budget available. In the fixed confidence setting, the goal is to
provide a confidence guarantee of the form P{PCS ≥ 1−δ} ≥ 1− ε , where δ and ε are
parameters that specify the target confidence guarantee.
The main challenge in designing efficient R&S procedures is how to address the
exploration-exploitation trade-off. Consider the toy example of selecting among three
alternatives associated with random rewards with normal densities with means 1,0.9,0
and respective standard deviations 0.1,0.5,0.5, as visualized in Figure 1.1. More repli-
cations should be allocated to alternatives with higher uncertainty and closer to optimal
performance to achieve a higher PCS. For a fixed computing budget, policies include





























Figure 1.1: Alternative 3 is clearly inferior compared to the other two, and only needs a
small number of samples. Alternative 2 is close to the true optimal alternative in terms
of expected output, but has a much larger variance. Therefore the simulation budget
should be focused on alternative 2 to obtain a high confidence results when comparing
alternatives 1 and 2.
(VoI) are known to yield high PCS [3].
In this thesis, we will work on two variations of R&S problems: (1) when the
alternatives are no longer independent, and (2) when the qualities of candidates are no
longer being characterized by the expectations {µi, i ∈A }.
1.2 Multi-armed Bandits
The multi-armed bandit (MAB) was first introduced by Robbins in 1952 in the
context of medical trials [4] and its applications include areas such as dynamic pricing,
personalized marketing and recommendation systems [5, 6]. MAB has a similar setup
with R&S, but differs in its optimization objective. Let A = {1,2, . . . ,k} be the set of k
arms, X i, i ∈ A , be the random reward associated with arm i with expectation µi and T
be the time horizon. According to a policy Π, let at denote the arm selected at time step
3
t, MAB is interested in minimizing the expected regret, defined as





where µ∗ = maxi∈A {µi}. Rt measures the loss the player suffered by not always playing
the optimal arm (defined as the arm with maximum expected reward µ∗). To minimize Rt ,
the player has to carefully balance between exploration and exploration: observing more
samples on each arm to learn about their respective reward distribution and choosing the
currently observed best arm to obtain higher rewards.
In the most basic setting, {X it }i∈A are assumed to be stationary ( See Definition 5
in Chapter 4). Further assuming that X(ai) is defined on the space [0,1] for all ai ∈ A ,
a lower bound on the regret Rt is established as Rt ≥ O(
√
T ). Two popular polices, the
Upper Confidence Index (UCB) [7] and Thompson Sampling (TS) [8] have been proved
to achieve regret upper bound of O(
√
T ). Let x̄i be the sample average of reward from














The UCB policy is the basis for developing policies for many variants of MAB such as
Markovian bandits [9], linear bandits [10] and spectral bandits [11]. It is also the basis
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for our work in Chapter 4. Thompson sampling is a Bayesian sampling algorithm where
a posterior belief is maintained on all arms to facilitate decision making. We refer the
readers to for introduction on Thompson sampling [8].
1.3 Kriging Metamodel
Kriging was originally developed for analyzing geo-statistical data [1]. It could be
viewed as a Bayesian technique for the estimation of an unknown function. It assumes
a prior Gaussian distribution on the space of all smooth functions, so that the function
values at a set of selected design points has a multivariate normal distribution. The pos-
terior distribution of the function value at any new point, given observed function values,
is also normal. Kriging model provides the inference capabilities as well as prediction,
as the posterior variance could be viewed as an uncertainty estimate for the prediction
performance. We delay the mathematical expressions for Kriging models to Chapter 4
and only illustrate through a toy example its prediction and inference capabilities.




in the interval [0,1], given the function values y(0.30),y(0.71),y(0.51),y(0.97),y(0.17)
with the design points selected with Latin Hyper-Cube design [1]. A kriging model re-
turns an estimation of the underlying function as well as a posterior uncertainty estima-
tion, as illustrated in Figure 1.2. We omit the implementation details such as the choice
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Figure 1.2: A Fitted Kriging Model on y. The estimated function interpolates the existing
data points. The posterior uncertainty is given by the MSE.
In Chapter 4, we look at the problem of designing efficient experimental design al-
gorithms for kriging: how to choose the points at which to evaluate the unknown function
such that the kriging model will have optimal global fit.
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Chapter 2: A Spectral Index for Selecting the Best System
2.1 Introduction
In the simulation optimization setting, stochastic ranking and selection (R&S) refers
to the problem of selecting the best alternative through simulating samples on the perfor-
mance measures on a finite set of candidate alternatives [12]. Given a fixed simulation
budget, the goal is to design a selection algorithm to achieve some objective, such as
maximizing probability of correct selection (PCS) or minimizing opportunity cost (OC).
It is also known as the best arm identification problem in the bandit community. Most of
the current research focuses on designing a budget allocation policy to efficiently collect
performance samples. A few notable allocation policies include static allocation rules,
such as OCBA (optimal computing budget allocation) [13], dynamic allocation rules
balancing exploration-exploitation trade-off using expected improvement and knowledge
gradient [14, 15], and procedures that focus on designing stopping rules for saving re-
sources [16]. In some scenarios, it makes sense to optimize for different objectives such
as opportunity cost or probability of selecting a good subset [17]. In this Chapter, we
focus on the most popular probability of correct selection (PCS). For an overview of R&S
problems, we refer the readers to [14] and [18].
Much of the R&S literature treats the alternatives to be independent of each other,
7
and the samples collected are only used to make inferences about properties of the cor-
responding alternative. Common random numbers used to induce correlation in the per-
formance samples can lead to better pairwise comparison accuracy (see, e.g., [19]), but
mean performances are still estimated using only samples collected on each alternative.
However, in many applications it makes sense to use samples collected on one alterna-
tive to infer about other alternatives. As a motivating example, consider the problem of
selecting processing designs for manufacturing semiconductor chips. The values of some
governing variables for processing steps such as oxidation, etching and ion injection must
be specified [1]. Two designs with very similar input values on those steps can naturally
be expected to have similar performance, and if one of the two is believed to be much
inferior compared to some other designs, so should the other.
There are mainly two lines of research trying to address this phenomenon. One
is to build a parametric model incorporating properties into the objective functions and
learn the model parameters. One popular choice is to assume the expected performance
is a linear function of some input feature and efficiently allocate the simulation budget to
learn the feature parameters [20]. This approach was applied to a drug discovery problem
and showed promising results [21]. Similar approaches were also proposed in the closely
related multi-armed bandit setting and achieved good empirical performance even when
the linear assumption is not met [10]. In this approach, a new performance sample on one
alternative could provide information about all alternatives by updating the estimation of
parameter values. Another line of research follows the Bayesian approach and treats the
similarities between alternatives as correlations in prior beliefs. [15] model the similari-
ties as assumed known correlations in a correlated normal prior, allocating the simulation
8
budget using the knowledge gradient policy. [22] further extended the approach by assum-
ing the correlations are unknown and can be learned using a conjugate Bayesian learning
model where the correlations have a Wishart distribution. A related work is stochastic
kriging, which constructs a metamodel to predict the expected performance on all alter-
natives using similarity as correlation [23].
Despite the richness of literature on R&S, an important part of the problem remains
relatively neglected: the final selection rule. In [24], the authors proposed to select the
alternative with maximum integrated posterior PCS rather than the one with the maximum
sample average. Selection based on quantile estimates has also been proposed largely to
avoid sensitivity to outliers and to address a different design objective than PCS [25].
In our work, we assume the sample data are obtained through some sampling allocation
policy and focus on how to make a final selection based on the collected data.
Our approach is largely motivated by research outside the operations research and
statistics community. The term Spectral Methods refers to a large family of methods
constructing a similarity graph on the entity of interest to bring the vague similarity in-
formation into rigorous mathematical formulation to improve decision making. In image
processing, a normalized graph cut approach for segmenting objects can be proven to be
equivalent to a spectral clustering on the pixel values [26]. In semi-supervised learning,
a similarity graph is constructed to transfer information on nodes of the graph to make
classifications [27]. Spectral clustering is a novel clustering approach capable of discov-
ering structures within data that cannot be detected by traditional K-means or K-mods
clustering methods [28].
We propose a spectral selection index that is a transform of the collected data us-
9
ing a similarity graph constructed from known information about all alternatives. This
approach addresses the problem of making inferences about all alternatives from new ob-
servations from the perspective of selection rather than that of allocation. It provides an
alternative to the parametric and Bayesian approach. More interestingly, our approach
does not depend on the data collection process, and therefore can be implemented with
any existing simulation budget allocation policy. Our approach also has a provable im-
provement guarantee that is missing in many existing R&S procedures. Numerical exper-
iments show that our approach will give good improvement with very mild assumptions
on the similarity graph.
This Chapter is organized as follows. Section 2.2 motivates our approach with a
toy R&S problem. Section 2.3 introduces relevant graph theoretic results and formulates
our approach. Section 2.4 establishes some performance guarantees of the proposed se-
lection index. We illustrate the performance of our approach on two synthetic problems
in Section 2.5. Finally, we conclude in Section 2.6.
2.2 A Toy Motivating Problem
Consider a toy R&S problem with a fixed allocation policy: the three candidate
alternatives have normal random rewards with means 1,0,0 and the same standard devia-
tion of 10. Each alternative is allocated one simulation replication and the selection rule
is to choose the alternative with the maximum observed value. The probability of cor-
rectly selecting the first alternative can be computed to be 0.362, only slightly better than
a uniform random selection. However, if some prior information indicates that alternative
10







for representing the belief that alternative 1 is quite different from alternatives 2 and 3
while 2 and 3 are believed to have similar performance. Let y1,y2,y3 be the obtained
samples in this allocation policy. We propose a new index z which minimizes the follow-
ing expression
(z1− y1)2 +(z2− y2)2 +(z3− y3)2 + s23× (z2− z3)2,
where the first three terms force zi, i≤ 3 to be close to the observed information yi, i≤ 3,
and the remaining terms force z2 and z3 to be closer, as they have a non-zero similarity






3y2, which is a new set of indices that is a weighted average of its similar neighbors.
Selecting based on the new index z, the probability of correct selection is found to be
0.472. We call such a smoothed index the Spectral Index, as a similarity matrix (or
graph) is used for computing the new index to incorporate the known information to
facilitate better selection. In later sections, we rigorously formulate the spectral approach
for transforming the observed data using available similarity information, and prove the
performance improvement using the proposed index.
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2.3 Similarity Graphs in R&S
Let A = {1,2, ...,k} be the set of alternatives each associated with an known ran-
dom reward with the expected values (µ1, ...,µk) and standard deviations (σ1, ...,σk).
Without loss of generality, we assume that µ1 ≥ µ2 ≥ ... ≥ µk. The optimal alternative
is defined to be the one with maximum expected performance and denoted by i∗. There-
fore in our setup, i∗ ≡ 1. In this section, we discuss how to use a spectral approach to
rigorously incorporate pairwise similarity information into an R&S procedure.
2.3.1 Graph Notation
Let S ∈ Rk×k+ be the similarity matrix where the element si j ≥ 0 denotes the simi-
larity measurement between alternatives i and j, ∀i, j ∈ A . The similarity information
can be represented by a similarity graph G = (A ,S), where vertex i represents alterna-
tive i and the edges between vertices i and j are weighted by the similarity between the
two connecting nodes si j. We will later show that the choice of the diagonal elements of
S is arbitrary and does not affect the final outcome, therefore for simplicity, we assume
that sii = 0,∀i ≤ k, meaning all diagonal elements of S (or self similarity) are 0. For the






which is a measurement of the total connectivity of this vertex and represents how similar
it is to all other alternatives.
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Definition 1 (Degree Matrix). The degree matrix D of the similarity matrix S is a diagonal
matrix with degrees d1, ...,dk as its diagonal elements.
Definition 2 (Graph Laplacian). The unnormalized graph Laplacian matrix is defined as
L = D−S. (2.1)
The graph Laplacian is a key concept in spectral methods. Here, we presented the
unnormalized graph Laplacian. Other alternatives involve normalizing L using degree
matrix D in various ways, such as Lsym = D−1/2LD−1/2 or Lrw = D−1L. The normal-
ized Laplacians have been shown to lead to better performance in various tasks, such as
spectral clustering [28] and semi-supervised learning [29] . We use the unnormalized
Laplacian, since it will provide an intuitive explanation to how similarity would affect the
selection procedure. Notice that the diagonal elements of S will cancel out in the compu-
tation of L. In our approach this means that self similarity will have no effect on the final
outcome.
Lemma 1 (Proposition 1 of [28]). The graph Laplacian L has two important properties:
1. L is symmetric and positive semi-definite.
2. The smallest eigenvalue of L is 0.
We refer readers to [28] for the detailed proof.
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2.3.2 Computing Similarity Graphs
Similar to spectral methods, another technique that uses a similarity matrix to rep-
resent the affinity on a finite set of entities is kriging or Gaussian process regression. Both
are Bayesian approaches assuming a correlated normal prior with correlations determined
by a similarity or kernel matrix. The posteriors are updated using observed samples. In
this part, we introduce some basic methods for constructing similarity graphs.
The first type of matrix is based on expert knowledge. A similarity score si j can
be manually assigned for all pairs if k is moderate in size. Such examples appear in
linguistics [30] and gene enrichment analysis [31].
More generally, the similarity could be computed from some features about the
alternatives. Let x(i) be an m-dimensional feature vector representing the properties of
alternative i. In our motivating example, x(i) could be a vector representing oxidization
rates, etching time length and ion injection density for a manufacturing design. Some
popular choices are the ε , Gaussian and exponential similarity graphs, which can be com-
puted respectively by:
1. ε-Graph:
si j = δ1{‖x(i)−x( j)‖2≤ε}, (2.2)
where 1{·} is the indicator function.
2. Gaussian Graph:
si j = e−∑
m
n=1 θn(xn(i)−xn( j))2 , (2.3)
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3. Exponential Graph:
si j = e−∑
m
n=1 βn‖xn(i)−xn( j)‖2 . (2.4)
The δ ,ε,θ ,β are all input hyper-parameters determining the magnitude of the sim-
ilarity. The ε-Graph will return a sparse similarity matrix S, meaning one alternative is
only connected with its few closest neighbors on the graph. The sparsity will also lead
to faster numerical computations. Though a feature vector is used to describe each alter-
native and compute their similarities, there is no assumption on the parametric form of
expected performance relating to the features. In Section 2.5, the proposed graphs will be
evaluated through simulation.
2.4 The Spectral Selection Index
We assume the allocation is given by a policy Π. Let yi j,∀i ∈ A , j ≤ ni denote
the samples collected in the simulation process, where ni is the number of simulations
allocated to alternative i after exhausting the total budget N. Denote ȳ as the vector of
sample averages (ȳ1, ..., ȳk). Instead of choosing the alternative with maximum sample
average, we propose a spectral index z = (z1, . . . ,zk) as our selection criteria. Use i
ȳ
N and
izN to denote the final selected alternative given all observed data using the sample average
and our proposed selection index, respectively.
2.4.1 Smooth Index on Similarity Graph
The usage of sample averages as selection criteria is intuitive, since they generally
provide an unbiased estimator of the true expected performance. However, as our goal is
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to maximize PCS, comparing relative performance is more critical than finding accurate
estimates. This is also the basis of ordinal optimization [32, 33].
Given a similarity graph G and motivated by the fact that two similar alternatives
should have similar selection index, , similar to the approach in semi-supervised learning










si j|xi− x j|q. (2.5)
The first term forces xi to be close to the sample averages ȳi, and the second term
forces two alternatives with larger similarity to have closer index values. λ is a posi-
tive regularization coefficient that controls the weight between the two terms. p,q are
positive integers specifying the norms to use when enforcing the smoothness. [34] pro-
vides algorithms for solving such an optimization problem with various choices of p,q.
In this work, we set p = q = 2, both for computational convenience and for developing
intuitive explanations. We have the following theorem for compact representation of the
optimization problem.
Theorem 1. When p = q = 2 in (2.5), the optimization problem can be expressed with the
graph Laplacian matrix L as
z = argmin
x∈Rk
(x− ȳ)′ (x− ȳ)+λx′Lx, (2.6)
where x′ denotes the transpose of x.
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The (x− ȳ)′(x− ȳ) terms match trivially with the first term in (2.5).
Taking the derivative of the optimization objective and setting it to zero yields
z = (I +λL)−1ȳ, (2.7)
where I is the identity matrix of rank k.
Proposition 1. I +λL is symmetric and positive definite with minimum eigenvalue 1.
Proof. This is a direct consequence of Lemma 1 .
Theorem 1 implies that our approach has stable numerical properties, as the condi-
tion number of our linear system computation will not be too large.
The computation of z involves taking the inverse of the matrix I+λL, which could
be expensive for problems with a large number of alternatives. The fact that the minimum
eigenvalue of the inverted matrix is 1 usually means the condition number of the inverse
computation will not be too large, giving stable computing results. The solution in Equa-
17
tion (2.7) can also be obtained using an iterative approach. Denote the t-th iterate by z(t)
and its i-th element by z(t)i . We propose Algorithm 1 for computing z iteratively.
Algorithm 1: Iterative Gradient Descent.
Input: Stepsize a, convergence criterion δ .
Output: spectral index z.
1 Set t = 0 and z(0) = b̄y.
2 while |z(t)− z(t−1)|> δ do




4 set t← t +1
5 return z(t)
Theorem 2 (Convergence of Algorithm 1). Let δ be the largest eigenvalue of L, if 0 <
a < 1|1+λδ | , we have z
(t)→ z as t→ ∞ .
Proof. By Theorem 1, z defined in Equation (2.7) is unique. Let r(t) be the residual at the
t-th iteration in Algorithm 1, i.e.,
r(t) = (I +λL)z(t)− ȳ. (2.8)
It suffices to prove that ‖r(t)‖→ 0. We have
r(t+1) = (I +λL)z(t+1)− ȳ
= (I +λL)z(t)− ȳ−a(I +λL)((I +λL)z(t)− ȳ)
= (I−a(I +λL))r(t)
= (I−a(I +λL))t+1 r(0).
By Theorem 1 and the assumption that 0 < a < 1|1+λδ | , the eigenvalues of the matrix
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I−a(I +λL) are less than 1. Therefore,
‖r(t+1)‖ ≤ α t+1‖r‖(0),
where α is the largest eigenvalue of I−a(I+λL), and we have 0<α < 1. Thus, ‖r(t)‖→
0, i.e., r(t)→ 0.
Remark: Algorithm 1 is in fact a gradient descent approach for minimizing the
objective function in the optimization problem (2.6). This approach for solving z will not
only provide an alternative to the matrix inversion approach, but also provide a mechanism
for proving performance guarantees of our method. Notice that in each time step t, the
update for an alternative i ∈A is











The update is discounting the observed information ȳi and mixing in information
from alternative j according to the similarity si j, the regularization coefficient λ and up-
date step size a. Algorithm 1 and Theorem 2 lead to the following result.
Corollary 3 (Weighted Averages). The index z satisfies the following weighted averaging
property:
zi =
ȳi +λ ∑ j 6=i si jz j
1+λdi
. (2.10)
Proof. In Equation (2.9), as t→ ∞, we know that z(t+1)i = z
(t)
i = zi,∀i≤ k from Theorem
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2. Rearranging the terms yields
a(1+λdi)zi = aȳi +aλ ∑
j 6=i
si jz j,
which is equivalent to Equation (2.10).
Corollary 3 will be the key to our performance proofs. The expression also pro-
vides two key intuitions on the z index: (1) a vertex with a larger degree di will be less
affected by its actual observations ȳi, (2) the weighted averaging is the source of poten-
tial PCS gain: a sub-optimal alternative with unusually high observed performance could
be “dragged down” by its neighbors on the graph. In the next part, we define a class of
graphs that will lead to PCS improvement.
2.4.2 Performance Improvement
With z computed either from Equation (2.7) or Algorithm 1, we compare the fol-
lowing two rules for making the final selection:
1. Using sample averages ȳ: iȳN = argmaxi∈A {ȳ1, ..., ȳk}
2. Using spectral index z: izN = argmaxi∈A {z1, ...,zk}
Let PCS(ȳ) and PCS(z) denote the PCS for each respective selection rule.
Definition 3 (Aligned Graph). A graph G is aligned if the similarities {si j}i, j∈A are
monotonically decreasing with |µi−µ j|,∀i 6= j; i, j ∈A and di = d1,∀i.
Though the similarities are functions of alternative feature vectors x(i), i∈A , rather
than expected performances µi, i ∈A , we can still compare the similarity score between
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alternatives and their true underlying gap of expected performance. An aligned graph
would use the prior known feature information x(i) to correctly capture the relative close-
ness of alternatives: if i and j have smaller gap in expected performance, their similarity
would be greater. It also requires the degree for all vertices to be the same, which could be
achieved by normalizing an existing graph Laplacian L [28]. It may be a strong assump-
tion to expect that such a graph can be constructed without knowing the true performance,
but such a family of graphs will provide nice theoretical results and shed light on the in-
tuition of our approach. The family of graphs that are aligned will have provable nice
performance improvement.
Theorem 4 (Order Preserving Updates). For an aligned graph G and performance sample
averages with correct ordering, i.e., ȳ1 ≥ ȳ2 ≥, . . . ,≥ ȳk ≥ 0, the spectral index defined in
Equation (2.7) preserves correct ordering, i.e., z1 ≥ z2 ≥, ...,≥ zk ≥ 0.
Proof. We establish the proof by induction.
At iteration 0, z(0) = ȳ. By assumption, we have z(0)1 ≥ z
(0)
2 ≥, ...,≥ z
(0)
k ≥ 0.
At iteration t > 0, assume z(t−1)1 ≥ z
(t−1)
2 ≥, . . . ,≥ z
(t−1)
k ≥ 0 holds. To prove The-
orem 4, using Algorithm 1, we only need to prove that z(t)i ≥ z
(t)
i+1 holds ∀1 ≤ i ≤ k− 1.
Rearranging Equation (2.9), we write out z(t)i and z
(t)
i+1 as

























Under the condition that di = di+1 = d ∀i, taking the difference yields
z(t)i − z
(t)


















To show that z(t)t − z
(t)




i+1 and a is









m ≥ 0. (2.13)
Intuitively it makes sense, as the former is a weighted average with higher weights placed
on larger terms of z(t−1)m for an aligned graph. With di = di+1 and si,i+1 = si+1,i, we know
that ∑m 6=i,i+1 si,m = ∑m6=i,i+1 si+1,m, which can be written as
∑
m<i
(si,m− si+1,m) = ∑
m>i+1
(si+1,m− si,m)≥ 0.
With z(t−1)i−1 > z
(t−1)













Comparing the terms in Equations (2.13) and (2.14), for an aligned graph, we have
si,m > si+1,m, ∀m < i,
si,m < si+1,m, ∀m > i.
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Then, using the assumption that z(t−1)1 ≥ z
(t−1)
2 ≥ ·· · ≥ z
(t−1)
k ≥ 0, we have
(si,m− si+1,m)z
(t−1)
m > (si,m− si+1,m)z
(t−1)







i+1 , ∀m≥ i+1.





















This proves Equation (2.13), concluding the proof.
In the proof of Theorem 4, we assumed the step size a in Algorithm 1 is sufficiently
small, meaning during such implementations, the correct ordering will be preserved dur-
ing all update steps. Theorem 4 establishes the correctness of spectral selection in cases
with ni→ ∞ and ȳi→ µi, where selecting using z will return the true optimal alternative.
In cases where sample averages are incorrectly ordered, we expect the extra information
from the aligned graph will correct the ordering in the final spectral indices. Therefore,
our approach should work at least as well as sample averages, and we have the following
conjectures.
Conjecture 1 (Selection Fixing). With an aligned graph, P{izN = 1|i
ȳ
N 6= 1} > 0 if all
reward distributions have unbounded support.
If the sample average for a sub-optimal alternative is the largest among all averages
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due to random sampling, its neighbors on the aligned similarity graph G will be able to
negate the random error, thus making the spectral index more robust. This is the statis-
tical intuition behind our approach: the spectral index z is a smoothed version of sample
averages ȳ using a similarity graph with better robustness.
Conjecture 2 (PCS Improvement). With an aligned graph, PCS(z)≥ PCS(ȳ).
In circumstances where an aligned graph is not available, such as due to lack of
information, we still expect the spectral index to improve PCS, i.e., an aligned graph is
not necessary to achieve a better selection performance.
Conjecture 3 (Unaligned Graph). For any given R&S problem, for any budget allocation
policy Π, there exist unaligned graphs G such that PCS(z)≥ PCS(ȳ).
We validate Conjectures 1, 2 and 3 in our numerical experiments.
2.4.3 Information Collection on Graph
The constructed similarity graph motivates us to compute a selection index that uti-
lizes the relative similarity information and given performance samples. However, it is
expected that a graph (possibly unaligned) should also provide insight on how to allocate
the simulation resources. A vertex i ∈ A with a higher degree di is better connected
on the graph; therefore, one sample on this alternative would provide more informa-
tion compared to a sample on a vertex with a small degree on the graph. This issue is
partially addressed as active learning on graphs [27] or experimental design for kriging
approaches [1]. It is possible to develop variants of the Knowledge Gradient or Expected
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Improvement dynamic allocation policies exploiting a similarity graph for guiding the
sampling. We defer this to future work.
2.5 Numerical Experiments
We test our approach on two synthetic R&S problems implemented with both the
equal allocation and OCBA allocation policy. The final selection is made using both the
sample averages and our proposed index, and the PCS is estimated for each policy. When
implementing the OCBA policy, the allocation is computed with the known parameters µi
and σi, as our goal is to illustrate the benefit of employing the spectral index for selection
given an allocation policy.
In the first numerical experiment, we simulate a problem with the so-called least
favorable configuration and test our spectral index using a manually constructed aligned
graph. The effect of different values of the parameter λ is also illustrated. The second
simulation is performed using a commonly used test problem, and we show that non-
aligned graphs could give a spectral index that outperforms selection based on sample
averages.
2.5.1 Least Favorable Configuration
We refer to the setting where all suboptimal alternatives have identical expected
performance as the least favorable configuration, in the sense that none of the suboptimal
ones can be easily identified [12]. We simulate 5 alternatives each with i.i.d. normal
reward samples with mean µi = 1{i=1} and σi = 4,∀i ≤ 5. For a total simulation budget
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N ranging from 50 to 1500, we use both the equal allocation and the OCBA policy to




1, i 6= j,2≤ i, j ≤ 5
0, otherwise
. (2.15)
This similarity graph reflects the belief that the 4 sub-optimal alternatives are closer to
each other, whereas the optimal one is somewhat isolated. We test our approach using λ
values of 0.1,0.5,1,2. Notice that the graph is an aligned graph according to Definition
3; thus z is guaranteed to give a better PCS.
Figure 2.1: PCS Improvement under Equal Allocation with Different Similarity Graphs
and Regularization Coefficients.
In Figures 2.1 and 2.2, we can see that the spectral index indeed dominates selec-
tion using sample averages for both policies over all simulation budgets tested. With an
aligned graph, larger values of λ means stronger belief in the relative relationships in
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Figure 2.2: PCS Improvement under OCBA Allocation Policy with Different Similarity
Graphs and Regularization Coefficients.
alternatives and indeed leads to better performance.
2.5.2 Non-Aligned Graph
For more complicated R&S problems, it might be difficult to construct an aligned
graph, as in the first simulation experiment. However, it is often reasonable to believe the
expected performances are smooth with respect to (w.r.t.) to some features.
Consider a problem with 10 alternatives with normal rewards, with means µi =
1
4(i−5.75)
2,∀i ∈ {1,2, ...,10} and a common variance 10. We test the following similar-
ity graphs:
1. ε-Graph: si j = 0.4×1|i− j|≤3. Only consider the effect of very close neighbors.
2. Exponential Graph: si j = e−|i− j|,∀i, j ≤ 10.
27
3. Gaussian Graph: si j = e−(i− j)
2
,∀i, j ≤ 10.
The configuration of the test problem is shown in Figure 2.3 . On the left, we can see that
the expected performance value µ is a smooth function of the alternative index, mimick-
ing a smooth objective function w.r.t. some input features. On the right, we present the
similarities between the optimal alternative with all other alternatives computed using the
three graphs and present it with the gap in expected performance. The similarity is not
monotonically decreasing; therefore, none of the three graphs is aligned.
●




















































Figure 2.3: R&S Test with Non-aligned Graphs
The PCS is estimated based on 1000 simulation replications for budgets ranging
from 50 to 3000 with both equal allocation and OCBA allocation policy. We test our
approach using λ = 0.2 and 0.3. Though none of the three tested graphs are aligned, they
still improve the selection performance for both allocation policies, as shown in Figures
2.4 and 2.5.
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Figure 2.4: PCS with Non-Aligned Graphs with Equal Allocation
Figure 2.5: PCS with Non-Aligned Graphs with OCBA Allocation
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2.6 Conclusion
We proposed a performance index that incorporates the similarity information be-
tween pairs of alternatives in R&S and proved that the proposed index will give a better
selection performance if reasonable similarity information is available. Numerical exper-
iments showed promising results on both theoretically good problem instances and more
general problem instances. The main contribution is to provide an easy way for making
inferences about all alternatives with samples from one alternative. The proposed ap-
proach is very intuitive and computationally trivial compared to many proposed Bayesian
approaches. The proposed index does not affect the allocation policy procedures and
therefore could be easily combined with any allocation policy, as illustrated with our nu-
merical experiments.
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Chapter 3: Utility-based Statistical Selection Procedures
3.1 Introduction
Ranking and Selection (R&S) refers to the procedure of selecting a best system
from the usually finite set of competing alternatives, where performance measures are
expensive to collect and subject to noise. The vast majority of R&S literature works
with the expectation of the random output. For example, consider the problem of se-
lecting an optimal route for a delivery service [35]. Modeling the traveling times on
a designed route as a random variable to capture the unpredictable effects from factors
such as weather and traffic conditions, the problem of testing a set of candidate routes to
quickly identify the one with the smallest mean delivery time could then be treated as a
R&S problem. Efficient testing strategies include optimal computing budget allocation
(OCBA) and Bayesian value of information (VoI) based allocation algorithms. However,
the mean delivery time may not be the appropriate measurement of route quality in this
scenario. A route with a slightly higher mean but much less variance in delivery time,
could be preferable compared to one with a smaller mean but much larger variance, as
an unusually long delivery could cause packages to be delayed to the next day. Similar
problems are also found in many other applications. In financial applications, value at risk
(VaR) and conditional value at risk (CVaR) are two popular objectives when comparing
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different pricing strategies, as financial institutions are extremely sensitive to risks [36].
In behavioral economics, a cumulative prospect theoretic (CPT) utility is often used to
properly capture people’s perception of random rewards in games such as lotteries and
gambling [37]. In such scenarios, a utility function could be used to capture the problem-
specific preferences of decision makers. In a similar route selection scenario, a (CPT)
utility was applied in the work of [38] in the multi-armed bandit setting for avoiding
extraordinarily long traveling times. Prior research on ranking and selection algorithms
designed for objectives other than expected values include [39] for minimizing variance
and [40] for quantile. In this Chapter, we consider more general objective functions.
There is a rich literature on solving R&S problems with simple expectation being
the utility. The OCBA framework maximizes probability of correct selection (PCS) under
a budget constraint to find the asymptotically optimal policy, proposing sequential alloca-
tion algorithms using plug-in estimates for the unknown parameters in the optimal alloca-
tion [2]. The indifference-zone (IZ) approach provides a frequentist confidence guarantee
for PCS under the assumption that there exists a gap of δ in expected performance be-
tween sub-optimal alternatives and the optimal one [41]. Another line of research, which
is often referred to as the Bayesian VoI approach, works under a Bayesian framework
for efficiently learning the expected value of the unknown random reward. At each step,
the alternative that contains the most information (variously defined) is selected. Two no-
table examples are the expected improvement (EI) and knowledge gradient (KG) policies,
which are shown to be more efficient in the finite-budget domain compared to asymptoti-
cally optimal policies such as OCBA [20,42,43]. Recent results in [3] and [44] connected
the EI policy asymptotically to the OCBA policy, providing theoretical support to its em-
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pirical performance. Another advantage of the Bayesian framework is its flexibility in
incorporating problem-specific information such as correlations into the allocation pro-
cedures, such as in [15] and [22], where similarity is modeled as correlation in the prior
beliefs to facilitate better selection.
In this Chapter, we tackle the R&S problem where the quality of each alternative
is measured by a utility function. Without assuming a specific form for the function, we
first establish the asymptotically optimal allocation using techniques similar to OCBA and
propose sequential selection algorithms based on the results. We then develop a Bayesian
VoI approach for efficient learning of the utility rather than the simple expectation and
establish the equivalence between the two approaches. We also discuss the issue of nu-
merical computations and point out scenarios where the Bayesian approach could fail.
Two numerical experiments using utility functions found in economics and operations
research were performed validating the proposed algorithms.
The Chapter is organized as follows: Section 3.2 formulates the R&S problem.
Section 3.3 finds the asymptotically optimal allocation configuration for maximizing PCS
with a given utility function. Section 3.4 designs a Bayesian VoI dynamic allocation
procedure by providing an information measure for selecting the next alternative. Section
3.5 formally states two algorithms based on the theoretical derivations, and Section 3.6
illustrates the performance of the algorithms on two simulation problems.
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3.2 Problem Formulation
Let A = {1,2...k} denote the set of candidate alternatives, each associated with
an unknown random outcome Yi, i ≤ k, where Yi follows a distribution with unknown
parameter θi. Before formulating the problem, we list a set of notations used throughout
the paper.
• U(·) : the known utility function,
• Ui : the true utility of alternative i computed as Ui ≡U(θi),
• yi j : the jth sample obtained for alternative i,
• θ̂i : an estimator of θi,
• Ûi : an estimator of Ui,
• N : the total budget,
• in : alternative selected at allocation step n,
• y(n) : the sample obtained at allocation step n from the chosen alternative in,
• ni: the budget allocated to alternative i.
We assume U is known and the goal is to maximize the utility. For instance, in
the case of quantile selection in [40] with normal random rewards where θi = {µi,σi},
the quantile utilities are Ui = µi +ασi, where α is the quantile coefficient of a standard
normal density. Without loss of generality, we assume that U1 ≥U2 ≥ ... ≥Uk, so that
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where Ûi is chosen as U(θ̂i) in the UOCBA approach and posterior expectation E[U(θ̂i)]
in the Bayesian VoI approach. Then, the problem of designing an allocation that maxi-













In Section 3.3, we solve (3.2) in the asymptotic domain with ni→ ∞ when θ̂ is the max-
imum likelihood estimator (MLE). In Section 3.4, we work in the Bayesian framework
where posterior densities are assumed on θi and updated upon receiving new samples,
and design information criteria for dynamically allocating the simulation budget.
3.3 Utility-based Optimal Computing Budget Allocation
In this section, we consider the frequentist problem setting and explicitly find the
asymptotically optimal allocation configuration by solving (3.2) when ni → ∞,∀i ≤ k.
Under the assumption that θ̂i is the MLE of θ , the asymptotic distribution of Û can be
shown with the ∆-method to be normal. Then we approximate PCS with its Bonferroni
lower bound and derive the optimal allocation using standard techniques from the OCBA
literature.
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3.3.1 Asymptotic Distribution of Plug-in Utility Estimator
Most R&S literature works with normal random rewards where the mean µi and
standard deviation σi ( i.e. θi = {µi,σi}) can fully characterize the unknown random
reward. In cases without normality, a simple batching procedure could be applied to
obtain approximately normal samples [45]. We do not assume the normality of Yi, but
restrict them to a family of random distributions with the following property.




D−→N (0, I−1(θi)) as ni→ ∞, (3.3)
where I(θi) is the corresponding Fisher information matrix.
For the definition of Fisher information and the exact condition on {Yi} for As-
sumption 1 to hold, we refer the readers to [46]. In the case of normal random outcomes


























For densities other than normal, we refer the readers to [47] for conditions on which
Assumption 1 will hold. Setting Ûi to be the plug-in estimator U(θ̂i), we establish the
asymptotic normality of Ûi with the following lemma.
Lemma 2. If U(·) is differentiable almost everywhere, then
√
ni(Ûi−Ui)




Proof. A direct result of the ∆-technique [47] will prove the Lemma.
Lemma 2 establishes the normality of U(θ̂i), which allows us to find an approxima-
tion of PCS when ni→ ∞ and explicitly solve (3.2).
3.3.2 Asymptotically Optimal Allocation Policy
In the case with ni→ ∞, we first construct an approximation of PCS in (3.2) using





























For the ease of derivation, we assume {Ûi}ki=1 are independent. With the normality results
in Lemma 2, the term P{Ûi ≥ Û1} can be expressed in terms of the standard normal
cumulative distribution function. Letting
δi =Ui−U1, ζi =
δi√




APCS can be written compactly as
APCS = 1− ∑
2≤i≤k
Φ(ζi), (3.6)
where Φ(·) is the cumulative distribution function for a standard normal distribution.
Reaching (3.6) required two approximations: (1) approximating PCS with its Bonferroni
lower bound, and (2) approximating {Ûi}ki=1 with their asymptotic normal densities. The
quality of the approximations will depend on the exact value of ni, the true θ values and
the utility function U . Careful evaluation of the quality of approximations and their effect
on the allocation performance is an active area in OCBA-related research, but beyond the
38







ni = N, (3.7)
by replacing PCS with APCS. The approximate problem has the analytical solution pre-
sented in the following theorem.
Theorem 5 (Optimal Allocation for a Given Utility). Under the conditions of Lemma 2,





















ni = N, (3.10)
where vi and δi are defined in (3.4) and (3.5), respectively.
Proof. To solve (3.7), let L be the associated Lagrangian associated with Lagrange mul-
tiplier λ . Then
L(n1,n2, ..,nk,λ ) = 1−∑
j≥2
Φ(ζ j)−λ ( ∑
1≤ j≤k
n j−N).
The Karush-Kuhn-Tucker (KKT) conditions for solving the problem requires taking deriva-
tives of L w.r.t the allocation configuration {ni} and the coefficient λ . ∂L∂λ returns the
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−λ = 0,∀ j ≥ 2. (3.12)
Using the fact that ∂Φ(ζ )/∂ζ = 1√
2π
e−ζ




















































The terms within the summation can be replaced using results from Equation (3.12), from


















2 =−λ ,∀ j ≥ 2,
which can be re-arranged into















,∀ j ≥ 2. (3.14)
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The relationship between the allocated budget on the optimal alternative, n1, and budgets







We then proceed to obtain the relationship between the optimal allocation budget on the






















































Combined with Equation (3.14) and the budget constraint ∑i∈A ni = N, the set of equa-
tions can be used to solve for ni,∀i ∈ A explicitly to obtain the optimal allocation for
APCS. However, as we work in the asymptotic domain, we further simplify the above
equation to obtain tractable results. Canceling the constants and taking the natural log on
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v2j/n j + v
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v2i /ni + v
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1/n1










In the case where ni→ ∞,∀i ∈A , we examine the asymptotic order of the terms on both
sides and only keep the dominating ones for simplification. Using the O(·) notation, it is
easy to obtain that
δ 2j










) = O(log(max{n1,n j})).
Only keeping the O(max{n1,n j}) term gives us the equation
δ 2j





v2i /ni + v
2
1/n1
,∀i, j 6= 1. (3.16)













As our framework is most useful in R&S problem instances with a moderate to large k,
we make the further assumption that n1/n j→∞,∀n j ≥ 2. The denominator on both sides
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,∀i, j 6= 1. (3.17)
Combining Equations (3.15) and (3.17) yields the result stated in Theorem 5 .
It is worth mentioning in the case of Yi having normal densities with expected value
being the utility, Theorem 5 reduces to the usual OCBA optimal allocation results.
3.4 Utility-based Bayesian VoI
We also attempt to tackle the problem by developing a variation of the Bayesian
VoI technique for efficient learning of the unknown utility. In the frequentist setting, the
utility is viewed as a function of fixed unknown distributional parameters, whereas in
the Bayesian setting, we treat the utilities as random variables and design an information
criteria for dynamically allocating the simulation budget. We first present two Bayesian
models which we later use in our numerical experiments, and propose the expected utility
improvement and establish its asymptotic equivalence with the UOCBA allocation results
in Theorem 5.
3.4.1 Bayesian Models and VoI
Two common Bayesian models are the Normal-Normal and Beta-Bernoulli models,
where tractable posterior updates are readily available.
Normal-Normal posterior updates: In the Bayesian model with known normal pri-
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ors on the mean parameters µi ∼ N (t0i ,(τ0i )2) and normally distributed samples Yi ∼
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2, in 6= i.
(3.18)
Beta-Bernoulli Posterior Updates: If probability of success pi have Beta(α0i ,β
0
i ) pri-
ors, upon receiving yn which is either 0 or 1, the posterior of pi is Beta(αni ,β
n






αni +1{yn=1}, in = i,





β ni +1{yn=0}, in = i,
β ni , in 6= i,
(3.19)
where 1{·} is the indicator function.
VoI tends to favor alternatives with higher uncertainty or higher estimated mean. Two
important examples are Expected improvement (EI) and Knowledge Gradient (KG). In
this Chapter, we use a variant of EI for its simplicity in computation and its connection
with the UOCBA policy.
3.4.2 Expected Utility Improvement
Denote the priors on θi, i≤ k by f 0i and the posteriors at step n by f ni . VoI seeks to
measure the potential gain of learning θi by balancing the exploration-exploitation trade-
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off [20]. We propose the expected utility improvement (EUI)





where the expectation is taken with respect to (w.r.t.) θi ∼ f ni and U∗=maxi≤k{E[U(θi)]}
is the current expected optimal utility under the posteriors { f ni }ki=1. The EUI-based poli-




In the special case of Normal-Normal Bayesian models, similar to the results in [3], we
have the following theorem relating the asymptotic allocations of EUI and UOCBA poli-
cies.
Theorem 6. In the case of Normal-Normal Bayesian model with τ0i → ∞ and N→ ∞, let
nEUIi and n
UOCBA
i denote, respectively, the budget allocated to alternative i under the EUI






, ∀i 6= j, i 6= 1, j 6= 1. (3.22)
Proof. When τ0i →∞, we have tni = ȳi,τni =
σi√
ni










. The EUI computation is then effec-
tively a usual EI computation on the random variable U with normal posterior densities.
Applying the results in [3] on convergence rates of EI methods yields the theorem.
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The asymptotic result in Theorem 6 holds only for sub-optimal alternatives (i, j 6=
1). [44] derived variants of EI policies that achieve asymptotically optimal allocation ratio
for all alternatives, which can be easily applied to our scenario. We use the most basic EI
policy for simplicity.
3.4.3 Practical Computation of Expected Utility Improvement
The original expected improvement policy in [48] was developed under a normal
distribution assumption and has the closed-form expression







where n is the sampling step, tn and τn are the mean and standard deviation, respec-
tively, of the posterior normal density following the notations in (3.18), and t∗,n is the
current threshold for improvement. It is easy to see that gEI increases with τ for any
t ≤ t∗, therefore favors alternatives with higher uncertainty. However, in Equation (3.20),
a higher uncertainty in θ does not necessarily lead to higher EUI. One such example is
U(θ) = −e−4θ − θ , which we tested in Section 3.6.2. As illustrated in Figure 3.1, a
higher uncertainty in θ in terms of higher variance leads to a smaller gEUI , causing the
EUI aproach to fail in the numerical experiments in Section 3.6.2. The EUI approach
in (3.23) no longer encourages exploration, and we defer addressing the issue to future
research.
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Figure 3.1: Left: A utility function. Right: Higher uncertainty leads to lower EUI.
3.5 Utility-based Allocation Algorithms
Using Theorem 5 and Equation (3.20), we design two fully sequential procedures
for utility-based allocation problems, which we refer to as most-starving-UOCBA (MS-
UOCBA) and EUI.
MS-UOCBA: An initial sampling budget n0 is allocated to each alternative to ob-
tain estimates of the unknown parameters in Theorem 5. At each time step, Equations
(3.8), (3.9) and (3.10) are solved to find the estimated optimal allocations under the given
total budget. The alternative that is furthest away from its currently estimated optimal
allocation is selected. This “most-starving” implementation is fully sequential except for
the initialization batch of samples.
EUI: The algorithm requires inputs for specifying the priors and posteriors updates,




Input: total budget N, initial budget n0, utility function U
Output: the final selection iN
1 Allocate n0 to each alternative
2 Compute θ̂i, U(θ̂i) and ∇U(θ̂i)
3 Set counter n← kn0 and mi← n0, i = 1,2, . . . ,k
4 while n≤ N do
5 compute ni by solving Equations (3.8), (3.9) and (3.10)
6 select in← argmax{ni−mi}
7 update min ← min +1 and n← n+1
8 update θ̂in , U(θ̂in), I(θ̂in), and ∇U(θ̂in)
9 return iN = argmaxi{U(θ̂i)}
Algorithm 3: EUI
Input: the priors f 0i , total budget N, utility function U
Output: the final selection iN
1 Initialization: set n = 0 and select i0 = argmaxi≤k v
EUI,0
i
2 while n≤ N do
3 collect one sample on alternative in as xin
4 update f ni (θi) for i = in
5 set f ni = f
n−1
i for i 6= in
6 compute vEUI,ni with Equation (3.20)
7 select in = argmaxi≤k{v
EUI,n
i }
8 update n← n+1
9 return iN = argmaxi≤kE[U(θi)]
Computational considerations: in the MS-UOCBA algorithm, the most computa-
tionally intensive step would be solving for optimal allocation using Equations (3.8), (3.9)
and (3.10). However, for the Bayesian approach, the posterior updates and computation
of vEUI,ni could be non-trivial, depending on the exact form of utility and prior-posterior
pairs. We assume relevant computations are more efficient compared to obtaining an




We test the performance of Algorithms 2 and 3 on two simulated experiments by
comparing their performance with the simple equal allocation (EA) and usual OCBA al-
location policies. The first experiment selects from alternatives with binary rewards and
employs the beta-Bernoulli conjugate pair outlined in Equation (3.19) when implement-
ing EUI. The second works with continuous random rewards and uses Normal-Normal
Bayesian model in Equation (3.18).
3.6.1 Binary Rewards with Prospect Theoretic Utility
This experiment is motivated by the prospect theory which was awarded the 1992
Nobel Prize in economics for its effectiveness in modeling people’s preference in fair
games [37]. Let A = {1,2..k} denote a set of lotteries and Yi, i ≤ k be the Bernoulli
random variable representing the outcome of a lottery ticket, i.e.,
Yi =

0, w.p. 1− pi,
1 w.p. pi,
where pi are the unknown winning probabilities. Let ai denote the winning prize of lottery
i and bi be cost of buying a lottery ticket. The prospect-theoretic utility [37] for a lottery
has the form
U(pi) = (ai−bi)pw1i −bi(1− pi)
w2,
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with weights w1 and w2 reflecting people’s perception of gains and losses. In the con-
text of R&S, we assume a customer chooses from 19 different types of lotteries before
committing to a favorite one with preference modeled by a prospect theoretic utility with
weights w1 = 1.1 and w2 = 100. The winning probabilities are set to be {0.05,...,0.90,0.95}
with rewards ai = 1/pi and cost bi = 1, ∀1≤ i≤ 19, such that the expected net gain of all
lotteries will be 0. Under the utility above, the optimal lottery will be the 2nd type with
p2 = 0.1 and a2 = 10 in this setting, as it offers a large reward as well as a reasonable
chance of winning. The simulated R&S problem is illustrated in Figure 3.2.
Implementation of MS-UOCBA: Given observed outcomes of Yi, UOCBA first
estimates the winning probabilities, and then updates the estimation of vi and ni for dy-










We choose the initialization budget kn0 to be 20% of the total budget N.
Implementation of EUI: We set the priors on pi to be the flat beta distribution
Beta(1,1) for all i ∈ A . Upon collecting new observations, the update is performed
according to Equation (3.19). Given a beta posterior with shape parameters α and β , the
posterior expected utility has the closed-form formula
E[U(pi)] =




where B(α,β ) is the Beta-function defined as B(α,β ) =
∫ 1
0 x
α−1(1− x)β−1dx. The ex-
pected improvement in Equation (3.20) is computed with numerical integration routine
integrate in R. For posteriors with large shape parameters (> 1000 in our experiments),
a Monte Carlo integration is performed to compute the posterior expected utility and
expected improvement with 1000 samples to avoid the numerical instability with extraor-
dinarily small (< 10−100) B(α,β ).
We compare the performance of MS-OCBA and EUI using the above implementa-
tions with the Equal Allocation (EA) policy and the MS-OCBA policy for budgets ranging
from 100 to 10000. For the MS-OCBA policy, we use the same implementation with MS-
UCOBA with U(p̂) set to be p̂ and v1 set as
√
pi(1− pi). The PCS for each allocation
algorithm is estimated using 1000 simulation replications.
Figure 3.2: The prospect utility function U(·) and asymptotic distribution of the utility
estimator U(p̂i). The second lottery with winning probability 0.2 has the highest true
utility (U(p)). The variances of the utility estimators U(p̂i, i ≤ 10) decrease in regions
where U is flat.
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Figure 3.3: PCS under different allocation budgets.
The simulation results are presented in Figure 3.3. EUI has the best performance
among all policies, with MS-UOCBA being the second best. The usual OCBA policy
has the worst performance, as it devotes most of its allocation budget on alternatives with
large pi, which have relatively low values under the given utility measure.
3.6.2 Staffing with a Cost Utility
A company staffing a service center is often faced with the trade-off between quality
of services and staffing costs (such as training and compensation). Let Yi denote the








where µi is unknown and σi is assumed to be 1. A smaller value of µi indicates higher
service quality but requires higher training and wage costs. A utility function of the form
U(µi) =−C(µi)−Q(Yi) in [49] is often used to capture the trade-off, where C(·) denotes
the cost and Q(·) denotes the service quality. We use negative terms to make the problem
a maximization rather than minimization, for consistency with our problem setting. We
test two utilities
U1(µ) = e10µ−10, (3.24)
U2(µ) =−e−4µ −µ, (3.25)
where U1 is monotonically increasing with µ , and U2 balances between cost and quality.
Implementation of MS-OCBA: Given collected samples drawn from Yi, MS-UOCBA













10µ−10|, vU2i = |4e
−4µ +1|. (3.27)
The initialization budget kn0 is chosen to be 20% of the total budget N.
Implementation of EUI: Given normal random observations, we use the Normal-




1000 to create flat priors. Given a posterior N (tni ,(τ
n
i )
2), the posterior expected utilities
















EUI in Euqation (3.20) for U1 and U2 under the assumed Normal-Normal conjugate pair
also has the closed-form expressions








































































2 ≤ xu2. Under this notation, [xc1,∞)
and [xl2,x
u
2] will be the regions where the improvement function is positive for computing
EUI for utility functions U1 and U2. The priors are chosen to be N (0,4) for initializing
the unknown µi inside the interesting region. At each time step, the alternative with
maximum EUI is chosen. If there is a tie in EUI, one of the alternatives with the maximum
EUI is randomly selected. In both tests, EUI allocation steps are terminated early due to
clear convergence.
Implementation of MS-OCBA and EA: The MS-OCBA algorithms are imple-
mented using the same setup for MS-UOCBA. For total simulation budgets ranging from
100 to 10000, a simulation replication of 1000 is used to estimate PCS. The numerical
results are presented in Figure 3.4.
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Figure 3.4: Performance of allocation algorithms for the two utilities U1 and U2 .
For U1, the EUI algorithm outperforms all other algorithms. MS-OCBA outper-
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forms MS-UOCBA, as U1 being a monotoe function, both MS-OCBA and MS-UOCBA
will treat alternative 20 as the true optimal choice and allocates budgets on alternatives
closer to 20. Despite being optimal under their respective selection rule (OCBA with
iN = argmax{µ̂i} and UOCBA with iN = argmax{U1(µ̂i)}), there is no easy theoretical
analysis on their relative performance. The EA policy outperforms both MS-OCBA and
MS-UOCBA when the total budget is small, as OCBA policies are known to be sensi-
tive to initialization noise. For U2, MS-UOCBA is the best among all tested algorithms.
Despite the asymptotic optimality result in Equation (6), the shape of U2 causes the EUI
policy to fail in this problem, as higher uncertainty leads to a smaller expected utility im-
provement, causing the algorithm to perform similar to a uniform random choice, which
we discussed in Section 3.4.3.
3.7 Concluding Remarks
In this Chapter, we considered the R&S problem where the selection objective can
be expressed as a utility function of the observed random samples. We established a plug-
in utility estimator to derive an asymptotically optimal allocation policy and provided
insight on how a utility function would affect the optimal allocation policy. The main
result in Theorem 5 can be easily extended to cases where the MLE is not easy to obtain,
but some other parameter estimator with the same convergence rate, such as the method of
moments estimator, could still be applied. We also developed a variation of the Bayesian
VoI approach that showed better finite budget performance. We proposed two sequential
allocation algorithms and discussed their practical implementations, including a scenario
56
where the Bayesian VoI approach could fail. To the best of our knowledge, this is the first
attempt at extending R&S techniques for general utility measures.
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Chapter 4: Restless Temporal Bandits
4.1 Introduction
The multi-armed bandit (MAB) problem is a popular formulation to study the
exploration-exploitation trade-off in various communities, where the goal is to maximize
the cumulative reward through some time horizon T . It was introduced as early as the
1950s in the context of clinical trials [50] and has found numerous modern applications,
such as recommendation systems and marketing [51]. Usually, a reward process {Xkt }
is associated with arm k, and a realization of the corresponding process will be received
by the player upon choosing the corresponding arm. The most popular and well studied
assumption is that Xkt are sequences of i.i.d. random variables. Under this assumption,
at each time step the player has to balance between choosing arms with currently esti-
mated high expected rewards (exploitation) and sampling on lesser known arms to obtain
better estimates of expected rewards (exploration). A few important results under this
line of research includes the O(logT ) and O(
√
T ) regret lower bounds [52] and compu-
tationally tractable policies that would achieve matching upper bound including the UCB
policy [7, 53] and Thompson sampling policy [8, 54].
However, in many practical applications well suited for bandit algorithms, the i.i.d.
assumption may not be appropriate. Consider the problem of recommending items on
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an e-commerce website. It is well known that customer preference varies in time with
daily/monthly/seasonal periodic patterns, and the observed past could have strong predic-
tive power into the future [55]. Thus, it is intuitive to adjust the recommendation policy to
utilize the known patterns to achieve better revenue. The volatility in the environment is
well acknowledged in the bandit community and has been studied in the context of bandit
algorithms with Markovian [56], Brownian [57] or non-stationary [58] reward processes,
to name a few. We follow the above literature and focus our efforts on the restless setting
where the reward processes {Xkt } evolve regardless of whether the arm is being played or
not. We emphasize that the reward processes {Xkt } evolve independently across the arm
index k, while exhibits strong correlation on the time index t.
Despite the richness of related literature, the standard tool used in statistics and
economics for modeling actual observed stochastic processes with temporal correlations,
the autoregressive and moving average (ARMA) time series model [55], is relatively
overlooked by the bandit community. We use the general form of ARMA processes to
study the effect of temporal correlations on regret in bandit problems. The estimation
and prediction of time series data is itself an active area of research, and many recent
machine learning techniques such as Gaussian process models and convolutional LSTM
have shown great promise in many applications [59,60]. We assume the processes Xkt are
known, since (1) we are mainly interested in the effects of temporal correlations rather
than studying how to estimate them; (2) time series model specification and estimation
is beyond the scope of this Chapter; (3) many economic patterns are well studied with
known trend or periodic pattern.
59
4.1.1 Non-stationary Regret and Temporal Oracle Process
Let K = {1,2, ...,K} denote the set of arms and {Xkt },k ∈ K be the reward
processes. Restricting to the family of stationary processes, the expected values are
fixed throughout the time horizon, and we denote them as µk = E[Xk1 ] and use µ∗ =
maxi∈K {µi} to denote the maximum of the stationary means. According to a policy Π,
at times 1,2, .., t, a sequence of arms (a1, ...,at),ai ∈K , i ≤ t is chosen and the rewards
xa11 , ...,x
at
t are revealed. Use Ft to denote the filtration generated by the sequence of obser-
vations representing the information available to the player. Use Ht to denote the entire
history of the reward processes up to time t. It is easy to see that Ft ⊆Ht . In the seminal












In the i.i.d setting, the conditional expectation would reduce to the simple static means,
leading to the usual expression of regret





The optimal policy minimizing regret defined in Equation (4.2) would be to always choose
the arm with maximum stationary mean, which we refer to as the static optimal policy
throughout this Chapter. With temporal correlations, we study the dynamic regret defined
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as











The conditioning reflects the fact that past information Ft−1 could affect the outcome in
the future.
Definition 4 (Oracle Process and Instantaneous Regret). Let St := argmaxk∈K {Xkt } rep-
resent the sequence of optimal arms in each realization of Xkt ,∀k ∈K and define it as the
Temporal Oracle Process. Denote µSt := Xt(St) as the corresponding reward sequence.
Define the instantaneous regret at time t, given Ft−1 and the chosen arm at , as
rt = E[µSt |Ft−1]−E[X
at
t |Ft−1]. (4.4)
{St} will be a stochastic process taking values in the set of arms K adapted to the
filtration Ht . The revealed information Ft−1 is shared by the temporal oracle process
and the player, so rt is capturing the gap between the reward obtained by the policy and
the optimal reward when part of Ht is revealed and fixed (as Ft−1 ⊆Ht−1). Though
we will be working with stationary stochastic processes, St bridges our work with the
non-stationary [58] and adversarial bandit [61] research in the sense that the optimal arm
and its rewards are varying with time. In the existing research, the non-stationarity is
usually assumed to be a fixed unknown sequence, while in our setting the non-stationarity
is stochastic, as in St . In later discussions, we will mostly focus on rt , as the volatility in
St would lead to a constant lower bound on regret at each time step.
Our work can be motivated and visualized by Figure 4.1. Policies that utilize the
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Figure 4.1: Illustration of a simulated two-arm bandit problem with ARMA reward pro-
cesses: (a) The two arms have different stationary expected values µ1 and µ2. (b) The
static optimal policy is to always choose a2. (c) The oracle process {St} is a stochastic
process adapted to the filtration Ht , taking values in the set {a1,a2}. (d) The arm with
lower stationary rewards could have predictable higher future reward, given information
on its past. (e) Policies that efficiently discover the dynamically optimal arm can accumu-
late much higher reward compared to the static optimal policy, such as in times between
670 and 1086 in this simulation.
predictive power coming from temporal correlations to efficiently discover the dynami-
cally optimal arm could have better performance than a policy that works with indepen-
dent rewards.
4.1.2 Related Research
Relaxing the i.i.d. assumption in bandit problems has drawn much attention re-
cently. One line of research maintains the independence assumption across the time index
and models the volatile environment as variations in the sequence of unknown expected
rewards. Sublinear regret bounds have been proved conditioning on a known form of total
variation in the mean values of rewards, and policies that gradually forget earlier biased
samples have been proposed, achieving matching upper bounds [58, 62–64]. A similar
setting is the adversarial setting, where the sequence of expected rewards are chosen by
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an adversary [61]. More closely related to our approach is previous work that assumes
specific reward processes, including Markovian reward process [56], Lévy process [65],
rotting processes [66], Brownian process [57] and mixing process [67]. [57] considers the
discretized Brownian motion, which is a non-stationary ARMA(1,1) process, therefore a
different yet simpler setup than ours. In [67], the authors assume the mean rewards are
unknown and argue that temporal correlations would lead to inferior regret compared to
the static optimal policy, therefore orthogonal to our work, as we assume the correlations
are known and focus on maximizing a linear improvement over the static policy. With the
close connection between ARMA processes and Kalman filters, it is also worth mention-
ing the research on studying bandits with rewards driven by state-space models [68, 69],
which largely focus on theoretical analysis of indexability rather than characterizing re-
gret bounds using characteristics of reward processes. Different from most work in the
area, we do not assume that Xkt are bounded within a certain interval, as such an assump-
tion is too restrictive for general time series analysis.
4.1.3 Contribution
To the best of our knowledge, our work is the first attempt at incorporating time
series analysis into bandit problems. We introduce the concept of a temporal oracle pro-
cess to address the volatility of the environment to create a statistically stationary, yet
dynamic, benchmark for analyzing regret. Let σ k be the stationary standard deviation
of {Xkt } and σ tw be the white noise standard deviation representing the part of {Xkt } not




logKσminw , analogous to a
√
logKσmin lower bound for the static optimal policy. We
propose the concept of temporal exploitation and exploration, referring to the need for ex-
ploring arms to learn the current evolution of reward processes and utilizing the predictive
power from temporal correlations to gain better immediate reward. We establish a linear
improvement in regret compared to the static optimal arm by studying a pure exploitation
policy. Then we design a Temporal-Exp2 policy that performs a two-step lookahead com-
putation to balance temporal exploration-exploitation, achieving an upper regret bound of
√
logK(maxk∈K {σ k− γk1}). We develop a decomposition technique that rewrites a time
series process into a projection and innovation, conditioning on a revealed past history, to
facilitate our analysis. Despite a bit of complication in introducing the notation to fully
describe our problem, the theoretical results are intuitive.
4.2 Time Series Models in Bandit Feedback
Using {wt} to denote i.i.d Gaussian white noise with mean zero and standard devi-










θ jwt− j (4.5)
where µ;φi, i ≤ p;θ j, j ≤ q are parameters characterizing the temporal correlation struc-
ture which we assume to be known throughout this paper. A moving average (MA) pro-
cess refers to the processes that are expressed entirely using a sequence of white noises
of the form Xt = µ +∑∞i=−∞ ψiwt−i, where ψi ∈ R is the ith order moving average coeffi-
cients.
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Definition 5 (Stationary Process). A discrete-time stochastic process {Xt} is stationary if
(Xt , ...,Xt+h) and (Xs, ...,Xs+h) are identically distributed ∀t,s,h ∈ Z+, where Z+ is the
set of positive integers.
Definition 6 (Causal ARMA(p,q) Process). An ARMA(p,q) process is causal if it can be
expressed as a moving average process only depending on the past:





Remark: if Xt is not observed at time t, the uncertainty into future values of Xt would
increase, as more white noise is included. We assume the reward processes are stationary
and causal throughout our paper, as we are focusing on utilizing observed information for
enhancing decision making.
Lemma 3 (Temporal Correlation and Stationary Distribution for MA Processes). For a
given stationary moving average process Xt = µ +wt +∑∞i=1 ψiwt−1:






2. Define γ(i, j) =Cov(Xi,X j), then γ(i, j) = σ2w ∑
∞
h=1 ψhψ|i− j|+h.
In the bandit feedback setting where only the reward on the chosen arm is revealed
at each time step, we introduce a few additional definitions and notations to facilitate our
expression and computation:
µk,σ k: stationary mean, standard deviation of Xkt .
65
σ kw: standard deviation of white noise.
Jkt := {i < t : ai = k},∀k ∈K : the times arm k is played before time t.
zkt := (x
k
j−µk) j∈Jkt : vector of means shifted past realized rewards on arm k.
Σkt := [γ(i, j)]i, j∈Jkt : covariance matrix of observed rewards on arm k.
Lkt := (γ(t, i))i∈Jkt : covariance between X
k
t and past observed rewards for arm k.
µkt := E[Xkt |Ft−1],σ kt := sd(Xkt |Ft−1): mean and standard deviation of Xkt given
Ft−1.
O(x): Use y = O(x) for denoting y/x≤Cx for some C ≤ ∞.
Under the above notation, µkt and σ
k









k− (Lkt )′(Σkt )−1Lkt . (4.7)
We will be using Equation (4.7) for computing predictions into future time steps, and
rely more on Equation (4.6) for proving lower and upper bounds on regret. It is worth
mentioning that in Equation (4.7), for independent rewards, we have Ltk = (0, ..,0)
′,∀k, t,
and therefore µkt = µ
k and σ kt = σ
k.
Lemma 4 (Decomposition Lemma). Given a set of time indices Jkt , the random variable







where X̂kt = E[Xkt |Xkj , i ∈ Jkt ] is the projection of Xkt onto the linear space spanned by
X j, j ∈ Jtk, and X̃
k
t is the residual of the projection.
1. X̃kt is normally distributed with mean 0 and standard deviation σ
k
t .
2. Cov(X̂kt , X̃
k
t ) = 0 and E[X̂kt |Ft−1] = µkt .
Theorem 7 (Lower Bound on Instantaneous Regret Given Fixed Arm Selection). Given
a fixed set of observation indices Jkt ,∀k ∈K . Then,
E[rt ]≥ E[max
k∈K
{X̂kt + X̃kt }]−E[max
k∈K
{X̂kt }]. (4.9)
Proof. The key is to properly decompose µSt in Definition 4. Using the definition of rt to
write out expected instantaneous regret and plugging in Lemma 2,
E[rt ] = E[µSt |Ft−1]−E[Xt(at)|Ft−1]
≥ E[max
k∈K





{X̂kt + X̃kt }]−E[max
k∈K
{X̂kt }].
Theorem 7 provides a key insight for our analysis: the oracle process {St} could
pick out the max among {X̂kt + X̃kt }k∈K with access to Ht , while any policy only observ-
ing Ft−1 can only pick out the max among {X̂ tk}k∈K . X̃
k
t and its standard deviation σ
k
t
represent the information gap between the oracle and the policy.
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As we will be relying heavily on bounding the expected value of the maximum of
independent normal random variables, we provide Theorem 8.
Theorem 8 (Lower Bound on Expectation of Maximum of Independent Normal Random
Variables). Let Xi,1≤ i≤ K be independent normal random variables with mean µi and
variance σ2i . Use a∨b and a∧b to denote, respectively, the maximum and minimum of a









































It is worth mentioning that in many policies a spatial correlation would naturally
be induced among X̂kt ,∀k ∈K , as the information obtained on one arm would depend on
the information on all other arms, invalidating Theorem 8. However, {X̃kt }k∈K will still
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be independent. Theorem 8 is critical in understanding regret lower bounds, which we
show later depend crucially on the increment of independent white noises {wkt }.
4.3 Regret Lower Bounds
We study the lower bounds for two types of policies: (1) those that exploit the
known correlation in Xkt , and (2) those that treat the observed rewards as independent
samples.
Theorem 9 (Lower Bound for Any Policy). For any policy Π, E[rt ] ≥ O(
√
logKσminw −
∆µ), where σminw = mink∈K {σ kw},∆µ = maxk∈K {µk}−mink∈K {µk}.
Proof. The proof has two main components: first we prove that the instantaneous regret
for any policy is greater than an imaginary policy that has access to Ht−1 and exploits
this information. This is true, as
max{E[Xkt |Ht ]}> max{E[Xkt |Ht−1]}.
With Ht−1 available, Xkt |Ht−1 is distributed as N (µkt ,(σ kw)2). Let µmint = mink∈K {µkt }.
A lower bound on the instantaneous regret can be obtained using a relaxed lower bound
from Theorem 8:









logK +µmint−1−µmaxt−1 ]) = O(
√
logKσminw −∆µ).
For some ARMA processes such as Xkt = φt−kX
k




being equivalent to Xkt |Ht−1 in distribution, meaning Ft−1 captures all the predictive
power of Ht−1. In such scenarios, the above lower bound on the instantaneous regret will
be tight.
Theorem 10 (Lower Bound for Policies Assuming Independent Rewards). For policies
minimizing the regret defined in Equation 4.2 , E[rt ] ≥ O(
√
logKσmin), where σmin =
mink∈K {σ k} .
Proof. For independent rewards, the optimal policy is to always choose the arm with
maximum stationary mean, therefore by Theorem 8,
E[rt ] = E[µSt ]−µ∗ = E[max
k∈K
{Xkt }]−µ∗ ≥ O(
√
logKσmin−∆µ).
The key is to realize E[µSt ] = E[maxk∈K {Xkt }] in this setting.
The two tight regret lower bounds in Theorems 9 and 10 only differ by a constant
factor σminw and σ
min, respectively. From Lemma 3, as σ/σw = 1+∑∞i=1 ψ
2
i , a stronger
temporal correlation could mean a significantly improved lower bound. And without
temporal correlations (φi = 0,∀i≥ 0), the two regret lower bounds naturally match.
4.4 Temporal Policies
The problem of designing a policy can be formally defined as an optimization
problem on choosing the proper allocation configuration JkT ,∀k ∈ K , conditioning on
collected information Ft−1 such that RT can be minimized. More intuitively, the opti-
mization requires a policy to balance between the temporal exploration: learning about
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Algorithm 4: Temporal-Exploit
1 Initialization: For t = 1, . . . ,k, choose at = t
2 while k+1≤ t ≤ T do
3 Update µkt ,σ
k
t , ∀k ∈H with Equation (4.7),
4 Choose at = argmax{µ tk},
5 Receive reward Xt(at) and set t← t +1
future states of each arm by minimizing σ tk and temporal exploitation: play the arm
with maximum µkt to obtain good immediate rewards. We first analyze a temporal ex-
ploitation policy to illustrate that a linear improvement on regret over policies assuming
independent rewards can be easily obtained. Then we propose a Temporal-Exp2 policy
that balances the temporal exploration and exploitation tradeoff by evaluating a two-step
look-ahead expected reward computation and prove its regret matches the lower bound
up to a K factor.
4.4.1 Temporal Exploitation
The most intuitive approach for exploiting the predictive power that comes with
temporal correlations is to use a greedy approach and always choose the arm with max-
imum predicted reward on the next time step. This pure exploitation policy is similar to
the greedy (or exploit) policy that always chooses the arm with maximum estimated mean
rewards in the usual independent reward setting. The lack of exploration causes the policy
to lose track of the current state of the sub-optimal arms, and if a reward process {Xkt } is
evolving into a good state, it will not be discovered by the policy soon enough. Despite
the simplicity and obvious drawbacks of the greedy policy, we prove that it still achieves a
linear improvement in its cumulative reward compared to the optimal policy that assumes
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independent rewards, highlighting the necessity for exploiting temporal correlations.
Theorem 11 (Linear Improvement on Cumulative Reward). For the Temporal-Exploit
policy, let at be the arm chosen by the policy at time t and xt(at) the corresponding
received reward. Then,
E[xt(at)]−µ∗ ≥ ∆min +σminw e−
(∆max)2
2 ,
where ∆k = µ∗−µk and ∆min = mink∈K {∆k},∆max = maxk∈K {∆k}.
Proof. From Lemma 4 and Theorem 7, it is easy to see that E[xt(at)] =E[maxk∈K {X̂kt }].
The gap between the cumulative rewards for the Temporal-Exploit Policy and the static
policy of choosing at = argmaxk∈K {µk} can be written as:
E[rt ] = E[max
k∈K
{X̂kt }]−µ∗.
Though X̂kt ,∀k ∈K are correlated, preventing a simple proof using Theorem 8, notice











{Xkt |Jkt }]}−µ∗ with Xkt |Jkt ∼N (µk,(Lkt )′(Σkt )2Lkt ).
can be found by replacing {µk}k∈K and {(Lkt )′Σkt Lkt }k∈K with their respective minimums
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µmin and σminw and substitute into Theorem 8.
It is worth mentioning that if the rewards are indeed independent, the temporal-
Exploit policy reduces to the optimal policy in the independent setting, as X̂kt ≡ µk in this
scenario.
4.4.2 Temporal Exp2
The Temporal-Exploit Algorithm 4 established a linear improvement in cumulative
reward by exploiting the predictability that comes with temporal correlations in the re-
ward processes. However, we are still interested in designing policies that could achieve
comparable performance with the oracle process {St} . We first discuss how an explo-
ration step could potentially improve future collected rewards by bringing new informa-
tion and propose a Temporal-Exp2 (temporal exploration and exploitation with two-step
look ahead) policy based on our analysis.
At time t, conditioning on the available information Ft−1, if arm a is chosen, an
opportunity cost d of not fully exploiting the current available information would be
da = max
k∈K
{µkt }−µat . (4.10)
Let (zat ,X
a
t ) denote the vector including the most recent new observation X
a
t , which we
still treat as a random variable. The extra information would make our prediction on Xat+1
a normal random variable with mean µat+1 and standard deviation σ
a
t+1, which can be
73





















a ∼N (0,(ca)2) (4.11)




and is independent of Xaj , j ∈ Jkt . Here Ĉa is the residual of X̂at+1’s projection onto Ft−1.
Then at time t + 1, the extra information that is represented by Ĉa will give an enhance-
ment ba in the expected instantaneous reward that could be obtained compared to using





where I{.} is the indicator function. The overall expected gain in choosing arm a in the
next two steps would be ba−da. The Temporal-Exp2 policy would explore an arm if the
immediate opportunity cost could potentially be made up by future expected gain.
From Equations (4.10) and (4.12), an arm a would have a higher chance of being
explored if (1) its current prediction is close to the current predicted optimal, as it indicates
lower immediate opportunity cost and higher expected future gain, and (2) its reward
process has strong temporal dependence such that an extra observation would bring in a
large amount of information in terms of a larger ca. Temporal-Exp2 would trivially reduce
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Algorithm 5: Temporal-Exp2
1 Initialization: For 1≤ t ≤ k, choose at = t.
2 while k+1≤ t ≤ T do
3 Update µkt ,σ
k
t , ∀k ∈H using Equation (4.7),
4 Compute dk,bk for all sub-optimal arms ( k 6= argmaxk∈H {µkt } ) using
Equations (4.11 and 4.12)
5 Exploration-Exploitation Balancing:
6 i. If maxk{bk−dk}< 0, exploit: choose at = argmaxk∈H {µkt },
7 ii. Otherwise explore: choose at = argmaxk∈H {bk−dk},
to the static optimal policy if all reward processes are indeed independent, as ba ≡ 0 and
dk ≤ 0,∀k ∈K in this scenario.












Proof. Write rt = maxk∈K {X̂kt + X̃kt }− X̂at = maxk∈K {X̂kt +Ĉkt + X̃kt −Ĉkt }− X̂at .
1. If at is being exploited, meaning X̂at =max{X̂kt } and X̂kt +Ĉkt < 0, then rt ≤maxk∈K {X̃kt −
Ĉkt }. As Ĉkt captures the information of obtaining one new sample, therefore X̃kt −Ĉkt has






logK max{σ k− rk1}
2. If at is being explored, its distance from the truly optimal reward can also be bounded
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by the fact that it could outperform the current estimated best with an extra observation.












logk max{σ k− γk1}.
The proof is concluded by relaxing the expression for instantaneous regret quite signifi-
cantly.
Comparing with the lower bound in Theorem 9, the temporal-Exp2 policy only
considers the effect of having one extra observation, therefore introducing a γk1 reduction
in the overall regret compared to the static optimal policy.
4.5 Future Research and Concluding Remarks
In our work, we assume that both the overall shift and the temporal correlation of
the underlying reward processes are fully known, and we focused on exploiting the known
temporal correlations to obtain better cumulative rewards. Not knowing the overall shift
in the reward processes will bring us to the scenario in [67], where the authors proved
that temporal correlations could lead to a worse performance in regret compared to the
static optimal policy, as the estimation of mean rewards could have very high uncertainty.
Not knowing the exact form of temporal correlations leads us to the notorious time se-
ries model specification and estimation with missing values problem [70,71]. Developing
policies for the fully unknown setting to balance between estimating the overall shift, esti-
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mating the unknown temporal correlations and exploiting the estimated reward processes
would be a challenging yet interesting problem. Another challenge in our work is that the
decomposition steps in Equations (4.9), (4.10) and (4.12) involve computing and invert-
ing a potentially large covariance matrix Σkt . How to develop a properly scalable policy
for large K and T remains to be solved.
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Chapter 5: Bayesian Experimental Design for Stochastic Kriging Meta-
models
5.1 Introduction
Kriging originated in the geostatistics community for analyzing data with spatial
correlations [1]. Later it was extended for constructing metamodels in the design and
analysis of deterministic computer experiments [72]. More recently, the stochastic krig-
ing methodology has extended the kriging estimator to modeling outcomes of stochastic
simulations by introducing intrinsic noise, which can be reduced by having more sim-
ulation replications at the corresponding design points [23]. Kriging, often referred to
as Gaussian process regression in the machine learning community, is also the founda-
tion for Bayesian optimization algorithms, which recently have enjoyed great success in
machine learning applications [48, 73].
In the context of simulation metamodeling, stochastic kriging (SK) methods build a
global estimate for the unknown function, and a carefully designed experiment is crucial
in ensuring the model performance. The common practice is to use static designs such as
the uniform design, Latin Hyper-cube Design (LHS), and maximum entropy designs [1].
Dynamic designs should be much more efficient, as more resources could be allocated
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to regions where the SK model is believed to have poor performance. The works of Ng
and Yin [74], Chen and Zhou [75], and Wang and Hu [76] focus on utilizing the posterior
uncertainty estimates from the fitted SK model for choosing design points. However,
we illustrate in Section 5.2 that the posterior uncertainty estimates in SK models do not
properly reflect the roughness of the unknown function and such policies often lead to
a near uniform design. Van Beers and Kleijnen [77, 78] developed bootstrap procedures
where new data points are sampled from the fitted kriging model for evaluating potential
design choices. Our approach differs from theirs, as we perform re-sampling of existing
data points rather than from the established SK models, which is more robust to SK model
specifications.
In this Chapter, we propose a novel approach for sequential experimental design
for SK models. We use a jackknife procedure to obtain an estimation of model prediction
error at existing design points, and construct an additional SK model on the error estimates
to obtain a landscape for the model performance. Value of information (VoI) measures
developed for Bayesian optimization are then used for selecting the next design point.
Our approach is robust to the parameter choice of a SK model, as it relies on jackknifing
the existing data points for estimating model prediction error rather than on the estimated
posterior distributions. To the best of our knowledge, this is the first such attempt to
develop a dynamic experimental design procedure for building SK models.
The rest of this Chapter is organized as follows. Section 5.2 briefly reviews the SK
model and techniques for its experimental design, and presents an example for motivating
our approach. Section 5.3 introduces the jackknife error estimates and a kriging model
that is used to search for new design points. Section 5.4 states a sequential design algo-
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rithm. Section 5.5 illustrates its performance with two numerical experiments. Finally,
we conclude the Chapter in Section 5.6.
5.2 Stochastic Kriging and Its Experimental Design
We first provide a review on the SK models and formulate the dynamic experimental
design problem.
5.2.1 Preliminaries on Stochastic Kriging
SK metamodels construct a response surface of an unknown function y(x) ∈ R for
x ∈H , where x is a d-dimensional vector and H is a compact subset of Rd denoting
the domain of interest. We assume y(x) is unknown, but independent samples of its noisy
observations can be obtained with simulation. The standard SK model assumes the output
of the jth simulation replication at the design point x can be modeled as
y j(x) = f (x)T β +M(x)+ ε j(x), (5.1)
where f (x) is a feature vector at the point x and β is a fixed constant vector. The term
f (x)T β describes a fixed trend in the unknown target function y, and empirical evidence
shows that a constant term performs well in practice [23, 72]. The term M(·) is a second-
order stationary zero mean Gaussian process, which models the deviation of the true
function y from the fixed trend term f (x)T β . The term ε j(x), often referred to as intrinsic
noise, captures randomness from stochastic simulations [23]. We work with the most
basic setting where ε j(x) can be considered independent and identically distributed (i.i.d.)
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at each design point x with standard deviation σE .
For any two points x and y in H , the SK model assumes the covariance between
M(x) and M(y) is given by
Cov(M(x),M(y)) = τ2R(d(x,y),γ), (5.2)
where τ is the variance of the Gaussian process M(·), d :Rd→R+ describes the closeness
of points x and y in the space H (e.g., a vector norm), the correlation kernel function R
is chosen such that R(0,γ) = 1 and limx→∞ R(x,γ) = 0,∀γ , and the parameter γ controls
the smoothness of the random field (i.e., the fitted response surface). In practice, both τ
and γ are often estimated through maximum likelihood estimation [1].
Given an experimental design configuration {xi,ni}ki=1, where xi are the design
points to perform simulations and ni is the number of simulation replications at xi, the
samples Yi j, i≤ k, j≤ ni are used to compute the sample averages Ȳ = {Ȳi = 1ni ∑
ni
j=1 Yi j}ki=1
as the input data for fitting an SK model. Denote F = [ f (x1), f (x2), .., f (xk)] the matrix
of feature vectors at the existing design points. Following the notation in [23], let ΣM be
the covariance matrix of the random variables M(xi), i≤ k, Σε be the k× k diagonal ma-
trix capturing the intrinsic noise under the iid noise assumption for the given experimen-
tal design, and ΣM(x0,{xi}ki=1) be the k× 1 vector representing the correlation between
the random field at a potentially new design point M(x0) and the existing design points
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{M(xi), i≤ k}, we have











ΣM(x0,{xi}ki=1) = [Cov(M(x0,M(x1))),Cov(M(x0,M(x2))), ...,Cov(M(x0,M(xk)))]
which can be computed by specifying the parameters in Equation (5.2) and σE . Assuming
β , ΣM,Σε and ΣM(x0,{xi}ki=1) are known fixed quantities, the best predictor of y(x0) that
minimizes the mean square error, which we denote as ŷ(x0), is shown in [23] to be
ŷ(x0) = f (x0)T β +ΣM(x0, ·)T (ΣM +Σε)−1(Ȳ −Fβ ) (5.3)
with the optimal Mean Squared Error (MSE)
MSE(ŷ(x0)) = ΣM(x0,x0)−ΣM(x0,{xi}ki=1)T (ΣM +Σε)−1ΣM(x0,{xi}ki=1). (5.4)
If the coefficients β are estimated with generalized least squares regression, i.e.,
β̂ = (FT (ΣM +Σε)−1F)−1FT (ΣM +Σε)−1Ȳ ,
then, the optimal predictor becomes
ŷ(x0) = f (x0)T β̂ +ΣM(x0,{xi}ki=1)T (ΣM +Σε)−1(Ȳ −Fβ̂ ) (5.5)
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with MSE
MSE(ŷ(x0)) = ΣM(x0,x0)−ΣM(x0,{xi}ki=1)(ΣM +Σε)−1ΣM(x0,{xi}ki=1)+
( f (x0)−FT (ΣM +Σε)−1)ΣM(x0,{xi}ki=1))T (FT (ΣM +Σε)−1F)−1·
( f (x0)−FT (ΣM +Σε)−1)ΣM(x0,{xi}ki=1)).
(5.6)
In cases where ΣM and Σε also need to be estimated, the MSE expression becomes in-
tractable. See [23, 72, 79] for reviews of the original kriging methods and its stochastic
kriging variation for stochastic simulation experiments. For simplicity, we use θ to rep-
resent the hyperparameters for setting up an SK model in Equation (5.3).
5.2.2 Experimental Design For SK
Given a total simulation budget T , experimental design refers to the placement of
{xi, i ≤ T} in the design space H and the corresponding number of replication ni. In
this work, we focus on the search of xi and assume ni = 1. Let Dk = {(xi,yi), 1≤ i≤ k}
denote a set of k observed data points and θ denote the parameters governing the model
in Equation 5.1. The performance of the SK estimator ŷ fitted on Dk can be evaluated





Wang and Hu [76] proved that IMSE will monotonically decrease if more data is inserted
to Dk for SK models with known fixed θ . The experimental design problem can be for-
mulated as an optimization problem for minimizing the IMSE with respect to (w.r.t.) the
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design choice. In both Wang and Hu [76] and Chen and Zhou [75], IMSE is estimated
using MSE from fitted SK models. In Section 5.2, we illustrate the limit of such ap-
proaches through a motivating example: MSE from fitted Gaussian Processes often fail
to capture the observed shape of existing data points, therefore provide little information
on the landscape of model performance.
5.2.3 A Motivating Example: Uninformative MSE in SK
Consider the problem of fitting the unknown function y = sin(3x)e−250(x−0.25)
2
on the interval (0,1). For simplicity, we assume the observations are noiseless, i.e.,
ε(x) = 0 w.p. 1. We fit an SK model with a simple uniform design with design points
{0,0.1, . . . ,0.9,1}. The implementation details of the SK model are listed in Section
5.5.1. The same setup is used for generating Figures 5.1,5.2,5.35.4. Despite y(0.1),y(0.2)
and y(0.3) having larger jumps in function values compared to y(0.8),y(0.9) and y(1) as
illustrated in Figure 5.1, the MSE from the fitted SK model is roughly uniform across
the design space (0,1) ( see Figure 5.3 ). The observed roughness in {yi}11i=1 is not re-
flected in the posterior belief of prediction errors in the fitted SK model. The observation
is consistent with the formula for MSE in Equation (5.4), where Ȳ does not appear in
the expression. For addressing the issue, we use jackknife error estimates to capture the
landscape of model prediction performance.
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The Target Function y
x
y y=sin(3x)e−250(x−0.25)^2
Figure 5.1: The target function y(x) of SK model fitting: y(x) is flat in the region (0.5,1.0)
and has shape changes in (0.1,0.5), therefore more observations should be drawn in
(0.1,0.5) for obtaining a good fit.





















Figure 5.2: The fitted SK prediction under a uniform design. Among the 11 observed
function values, y(0.1),y(0.2),y(0.3),y(0.4) showed large jumps and y(0.5) through
y(1.0) are roughly constant. The pattern should motivate more samples in the observed
rough region.
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Figure 5.3: The MSE from fitted SK model. The posterior belief of uncertainty is uniform
across the design space (0,1). The large jumps in function values in the region (0.1,0.4)
are not captured by MSE.
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Figure 5.4: The true error for the motivating problem under its fitted SK model. The true
error is 0 at the existing design points, as SK models without noise term is an interpola-
tion curve fitting technique. However, the true error landscape still aligns well with the
observations: for regions with large jumps in observed function values, the true error is
higher in nearby regions.
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5.3 Bayesian Experimental Design With Jackknife Error Estimates
Let Dk = {(xi,yi)}ki=1 denote the current available observation of the unknown func-
tions and T denote the total simulation budget, a dynamic allocation experimental design
seeks to allocate the remaining T − k by sequentially selecting the design points. We for-
mulate our approach in this section. The intuition is to place budget on regions where the
current model is believed to have larger prediction error either due to insufficient sampling
or higher roughness in the underlying target function. We achieve this by constructing an
SK model representing our belief of model prediction performance with jackknife error
estimates and selecting the design points with Bayesian value of information criteria.
5.3.1 Jackknife Prediction Error Estimates
Jackknife is a resampling technique where one observation is left out from an ex-
isting dataset for computing an estimate of an unknown target [80]. The true prediction
error of an SK predictor ŷ fitted with a dataset Dk at the point x, which we denote as δ (x),
is
δ (x) = |ŷ(x)− y(x)|. (5.8)
Computation of δ (x) requires evaluating y(x), which is assumed to be expensive in the
simulation optimization setting. It is well known that kriging was originally an inter-
polation curve fitting technique, therefore |y(xi)− yi| = 0, ∀xi ∈ Dk and δ (xi), i ≤ k do
not reflect the prediction performance of ŷ [1]. We use a jackknife procedure by leaving
(xi,yi) out from Dk and use the remaining {y j} j 6=i for computing an estimate of prediction
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error for ŷ.
Let Dk[−i] = {(x1,y1), ...,(xi−1,yi−1),(xi+1,yi+1), ..,(xk,yk)} denote the data set
with (xi,yi) left out from the Dk. An SK model with the same θ as ŷ can be fitted on
Dk[−i] to obtain a prediction of y(xi), which we denote as ỹi(xi). Then, we define the
jackknife error estimate at point xi as
∆i = |ỹi(xi)− yi|. (5.9)
By using the same θ as ŷ for computing ỹi(xi), ∆i captures the performance of such SK
models under the dataset Dk[−i]. There are two issues with such an error estimator: (1)
ỹ(xi) is estimated based on a smaller sample size, therefore ∆i generally overestimates the
prediction error of ŷ, and (2) the SK model could be extremely sensitive to the data point
(xi,yi) and return drastically different ỹi(x) and ŷ(x). We argue that despite the above
issues, {∆i}ki=1 still provide an indication of the SK model performance on H and could
help in searching for the next design point xk+1. As illustrated in Figure 5.5, the {∆i}
align well with the unknown true prediction error of ŷ for our motivating problem.
5.3.2 Modeling the Prediction Error Landscape
With {(xi,∆i)}ki=1 obtained from the jackknife estimation step, we construct a krig-
ing model to represent our belief about the unknown prediction errors as
∆(x) = µ∆ +M∆(x)+ ε∆(x), (5.10)
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Figure 5.5: The jackknife error estimates {∆i}11i=1 and the fitted SK model representing
the belief on model predictions. The true prediction error is 0 at the existing design points,
but the fitted error predictor ∆̃ captures the region where true error is higher.
where M∆(·) and τ∆R∆(·,θ ∆) follow the standard SK model setup outlined in Section
5.2.1. Using similar notation to the SK model in Equations (5.3) and (5.4), given the
existing design points and jackknife error estimates {(xi,∆i)}ki=1, the MSE-optimal esti-
mates of ∆(x0),x0 ∈H , for x0 /∈ {xi}ki=1 from the model in (5.10), denoted by ∆̃(x0),
would be














A superscript of ∆ is placed on all covariance matrices and vectors for clarification pur-
pose. ∆̃ can be viewed as a posterior belief of the upper bounds for model prediction error
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where g is a function for measuring the benefit of drawing an additional sample at z.
Following the terminology in the machine learning community, we call g the acquisition
function. Instead of the greedy approach of setting the next design point to the maximizer
of ∆̃, we borrow ideas from Bayesian optimization for balancing exploitation (sampling at
regions where ∆̃(x) is large) and exploration (sampling at regions where ∆̃(x) has higher
uncertainty). We introduce two common choices of acquisition functions: the probability
of improvement (PI) and expected improvement (EI).
5.3.3 Probability of Improvement and Expected Improvement
Let ∆∗ = max{∆i}ki=1 denote the current maximum among the jackknife error esti-
mates. Under the model in (5.10), for any x ∈H , ∆(x) conditioning on {xi,∆i}ki=1 is a
Gaussian random variable with mean ∆̃(x) and variance MSE(∆̃(x)) in (5.11) and (5.12),
respectively. Let Φ(·) and φ(·) be the respective cumulative distribution function and
density function for the standard normal distribution and use gPI and gEI for denoting the
two acquisition functions.










































Figure 5.6: The MSE-based selection rule selects the next point to be close to the bound-
ary of H where the true prediction error is small. PI and EI place the next point in
regions where true error is higher.
EI computes the expected value of improvement (∆̃(x)−∆∗)+ and is given by








where (x)+ ≡max(x,0) [48].
Both PI and EI are popular choices of acquisition functions for balancing exploration and
exploitation trade-off, and are shown to be successful in many stochastic optimization
problems such as global optimization (or Bayesian optimization in the machine learning
community) [48, 73], multi-armed bandits [81], and ranking and selection [3]. In Figure
5.6, both gPI and gEI select the next design points in regions where the true error is higher
for our motivating example, whereas the point with maximum MSE, xMSE , lies in the
region where the true error is small.
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5.3.4 Practical Model Fitting for Jackknife Error Estimates
In our empirical tests we found {∆i} to be extremely non-smooth, even for a smooth
underlying target function y(x). For standard SK models, the underlying parameters gov-
erning the assumed Gaussian process are often estimated through maximum likelihood
estimation [23]. Such an approach tends to lead to a ∆̃ that overfits to the jackknife error
estimates {∆i}. As the jackknife procedure only provides a noisy indication of model pre-
diction error, we recommend building a smooth model on {(xi,∆i)} by setting a stronger
correlation matrix ΣM∆ and using noise covariance matrix Σε∆ with larger diagonal com-
ponents. In Figures 5.7, 5.8, 5.9 and 5.10, we illustrate the jackknife error estimates for 4
different design choices, represented as xD in the figure, for the motivating problem out-
lined in Section 5.2.3. The model implementation details are listed in Section 5.5.1. For
uniform designs illustrated in Figures 5.7, 5.8 and 5.9, more samples should be allocated
to regions around 0.3, as the underlying functions exhibits shape changes in the nearby
region, and a uniform design is not efficient by wasting samples on the regions where y is
flat. However, overly emphasizing on the neighborhood of 0.3 could also be inefficient,
as some samples should still be obtained in other regions. By manually setting a smooth
model for the jackknife error estimates, the model ∆̃ captures the regions that would bene-
fit the most from additional data sample in all the 4 designs. For the three uniform designs
in Figures 5.7, 5.8 and 5.9, ∆̃ captures the need for more samples at regions around 0.3.
For the design in Figure 5.10 where budget is allocated around 0.3 and 1, ∆̃ captures the
need for more samples around 0.8. A smooth ∆̃ is often sufficient for capturing the overall
































The Jackknife Error Estimates
95% Posterior Confidence Bounds
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The Jackknife Error Estimates
95% Posterior Confidence Bounds













































































The Jackknife Error Estimates
95% Posterior Confidence Bounds
Figure 5.9: A uniform design with 100 design points and fitted ∆̃.
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The Jackknife Error Estimates
95% Posterior Confidence Bounds
Figure 5.10: 100 design points sampled from N (0.3,0.01) and N (1,0.01) to focus on
the regions near 0.3 and 1.
5.4 The Kriging-based Dynamic Stochastic Kriging (KDSK) Algorithm
We summarize our approach and propose the KDSK algorithm for sequential ex-
perimental design for SK models. In Algorithm 6, superscript (t) represents the allocation
steps and D(t)m represents a data set with m data points. At the tth iteration, t SK models
will be constructed to obtain the jackknife error estimates, each with (n0 + t)3 computa-
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tional complexity. The optimization of the acquisition function could be non-trivial, es-
pecially for SK models on a higher dimensional space [48]. However, under the standard
assumption that obtaining an output from the underlying target function y is expensive,
the computation overhead of KDSK is justified for obtaining a better ŷ.
Algorithm 6: KDSK
Input: Initialization budget n0, initial data D
(0)
n0 = {xi, Ȳi}
n0
i=1, total remaining
budget k, model parameter choices θ for ŷ and θ ∆ for ∆̃, acquisition
function g.
Output: Final experimental design and observed values {xi, Ȳi}ki=1 and a fitted SK
model ŷ
1 Set t← 1,
2 while t ≤ k do





4 Compute the {∆i}n0+ti=1 with Equation (5.9) with ŷ constructed according to θ
5 Fit a SK model on {(xi,∆i)}n0+ti=1 with model specification θ ∆
6 Select xt+n0 using Equation (5.13)
7 Evaluate the unknown function and obtain Ȳt+n0
8 Set D(t+1)n0+t+1←{(xt+n0, Ȳt+n0)}∪D
(t)
t+n0




In this section, we illustrate the effectiveness of the proposed KDSK algorithm
through two numerical experiments. Let the domain of interest H be [0,1] and ŷ denote
the fitted SK model based on an experimental design D, the IMSE in Equation (5.7) is
used to evaluate the quality of ŷ. For comparison purpose, we also implement two naive
allocation policies, the UNIFORM policy and min-MSE policy. For UNIFORM alloca-
tion, the current total budget is uniformly allocated on H ; therefore it is not dynamic
and has no initialization overhead. We use it as a benchmark and observe the benefit of
having dynamic allocation algorithms. The min-MSE methods selects the next point to
be the maximizer of posterior variance of the current SK model. In both experiments,
the dynamic algorithms are initialized with a uniform design with 11 design points, and
IMSE is computed at each allocation step for illustrating the effectiveness of allocation
algorithms.
5.5.1 The Motivating Deterministic Function
We test with the target function y(x) = sin(3x)e−250∗(x−0.25)
2
for x ∈ (0,1). ŷ is
constructed in two ways: (1) with fixed and known θ , and (2) with θ estimated through
maximum likelihood estimation.
Model choices for ŷ: For the fixed parameter experiment, the correlation of the underly-
ing Gaussian process is chosen to have the Gaussian kernel R(d(x,y)) = τe−(x−y)
2/σ with
σ set to be 10 and τ equal to 1. The constant trend term µ is set to be 0. The noise covari-
ance matrix is set to be Σε = diag(0.1). When constructing ŷ with estimated parameter
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values, we obtain the fitted SK models with the GPfit software package, which estimates
θ by maximizing the maximum likelihood with a multi-start gradient based search (L-
BFGS-B) algorithm [82]. Note that in the second setting, the error covariance matrix is
set to be 0; therefore the fitted SK model interpolates the existing data points.
Model Choices for ∆̃: The correlation kernel is set to be Gaussian with τ∆ = 1,σ∆ = 1.
The trend term is set to be 0. We also include a noise term with Σε∆ = diag(0.005).
We use EI as the acquisition function. An additional 12 allocation steps are performed,
with the numerical results is illustrated in Figures 5.11 and 5.12. For SK models with
Figure 5.11: ŷ constructed with fixed parameters with noise.
known and fixed θ , the IMSE for uniform design steadily decrease as the design sam-
ple size grows larger, which is consistent with the findings in Wang and Hu [76]. The
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KDSK algorithm outperforms the UNIFORM design after the 3rd allocation step. The
min-MSE algorithm has the worst performance among the three, as it generates a near
uniform design, but is less efficient compared to the UNIFORM design with its initializa-
tion overhead. As ŷ is constructed with an SK model with a noise term, the IMSE is on
the order of 1 in this experiment.
Figure 5.12: ŷ constructed with estimated parameters without error term in the model
For the implementation with ŷ having θ estimated through maximum likelihood
estimation, the IMSE is on the order of 10−6 after 12 additional allocation steps. The
KDSK algorithm outperforms the other two, with the min-MSE algorithm having the
worst performance, The observation is consistent with the fixed parameter experiment.
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5.5.2 The Steady-State M/M/1 Queue with Noise
This example is taken from [23], where the objective is to estimate the expected
number of customers y(x) in a steady-state M/M/1 queueing system with service rate
1.02 and arrival rate x ∈ (0,1). For simplicity, we use the known steady-state result
y(x) = x1.02−x + ε , where ε is added zero mean normal noise with standard deviation 0.1.
In this experiment, we test the performance of the KDSK algorithm with both the EI and
PI activation functions.
Implementation of ŷ: The correlation function is chosen to be the Gaussian kernel
R(d(x,y)) = τe−(x−y)
2/σ with τ = 1 and σ = 1, and the constant term is set to be 0.
The error covariance matrix is Σε = diag(0.01).
Implementation of ∆̃: We use the same setup as for ŷ. And we test with two choices of
Σε∆: diag(0.05) and diag(0.01).
20 dynamic allocation steps are performed, and the IMSE of the fitted ŷ at each step is
shown in Figures 5.13 and 5.14.
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Figure 5.13: σE = 0.05 in the error model G∆.
Figure 5.14: σE = 0.01 in the error model G∆.
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The min-MSE approach has the worst performance. KDSK-PI and KDSK-EI have
the best performance with KDSK-PI slightly outperforming KDSK-EI in both tests. We
list the design choices of KDSK-PI and KDSK-EI in Table 5.1, with xt denoting the choice
of x at allocation step t. The allocation budget is placed heavily in the region where y(x)
has sharp changes.
x11 x12 x13 x14 x15 x16
KDSK-EI 0.999 0.858 0.866 0.866 0.998 0.758
KDSK-PI 0.994 0.889 0.878 0.999 0.725 0.890
Table 5.1: The Design Choices of KDSK Algorithms
5.6 Conclusion
In this Chapter, we propose a novel approach for the experimental design for the
kriging methodology of fitting a global response surface for expensive black box func-
tions. Instead of relying on the posterior error estimates, which is subject to parameter
tuning and model choice, we propose the idea of using a jackknife sampling procedure
for establishing a landscape of model performance and perform sequential design point
selection with Bayesian information criterion. The performance of our approach is illus-
trated through two numerical experiments. We discussed challenges for implementing
the proposed KDSK algorithm, including the smoothness of jackknife error estimates
and scaling issue due to the computational complexity. Our approach successfully cap-
tures the observed shape of the target function and adjusts the design choices accordingly,
therefore is more efficient compared with uniform and MSE-based design methods.
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