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ON KRONECKER QUOTIENTS
YORICK HARDY∗
Abstract. Leopardi introduced the notion of a Kronecker quotient in [Paul Leopardi. A gener-
alized FFT for Clifford algebras. Bulletin of the Belgian Mathematical Society, 11:663–688, 2005.].
This article considers the basic properties that a Kronecker quotient should satisfy and additional
properties which may be satisfied. A class of Kronecker quotients for which these properties have a
natural description is completely characterized. Two examples of types of Kronecker quotients are
described.
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1. Introduction. Let M(F,m, n) denote the vector space of m × n matrices
over the field F , where m,n ∈ N. Let Mnz(F,m, n) = M(F,m, n) \ {0m×n}, where
0m×n is the m× n zero matrix.
Let A ∈ M(F,m, n) and B ∈ M(F, s, t). The Kronecker product [2, 6, 7, 9]
A⊗B is the ms× nt matrix over F with entries
(1.1) (A⊗B)(i−1)s+p,(j−1)t+q := (A)i,j(B)p,q ,
where i ∈ {1, . . . ,m}, j ∈ {1, . . . , n}, p ∈ {1, . . . , s} and q ∈ {1, . . . , t}. In other
words, we can write in block matrix form
A⊗B =


(A)1,1B (A)1,2B . . . (A)1,nB
(A)2,1B (A)2,2B . . . (A)2,nB
...
...
. . .
...
(A)m,1B (A)m,2B . . . (A)m,nB

 .
From the block matrix form it is obvious that B can be determined from A and
A⊗B provided there exists an entry (A)i,j 6= 0 in A or equivalently ‖A‖ 6= 0 for some
norm ‖ · ‖ in the vector space M(F,m, n).
Methods for determining B from A and A ⊗ B have been described in the lit-
erature. In [10], van Loan and Pitsianis describe how to find C (for given A and
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M) which minimizes the Frobenius norm ‖A ⊗ C −M‖F . When M = A ⊗ B, their
technique yields B. This method is the example given in Section 5.2.1. The software
package QuCalc [8] provides krondiv which can calculate B from A⊗B provided A
and B are column vectors. The software package Scilab [3] provided the right and
left Kronecker division operators ./. and .\. (earlier documentation appears in [4]).
In [5] Leopardi defined a Kronecker quotient ; and proved that from his definition
A; (A⊗B) = B. This article initiates an exploration of all Kronecker quotients and
their properties.
The rest of the article is arranged as follows. Section 2 introduces definitions
and properties relating to the Kronecker quotient. In Section 3, we consider linear
Kronecker quotients, in particular this allows us to characterize a class of Kronecker
quotients, the uniform Kronecker quotients, in Section 4. In Section 5, we give exam-
ples of uniform Kronecker quotients provided by weighted averages and partial norms.
Section 6 concludes the article with some open problems.
In this article, we denote by { e1,m, e2,m, . . . , em,m } the standard basis in the
vector space Fm (column vectors), by Im the m×m identity matrix, and by A
T the
transpose of the matrix A.
2. Kronecker quotients. Here we first consider the essential properties that a
left Kronecker quotient should satisfy, and then consider examples which satisfy these
properties such as the quotient defined by Leopardi. Then we consider properties of
Kronecker products and the corresponding properties of Kronecker quotients.
Definition 2.1. Let
; = {;m,n,s,t :Mnz(F,m, n)×M(F,ms, nt)→M(F, s, t), m, n, s, t ∈ N}
and define A;M := ;m,n,s,t(A,M) for all A ∈Mnz(F,m, n) andM ∈M(F,ms, nt).
If
A; (A⊗B) = B
for all m,n, s, t ∈ N, A ∈Mnz(F,m, n) and B ∈ M(F, s, t), then ; is a left Kronecker
quotient.
Definition 2.2. Let
⊘ = {⊘m,n,s,t :M(F,ms, nt)×Mnz(F, s, t)→M(F,m, n), m, n, s, t ∈ N}
and M ⊘B := ⊘m,n,s,t(M,B) for all B ∈ Mnz(F, s, t) and M ∈M(F,ms, nt). If
(A⊗B)⊘B = A
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for all m,n, s, t ∈ N, A ∈ M(F,m, n) and B ∈ Mnz(F, s, t), then ⊘ is a right Kro-
necker quotient.
In [10], van Loan and Pitsianis describe how to find B (for given A andM) which
minimizes the Frobenius norm ‖A⊗ B −M‖F :
(B)i,j =
tr(M˜TijA)
‖A‖2F
where
M˜ij := (Im ⊗ ei,s)
T
M (In ⊗ ej,t) .
This method provides a Kronecker quotient, which is the example given in Section
5.2.1. Leopardi defined a left Kronecker quotient in [5]:
A;L M :=
1
nnz(A)
∑
(i,j)∈nz(A)
Mi,j
(A)i,j
where
Mi,j := (ei,m ⊗ Is)
T
M (ej,n ⊗ It)
is the s× t matrix in the i-th row and j-th column of the block structured matrix M
over M(F,m, n)⊗M(F, s, t) and
nz(A) :=
{
(i, j) ∈ {1, 2, . . .m} × {1, 2, . . . , n} : (A)i,j 6= 0
}
and nnz(A) := |nz(A)| is the number of non-zero entries in A. He showed that ;L
satisfies Definition 2.1. Leopardi also showed that for F = R, and A ∈Mnz(R, 2
n, 2n),
nnz(A) = 2n and all C ∈ M(R, 2n, 2n)
A;L (C ⊗B) = (A
′ • C)B,
where
(A′)j,k =
{
1/(Aj,k) (A)j,k 6= 0
0 (A)j,k = 0
and • denotes the normalized Frobenius inner product. This result is generalized in
Section 4.
Definition 2.3. Let ; denote a left Kronecker quotient, A ∈Mnz(F,m, n) and
M ∈M(F,ms, nt). The s× t matrix A;M is the left Kronecker quotient of M and
A and the ms× st matrix
M remL A :=M −A⊗ (A;M)
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is the left Kronecker remainder of M and A with respect to ;. If M remL A = 0m×n
then A is a left Kronecker divisor of M .
An analogous definition holds for the right Kronecker remainder. In the remainder
of the article we will only consider left Kronecker quotients and remainders, analogous
definitions and results for the right Kronecker quotient and remainder are straight-
forward.
Many properties of the Kronecker product are described, for example, in [6, 7, 9].
These properties should be considered when defining a Kronecker quotient. Some of
the properties are
(K1) (A⊗B)T = AT ⊗BT
(K2)
(A+ C)⊗B = A⊗B + C ⊗B, A⊗ (B +D) = A⊗B +A⊗D,
k(A⊗B) = (kA)⊗B = A⊗ (kB)
(K3) A⊗ (B ⊗ C) = (A⊗B)⊗ C
(K4) (A⊗B)(G⊗H) = (AG) ⊗ (BH),
where the matrices C and D are m × n and s × t respectively and G and H are
assumed to be compatible with A and B for the matrix product, and k ∈ F . For
m = n and s = t we have
(K5) tr(A⊗B) = tr(A) tr(B)
(K6) det(A⊗B) = (detA)s (detB)m.
We propose properties for Kronecker quotients corresponding to (K1) – (K3) for
Kronecker products. Let m,n, p, q, s, t, u, v ∈ N, k ∈ F \ {0}, A ∈ Mnz(F,m, n),
B ∈ Mnz(F, s, t), C ∈ Mnz(F, n, p), D ∈ Mnz(F, t, q), M,M1,M3 ∈ M(F,ms, nt),
M2 ∈M(F, nt, pu) and M4 ∈M(F, nt, qv).
(Q1) (A;M)T = AT ;MT (M ⊘B)T =MT ⊘BT
(Q2a)
A; (M1 +M2) = A;M1 +A;M2, A; (kM) = k(A;M),
(M1 +M2)⊘B =M1 ⊘B +M2 ⊘B, (kM)⊘B = k(M ⊘B)
(Q2b) (kA) ;M =
1
k
(A;M), M ⊘ (kB) =
1
k
(M ⊘B)
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(Q3) A; (B ;M) = (B ⊗A) ;M, (M ⊘B)⊘A =M ⊘ (B ⊗A).
For (K4) – (K6) we propose the properties (Q4’) – (Q6’).
(Q4’)
(A;M1)(C ;M2) = (AC) ; (M1M2)
(M3 ⊘B)(M4 ⊘D) = (M3M4)⊘ (BD)
and for m = n and s = t we propose
(Q5’) trM = tr(A) tr(A;M) = tr(B) tr(M ⊘B)
(Q6’) det(M) = (detA)s(det(A;M))m = (detB)m(det(M ⊘B))s.
Note that Definition 2.1 does not imply (Q1) – (Q6’), but (Q1) – (Q6’) do hold
when the right hand arguments of ; are Kronecker products of an appropriate form,
i.e., by Definition 2.1,
Q1: (A; (A⊗B))T = BT = (AT ; (A⊗B)T )
Q2a:
A; (A⊗B1 +A⊗B2) = A; (A⊗ (B1 +B2)) = B1 +B2
A; (A⊗B1) +A; (A⊗B2) = B1 + B2
A; (k(A⊗B)) = A; (A⊗ kB) = kB = k(A; (A⊗B))
Q2b: (kA) ; (A⊗B) = (kA) ;
(
kA⊗
1
k
B
)
=
1
k
B
Q3: A; (B ; (B ⊗A⊗ C)) = A; (A⊗ C) = C = (B ⊗A) ; (B ⊗A⊗ C)
Q4’:
(A1 ; (A1 ⊗B1))(A2 ; (A2 ⊗ B2)) = B1B2
(A1A2) ; ((A1 ⊗B1)(A2 ⊗B2)) = (A1A2) ; ((A1A2)⊗ (B1B2)) = B1B2
when A1A2 6= 0. For m = n and s = t
Q5’: tr(A⊗B) = trA trB = tr(A) tr(A; (A⊗B))
Q6’: det(A⊗ B) = (detA)s(detB)m = (detA)s(det(A; (A⊗B))m.
As a consequence, the map M 7→ A;M is linear on {A⊗B |B ∈M(F, s, t)} for all
s, t ∈ N.
The property (Q4’) does not hold for any Kronecker quotient (as a counter ex-
ample choose non-zero A,C such that AC = 0), we also find that (Q5’) cannot be
satisfied for allM and A by any Kronecker quotient (choosingM and A with trM 6= 0
and trA = 0 provides the counter example) and similarly for (Q6’). Consequently,
we primarily consider (Q1), (Q2a), (Q2b) and (Q3) in this article. A restriction of
(Q5’) will also be considered.
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3. Linear Kronecker quotients. For Kronecker quotients ; satisfying (Q2a)
(i.e., linear in the right argument), we may express the Kronecker quotient in terms
of a set of linear operators qA,s,t,
A ∈ Mnz(F,m, n), M ∈M(F,ms, nt) ⇒ A;M = qA,s,t(M),
where
{ qA,s,t :M(F,ms, nt)→M(F, s, t) : m,n, s, t ∈ N, A ∈M(F,m, n),
∀B ∈M(F, s, t) qA,s,t(A⊗B) = B }
is a set of full rank linear operators. EveryM ∈M(F,ms, nt) can be written uniquely
in the form M = A ⊗ B + R, where B ∈ M(F, s, t) and R ∈ ker(qA,s,t). Thus, we
have the following characterization of (Q1) – (Q3) for linear Kronecker quotients.
Theorem 3.1. A linear Kronecker quotient ;
(i) satisfies (Q1) if and only if R ∈ ker(qA,s,t)⇒ R
T ∈ ker(qAT ,t,s)
(ii) satisfies (Q2b) if and only if R ∈ ker(qA,s,t)⇒ R ∈ ker(qkA,s,t)
(or equivalently qkA,s,t(M) =
1
k
qA,s,t(M) for all M ∈M(F,ms, nt))
(iii) satisfies (Q3) if and only if qA,p,q(qB,mp,nq(M
′)) = qB⊗A,p,q(M
′)
for all m,n, p, q, s, t ∈ N, k ∈ F \ {0}, A ∈Mnz(F,m, n), M
′ ∈M(F,msp, ntq), and
M = A⊗B +R ∈ M(F,ms, nt) such that R ∈ ker(qA,s,t).
Proof.
(i) Suppose (A ; M)T = AT ; MT , then inserting M = A ⊗ B + R into (Q1)
yields
(A;M)T = [qA,s,t(A⊗B +R)]
T = BT = AT ; (AT ⊗BT +RT ),
since qA,s,t is linear and R ∈ ker(qA,s,t), and by linearity of qAT ,t,s,
AT ; (AT ⊗BT +RT ) = qAT ,t,s(A
T ⊗ BT +RT ) = BT + qAT ,t,s(R
T ).
The above two equations show that RT ∈ ker(qAT ,t,s). Conversely, suppose
that R ∈ ker(qA,s,t) implies R
T ∈ ker(qAT ,t,s) then from R ∈ ker(qA,s,t) and
linearity of qAT ,t,s
AT ;MT = qAT ,t,s(A
T ⊗BT +RT ) = BT = [qA,s,t(A⊗B+R)]
T = (A;M)T .
(ii) Since, for k 6= 0,
1
k
(A;M) =
1
k
qA,s,t(A⊗B +R) =
1
k
B
(kA) ; (M) = qkA,s,t(A⊗B +R) = qkA,s,t((kA)⊗ (
1
k
)B) + qkA,s,t(R)
=
1
k
B + qkA,s,t(R),
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equation (Q2b) holds if and only if R ∈ ker(qkA,s,t), or equivalently
qkA,s,t(M) =
1
k
qA,s,t(M).
(iii) This follows directly when expressing ; in terms of {qA,s,t}.
3.1. Partial Frobenius product. A straightforward extension of the Frobenius
inner product is useful in the discussion of linear Kronecker quotients.
Definition 3.2. Let m,n, s, t ∈ N, A ∈ M(F,m, n) and M ∈ M(F,ms, nt).
The partial Frobenius product
◦ : (M(F,m, n)×M(F,ms, nt)) ∪ (M(F,ms, nt)×M(F,m, n))→M(s, t)
is given entry wise by
(A ◦M)u,v =
m∑
j=1
n∑
k=1
(A)j,k(M)(j−1)s+u,(k−1)t+v
and M ◦A = A ◦M.
Notice that the partial Frobenius product is not an inner product, and is not
associative, but is bilinear. When F = R and s = t = 1 the above definition reduces
to the usual Frobenius inner product. The following theorem is a consequence of this
definition.
Theorem 3.3.
(i) If A ◦B is defined then (A ◦B)T = AT ◦BT .
(ii) If A ∈M(F,m, n), B ∈M(F,ms, nt) and C ∈M(F, p, q),
then A ◦ (B ⊗ C) = (A ◦B)⊗ C.
(iii) If A ∈M(F,msp, ntq), B ∈ M(F, s, t) and C ∈M(F, p, q),
then A ◦ (B ⊗ C) = (A ◦B) ◦ C.
(iv) If A ∈M(F,m, n) then A ◦ (ej,me
T
k,n) = (A)j,k.
(v) If A ∈M(F, n, n) then A ◦ In = trA.
Proof. (i), (iv) and (v) follow straightforwardly from the definition. For (ii),
since B ⊗ C ∈ M(F,msp, ntq) and every u ∈ {1, . . . , sp} can be written in the form
u = (u1 − 1)p + u2, where u1 ∈ {1, . . . , s} and u2 ∈ {1, . . . , p} (and similarly for v)
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and using (1.1)
(A ◦ (B ⊗ C))u,v
=
m∑
j=1
n∑
k=1
(A)j,k(B ⊗ C)(j−1)sp+u,(k−1)tq+v
=
m∑
j=1
n∑
k=1
(A)j,k(B ⊗ C)(j−1)sp+(u1−1)p+u2,(k−1)tq+(v1−1)q+v2
=
m∑
j=1
n∑
k=1
(A)j,k(B ⊗ C)((j−1)s+u1−1)p+u2,((k−1)t+v1−1)q+v2
=
m∑
j=1
n∑
k=1
(A)j,k(B)(j−1)s+u1,(k−1)t+v1(C)u2,v2
= (A ◦B)u1,v1(C)u2,v2 = ((A ◦B)⊗ C)u,v.
For (iii) we have (as above, using the fact that j ∈ {1, . . . , sp} can be written in the
form j = (j1 − 1)p+ j2 and similarly for k)
(A ◦ (B ⊗ C))u,v
=
sp∑
j=1
tq∑
k=1
(A)(j−1)m+u,(k−1)n+v(B ⊗ C)j,k
=
s∑
j1=1
p∑
j2=1
t∑
k1=1
q∑
k2=1
(A)((j1−1)p+j2−1)m+u,((k1−1)q+k2−1)n+v(B)j1,k1(C)j2,k2
=
s∑
j1=1
p∑
j2=1
t∑
k1=1
q∑
k2=1
(A)(j1−1)pm+(j2−1)m+u,(k1−1)nq+(k2−1)n+v(B)j1,k1(C)j2,k2
=
p∑
j2=1
q∑
k2=1
(A ◦B)(j2−1)m+u,(k2−1)n+v(C)j2,k2
= (A ◦B) ◦ C.
When s = t = 1, (ii) simplifies to
A ◦ (B ⊗ C) = (A ◦B)C.
3.2. Partial Frobenius product and linear Kronecker quotients. Let
M ∈M(F,ms, nt), then M can be written in the form
M =
m∑
j=1
n∑
k=1
s∑
u=1
t∑
v=1
(M)(j−1)s+u,(k−1)t+vej,me
T
k,n ⊗ eu,se
T
v,t.
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For linear Kronecker quotients ; described by the set of linear maps {qA,s,t} we have
A;M =
m∑
j=1
n∑
k=1
s∑
u=1
t∑
v=1
(M)(j−1)s+u,(k−1)t+vqA,s,t(ej,me
T
k,n ⊗ eu,se
T
v,t)
and defining the (st)2 matrices Qu,v,u′,v′(A) ∈M(F,m, n) by
qA,s,t(ej,me
T
k,n ⊗ eu,se
T
v,t) =
s∑
u′=1
t∑
v′=1
(Qu,v,u′,v′(A))j,keu′,se
T
v′,t
we find
A;M =
s∑
u,u′=1
t∑
v,v′=1

 m∑
j=1
n∑
k=1
(M)(j−1)s+u,(k−1)t+v(Qu,v,u′,v′(A))j,k

 eu′,seTv′,t
=
s∑
u,u′=1
t∑
v,v′=1
(Qu,v,u′,v′(A) ◦M)u,veu′,se
T
v′,t
which can also be written as
(3.1) A;M =
s∑
u,u′=1
t∑
v,v′=1
eu′,se
T
u,s(Qu,v,u′,v′(A) ◦M)ev,te
T
v′,t.
When M = A⊗B we must have (applying Theorem 3.3 (ii))
A; (A⊗B) =
s∑
u,u′=1
t∑
v,v′=1
(Qu,v,u′,v′(A) ◦A)(eu′,se
T
u,s)B(ev,te
T
v′,t) = B
for all B ∈ M(F, s, t). In particular, considering B = ex,se
T
y,t for all x ∈ {1, . . . , s}
and y ∈ {1, . . . , t} we obtain
(3.2) Qu,v,u′,v′(A) ◦A = δu,u′δv,v′ .
It is straightforward to verify that (3.2) also implies A; (A⊗B) = B. Thus, we have
the following theorem.
Theorem 3.4. Let ; be a linear Kronecker quotient. Then for all m,n, s, t ∈ N
and A ∈ Mnz(F,m, n) there exist (st)
2 matrices Qu,u′,v,v′(A) ∈ M(F,m, n), where
u, u′ ∈ {1, . . . , s}, v, v′ ∈ {1, . . . , t} and
Qu,v,u′,v′(A) ◦A = δu,u′δv,v′ ,
such that for all M ∈M(F,ms, nt)
A;M =
s∑
u,u′=1
t∑
v,v′=1
eu′,se
T
u,s(Qu,v,u′,v′(A) ◦M)ev,te
T
v′,t.
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This result appears inconvenient, but provides the link to uniform Kronecker
quotients.
4. Uniform Kronecker quotients. For the case s = t = 1 equation (3.2)
becomes Q(A) ◦ A = 1, where Q(A) := Q1,1,1,1(A) and A ; M = Q(A) ◦M . This
property will be used as the defining property for uniform Kronecker quotients.
Definition 4.1. A left Kronecker quotient ; is uniform if for all m,n ∈ N and
for every A ∈ Mnz(F,m, n) there exists Q(A) ∈Mnz(F,m, n) such that Q(A)◦A = 1
and for all s, t ∈ N, M ∈ M(F,ms, nt)
A;M = Q(A) ◦M.
In other words, we have chosen the linear Kronecker quotient given by
Qu,v,u′,v′(A) = δu,u′δv,v′Q(A), Q(A) ◦A = 1.
Similar to Leopardi’s method, if A ∈ Mnz(F,m, n) and C ∈M(F,m, n) then
A; (C ⊗B) = (Q(A) ◦ C)B.
Note also that Q(A) is uniquely determined by ;:
A; (ej,me
T
k,n) = Q(A) ◦ (ej,me
T
k,n) = (Q(A))j,k,
where we used Theorem 3.3 (iv).
Definition 4.2. The matrices
{Q(A) : m,n ∈ N, A ∈ Mnz(F,m, n) }
are a called a realization of a uniform Kronecker quotient ;, or equivalently ; is
realized by the matrices Q(A).
Theorem 4.3. A uniform left Kronecker quotient ;, realized by the matrices
Q(A) satisfies (Q2a), and
(i) satisfies (Q1) if and only if Q(AT ) = (Q(A))T and
(ii) satisfies (Q2b) if and only if Q(kA) = 1
k
Q(A) and
(iii) satisfies (Q3) if and only if Q(B ⊗A) = Q(B)⊗Q(A)
for all k ∈ F \ {0}, A ∈Mnz(F,m, n) and B ∈Mnz(F, s, t).
Proof.
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(i) Using Theorem 3.3 (iv), we find that (i) follows directly from the fact that
; is linear and
(A; (ej,me
T
k,n))
T = AT ; (ej,me
T
k,n)
T
if and only if
(Q(A) ◦ (ej,me
T
k,n))
T = Q(AT ) ◦ (ek,ne
T
j,m)
if and only if (Q(A))j,k = (Q(A
T ))k,j . Conversely,
AT ;MT = Q(AT ) ◦MT = Q(A)T ◦MT = (Q(A) ◦M)T = (A;M)T
by Theorem 3.3 (i).
(ii) Here we use that ; is linear and
(kA) ; (ej,me
T
k,n) =
1
k
(A; (ej,me
T
k,n))
if and only if
Q(kA) ◦ (ej,me
T
k,n) =
1
k
(Q(A) ◦ (ej,me
T
k,n))
if and only if (Q(kA))j,k =
1
k
(Q(A))j,k. Conversely,
(kA) ;M = Q(kA) ◦M =
(
1
k
Q(A)
)
◦M =
1
k
(Q(A) ◦M) =
1
k
(A;M),
since ◦ is bilinear.
(iii) Let A ∈M(F,m, n), B ∈M(F, s, t) and M ∈M(F,msp, ntq). We have
(B ⊗A) ;M = A; (B ;M)
if and only if
Q(B⊗A)◦M = Q(A)◦(Q(B)◦M) = (M ◦Q(B))◦Q(A) =M ◦(Q(B)⊗Q(A))
by commutativity of ◦, Theorem 3.3 (iii) and (iv), and considering the entries
of Q(B ⊗A) and Q(B)⊗Q(A) given by M = (eu,se
T
v,t)⊗ (ej,me
T
k,n).
Corollary 7.6 in [5] is generalized as follows.
Theorem 4.4. If {A1, . . . , Amn} is a basis for M(F,m, n) and ; is a uniform
left Kronecker quotient realized by the matrices Q(A), then it holds that
for all s, t ∈ N and M ∈ M(F,ms, nt): M =
mn∑
j=1
Aj ⊗ (Aj ;M)
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if and only if Q(Aj) ◦Ak = δj,k.
Proof. Since {A1, . . . , Amn} is a basis for M(F,m, n), M can be written in the
form
(4.1) M =
mn∑
j=1
Aj ⊗Bj ,
where Bj ∈M(F, s, t) for j ∈ {1, . . . ,mn}. Thus,
Aj ;M =
mn∑
k=1
Q(Aj) ◦ (Ak ⊗Bk) =
mn∑
k=1
(Q(Aj) ◦Ak)Bk.
Consequently, if Q(Aj) ◦Ak = δj,k then Aj ;M = Bj and
M =
mn∑
j=1
Aj ⊗Bj =
mn∑
j=1
Aj ⊗ (Aj ;M).
Conversely, suppose that for all s, t ∈ N and M ∈M(F,ms, nt)
(4.2) M =
mn∑
j=1
Aj ⊗ (Aj ;M).
In particular, choose st ≥ mn andM such that {B1, . . . , Bmn} is linearly independent
in M(F, s, t) so that (from (4.1), and inserting (4.1) into (4.2))
M =
mn∑
j=1
Aj ⊗Bj =
mn∑
j,k=1
Aj ⊗ (Q(Aj) ◦Ak)Bk,
which, since {A1, . . . , Amn} is a basis, yields
Bj =
mn∑
k=1
(Q(Aj) ◦Ak)Bk,
and since {B1, . . . , Bmn} was chosen to be linearly independent,
Q(Aj) ◦Ak = δj,k.
4.1. Uniform Kronecker quotients and (Q5’). Suppose A ∈ Mnz(F,m,m)
with tr(A) 6= 0, ; is a uniform Kronecker quotient and
tr(M) = tr(A) tr(A;M),
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where M = C ⊗ B for some C ∈ M(F,m,m) and B ∈ M(F, s, s). It follows that
tr(B) = 0 or
tr(C) = tr(A)(Q(A) ◦ C)
which can be rewritten as (Theorem 3.3 (v))
Im ◦C = [tr(A)Q(A)] ◦ C
and, by considering all C from M(F,m,m) and B ∈ M(F, s, s),
Q(A) =
1
tr(A)
Im.
Thus, we have the following theorem.
Theorem 4.5. A uniform left Kronecker quotient ;, realized by the matrices
Q(A) satisfies (Q5’) restricted to tr(A) 6= 0 if and only if
(TR) Q(A) =
1
tr(A)
Im
for all A ∈Mnz(F,m,m) with tr(A) 6= 0.
Notice that (Q5’) is incompatible with (Q3), for example, since


1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1

 =
[
1 1
1 1
]
⊗
[
1 1
1 1
]
=


1
1
1
1

⊗ [1 1 1 1]
we have by (Q3) and (TR)
Q




1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1



 = Q
([
1 1
1 1
])
⊗Q
([
1 1
1 1
])
=
1
4
I4
and by (Q3)
Q




1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1



 = Q




1
1
1
1



⊗Q ([1 1 1 1])
which is impossible since I4 has rank 4, while the last expression has rank 1.
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5. Examples of uniform Kronecker quotients.
5.1. Weighted average uniform Kronecker quotients. A generalization of
Leopardi’s method is as follows.
Definition 5.1. Let A ∈Mnz(F,m, n) and M ∈M(F,ms, nt). Let
W := {Wm,n :Mnz(F,m, n)→Mnz(F,m, n), m, n ∈ N}
such that for all A ∈Mnz(F,m, n)∑
(i,j)∈nz(A)
(Wm,n(A))i,j = 1.
The left weighted average Kronecker quotient for the weights W is defined as
A;W M :=
∑
(i,j)∈nz(A)
(Wm,n(A))i,j
Mi,j
(A)i,j
,
where Mi,j is the s× t matrix in the i-th row and j-th column of the block structured
matrix M over M(F,m, n)⊗M(F, s, t).
The weighted average Kronecker quotient is uniform and is realized by
(Q(A))i,j =
{
(Wm,n(A))i,j/(A)i,j (A)i,j 6= 0,
0 (A)i,j = 0.
Examples include (for a field F with characteristic 0)
(WL(A))i,j =
1− δ(A)i,j ,0
nnz(A)
for Leopardi’s method and (for F = C or F = R)
(WF (A))i,j =
|(A)i,j |
2
‖A‖2F
where ‖ · ‖F denotes the Frobenius norm.
Theorem 5.2. The properties (Q2a) and (Q2b) hold for ;W . The property
(Q1) holds for ;W if and only if
Wn,m(A
T ) =
(
Wm,n(A)
)T
.
The property (Q3) holds for ;W if and only if
Wms,nt(A⊗B) =Wm,n(A)⊗Ws,t(B)
for all m,n, s, t ∈ N, A ∈Mnz(F,m, n) and B ∈Mnz(F, s, t).
The properties (Q1), (Q2a), (Q2b) and (Q3) hold for Leopardi’s method and also
for the weighted average quotient defined by WF .
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5.2. Partial norms. Inspired by the partial trace (see for example [1]) we define
the notion of a partial norm. In this case, the underlying field is F = C or F = R.
Definition 5.3. Let m,n, s, t ∈ N, A ∈ M(F,m, n), ‖ · ‖ denote a norm on
M(F,m, n) and let ‖·‖A,L :M(F,ms, nt)→M(F, s, t). In other words the definition
of ‖ · ‖A,L depends on A and ‖ · ‖. If for all B ∈M(F, s, t),
‖A⊗B‖A,L := ‖A‖B
then ‖ · ‖A,L is a left partial norm with respect to A and ‖ · ‖.
When ‖A‖ 6= 0 we may write
A; (A⊗B) = B =
‖A⊗B‖A,L
‖A‖
which is sufficient to define A;, i.e.,
A;M :=
‖M‖A,L
‖A‖
.
Theorem 5.4. A left Kronecker quotient ; defined by a left partial norm, given
by the norm ‖ · ‖, is uniform (realized by the matrices Q(A)) if
A;M :=
‖M‖A,L
‖A‖
= Q(A) ◦M, (Q(A))j,k :=
‖Ej,k‖A,L
‖A‖
for all m,n, s, t ∈ N, A ∈ Mnz(C,m, n) and M ∈ M(C,ms, nt), where Ej,k ≡ Ej,k⊗1
is the m × n matrix with the entry 1 in the j-th row and k-th column and 0 for all
other entries.
Next we discuss two examples, namely the uniform Kronecker quotients given by
the Frobenius norm and the operator norm.
5.2.1. Example: Frobenius norm. Let A ∈ M(C,m, n) be non-zero. Con-
sider the Frobenius norm (also known as the Hilbert-Schmidt norm)
‖A‖F :=
√
tr(A∗A),
where A∗ is the transposed complex conjugate of A. Let B ∈M(C, s, t). Then
1
‖A‖F
n∑
d=1
[Aed,n ⊗ Is]
∗ (A⊗B) [ed,n ⊗ It] = ‖A‖FB.
Definition 5.5. The left Frobenius partial norm of M ∈ M(C,ms, nt) with
respect to A ∈ M(C,m, n) is defined as
‖M‖A,L,F :=
1
‖A‖F
n∑
d=1
[Aed,n ⊗ Is]
∗
M [ed,n ⊗ It] .
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Definition 5.6. Let M ∈M(C,ms, nt) and A ∈Mnz(C,m, n). The left Frobe-
nius Kronecker quotient is defined as
A;F M :=
‖M‖A,L,F
‖A‖F
.
The left Frobenius Kronecker quotient is uniform and is realized by
Q(A) =
A
‖A‖2F
where A is the complex conjugate of A. This is identical to the second example of
weighted average Kronecker quotients in Section 5.1.
The Kronecker quotient induced by the Frobenius partial norm is equivalent to
finding the nearest Kronecker product [10], where A;F M minimizes
‖M −A⊗ (A;F M)‖F .
5.2.2. Example: Operator norm. Let A ∈ M(C,m, n). Consider the opera-
tor norm
‖A‖O := maxσ(A),
where σ(A) is the set of singular values of A. Let B ∈M(C, s, t). Suppose A = UΣV ∗
is a singular value decomposition of A, where U is an m×m unitary matrix, V is an
n× n unitary matrix,
(Σ)u,v =
{
δu,vσu u, v ≤ min{m,n}
0 otherwise
and σ1 ≥ σ2 ≥ · · · ≥ σmin{m,n} ≥ 0 are the singular values of A. Then ‖A‖O = σ1
and [
(Ue1,m)
∗
⊗ Is
]
(A⊗B) [(V e1,n)⊗ It] = ‖A‖OB.
Since the singular value decomposition of A is not unique in general, the algorithm
for calculating the singular value decomposition influences the properties of the partial
norm and Kronecker quotient. We assume that the singular value decomposition is
determined uniquely (by an appropriate algorithm for example) in the following.
Definition 5.7. The left operator partial norm of M ∈ M(C,ms, nt) with
respect to A ∈ M(C,m, n) is defined as
‖M‖A,L,O :=
[
(Ue1,m)
∗
⊗ Is
]
M [(V e1,n)⊗ It] ,
On Kronecker Quotients 17
where A = UΣV ∗ is the singular value decomposition of A.
Definition 5.8. Let M ∈ M(C,ms, nt) and A ∈Mnz(C,m, n). The left opera-
tor Kronecker quotient is defined as
A;O M :=
‖M‖A,L,O
‖A‖O
.
The left operator Kronecker quotient is uniform and realized by the matrices
Q(A) (for the singular value decomposition A = UΣV ∗) given by
Q(A) =
Ue1,m(V e1,n)
T
‖A‖O
.
6. Conclusion. We have presented the basic properties of Kronecker quotients.
We completely characterized the uniform Kronecker quotients for which these proper-
ties have a natural description. Two examples of types of uniform Kronecker quotients
were described.
Many interesting open problems remain, including:
1. Is it possible to express (3.1) in terms of uniform Kronecker quotients, i.e.,
can all Kronecker quotients be decomposed in terms of uniform Kronecker
quotients?
2. Is there a restricted form of (Q3) such that (restricted) uniform Kronecker
quotients may satisfy (Q5’)?
3. To characterize multiplicative Kronecker quotients, i.e., to abandon (Q2a)
(and possibly (Q2b)) in favor of (Q4’) and possibly (Q6’) (for example, re-
stricted to the non-singular matrices).
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