Abstract Convexification, also called convex rearrangement, is an operation defined for absolutely continuous functions on a compact interval of R. The so-called convexified of such a function f is the unique convex function defined on the same interval whose derivative distribution is the same as that of f , and is obtained by rearranging the increments of f in ascending order. When f is irregular, the consensus is to investigate the asymptotic convexification of regularizations. By extension, we define here the convexified of a smooth multivariate function with compact convex support as the unique convex function having the same gradient distribution. In this article, we discuss the asymptotic convexification of regularizations of random fields, with focus on Gaussian fields on the compact [0, 1] d . Given an irregular random field X, we consider polygonal approximations interpolating X in the vertices of a triangulation whose diameter goes to 0. We give general results concerning the eventual limit after renormalization, with stronger results of convergence for gaussian fields. Along with other examples, we use these to show the existence of a limit convexified of the d-dimensional Chentsov field for a wide class of triangulations, and give the limit gradient distribution. In the 2-dimensional case, we give a tractable expression and a graphical representation of the limit convexified for a natural triangulation.
Introduction and notation
Given a real measurable function g defined on [0, 1] , the problem of the monotone rearrangement of g is to find a non-decreasing function u on [0, 1] such that the image of Lebesgue measure under u is the same than under g. In this case, g and u are said to have the same distribution and we note u = Tg, T is called monotone rearrangement operator, and ψ is the monotone rearrangement of g. It has been shown in [9] that every integrable function on [0, 1] admits a monotone rearrangement. When now f is an absolutely continuous function on [0, 1], i.e such that for all x in [0, 1], f (x) − f (0) = x 0 g(t)dt for some integrable function g, we call convexified of f the unique convex function ψ veryfying ψ(0) = f (0) and ψ = Tf a.e. We note ψ = Vf , V is called the convexification operator. When f is irregular, one defines f n , the polygonal approximation of f of order n, as the piecewise linear interpolation of f at the points k n , for 0 ≤ k ≤ n. Given a convex function ψ, if there exists a sequence (b n ) n≥1 such that 1 bn Vf n → ψ a.e, we say that ψ is a limit convexified of f with renormalizing sequence (b n ) n≥1 . Many results have been obtained concerning convexification of random process on the real line, they are reviewed in [7] . [1] also showed that, when X is in a certain class of gaussian processes, if instead of a piecewise linear approximation, we choose for X n a regularization of X by a convolution kernel, then X admits the same limit convexified, namely the generalized Lorenz curve. In this case, the limit convexified of f seems unambiguous, modulo the multiplication by a non-zero constant. It is of practical and theoretical interest to investigate asymptotic properties of convexification. It can be used, for example, for constructing estimators of parameters of stochastic processes, and for measuring the fluctuations of the processes. (See [7] ). There are also connections between convexification and other areas of research such as mathematics and economics, for instance through the Lorenz curve, which is present in the field of econometrics, and is also a recurrent object when it comes to the convexification of gaussian fields. It will become apparent in this paper that convexification is a complex transformation for multivariate fields, and the variety of results that one can obtain by convexyfying the most common random fields encourages us to wonder about the geometric meaning of convexification, especially in the probabilistic framework.
This paper is an attempt to extend the definition of operator V to multivariate random fields. In section 2, we use Brenier's theorem to extend the definition of V to continuous functions which admit a.e an integrable gradient on [0, 1] d . Then we give a theorem which states that, given a sequence of smoth functions (f n ) n≥1 , the convergence of their convexified is equivalent to the weak convergence of their gradients distributions, a non-trivial result that will serve us to compute the limit convexified of irregular multivariate fields. In section 3, for a random field X and a sequence of triangulations T = (T n ) n≥1 , we define X (T ) n as the polygonal approximation that interpolates X in the vertices of T n . We give the expression of the eventual limit convexified and a sufficient condition for its existence. Section 4 is devoted to the special case of gaussian centered random fields. We give stronger results of convergence, and use them to compute the limit convexified of some one-dimensional processes, as well as multi-dimensional processes. A strinking observation is that this limit is deterministic and reached with probability one in all our examples. The Chentsov field is a rich example. We compute its limit gradient distribution for different triangulations, and exhibit its great sensibility to the choice of the base simplices. In the 2-dimensional case, with a natural triangulation, we give a tractable expression and a representation of the Chentsov field's limit convexified with a natural triangulation. Section 5 is a discussion, and the last section contains the main proofs of the paper.
Notation
Given an arbitrary set E, we call P(E) the class of all subsets of E, and |E| its cardinality. For a set B in an euclidean space, we call conv(B) its convex hull, diam(B) its diameter and int(B) ints interior. Let now d be a natural integer. We note . the euclidean norm on
the corresponding unit ball, and . , . the canonical scalar product. We note B(0, r) the euclidean ball with radius r ≥ 0 centered in 0. We denote by + the Minkowski addition of sets. For any function f from a measured space A to a normed space (V, . ), we set
If u is a linear application from R d to R q , we set
u(z) z .
We call B d the class of Borel sets of R d , and
denotes the class of all measures on A with finite first moment. We note γ d the d−dimensional normal distribution, i.e the one with density
is the class of measurable functions from A to B. We note L 1 (A, B) the space of integrable functions from A to B, equipped with the norm .
A L 1 . When B = R, B will be omitted. We note N d the class of Lebesgue negligible sets of B d . The weak convergence between measures is noted ⇒. Given a compact convex set K 0 of R d , we note K(K 0 ) the class of convex continuous functions on K 0 . We also note S(K 0 ) the class of real valued continuous functions that are of class C 1 a.e, and have an integrable gradient on K 0 . No distinction will be made here between a function and its class of functions identical almost everywhere. Given a probability measure µ on R d , we note ϕ µ its characteristic function and θ µ its eventual density. If Y is a random variable, we note µ Y its law, and θ Y := θ µ Y . When now f is a function between two Borel sets A ∈ B d and B ∈ B q , we set µ f := λ d f −1 the image measure of µ under f , and we call it distribution of f . We also write ϕ f := ϕ µ f and θ f := θ µ f . We note e := (e i ) 1≤i≤d the canonical basis of R d . For z ∈ R d , we note z i the i-th coordinate of z in the canonical basis. If u is an other basis, we note z
the coordinates of z in u.
We note
For a natural integer n, we also note 
and a positive number l, we define the regular simplex with summit z, basis u, and sidelength l as
where ρ u is a rotation of R d transforming e into u. When u = e we say that T is straight. If l = 1 we say that T is regular.
Multi-dimensional rearrangements and convexification
This section exposes the theoretical material required for convexification and asymptotic convexification of multivariate functions with compact support. We state the basic definitions along with Brenier's theorem, which gives the existence of a monotone rearrangement for a wide class of functions. Then we establish the consistency of the convexification operator, which makes it possible to study the asymptotics of the convex rearrangement of a function through the limit distribution of its regularizations' gradients. We work here in a given compact convex K 0 of R d , and we suppose that all convex functions are continuous.
Rearrangements and Brenier's Theorem
The idea of the rearrangement is quite intuitive. Two functions are said to be rearrangements of one another if they have the same distribution. A function s in M(K 0 , K 0 ) is said to be measure-preserving if µ s = λ d 1l K0 , i.e if it is a rearrangement of the identity function. It may be useful to have the rearrangement of a function in a given class. The following theorem states that many functions have a rearrangement in the class of generalized monotone functions, defined below.
Theorem 2.1 (Brenier).
We introduce the set of monotone functions on K 0 :
Moreover, if g satisfies the non-degeneracy condition:
then we can find a unique mapping s :
This theorem has been established in the framework of optimal transport, and is fully exposed in [3] . All the random fields studied hereafter satisfy (1) almost surely.
Comments
• Formula (2) justifies the "rearrangement" appellation. If g in the previous theorem does not satisfy (1), there is not always such a measure-preserving map such that relation 2 holds a.e. See [8] for a counter-example.
• If one is only given a measure µ in
In consequence, the previous theorem would be stated more naturally in terms of measures: For all measure µ of L 1 (R d ), there would exist ψ ∈ K(K 0 ) such that µ ∇ψ = µ.
• All the previous definitions can be given in a more general framework, for instance (K 0 , λ d ) can be replaced by any measured space isomorphic to
See [3] to have an optimal result.
• The choice of the class of convex functions instead of concave functions is arbitrary, and one might prefer to call G(K 0 ) the class of non-decreasing functions on K 0 by analogy with R, but we stick here to the litterature.
This theoretical tool allows us now to define the general convexification for sufficiently smooth functions.
Definition 2.1. Let z 0 be an arbitrary point of K 0 . If f ∈ S(K 0 ), then there exists a unique convex function, noted Vf , such that
In particular, Vf is convex and is called the convexified of f . V is called the convexification operator on S(K 0 ).
In dimension 1, convexification was already defined in the litterature for absolutely continuous functions. The class S(K 0 ) is exactly that of absolutely continuous functions when K 0 is a compact interval of R. Hence, it is a generalization of absolutely continuous functions upon which we extend operator V. Note that, although it is sometimes called "convex rearrangement", function Vf is not in general a rearrangement of f . For instance, f and Vf do not in general have the same maximum value. Nevertheless, visually it corresponds in some way to piling up the increments of f in a new arrangement. Here is a simple example that allows us to convexify multivariate fields with a simple structure. 
Concerning the base point z 0 , it is arbitrary and plays no role. It will sometimes be implicitly defined and not mentioned, but one has to be consistent with it when dealing with convexification. For instance, in the previous example, operator V is defined on subsets A i of R, with implicit base points z 0,i , and on
In order for the assertion to be true, one has to take on K 0 as base point of convexification z 0 := (z 0,i ) 1≤i≤d .
Proof or proposition 2.1. To see it, one simply has to use the fact that
since the T∇f i are rearrangements of the f i , i = 1, ..., d. We also have,
and this means that
Vf i is the unique convex function having the same gradient distribution than ∇f , which yields the result because these functions coincide in z 0 .
In this article we deal with irregular random fields, for which we cannot a priori obtain convexification due to the absence of gradient. In consequence we instead investigate asymptotically the convexified of their regularizations. We call limit convexified of f any convex function that is the limit of renormalized convexified of a regularizing sequence of functions. It will become apparent along this article that, if one simply uses this definition, the set of all possible limit convexified of a given function is wide, even for a smooth function. To have consistency between convexified and limit convexified for a smooth function, one need at least to control the gradient of the approximation. We will study here exclusively polygonal interpolations of centered multivariate gaussian fields, and discuss other possible approximations in the conclusion. The following theorem allows us to obtain a limit convexified of a function studying the limit rearrangement of its approximation's gradient.
Theorem 2.2.
Let z 0 be an arbitrary point of K 0 . Let (f n ) n≥1 and g be in S(K 0 ). Then the two following conditions are equivalent:
(
This theorem is proved in section 6.1
Remarks .
• Since we are dealing with convex functions, condition (3) is equivalent to
• In order to obtain uniform convergence on whole K 0 , one has to control that the gradient is never "too large" on "small sets", typically located on the "edges" of K 0 . Formally, we have the following sufficient condition, proved in [?] . With the previous notation, note the gradient distribution function by F n (a) :
then (f n ) is equicontinuous on K 0 . So is (Vf n ) since µ ∇fn = µ ∇Vfn , and the convergence is uniform on whole K 0 . Due to the light tail of gaussian distributions, it is likely that the gaussian fields under study will satisfy (6) after approximation and renormalization, but it is not the purpose of this article to obtain optimal results, and we restrained ourselves to check condition (3).
• A similar result was already proved in the 1-dimensional case in [4] , including the corresponding condition for uniform convergence on the whole compact.
• In the probabilistic framework, for checking condition (3) for random fields, it is easier to deal with characteristic functions. We actually are going to use the following lemma:
Lemma 2.1. Let (µ n ) n≥1 be a sequence of random probability measures with characteristic functions (ϕ n ) n≥1 . If there is a probability measure µ with characteristic function ϕ such that, for all
then, with probability one
Proof. We have
Due to Fubini's theorem, with probability one, for almost all h of R d ,
and it is well known that it implies the weak convergence of the corresponding probability measures.
Limit convexification of random fields
In this section, we consider a random field X defined on K d and give general results about the limit convexification of X. We will use this material to derive the convexification of some random gaussian fields in next section. We only consider polygonal interpolations here, so in a first time we present the class of triangulations used, and then state the general results.
Triangulation approximations on K d
Most of the commonly investigated random fields of the litterature are irregular, and hence cannot be directly convexified. Instead, given a random field X we choose a regularizing sequence (X n ) n≥1 , and seek a renormalizing sequence of positive numbers (b n ) n≥1 such that 1 bn VX n converges to a (necessarily convex) function. Nevertheless, the choice of X n is important, and one might obtain different convexifications choosing different approximations. Consider for instance the continuous function f n on [0, 1] null in 0, linear on each segment [ k n , k+1 n ] for 1 ≤ k < n, and with slope ±1. Then, f n uniformly converges to the (convex) null function, but Vf n uniformly converges to the convex piecewiese linear function null in 0 having slope −1 on [0, In this article we have chosen to interpolate X in the vertices of a triangulation, and we present in this section the definitions and notations needed for stating the results. We call simplex of R d the convex hull of any (d + 1)-uple of points with non-empty interior, and we call triangulation of
There is also a unique function X T which satisfies: for all T ∈ T , the graph of X T above T coincides with H X,T . It is also the unique function on K d linear above each T in T which interpolates X at all the vertices of simplices of T . The function X T is called the polygonal approximation of X with respect to T . If (T n ) n≥1 is a sequence of triangulations such that diam(T n ) := sup T ∈Tn diam(T ) → 0, it is called an approximating triangulation. We will consider in this paper exclusively approximating triangulations of the form described below. We call germ of triangulation any finite set of simplices T veryfying the following property: There exists a network Γ of R d such that
Any network Γ satisfying (7) is said admissible for T , and the notation Γ T refers to an arbitrary choice of such a network.
might not be a simplex. However, those 1 n (γ + T ) won't play any role in the convexification because their number is negligible. So, we arbitrarily divide each of them in a simplicial partition such that we can find, for all n, a triangulation T n which is a simplicial subpartition of T n , and differs from T n only regarding the simplices touching the border of K d . We identify T with the simplicial approximating triangulation sequence (T n ) n≥1 . We now take a random field, that will be noted in all the rest of the section as X, and T a triangulation of K d . We define the corresponding polygonal approximation of X of order n with respect to the sequence (T n ) as X
is a.e affine, we note ∇X (T ) n its gradient. In all the paper, (b n ) n≥1 denotes a sequence of positive numbers which aims to give sense to lim n
As was emphasized in section 2, to obtain the rearrangement of Y
n , it is more convenient to work with its distribution µ
Working with random fields, given a germ of triangulation T , it is more feasible to study the behaviour of X n above the translates of only one simplex at a time. Let T be a simplex of T with base point z T . We put
where C T is a constant depending on T . To be convinced of the last formula, one needs to notice that it is possible to find a finite number of points on ∂K
when it is about almost sure convergence of µ
n , it does not matter whether one regards exactly triangulation T n or the translates of 1 n T for T in T , which is more tractable. 
) is close to s(T ), and one might be able to control the difference between X T s and X s(T ) (where
, and the former expression can be retrieved from X T computing the Jacobian of s.
Convexification of random fields
This section is devoted to general results about the convexification of irregular random fields. We use the notation of the previous section. Since the results stated here do not depend on the triangulation, we fix a germ of triangulation T and simply write µ n instead of µ
n . Remember that (b n ) is an implicit renormalizing sequence that has to be defined in function of X. We give in this section general results concerning the asymptotics of the random probability measures sequence (µ n ) n≥1 . The objective is to obtain a limit probability measure µ such that µ n converges weakly to µ with probability 1, and use theorem 2.2. We first derive the expression of the eventual limit µ with the help of Fubini's theorem: Given a measurable set B of B d , we have
Letting n go to ∞ in (9) , it yields an expression for the eventual limit of µ n . There exists µ probability measure on R d such that, a.s, µ n ⇒ µ, (10)
there exists µ z probability measure on
then, µ is the following mixture of gaussian probabilities:
In particular it has characteristic function ϕ µ and density θ µ
Comments
• Condition (11) should decide what is a proper choice for (b n ).
• If sequence (b n ) ensures the convergence of µ n to a measure µ, then, so does (λb n ) for any λ = 0. As a result, if there is convergence, both µ and µ(λ −1 .) will give valid limit rearrangements. So it would be more correct to quotient the set of limit convexified by R * , and we will only talk about distinct convexifications when they don't lie in the same class. As we will see in subsequent examples, the class of all limit convexified for a given field can be quite rich. Now, the following proposition gives a sufficient condition on the coinjoint laws of the variables (Y n (z)) z∈K d for the convergence of µ n . Theorem 3.1. We suppose that (11) is satisfied. Let ψ be the only convex function on K d whose gradient distribution is µ, defined in (12). Let Y σ(n) be a subsequence such that, for all µ-continuity sets B in a convergence-determining class (see. [2] , p.15 or index),
then, almost surely,
We hence have limit convexification with probability 1 for some subsequence.
Hence, hypothesis (15), along with Borel-Cantelli's lemma ensures that for all B in B d , with probability one, µ σ(n) (B) → µ(B). This relation is hence true a.s simultaneously for all borelians sets of a countable generating sub-algebra of B d , and so µ σ(n) ⇒ µ with probability 1(See theorem 2.2 in [2] ). Theorem 2.2 completes the proof.
For most of the random fields investigated in section 4, the left hand term of (15) 
where ψ is the only convex function on [0, 1] whose gradient distribution is that of Y .
This result applies for example in the case of an α-stable process, with b n = n 1−1/α and Y = X(1). See [4] for convexification of stable processes.
Proof. By stationarity, for all
and the limit measure µ involved in (12) is Y 's law. For |z − ζ| > 1/n, Y n (z) and Y n (ζ) are independent. In consequence,
Hence, by hypothesis,
and the previous theorem gives us the result.
Convexification of centered gaussian fields
This section is devoted to the deepening and application of previous results in the particular case of centered gaussian random fields. After stating the main results of this section, we will study some examples to illustrate the theory, and then derive limit convexification for multivariate Lévy and Chentsov fields. They both are a high dimensional generalization of the standard brownian motion. We use in this section a class of germ of triangulations and study the corresponding approximation X n of X. The generalized Lorenz curve plays a great role in the convexification of gaussian processes, so we introduce it now.
Definition 4.1. We call Φ the distribution function of the standard normal law
The generalized Lorenz curve is noted
We also introduce the d− dimensional generalized Lorenz function
GL.
In particular, it is easy to see from the definition that GL d 's gradient distribution is the d-dimensional standard normal law γ d .
Convergence results
This section reinforces the previous results when X is a centered gaussian field. Here Y n is the gradient of a renormalized approximation of X. We call Λ n (z) := Λ(Y n (z)) the covariance matrix of Y n (z). Let us translate the results of proposition 3.1 for gaussian fields.
Proposition 4.1. We assume that (10) is fulfilled and that for all z there exists a symmetric matrix Λ(z) such that
(which is equivalent to (11) in the gaussian case). Let µ z be the gaussian measure on R d with covariance matrix Λ(z), z ∈ K d . Then, the limit probability measure µ is the gaussian mixture
We state now the main theorem of this section, which gives a more efficient sufficient condition for the convergence of µ n := µ Yn than theorem 3.1. We first state the technical optimal result that we obtained, and then give the corollary that will be our main tool for convexyfying random fields.
The proof is in section 6.2. This result gives us the convergence of the sequence of random measure µ (T ) n to the eventual limit µ (T ) , if it exists.
Comment
• Let T be a regular simplex of (R + ) d . We call u T its underlying basis. It is sometimes apparent in the expression of µ (T ) that it does only depend on u T . In this case we write µ (u T ) instead of µ (T ) .
A more handful version of previous result is the following corollary, which gives the convergence for many random centered gaussian fields with piecewise smooth covariance function.
Corollary 4.1. Let X be a centered gaussian field, and T a germ of triangulation. Let us call Γ the covariance function of field X. We set Θ the set of all pair of points in (K d ) 2 upon which Γ is not of class C 1 . Then, if (16) is fulfilled and the following holds,
then there is a convex function ψ such that
Function ψ is the unique convex function whose gradient distribution is the limit measure µ, defined in (12).
The proof is in 6.3.
Remark 4.1. In this paper, all covariance matrices are continuous on K d , hence condition (20) is immediately verified. For this reason we will omit the verification in the subsequent examples.
Theorem 3.1 only allowed an upper bound of order 1 n , but with the last expression one is often able to derive a summable upper bound. The scope of this article is the study of gaussian fields, but one could probably compute the quantity E |ϕ n (h) − E(ϕ n (h))| 4 for a wider class of fields and obtain an upper bound better than 1 n , at least for processes with low-dependant increments.
All the litterature about convexification concerns the 1−dimensional case, and most results involve uniform convergence a.s. (See the survey [7] .) Here, in the multidimensional case, we obtain pointwise convergence on the interior of the compact K d , but the approach mentioned in the comments of theorem 2.2 is likely to be successful due to the light gaussian tail.
Examples
There is a large litterature in the 1-dimensional case. Corollary 4.1 enables us to retrieve partially some results. Lot of them involve the Lorenz curve. Theorem 4.2. Let X be a 1-dimensional gaussian centered process with stationary increments, put σ 2 (t) = E(X(t) 2 ). We set b n = nσ( 1 n ) and make the following assumptions
Then, for all compact interval I = [a, b] with 0 < a < b < 1,
Proof. By stationarity
and so we put Y n = 1 bn X n . Then, for all z, Λ(Y n (z)) converges to 1, and so, (11) is satisfied with µ Yn(z) ⇒ γ 1 , z ∈ K d . So the candidate for the limit, given by 12, is γ 1 . Condition (18) is also satisfied by hypothesis. To check (19), we call E the finite set of points upon which Γ is not of class C 1 . We have
and so (19) is also satisfied, and a.s µ n ⇒ γ 1 . Now, GL is indeed the convex function whose gradient distribution is γ 1 , and theorem 2.2 gives the conclusion.
This gives us the convexification of brownian motion, first stated by [6] , who furthermore obtained uniform convergence on [0, 1]:
Davydov and Thilly [5] , along with a general theorem concerning stationary gaussian processes, have obtained the following result for the fractionnal brownian motion: Theorem 4.4 (Davydov, Thilly 98). Let 0 < α < 2, and W α be the standard fractionnal brownian motion. Then
Hence we set b n = nn −1/α , and
n is summable iff α ∈]4/3, 2[. In this case, since the covariance function σ 2 (t) = |t| 2α is non differentiable only in 0, theorem 4.2 retrives the result for 4/3 < α < 2 on any compact subinterval of ]0, 1[. Now we present some multi-dimensional examples, which give an idea of the variety of possible phenomena that can occur.
Example 4.1. We define X(x, y) := W (x) + W (y) on K 2 , where W is a standard brownian motion. Let T 0 be a triangulation of K 2 . It is hence also a germ of triangulation, associated with the network Z 2 . According to proposition 2.1 and theorem 4.2,
Now we will see that with another germ of triangulation which is not a triangulation of K 2 , which in particular does not admit Z 2 as a network, the limit convexification is different.
We consider the following germ of triangulation,
The set of triangles T fulfills condition (7), and admits Γ T := u 1 Z + u 2 Z as network (as well as √ 2e 1 Z + u 1 Z, and others). It is shown in 6.4 that, if b
where µ is the centerd gaussian distribution with covariance matrix 2 1 1 2 in basis u, i.e with density 
, where ψ is the convex function whose gradient distribution is µ. Since this distribution is different than γ 2 , ψ = GL 2 (and we don't have ψ = λGL 2 either, for some λ = 0). So this germ of triangulation yields a distinct convexification than T 0 . This is the first example where the triangulation matters in the limit distribution. Seeing the field under another angle, that is rotating the simplices that generate the triangulation, induce a radical change in the gradient distribution of the polygonal regularization.
Lévy field
The Lévy field is the first "real" multivariate random field that we study. In dimension d ≥ 1, it is defined as the only centered gaussian random field with covariance function
It is spherically symmetric and its 1-dimensional version is the standard brownian motion. Let us take any simplex T =:
A first observation is that the covariance matrix does not depend on the choice of orthonormal basis u. It is not surprising, given the spherical symmetry of the field. But since it is the covariance matrix in basis u, the limit distribution does depend on u. We set
and let µ be the gaussian distribution with covariance matrix Λ := Λ(0) in basis u. We compute its density to have a visual idea of µ. Symmetric matrix Λ admits 1 − C d as eigenvalue of multiplicity d − 1, associated to eigenspace (1, ..., 1) ⊥ , and (n − 1)C d + 1 as eigenvalue of multiplicity 1, associated to eigenvector (1, ..., 1). Let v be the orthogonal matrix whose first column contains
(1, ..., 1) and other columns contain an orthonormal basis of (1, ..., 1)
⊥ , and let ρ be the orthogonal transformation with matrix v in basis e. Then, if we set u * = ρ(u), the density of the limit measure µ is
, using corollary 4.1 and theorem 2.2, we have the a.s convergence
where ψ (u * ) is the unique convex function null in 0 whose gradient distribution is µ. The limit does depend on the choice of orthonormal basis u. Actually, if one obtains the limit distribution µ e with a simplex which basis is e, one can obtain the limit distribution with basis u by taking the image measure of µ e under the rotation that transforms e into u. Concerning the limit convexified, it is not that simple because one cannot rotate the graph of a function defined on K d and still have a geometrical object which is the graph of a function on K d . But this reasonning works if one searches the convexified of the Lévy field over a set invariant under rotations, ideally a compact ball. Given the spherical symmetry of this field, the diversity of results obtained by changing the underlying basis u seem to be the result of the inadequate geometry of the chosen triangulation. It would be an interesting problem to use a radial triangulation, i.e a triangulation obtained by cutting the compact under study along radial lines and segments tangents to some ball centered on the origin. Such a triangulation cannot be obtained from a germ of triangulation, but remark 3.2 can be used to transform a radial triangulation into one coming from a germ of triangulation, and compare the result to that obtained here.
Chentsov field
This section is devoted to the study of Chentsov field. As the Lévy field, it is an irregular centered gaussian field, but it possesses particular features regarding limit convexification. In this case, the nature of the limit convexified strongly depends on the choice of the triangulation. When z and ζ are two elements of R d , we use the following notations, which will be useful for studying the Chentsov field:
•
• z = 1≤j≤d z j .
The Chentsov field is defined on (R + ) d as the gaussian field with covariance function Γ(z, ζ) = z ∧ ζ.
be an orthonormal basis and T := T (z 0 , u, 1) a regular simplex of (R + ) d . We define
We call µ (u) the mixture of the gaussian probability measures with covariances Λ (u) (z), z ∈ K d , and ϕ (u) its characteristic function. We have
The proof is in section 6.5.
satisfies, with probability 1,
Finding the expression of ψ (T ) is not an easy task, and in general we were not able to derive explicit formulas. We present here a tractable expression for the 2-dimensional Chentsov field when the germ of triangulations only contain simplices with canonical basis.
We investigate the case d = 2, T 0 := {T (0, e, 1), T ((1, 1) , −e, 1)}. With the notation of theorem 4.5, we have e 1,1 = e 1 , e 1,2 = e 2,1 = 0,
Notice that in this case, we might as well have taken −e as basis of T (0, e, 1) or e as basis of T (0, −e, 1), but it does not change the result. We have the relief to realize that the result does not depend on the choice of the simplices bases. Hence we set l(x, y) = (y, x),
We are looking for the expression of the limit convexified ψ (T0) , which is the unique convex function null in 0 that satisfies
It is an increasing bijection from R to [0, 1]. In consequence, we define ψ (T0) by
Since ψ 1 is convex, so is ψ (T0) . We have
ψ (T0) indeed satisfies (25). Picture 1 is a graphical representation of ψ (T0) . Convex function ψ (T0) is hence the limit convexified of X. As in example 4.1 , it can be represented as the sum of two versions of a 1-dimensional function
nevertheless X cannot be written as the sum of two processes X = X 1 X 2 , each having limit convexified ψ 1 , at the contrary of example 4.1. Also, this -factorization is the exclusivity of the 2-dimensional case, and comes from the fact that l(z), defined in (24), does not involve products of coordinates z i z j if and only if d ≤ 2. Also we show that the limit convexified of X is in some sense the −sum of the average convexified of the integrated brownian motion. Let X 1 be an integrated brownian motion. It does not have a deterministic convexified since it is a smooth random function, but its gradient distribution satisfies
Proof. With the previous notations, for a cylinder
which concludes the proof.
The one-dimensional vertical and horizontal restrictions of 2-dimensional Chentsov field X are rescaled brownian motions, but due to the statistical dependance of distant points, its limit convexified looks more like that of a sum of one-dimensional integrated brownian motions, in the sense of (27). Hence the long-range dependancy effects can also have a strong influence on the limit convexified.
Discussion
In this article we developped tools for computing the limit convex rearrangements of some random fields. We observed that there was a strong dependancy on the choice of the triangulation used for approximating the field. In [5] , it becomes apparent that for some 1-dimensional stationary gaussian processes, the Lorenz curve seems a "universal" limit convexified, in the sense that it is the same for polygonal and convoluted approximations . In the multivariate case, one would like to do the same, associate to each field a unique object which could be called "convexification". For the Lévy field and the gaussian field studied in example 4.1 (a -sum of gaussian processes), the range of possible limit distributions seem to be a wide class of nondegenrate gaussian distributions, and we would like to find a structure here. This is an ambitious program, and the next step is to investigate limit convexification with other methods of approximation, such as convolution, and other methods of representation of the limit convex object. Here, we were looking for the convex function having the adequate gradient distribution, like in the 1-dimensional case litterature. Another lead is to consider the convex body that is the Blaschke sum of the simplices forming X n s graph. In dimension 2 (i.e for d = 1), the Blaschke sum of convex bodies is simply their Minkovski sum. For real processes on [0, 1], the Blashke sum of a piecewise linear approximation is the convex body contained between the convex rearrangement and the concave rearrangement, and it is an interesting universal non-arbitrary convex object. For vector-valued processes defined on [0, 1], this problem has been studied in [10] . For higher dimensions, summing convex bodies in the Blashke sense amounts to sum their surface measures. This object is also interesting because it is more intrinsic to X n 's graph than limit convexified. Indeed, it only depends on the gradient distribution, and not on the set of reconstruction (K d in this article).
Proofs

Proof of theorem 2.2
For both senses of the proof, we will suppose without loss of generality that the f n and f are all convex. In the general case, simply replace "f n " and "f " by their respective convexified. Let us first prove the sense ii) ⇒ i). We need a technical lemma:
Lemma 6.1. Let C be a compact convex set, and (f n ) a sequence of convex functions that converge pointwise to a convex continuous function f on C. Then ∇f n converges to ∇f for the L 1 norm on each convex compact subset of int(C).
We will show this lemma later. Let (K , > 0) be an increasing family of compact convex sets which satisfy
Lemma 6.1 implies that the restrictions of the ∇f n converges for the L 1 norm to ∇f on each K , > 0, and so µ ∇f n ⇒ µ ∇f . In the light of this fact, we are going to show that µ ∇fn ⇒ µ ∇f . We call g the restriction of a function g to K . Let A be a continuity set for µ, and let α > 0. Take > 0 such that µ(K c ) < α, and n after which |µ ∇f n (A) − µ ∇f (A)| ≤ α (A is also a continuity set for µ ∇f because µ ∇f (∂A) ≤ µ ∇f (∂A) = 0.). Then,
and it shows that µ n ⇒ µ.
Let us now prove lemma 6.1.
Proof of lemma 6.1. We will prove the lemma in three steps.
Equilipschitzian convex functions on [0, 1]:
For κ > 0, we put C κ the set of κ-lipschitzian convex functions on [0, 1]. We are going to show the result in the case where f and the (f n ) are in C κ . In this case, we pick a dense countable subset S = {x k , k ∈ N} in [0, 1]. Since the f n are bounded (by κ), by the diagonal subsequence method, we can find a subsequence f σ(n) such that, for all k, f σ(n) (x k ) converges to some value g(x k ), where g is increasing on S. Let g be the unique right-continuous increasing continuation of g on [0, 1], we will show that f n converges to g on [0, 1] for the L 1 norm. Let x be a continuity point of g and > 0. Then, let y and z be in S such that |g(y) − g(z)| ≤ and y ≤ x ≤ z. For n large enough, since the f n are increasing
Hence f n converges to g in each of its continuity points. Since g is bounded (by κ), f n converges to g for the L 1 norm (Lebesgue theorem). By integration, g equals f a.e and so we have the result.
Convex functions on [0, 1]:
We drop here the assumption that the f n are equilipschitzian. Let I = [a, b] be a compact subinterval of ]0, 1[. Then, for each f n , for any x in I, we have, by convexity,
Since the left and right hand terms converge to finite values when n goes to ∞, the f n are equilipschitzian on I, and using the previous result, f n converges to f for the L 1 norm on I.
Convex functions on
Since f n uniformly converges to f on K 0 , it also does on a segment J z which interior contains I z . Now we have, with Fubini's theorem,
The integrand ψ n (z) := f n −f Iz L 1 converges pointwise to 0 due to the previous result. To dominate ψ n , we write I z =: [a z , b z ], and call c z a point in I z where f n reaches 0, or c z := a z (arbitrarily) if 0 is not reached. Then, since each f n (z, .) is monotone, we have
, which is integrable. So, Lebesgue's theorem gives us the conclusion:
is contained in a finite union of such rectangles, and we have the conclusion.
Let us now show i) ⇒ ii). This result comes from the structure of convex functions, and of their gradient, so we first state a result that helps us apprehend the topography of a "monotone function", i.e the gradient of a convex function.
Lemma 6.2. There is a class (K ) >0 of closed subsets of K 0 , satisfying
For any convex function f , positive number A and > 0,
Hence one can control the locations of points where f 's gradient reaches high values. In particular, ∇f cannot be "too large" in the middle of K 0 .
Proof. Any convex function f on K 0 satisfies
It readily follows from the fact that the restriction of f to [z, ζ] is convex. Now, for z ∈ K 0 , u ∈ R d we call
We have the property that
Indeed, let y be in Z(z, ∇f (z)).
That means that the y in the cone Z(z, ∇f (z)) cannot have a too small gradient, due to the monotonicity property. Now we set (z) : , u) ), which simply plays the role of a lower bound for λ d (Z(z, ∇f (z))). We have,
Hence, given any positive number A, if ∇f satisfies
then, according to (28). It follows that ∀z ∈ K α , (z) ≥ α, and so ∇f (z) ≤ 2A.
We hence have to show that f n converges to f on int(K 0 ). In a first time we will use Ascoli-Arzela theorem to show that the f n uniformly converge on every K , and by consistency they converge pointwise on int(K 0 ). Then we will show that the limit can be nothing but f .
Since µ ∇fn weakly converges to µ f , which has a moment of order 1, it is a tight family of measures. For all > 0, we can find A > 0 such that, for all n in N,
Hence, according to lemma 6.2,
According to Ascoli-Arzela criterium, we know that for all > 0, (f n (z), z ∈ K ) is a relatively compact family for the uniform convergence. Now, let be a positive number. There exists a convex function f and a subsequence f ϕ (n) such that f ϕ (n) → f uniformly on K . We will show that f coincides with f , which means that f is in fact the limit as only possible limit for a subsequence. Set k := k , k ≥ 1. We build by recurrence φ k in the following way. Initiate by φ 1 := ϕ . For k ≥ 1, since (f φ k (n) ) n≥1 is relatively compact, we can find ϕ k+1 such that f φ k •ϕ k+1 (n) uniformly converges to a limit f k+1 on K k+1 . The f k satisfy the consistency property ∀k ≤ k , f k and f k coincide on K k .
Hence we set, for z ∈ ∪ k≥1 K k = int(K 0 ),f (z) = f k (z), which does not depend on the k such that z is in K k due to the consistency property. Now we set φ (k) = φ k (k). The subsequence φ satisfies
Note that we also have the uniform convergence of f φ (k) to f on K , and so f andf coincide on K . By consistency we can buildf on int(K 0 ) such that f n converges pointwise tof on int(K 0 ). According to the result ii) ⇒ i) proved earlier, we know that µ ∇fn ⇒ µ ∇f , and so, by unicity of the limit, µ ∇f = µ ∇f . Hence ∇f and ∇f are two monotone functions on K 0 whose distributions coincide. The uniqueness in Brenier's theorem ensures us that they are equal a.e.
We have proved that any cluster point f of (f n (z), z ∈ K ) is equal to f on K . Hence f is the limit of f n for the uniform convergence on K . Since for convex functions on a convex compact set, uniform convergence and pointwise convergence are equivalent, we have
which yields the result.
Proof of theorem 4.1
For the sake of clarity, we omit exposant (T ) in this proof. (This concerns variables ∇X n , Y n , µ n , ϕ n ).
We set E 4 = {1, 2, 3, 4}, P is the class of all subsets of E 4 , and for 0 ≤ c ≤ 4, P c = {P ∈ P | |P | = c}. We also put 1 = 2 = 1, 3 = 4 = −1. Remember that for a gaussian vector Z, Λ(Z) denotes its covariance.
Let us make more precise the term Λ q∈P q Y n (z q ) . Let i, j be in
Hence we define, for P in P, Z in (K d ) 4 , i, j in {1, ..., d}, χ P n (Z) i,j = q,q ∈P q =E Y n,i (z q )Y n,j (z q ) .
We put temporarily, for Q a finite subset of K d , ϕ . Also, for Z in (K d ) 4 and P ⊂ E 4 , we put Z P := {z q | q ∈ P } and write for short The non-negligible term is a discrete integral, that we can write in the form of a sum over the grid (H T n ) 4 . We put t n := λ d ( where |c n | ≤ C T /n d a.s, according to (8) . Since χ P n (Z) i,j is a sum of terms of the form E(Y n,i (z)Y n,j (ζ)) with z, ζ ∈ H T n , the idea is to count the number of times each one of these terms appears. Let q = q ∈ E 4 . Then there are exactly one P of P 2 , 2 sets P in P 3 and 1 set of P 4 that contain q and q . Hence and all the previous sum is null. The first order term of (29) reduces to the deterministic vanishing non-random term c n . Let us estimate the last term of (29), And hence formula (17) is proved.
Proof of corollary 4.1
If now we suppose Γ ∈ C 1 ((K d ) 2 \ Θ), we have, and this last quantity is uniformly bounded by hypothesis. In consequence,
We easily check that t 2 n = O 1 n 2d and so, using theorem 4.1, we have, up to a constant,
Due to Borel-Cantelli's lemma, a.s ϕ n (h)−E(ϕ n (h))−c n → 0. (Remember that c n is a deterministic sequence in O(1/n d )). Since by hypothesis E(ϕ n (h)) → ϕ(h), we have the convergence of ϕ n (h) to ϕ(h) with probability 1, for each h in R d . Lemma 2.1 and theorem 2.2 carry the conclusion. for some deterministic sequence c n of order 1/n, and, thanks to the usual machinery, µ n ⇒ µ.
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