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Abstract. A new gradient recovery method is introduced and analyzed. It is proved that the method 
is superconvergent for translation invariant finite element spaces of any order. The method maintains the 
simplicity, efficiency, and superconvergence properties of the Zienkiewicz-Zhu patch recovery method. 
In addition, under uniform triangular meshes, the method is superconvergent for the Chevron pattern, 
and ultraconvergence at element edge centers for the regular pattern. 
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1. Introduction. 
Since the first appearance of the Zienkiewicz-Zhu gradient patch recovery method [21] based 
on a local discrete least-squares fittings, a decade has passed. The method is now widely used 
in engineering practice for its robustness in a posteriori error estimates and its efficiency in 
computer implementation. It is a common belief that the robustness of the ZZ patch recovery 
is rooted in its superconvergence property under structured meshes. Even for an unstructured 
mesh, when adaptive is used, a mesh refinement will usually bring in some kind of structure 
locally. Superconvergence properties of the ZZ patch recovery are proved in [19] for all popular 
elements under rectangular mesh and in [10] for linear element under strongly regular triangular 
meshes. A closer look reveals that the ZZ patch recovery is not superconvergent for linear 
element under uniform triangular mesh of the Chevron pattern, nor it is superconvergent for 
quadratic element at edge centers under uniform triangular mesh of the regular pattern (see 
Section 4). This observation is confirmed by numerical tests (see Section 5). The question 
arises naturally : Can we find a better recovery method? The new method should keep all nice 
properties of the ZZ patch recovery while improves it under other situations, e.g., the two cases 
we mentioned above. 
*Corresponding author. This research was partially supported by the National Science Foundation grants 
DMS-0074301, DMS-0079743, and INT-0196139. 
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In this paper, we introduce and analyze such a new gradient recovery method. Given a 
finite element space of degree k, instead of least-squares fitting a polynomial of degree k to 
gradient values at some sampling points on element patches (as in the ZZ patch recovery), the 
new method least-squares fits a polynomial of degree k + 1 to solution values at some nodal 
points, and then takes derivatives to obtain recovered gradient. The idea is also related to 
the meshless method [12] where we only pay attention to nearby surrounding nodes and not 
to elements. We shall prove that the new method is superconvergent for translation invariant 
finite element spaces of any order. We shall also demonstrate that the new method processes 
all known superconvergence and "ultraconvergence" (superconvergence with order 2) properties 
of the ZZ method, and is applicable to arbitrary grids with cost comparable to the ZZ patch 
recovery. In computer implementation, there is no significant difference between least-squares 
fitting a polynomial of degree k or degree k+ 1, comparing with the overall cost in finite element 
solution. 
The idea of discrete least-squares fitting solution values was investigated earlier in [18] to 
recover finite element solution and to obtain the L2 norm a posteriori error estimates. Recently, 
Wang [17] proposed a semi-local L2-projection (continuous least-squares fitting) to smooth the 
finite element s0lution. Here we use the fitted solution values to recover the gradient and further 
to construct a posteriori error estimates in the energy norm. Futhermore, ther is no need for 
element patches in our approach, and the method is "meshless". 
The application of the new recovery method to a posteriori error estimates and its compar-
ison with the ZZ estimator will be discussed in a forthcoming paper, where we shall utilize an 
integral identity developed recently in [4] to prove the asymptotic exactness of the a posteriori 
error estimator based on the new recovery method under arbitrary grid. In this respect, the 
reader is also referred to a recent book by Ainsworth and Oden [1] for discussion of recovery 
type a posteriori error estimators. 
2. Meshless gradient recovery method. 
L r -l\ .· 
We introduce a;·:w gradient recovery operator Gh : Sh -+ ~,) where Sh is a poly~mial 
finite element space of degree k over a triangulation 7h. Given a finite element solution 0 we 
need to define Gh~ at following three types of nodes: vertices, edge nodes, and internal nodes. 
For linear element all nodes are vertices, for quadratic element there are vertices and edge-center 
nodes~ and for cubic element all three ~ypes of nodes are presented. After determining values 
Of Ghf!}at all nodes, We obtain Gh(/E Sh X Sh on the whole domain by interpolation using 
the original nodal shape functions of sh. 
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1) We start from vertices. For a vertex Zi, let hi be the length of the longest edge attached 
to Zi· we select all nodes on the ball 
where D is the solution domain. If the number of nodes n (including zi) is less than m = 
(k + 2)(k + 3)/2, we go further and include nodes in B2h;(zi)· Continui~g this process until we 
have sufficient number of nodes. We then denote them as Zij, andAt a polynomial of degree 
k + 1, in the least-squares sense, to the finite element solution~at those nodes. Using the 
local coordinates (x, y) with Zi as the origin, the fitting polynomial is 
with 
where the scaling parameter h = hi. The coefficient vector a is determined by the linear system 
Ar Aa = Arbh, (2.1) 
~ ' ~ 
where bi = (u~(zi!), u\~zi2), · · · , u (Zin)) and 
1 6 7]1 7]~+1 
1 6 7]2 7]~+1 
A= 1 6 7]3 7]~+1 
1 (n 'TJn 7]~+1 
The condition for (2.1) to have a unique solution is 
RankA = m, (2.2) 
which is almost always satisfied in practical situation when n ~ m and grid points are reasonably 
distributed. Now we define 
(2.3) 
2) If Zi is an edge node which lies on an edge between two vertices Zi 1 and Zi2 , we define 
GhWzi) = a\7pk+1(x1,Y1;Zi 1 ) + (1- a)\7Pk+1(x2,Y2;Zi2 ), 0 <a< 1, (2.4) 
3 
where (x1,yl) (or (x2,Y2)) is the local coordinates of Zi with origin at Zi 1 (or Zi2 ). The weight 
a is determined by the ratio of the distances of Zi to zh and Zi2 • 
3) If Zi is an internal node which lies in a triangle formed by three vertices Zi 1 , Zi2 , and Zi3 , 
we define 
Gh:i&(zi) = tai'VPk+I(Xj,YjiZij), 
j=l 
C¥j > 0, (2.5) 
where (xj, Yj) is the local coordinates of Zi with origin at Zir The weight aj is determined by 
the ratio of the distances of Zi to Zi 1 , Zi 2 , and Zi3 • 
In order to demonstrate the method, we shall discuss two examples in details. For the 
sake of simplicity and superconvergence analysis, both examples are under uniform meshes. 
Nevertheless, the method can be applied to arbitrary meshes even with curved boundaries, see 
Figure 13. 
Example 1. Linear element on uniform triangular mesh. First, we consider the regular 
pattern (Figure 1). We fit a quadratic polynomial 
in a least-squares sense with respect to the seven nodal values in (~, 77) coordinates 
- T T ~ = (0,1,0,-1,-1,0,1) ' if= (0,0,1,1,0,-1,-1) . 
Denote e = (1, 1, 1, 1, 1, 1, 1)T and set 
with ~2 = (er' e§' ... '~?)T, and ~;, 7}2 defined accordingly. We calculate 
6 0 0 0 0 0 0 
0 2 1 -1 -2 -1 1 
(AT A)-1 AT= ~ 0 1 2 1 -1 -2 -1 
6 -6 3 0 0 3 0 0 
-6 3 3 -3 3 3 -3 
-6 0 3 0 0 3 0 
and obtain P2 from a = (AT A)- 1 Arb. In order to investigate the approximation property of 
~e recovery operator, we let bT = ( uo, u1 , ... , u6) instead of using the finite element solution 
~·Recall 
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and we obtain 
We see that 
8p2 1 
ox (x, y) = 6h [2(ul - u4) + u2- u3 + u6 - us] 
1 1 
+ h2 (u1 - 2uo + u4)x + 2h2 (u1- 2uo + u4 + u2- U3 +us- u6)y; (2.6) 
8p2 1 [)y (x, y) = 6h [2(u2- us)+ u1- U6 + U3- u4] 
1 1 
+ 2h2 (u1- 2uo + u4 + u2- u3 +us- u6)x + h2 (u2- 2uo + us)y. (2.7) 
By the Taylor expansion, it is straight forward to verify that (2.6) and (2.7) provide a second 
order approximation to \lu, especially at (x, y) = (0, 0) where we have a finite difference scheme 
1 (2(u1-u4)+u2-u3+u6-us) 
6h 2(u2-us)+u3-u4+u1-u6 · 
We then obtain the recovered gradient at a vertex (see Figure 1) 
(2.8) 
With Ghu given at each vertex by (2.9), we are able to form a recovered gradient field by linear 
interpolation using the finite element basis functions. 
Next, we consider the Chevron mesh pattern. Following the same procedure as the above, 
we obtain the recovered gradient at a vertex (see Figure 2). 
(2.10) 
Again this is a second order approximation to the gradient. 
Example 2. We consider quadratic element on uniform triangular mesh of the regular 
pattern. We fit a cubic polynomial 
with respect to function values at nineteen nodes, which include seven vertices and twelve edge 
centers (Figure 5). Following the same procedure as in Example 1, we obtain the recovered 
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gradient at the vertex. 'We also obtain the recovered gradient at six edge centers by the averaging 
procedure described in (2.4) with a = 1/2 .. We shall skip the detail and only demonstrate 
in Figures 5, 7, 9, 11, the first components of the weights obtained from our new recovery 
procedure. Figure 5 shows the weights at the vertex. Figures 7, 9, 11 show the weights at 
horizontal, vertical, and diagonal edge centers, respectively, where the bottom picture is the 
average from the two on the top. Each set of weights provides a finite difference scheme for 
the x-derivative. By the Taylor expansion, we analyze the approximation quality of these finite 
difference schemes. This can be done symbolically by Maple. We have found that they all 
have fourth order accuracy. We list errors for the first component of the recovered gradient 
Ghu in approximating 8xu for all different cases in Figures 5, 7, 9, 11. 
At a vertex: 
(2.11) 
at a horizontal edge center: 
(2.12) 
at a vertical edge center: 
(2.13) 
and at a diagonal edge center: 
(2.14) 
We see that all finite difference schemes represented by weight stencils in Figures 5, 7, 9, 
11, produce the exact x-derivative for polynomials of degree up to four. Without averaging, we 
have third order accuracy at all edge centers instead of fourth order. 
The recovered y-derivative can be determined in the same way. Again, with Ghu given 
at each vertex and edge center, we are able to form a recovered gradient field by quadratic 
interpolation using the finite element basis functions. By the approximation theory, Ghu- \lu 
is of third order. 
We see from both examples that the recovery operator Gh provides a finite difference scheme 
with k+1-order accuracy. Moreover, with averaging and uniform grid, Gh provides a k+2-order 
accuracy at all mesh symmetry points including the vertex and edge centers for the quadratic 
element. This is not by accident. In fact we have the following general theorems. 
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For the convenience of our analysis, we define an element patch wi ~ound z,) which is a 
union of elements that covers all nodes needed for the recovery of Gh~::). 
Theorem 2.1. The recovery operator Gh preserves polynomials of degree up to k + 1 for an 
arbitrary grid. If Zi is a mesh symmetry center of involved nodes and k = 2r, then G h preserves 
polynomials of degree up to k + 2 at Zi· 
Proof (i) When u E Pk+l(wi), the least squares fitting of a polynomial of degree k + 1 will 
reproduce u, i.e., Pk+l = u on Wi· Therefore, Ghu(z) = \7u(z) on Wi· 
(ii) The value of the recovered gradient at each node Zi._:rn be equivalently expressed by a 
finite difference scheme involving adjacent nodal values of u'JQ as following: 
Ghu~zi) = ~ L Cj(zi):~Zij), L Cj(zi) = 0. 
j j 
The key observation is that when nodes Zij distribute symmetrically around Zi, coefficients 
Cj(zi) distribute anti-symmetrically. Furthermore, if k = 2r, and u is one of 
which are all even functions with respect to Zi = (xi, Yi), then 
Ghu(zi) = 2~ 2;: Cj(zi)(u(Zij)- u(2zi- Zij)) = 0 = \7u(zi). 
J 
Note that u(Zij) = u(2zi- Zij) by symmetry since u is an even function with respect to Zi· 
(iii) When u E Pk+2(wi) (k = 2r) and nodes are symmetrically distributed around Zi, using 
(i), (ii), and the linear property of Gh, it is straightforward to derive Ghu(zi) = \7u(zi)· 0 
Theorem 2.2. Let u E W~+2 (wi), then 
(2.15) 
If Zi is a grid symmetry point and u E W~+3 (wi) with k = 2r, then 
(2.16) 
Proof Recall the polynomial preserving property of Gh in Theorem 2.1, the conclusion 
follows by applying the Hilbert-Bramble Lemma [5, 8]. 0 
Remark 2.1. As the ZZ patch recovery, our new method provides a systematic way to post-
process (smooth) the finite element gradient. In addition, Theorems 2.1 and 2.2 reveal the 
most important property of the new recovery operator. In general, we are not able to prove 
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the same theorem for the ZZ patch recovery. Indeed, we shall demonstrate in Section 4 that 
the ZZ method has only O(h) recovery for the linear element (k = 1) on the uniform mesh of 
the Chevron pattern and O(h2 ) recovery at the element edge center for the quadratic element 
(k = 2) on the uniform mesh of the regular pattern. 
Remark 2.2. As the ZZ patch recovery, our new method is also problem independent. In 
addition, (2.15) is valid for arbitrary meshes as long as the rank condition (2.2) is satisfied. 
Even (2.16) does not require uniform meshes as long as Zi is. a grid symmetry point. 
Some practical issues. As we mentioned earlier, we need n 2:: m = (k+2)(k+3)/2 nodes for 
the least-squares fitting to satisfy the rank condition (2.2). This requirement is usually satisfied 
within Bhi(zi)· For an interior vertex Zi when using linear element, which needs at least six 
nodes to fit a quadratic polynomial, there are only two exceptions: Zz is linked to: a) three 
vertices (Figure 13 f), or b) four vertices (Figure 13 g). When this happens, we can either 
include further all nodes in Blhi (zi) for some integer l 2:: 2, or include only part of these nodes 
as described in Figure 13 f, g. The rule is to include enough nodes that make Zi as centered as 
possible. 
The situation is more subtle with a boundary vertex. Nevertheless, our method will work 
in any case. In Figure 13 a-e, we demonstrate some common boundary vertex patterns and a 
possible way of selecting nodes in each case. 
With higher order elements, the task of selecting nodes can be conveniently carried out with 
the concept of "element patch" as in ZZ patch recovery procedure. Attached to an interior 
vertex, there are at least three triangles (see Figure 13 f). If we use these three triangles to 
form an element patch, there are four vertices and six edges (with six edge centers). Function 
values at those vertices and edge centers can uniquely determine a cubic polynomial by the 
least-squares fitting. Therefore, selecting nodes for the quadratic finite element can be easily 
done for an interior vertex with any geometry pattern. The cubic clement has a similar situation 
in which case we need at least fifteen nodes to fit a quartic polynomial. In fact, we can select 
totally nineteen nodes on those three triangles in Figure 13 f, with four vertices, twelve edge 
nodes (two on each of the six edges), and three interior nodes. in general, the selected nodes 
will be more local when the polynomial degree goes higher. 
3. Superconvergence analysis. 
In this section, we utilize a tool in [13, 14, 16] to prove the superconvergence property of 
our recovery operator. We refer readers to [5, 8] for general theory of the finite element method 
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and to (7, 9, 11, 16, 20] for the superconvergence theory. 
First, we observe that the recovery operator results in a difference quotient. Let us take 
I , , 
linear element on uniform triangular mesh of the regular pattern as an example. The recovered 
derivative at a nodal point 0 is (see Figure 1) 
Let ¢j be the nodal shape functions. Then we can express 
a~1{)(0)¢o(x, y) 
1 
6h [u2¢2(x, y +h)- u3¢3(x- h, y +h)+ 2u1¢1(x + h, y) 
- 2u4¢4(x- h, y) + u6¢6(x + h, y- h)- us¢s(x, y- h)]. 
We see that the translations are in the directions of h = ±(1, 0), l2 = ±(0, 1), and l3 = ±(1, -1). 
Therefore, we can express the recovered x-derivative as 
.--
11... 3 t a~~(~)= L L C~~~uh(~+ ,vhli)· (3.1) 
lvi:SM i=l 
The analysis here follows closely the argument of Wahlbin in [16, §8.2]. We consider finite 
element approximation of the solution of a scalar second order elliptic problem. With D CC R2 
a basic domain, Sh c H 1(D) a parameterized family of finite element spaces, n cc D and 
S~(n) = {v E sh; suppv c n}, let u and Uh E sh be two functions such that 
A(u- uh, v) = 0, Vv E S~(n), 
where 
I ~ aw av ~ aw A(w, v) = L...t aij-a .-a . + L...t IJi-a .v + C'WV. . . 1 Xt XJ . 1 Xt t,]= t= 
Let no cc n1 cc n be separated by d ~ coh, let f. be a unit vector in R2 , and let H be a 
parameter, which is a constant times h. Denote by Tfi, a translation by H in the direction £, 
i.e., Tf,v~ = v~+ Hf), and for van integer, 
T~yv~) = v\9+ vHf) {3.2) 
Then the finite element space is called translation invariant by H in the direction £ if 
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for a fixed M. For constant coefficients A, we have 
Consequently, for Gh, a difference operator constructed from translations of type (3.2), we have 
Therefore, from Theorem 5.5.2 of [16] (withF = 0), we have 
C(ln _hd )r min IIGhu- viiLoo(fh) 
vESh xSh 
+Cd-s-2/qiiGh(u- uh)llwq-•(ni)' 
(3.3) 
(3.4) 
Here r = 1 for linear element and r = 0 for higher order elements. The first term on the right 
hand side of (3.3) can be estimated by the standard approximation theory under the assumption 
that the finite element space includes piecewise polynomials of degree k. 
For the second term, we have 
Here 
(u- uh, G'h¢) 
< C1llu- uh11Loo(!1 1+Mh)i1Gh¢11Ll(nt+Afh) 
< C21!u- uhiiL00 (!1 1+Mh)• 
(3.5) 
(3.6) 
where fh + Mh define a sub-domain that stretches out Mh from D1. Note that when s ~ 1, 
IIG'h¢IIL1 (n1+Mh) is bounded uniformly with respect to h. Applying Theorem 5.5.2 in [16] again, 
we have 
llu- uh11Loo(!1 1+Mh) < C(ln _hd)r min llu- viiL (f!) + Cd-s- 2/qllu- uhllw-•(n) 
vESh 00 q 
< C(ln * )r hk+l llullw~+J(n) + Cd-s-2/qllu- uhllwq-•(n)· (3.7) 
If the separation parameter d = 0(1), then combining (3.3) to (3.7), we have shown: 
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Now we are ready for the main theorem of the paper. 
Theorem 3.1. Let the coefficients in differential operator A be constants, let the finite element 
space, which includes piecewise polynomials of degree k, be translation invariant in directions 
required by the recovery operator Gh on n CC D, and let u E w~+2 (n). Assume that 
A(u- uh, v) = 0 for v E S~(O). Assume further that Theorem 5.5.2 in [16] is applicable. Then 
on any interior region 0 0 cc n, there is a constant C independent of hand u such that 
for some s :2: 0 and q :2: 1. 
Proof We decompose 
Then the conclusion follows by applying (2.15) of Theorem 2.2 to the first term and (3.8) to 
the second term. D 
Remark 3.1. Theorem 3.1 is a superconvergence result under the condition 
For negative norm estimates, the reader is referred to [13]. 
The result is also quite general, and it covers many important cases including the most 
commonly used linear and quadratic elements. 
1. Linear element (k = 1): superconvergence recovery is achieved for uniform triangular 
meshes of all four patterns including the Chevron pattern. 
2. Quadratic element (k = 2): Again superconvergence recovery is achieved for uniform 
triangular meshes of all four patterns. In the literature, we know that the tangential derivative 
of the finite element solution is superconvergent at two Gaussian points along the element edge 
for certain uniform mesh patterns [2, 3, 16]. Zienkiewicz-Zhu reported in 1992 [21] that their 
method produced O(h4 ) gradient recovery at element vertices for the uniform triangular mesh 
of the regular pattern. However, since the ZZ patch recovery only results in O(h2 ) recovery at 
element edge centers, it does not generate superconvergence recovery for the quadratic element 
on the whole patch. We shall see from our numerical examples in Section 5 that our new recovery 
produces O(h4 ) gradient recovery at element vertices as well as at element edge centers. By 
quadratic interpolation at vertices and element edge centers, this will surely results in a O(h3 ) 
recovery. 
\ I-\-~ .()''1-' ~((""'{'~ \ \" '?., I ; 
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Remark 3.2. Following the argument in [16, §8.4], the result of Theorem 3.1 can be gener-
alized to variable coefficients cases. 
Remark 3.3. By constructing tensor-product of smoothest B-splines, Bramble-Schatz [6] 
designed a local averaging method (K-operator) to achieve superconvergent approximation to 
solution values. The argument was extended to include superconvergent approximation to any 
deviratives of the solution [15]. However, the method requires meshes to be locally translation 
invariant in all of the axes directions. For this reason, the method has not been implemented 
in commercial finite element codes. 
In comparison, our new recovery method as well as the ZZ patch recovery method are 
applicable to arbitrary meshes in practice, even though we have only proved superconvergence 
under translation invariant meshes. Currently, the ZZ patch recovery technique is used in many 
commercial codes, such as ANSYS, MCS/NASTRAN-Marc, Pro/MECHANICA (a product of 
Parametric Technology), and I-DEAS (product of SDRC, part of EDS), for the purpose of 
smoothing and adaptive remeshing. It is also used in NASA's COMET-AR (COmputationaJ 
MEchanics Testbed With Adaptive Refinement). We hope that our new method can find its 
application in practical engineering computation. 
Remark 3.4. Another important feature of the new method shared with the ZZ patch re-
covery is its problem independent. Although we have only proved superconvergence for second-
order elliptic problems, the recovery procedure can be applied to many other problems, including 
nonlinear problems. 
4. Comparison with the ZZ patch recovery. 
As we proved in Theorem 2.1, the new recovery method is degree k+ 1 polynomial preserving 
for finite element method of degree k. In general, the ZZ patch recovery is not degree k + 1 
polynomial preserving even for uniform meshes. To illustrate this, we consider quadratic element 
on uniform triangular grid of the regular pattern. As a comparison, we display in Figures 6, 8, 
10, 12, the first components of qz (zi) obtained from the ZZ patch recovery at a vertex z0 , a 
horizontal edge center Z1, a vertical edge center z2, and a diagonal edge center Z3, respectively. 
It is straightforward to verify that the finite difference scheme represented by the stencils in 
Figures 7, 9, and 11 produce the exact x-derivative for polynomials of degrees up to four, while 
the the stencils in Figures 8, 10, and 12 can only produce the exact x-derivative for polynomials 
of degrees up to two. We list errors for the first component of the recovered gradient from the 
ZZ method in approximating Bxu for all different cases in Figures 6, 8, 10, 12. 
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At a vertex: 
1~;0 (108x8~u + 2oa;a:u + 158~a;u + sa;ayu + 48~u); 
at a horizontal edge center: 
at a vertical edge center: 
at a diagonal edge center: 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
We see that only second order accuracy is achieved at all edge centers even with averaging. 
On an irregular grid, the ZZ patch recovery does not reproduce a cubic polynomial even at -
the vertex. When we distort the central node in an element patch of the regular pattern by~) 
in both x andy directions (see Figure 14), the convergence rate drops from four to two as we 
can see from the following equation: 
~2 h2 2 4 3 2 4 2 ( 84 . 82 ) [(533- 4548 + 268 )8xu + (829- 14098 - 2188 )8x8yu 120 11 +50 + 44 't 
+ (275- 148382 - 51484 )8xa;u + (11 + 3482 + 18o®)a:uJ. 
We can show that for linear element under uniform triangular mesh of the regular pattern, 
the new method is the same as the ZZ patch recovery as well as the weighted average. In other 
words, all three methods produce the same recovery operator Gh. We can further show that 
under the uniform triangular mesh of the union jack the criss-cross patterns, our procedure is 
equivalent to the ZZ patch recovery and the weighted average fork= 1, i.e., all three recovery 
techniques produce O(h2 ) recovery for linear element under the uniform triangular meshes of 
the union jack the criss-cross patterns. 
However, for irregular grid, the new method produces the exact gradient for polynomials 
of degrees up to 2 while the other two methods can only maintain polynomials of degree 1 for 
linear finite elements. This is even the case with the uniform mesh of the Chevron pattern. 
In Figures 3 and 4, we plot the stencils for the weighted average and the ZZ patch recovery, 
respectively. It is straightforward to verify that both of them result in only a first order recovery 
at the center, comparing with the second order scheme of Figure 2. In the last section, we shall 
demonstrate that our new method indeed results in a superconvergence gradient recovery at 
each interior vertex. 
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5. Numerical test. 
In this section, two test problems are used to verify superconvergence and ultraconvergence 
of our new gradient recovery method. Especially, we shall demonstrate the superiority of the 
new method over the ZZ patch recovery by comparing the two under 1) linear element on the 
uniform grid of the Chevron pattern; and 2) quadratic element on the uniform grid of the regular 
pattern. In order to exclude the boundary singularity, both of our test cases have analytic exact 
solutions. 
Case 1. Our first example is a test case in [21], the Poisson equation with zero boundary 
condition on the unit square with the exact solution 
u(x, y) = x(1- x)y(1- y). 
Case 2. Our second example is 
The exact solution is u(x,y) = sin7rxsin7ry. 
The initial mesh for linear element is obtained by decomposing the unit square into 4 x 4 
uniform squares and dividing each sub-square into two triangles with the Chevron pattern. 
Computation is performed on four different mesh levels based on bisection refinement. We 
define ll·lloo,N as a discrete maximum norm at all nodal points in an interior region [1/8, 7 /8]2. 
Figures 15 and 16 compare the performance of the new recovery and the ZZ patch recovery. 
They show a second-order convergent rate (a superconvergence result) of the recovered gradient 
by our new method in both test cases while only a first-order convergent rate for the ZZ patch 
recovery. 
The quadratic element starts with the initial mesh of the regular pattern with the same 
amount of elements as in the linear case. However, in order to maintain the edge centers we 
use tri-section, i.e., 3 x 3 refinement to obtain the next two mesh levels (with 2(12 x 12) and 
2(36 x 36) elements, respectively). We define II ·lloo,Nv and ll·lloo,Ne as two discrete maximum 
norms at all vertices and edge centers, respectively, in an interior region [1/9, 8/9] 2 . Figures 
17 indicates a six-order convergent rate (a surprising result!) of the recovered gradient by our 
new method for Case 1 in both discrete norms and shows only a second-order convergent rate 
for the ZZ patch recovery at the edge centers. Similarly, Figure 18 indicates a fourth-order 
convergent rate (an ultraconvergence result) of the recovered gradient by our new method for 
Case 2 in both discrete norms and shows only a second-order convergent rate for the ZZ patch 
recovery at the edge centers. 
14 
As we mentioned earlier in Section 4, for the linear element, the new recovery method 
is the same as the ZZ patch recovery (and the weighted average) for the uniform triangular 
mesh of the regular patter, and is equivalent to the ZZ patch recovery (as well as the weighted 
average) under the uniform triangular mesh of the criss-cross and the union jack patterns. 
Therefore, the new method inherits the superconvergence property of the ZZ patch recovery 
under these situations. Our theoretical and numerical results show that the new method also 
provides superconvergent recovery for the Chevron pattern, which is a significant improvement 
over the ZZ patch recovery. As for the quadratic element, the new method not only keeps the 
ultraconvergence of the ZZ patch recovery at the vertices but also produces ultraconvergent 
recovery at element edge centers, thereby provides a superconvergent recovery on the whole 
interior domain by interpolation using the quadratic finite element basis functions. This is also 
a significant improvement over the ZZ patch recovery. 
In summary, the new recovery method keeps all known superconvergent properties of the 
ZZ patch recovery while out-performs it in case of quadratic element at edge centers and linear 
element for the Chevron mesh. Our further investigation will be devoted to analysis of the 
new recovery method in application to a posteriori error estimates, especially, under irregular 
meshes. 
Acknowledgement. The first author would like to thank Dr. J .z. Zhu, one of the inventors 
of the ZZ patch recovery method, for his encouragement and valuable discussions on the research 
in this direction. 
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Figure 13: Mesh geometry 
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Figure 14: Mesh distortion 
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Figure 15: Linear element (Chevron) case 1 
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