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KELLER-OSSERMAN CONDITIONS FOR
DIFFUSION-TYPE OPERATORS ON RIEMANNIAN
MANIFOLDS
LUCIANO MARI, MARCO RIGOLI, AND ALBERTO G. SETTI
Abstract. In this paper we obtain generalized Keller-Osserman
conditions for wide classes of differential inequalities on weighted
Riemannian manifolds of the form Lu ≥ b(x)f(u)`(|∇u|) and Lu ≥
b(x)f(u)`(|∇u|) − ρ(u)h(|∇u|), where L is a non-linear diffusion-
type operator. While we concentrate on non-existence results, in
many instances the conditions we describe are in fact necessary for
non-existence. The geometry of the underlying manifold does not
affect the form of the Keller-Osserman conditions, but is reflected,
via bounds for the modified Bakry-Emery Ricci curvature or for
the weighted volume growth of balls, in growth conditions for the
functions b and `.
1. Introduction
intro
Consider the Poisson-type inequality on Euclidean space Rm
PoissonRm (1.1) ∆u ≥ f(u)
where f ∈ C0([0,+∞)), f(0) = 0 and f(t) > 0 if t > 0. By an entire
solution of (1.1) we mean a C1 function u satisfying (1.1) on Rm in the
sense of distributions. Let
defF (1.2) F (t) =
∫ t
0
f(s) ds.
It is well know that if f satisfies the Keller–Osserman condition
KellerOssermanRm (1.3)
1√
F (t)
∈ L1(+∞),
then (1.1) has no nonnegative entire solutions except u ≡ 0. Note that
in the case where f(t) = tq the integrability condition expressed by
(1.3) is equivalent to q > 1. But (1.3) is sharper than the condition on
powers it is implied by. For instance (1.3) holds if f(t) = t logβ(1 + t)
with β > 2.
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As a matter of fact, if the Keller–Osserman condition fails, that is,
if
noKellerOssermanRm (1.4)
1√
F (t)
6∈ L1(+∞),
then inequality (1.1) admits positive solutions. Indeed, consider the
ODE problem
radialPoissonRm (1.5)
{
α′′ + m−1
r
α′ = f(α)
α(0) = αo > 0, α
′(0) = 0.
General theory yields the existence of a solution in a maximal interval
[0, R) and a first integration of (1.5) gives α′ > 0 on (0, R). Suppose
by contradiction that R < +∞. Using the maximality condition and
the monotonicity of α we obtain
lim_alpha (1.6) lim
r→R−
α(r) = +∞.
On the other hand it follows from (1.5) that
α′α′′ ≤ f(α)α′,
whence integrating over [0, r], 0 < r ≤ R, changing variables in the
resulting integral, and taking square roots we obtain
α′√
F (α)
≤
√
2.
A further integration over [0, r] with 0 < a < r < R yields∫ α(r)
α(a)
dt√
F (t)
≤
√
2(r − a)
and letting r → R− and using (1.6) we contradict (1.4). This shows
that the function α is defined on [0,+∞). Setting u(x) = α(r(x))
(r(x) = |x|) gives rise to a radial positive entire solution of (1.1). Note
however that any nonnegative solution of (1.1) must diverge at infinity
sufficiently fast. Indeed, it follows from [17], Corollary 16, that if u ≥ 0
is an entire solution of (1.1) satisfying
u(x) = o
(
r(x)σ
)
as r(x)→ +∞,
with 0 ≤ σ < 2, and f is non-decreasing, then u ≡ 0. Note that this
latter conclusion can be hardly deduced from (1.4).
We also observe that differential inequalities of the type (1.1) often
appear in connection with geometrical problems on complete manifolds
and, in fact, R. Osserman introduced condition (1.3) in [13] in his
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investigation on the type of a Riemann surface. For a number of further
examples we refer, for instance, to [16].
Motivated by the above considerations, from now on we will de-
note with (M, 〈 , 〉) a complete, non-compact, connected Riemannian
manifold of dimension m ≥ 2. We fix an origin o in M and we let
r(x) = dist(x, o) be the Riemannian distance from the chosen refer-
ence point, and we denote by Br the geodesic ball of radius r centered
at o and with ∂Br its boundary.
Given a a positive function D(x) ∈ C2(M) and a non-negative
function ϕ ∈ C0(R+0 ) ∩ C1(R+), where, as usual R+ = (0,+∞) and
R+0 = [0,+∞), we consider the diffusion-type operator defined on M
by the formula
LD,ϕu =
1
D
div
(
D|∇u|−1ϕ(|∇u|)∇u).
For instance, if D ≡ 1 and ϕ(t) = tp−1, p > 1, or ϕ(t) = t√
1+t2
we recover the usual p-Laplacian and the mean curvature operator,
respectively.
If b(x) ∈ C0(M) and ` ∈ C0(R+0 ), we will be interested in solutions
of the differential inequality
main_ineq (1.7) LD,ϕu ≥ b(x)f(u)`(|∇u|).
By an entire classical weak solution of (1.7) we mean a C1 function u on
M which satisfies the inequality in the sense of distributions, namely,
weak_ineq (1.8) −
∫
|∇u|−1ϕ(|∇u|)〈∇u,∇ϕ〉DdV ≥
∫
b(x)f(u)`(|∇u|)ψD dV
for every non-negative function ψ ∈ C∞c (M), where we have denoted
with dV the Riemannian volume element.
Since we are dealing with a diffusion-type operator, the interplay be-
tween analysis and geometry will be taken into account by means of the
modified Bakry–Emery Ricci tensor that we now introduce. Following
Z. Qian ([20]), for n > m let
Riccm,n(LD) = RiccM − 1
D
HessD +
n−m− 1
n−m
1
D2
dD ⊗ dD
= Ricc(LD)− 1
n−m
1
D2
dD ⊗ dD
modified_Bakry-Emery_Ricci (1.9)
be the modified Bakry–Emery Ricci tensor, where Ricc(LD) is the usual
Bakry–Emery Ricci tensor, RiccM is the Ricci tensor of (M, 〈 , 〉), (see
D. Bakry and P. Emery, [2]), and where, to simplify notation, we have
denoted with LD the operator LD,ϕ for ϕ(t) = t.
We introduce some more terminology.
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Cincreasing_def Definition 1.1. Let g be a real valued function defined on R+. We say
that g is C-increasing on R+ if there exists a constant C ≥ 1 such that
Cincreasing (1.10) sup
s∈(0,t]
g(s) ≤ Cg(t) ∀t ∈ R+.
It is easily verified that the above condition is equivalent to
inf
s∈[t,+∞)
g(s) ≥ 1
C
g(t) ∀t ∈ R+,
and both formulations will be used in the sequel. Clearly, (1.10) is
satisfied with C = 1 if g is non-decreasing on R+. In general, the
validity of (1.10) allows a controlled oscillatory behavior such as, for
instance, that of g(t) = t2(2 + sin t).
In order to state our next result, we introduce the following set of
assumptions.
(Φ0) ϕ
′ > 0 on R+.
(F1) f ∈ C(R), f(0) = 0, f(t) > 0 if t > 0 and f is C-increasing on
R+.
(L1) ` ∈ C0(R+0 ), `(t) > 0 on R+.
(L2) ` is C-increasing on R+.
(ϕ`) lim inft→0+
ϕ(t)
`(t)
= 0, tϕ
′(t)
`(t)
∈ L1(0+) \ L1(+∞).
(θ) there exists θ ∈ R such that the functions
t→ ϕ
′(t)
`(t)
tθ and t→ ϕ(t)
`(t)
tθ−1
are C-increasing on R+.
Clearly the last two conditions relate the operator LD,ϕ to the gra-
dient term `, and, in general, they are not independent. As we shall
see below, in favorable circumstances (θ) implies (ϕ`). This is the
case, for instance, in the next Theorem A when θ < 1. For a better
understanding of these two assumptions, we examine the special but
important case where `(t) = tq, q ≥ 0. First we consider the case of the
p-Laplacian, so that ϕ(t) = tp−1, p > 1. Then, given θ ∈ R, (ϕ`) and
(θ) are simultaneously satisfied provided
p > q + 1 and θ ≥ q − p+ 2.
If we consider ϕ(t) = tet
2
(which, whenD ≡ 1, gives rise to the operator
associated to the exponentially harmonic functions, see [5] and [6]),
then (ϕ`) and (θ) are both satisfied provided
q < 1 and q ≤ θ.
If ϕ = t√
1+t2
, which, for D ≡ 1, corresponds to the “mean curvature
operator”, then (ϕ`) does not hold for any q ≥ 0. However, a variant
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of our arguments will allow us to analyze this situation, see Section 4
below.
Because of (L1) and (ϕ`) we may define a C
1-diffeomorphism K :
R+0 → R+0 by the formula
K_def (1.11) K(t) =
∫ t
0
sϕ′(s)
`(s)
ds.
Since K is increasing on R+0 so is its inverse K−1. Moreover, when
` ≡ 1 then
K ′(t) = H˜ ′(t)
where
H˜(t) = tϕ(t)−
∫ t
0
ϕ(s)ds
is the pre-Legendre transform of t→ ∫ t
o
ϕ(s)ds.
Having defined F as in (1.2) we are ready to introduce our first
generalized Keller–Osserman condition.
KO (KO)
1
K−1(F (t))
∈ L1(+∞).
It is clear that, in the case of the Laplace–Beltrami operator (or more
generally, of the p-Laplacian) and for ` ≡ 1, (KO) is equivalent to the
classical Keller–Osserman condition (1.3). After this preparation we
are ready to state
Theorem A Theorem A. Let (M, 〈 , 〉) be a complete manifold satisfying
genRicci_lower_bound (1.12) Riccn,m(LD) ≥ H2(1 + r2)β/2,
for some n > m, H > 0 and β ≥ −2. Let also b(x) ∈ C0(M) be a
non-negative function such that
b_lower_bound (1.13) b(x) ≥ C
r(x)µ
if r(x) 1,
for some C > 0 and µ ≥ 0. Assume that (Φ0), (F1), (L1), (L2), (ϕ`),
(θ) and (KO) hold, and suppose that
thetabetamu (θβµ)
{
θ < 1− β/2− µ or θ = 1− β/2− µ < 1 if µ > 0
θ < 1− β/2 if µ = 0.
Then any entire classical weak solution u of the differential inequality
(1.7) is either non-positive or constant. Furthermore, if u ≥ 0 and
`(0) > 0, then u ≡ 0.
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We remark that letting β < −2 in (1.12) yields the same estimates
valid for β = −2, which roughly correspond to the Euclidean behavior.
Correspondingly, the conclusion of Theorem A is not improved by such
a strengthening of the assumption on the modified Bakry–Emery Ricci
curvature.
To better appreciate the result and the role played by geometry, we
state the following consequence for the p-Laplace operator ∆p.
Corollary A1 Corollary A1. Let (M, 〈 , 〉) and b(x) be as in the statement of Theo-
rem A and satisfying (1.12) with D ≡ 1 (so that Riccn,m = Ricc) and
(1.13). Let f satisfy (F1) and let `(t) = t
q, for some q ≥ 0. Assume
that p and µ satisfy
p > q + 1, 0 ≤ µ ≤ p− q, β ≤ 2(p− q − µ− 1).
If
(KO)
1
F (t)1/(p−q)
∈ L1(+∞),
then any entire classical weak solution u of the differential inequality
∆pu ≥ b(x)f(u)|∇u|q
is either non-positive or constant.
Note that if p = 2 and q = µ = 0, then the maximum amount of
negative curvature allowed is obtained by choosing β = 2. In particular,
the result covers the cases of Euclidean and hyperbolic space. We
observe in passing that the choice β = 2 is borderline for the stochastic
completeness of the underlying manifold.
To include in our analysis the case of the mean curvature operator
we state the following consequence of Theorem 4.1.
Corollary A2 Corollary A2. Let (M, 〈 , 〉) and b(x) be as in the statement of Theo-
rem A and satisfying (1.12) with D ≡ 1 and (1.13). Let f satisfy (F1)
and let `(t) = tq, for some q ≥ 0. Assume µ ≥ 0 and that
0 ≤ q < −β
2
− µ.
If
(K̂O)
1
F (t)1/(1−q)
∈ L1(+∞),
then any non-negative, entire classical weak solution u of the differen-
tial inequality
div
(
∇u√
1 + |∇u|2
)
≥ b(x)f(u)|∇u|q
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is constant.
Note that, contrary to Corollary A1, the case of hyperbolic space,
which corresponds to β = 0, is not covered by Corollary A2. On the
other hand, if β = −2, which, as already mentioned, roughly cor-
responds to a Euclidean behavior, the conditions on the parameters
become
µ ≥ 0, 0 ≤ q < 1− µ,
and they are clearly compatible. This is one of the instances where
the interaction between geometry and differential operators comes into
play.
As briefly remarked at the beginning of this introduction, the failure
of the Keller–Osserman condition may yield existence of non-constant
non-negative entire solutions. The next result shows that such solu-
tions, if they exist, have to go to infinity sufficiently fast depending on
the geometry of M and, of course, of the relevant parameters in the
differential inequality satisfied. To state our result we introduce the
following set of assumptions.
(Φ1) (i)ϕ(0) = 0; (ii)ϕ(t) ≤ Atδ on R+, for some A, δ > 0.
(F0) f ∈ C0(R+0 ).
(L3) ` ∈ C0(R+0 ), `(t) ≥ Ctχ on R+, for some C > 0, χ ≥ 0.
(b1) b ∈ C0(M), b(x) > 0 on M , b(x) ≥ Cr(x)µ if r(x)  1, for some
C > 0, µ ∈ R.
Theorem B Theorem B. Let (M, 〈 , 〉) be a complete Riemannian manifold, and
assume that conditions (Φ1), (F0), (L3) and (b1) hold. Given σ ≥ 0,
let η = µ− (1 + δ − χ)(1− σ) and suppose that
σ ≥ η, 0 ≤ χ < δ.
Let u be a non-constant entire classical weak solution of
(1.7) LD,ϕu ≥ b(x)f(u)`(|∇u|),
and suppose that either
σ > 0, lim inf
t→+∞
f(t) > 0 and
u+(x) = max{u(x), 0} = o
(
r(x)σ
)
as r(x)→ +∞,
u_growth (1.14)
or
(1.15) σ = 0 and u∗ = sup
M
u < +∞.
Assume further that either
vol_growth_exp (1.16) lim inf
r→+∞
log
∫
Br
D(x)dV (x)
rσ−η
< +∞ if σ − η > 0
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or
vol_growth_poly (1.17) lim inf
r→+∞
log
∫
Br
D(x)dV (x)
log r
< +∞ if σ − η = 0.
Then u∗ < +∞ and f(u∗) ≤ 0. In particular, if we also assume that
f(t) > 0 for t > 0, and that u(xo) > 0 for some x ∈ M , then u is
constant on M , and if in addition f(0) = 0 and `(0) > 0, then u ≡ 0
on M .
Observe that the growth condition (1.14) is sharp. Indeed, we con-
sider the case of the p-Laplace operator on Euclidean space, for which
D ≡ 1 and δ = p − 1, and suppose that χ = µ = 0 and σ = η.
Since η = p(σ − 1), the latter condition amounts to σ = p′, the Ho¨lder
conjugate exponent of p. Since condition (1.17), which now reads
lim inf
r→+∞
log volBr
log r
< +∞,
is clearly satisfied, all assumptions of Theorem B hold. On the other
hand, a simple computation shows that the function u(x) = 1
p′ r(x)
p′
is a classical entire weak solution of ∆pu = m, for which (1.14) barely
fails to be met.
We also stress that while in Theorem A the main geometric assump-
tion is the radial lower bound on the modified Bakry–Emery Ricci cur-
vature expressed by (1.12), in Theorem B we consider either (1.16) or
(1.17), which we interpret as follows. Let dVD = DdV be the measure
with density D(x), so that, for every measurable set Ω,
volD(Ω) =
∫
Ω
D(x) dV,
and consider the weighted Riemannian manifold (M, 〈, 〉, dVD). With
this notation, we may rewrite, for instance (1.16), in the form
vol_growth_exp_bis (1.18) lim inf
r→+∞
log volDBr
rσ−η
<∞, if σ > η,
and interpret it as a control from above on the growth of the weighted
volume of geodesic balls with respect to Riemannian distance func-
tion. This is a mild requirement, which is implied, via a version of the
Bishop–Gromov volume comparison theorem for weighted manifolds,
by a lower bound on the modified Bakry–Emery Ricci curvature in the
radial direction. Indeed, as we shall see in Section 2 below, the latter
yields an upper estimate on LDr which in turn gives the volume com-
parison estimate. In fact, we shall prove there that an Lp-condition
on the modified Bakry–Emery Ricci curvature implies a control from
above on the weighted volume of geodesic balls.
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On the contrary, as in the classical case of Riemannian geometry,
volume growth restrictions do not provide in general a control on
LDr. This in turn prevents the possibility of constructing radial super-
solutions of (the equation corresponding to) (1.7), that could be used,
as in the proof of Theorem A, as suitable barriers to study the existence
problem via comparison techniques. This technical difficulty forces us
to devise a new approach in the proof of Theorem B, based on a gen-
eralization of the weak maximum principle introduced by the authors
in [22], [16] (see Section 5).
In Section 6 we implement our techniques to analyze differential
inequalities of the type
ineq_minus (1.19) LD,ϕu ≥ b(x)f(u)`(|∇u|)− g(u)h(|∇u|),
where g and h are continuous functions. Our first task is to find an
appropriate form of the Keller–Osserman condition. To this end, we
let
rho_def (ρ) ρ ∈ C0(R+0 ), ρ(t) ≥ 0 on R+0 ,
and define the function Fˆ (t) = Fˆρ,ω depending on the real parameter
ω by the formula
F_rho_omega (1.20) Fˆρ,ω(t) =
∫ t
0
f(s)e(2−ω)
∫ s
0 ρ(z)dzds.
Note that Fˆ is well defined because of our assumptions. We assume that
tϕ′/` ∈ L1(0+)\L1(+∞), define K as in (1.11) and let K−1 : R+0 → R+0
be its inverse. The new version of the Keller–Osserman condition that
we shall consider is
rhoKO (ρKO)
e
∫ t
0 ρ(z)dz
K−1
(
Fˆ (t)
) ∈ L1(+∞).
Of course, when ρ ≡ 0 we recover condition (KO) introduced above.
As we shall see in Section 5, the two conditions are in fact equivalent
if ρ ∈ L1 under some mild additional conditions.
We prove
Theorem C Theorem C. Let (M, 〈 , 〉) be a complete manifold satisfying
(1.12) Riccn,m(LD) ≥ H2(1 + r2)β/2,
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for some n > m, H > 0 and β ≥ −2. Assume that (F1), (L1), (L2),
(ϕ`), (θ), (b1) and (`) hold with µ ≥ 0, θ ≤ 1 and
thetabetamu’ (θβµ’)

θ < 1− β/2− µ, if θ ≤ 1, µ > 0
θ = 1− β/2− µ, if θ < 1, µ > 0
θ < 1− β/2, if θ ≤ 1, µ = 0.
Suppose also that
(h) h ∈ C0(R+0 ), 0 ≤ h(t) ≤ Ct2ϕ′(t) on R+0 , for some C > 0,
(g) g ∈ C0(R+0 ), g(t) ≤ Cρ(t) on R+0 , for some C > 0,
and ρ satisfying (ρ). If (ρKO) holds with ω = θ in the definition of Fˆ ,
then any entire classical weak solution u of the differential inequality
(1.19) either non-positive or constant. Moreover, if u ≥ 0 and `(0) > 0
then u ≡ 0.
As already observed, (ϕ`) is not satisfied by the mean curvature
operator; however, a version of Theorem C can be given to handle this
case, see Section 6 below.
As mentioned earlier, is some circumstances (ρKO) is equivalent to
(KO). This is the case, for instance, in the next
Corollary C1 Corollary C1. Let (M, 〈 , 〉) be as in Theorem C. Assume that (g),
(F1), (L2), (ϕ`), (L1), (θ) and (θβµ’) hold. Suppose also that
g+(t) = max{0, g(t)} ∈ L1(+∞).
If (KO) holds, then any entire classical weak solution u of
∆pu ≥ b(x)f(u)`(|∇u|)− g(u)|∇u|p
is either non-positive or constant. Moreover, if u ≥ 0 and `(0) > 0
then u ≡ 0..
We conclude this introduction by observing that in the literature
have recently appeared other methods to obtain Liouville-type results
for differential inequalities such as (1.7) or (1.19). Among them we
mention the important technique developed by E. Mitidieri and S.I. Po-
hozaev, see, e.g., [11], which proves to be very effective when the am-
bient space is Rm. Their method, which involves the use of cut-off
functions in a non-local way, may be adapted to a curved ambient
space, but is not suitable to deal with situations where the volume of
balls grows superpolynomially.
The paper is organized as follows:
1 Introduction.
2 Geometric comparison results.
3 Proof of Theorem A and related results.
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4 A second version of Theorem A.
5 The weak maximum principle and non existence of solutions
with controlled growth.
6 Proof of Theorem C.
In the sequel C will always denote a positive constant which may
vary from line to line.
2. Comparison results
section_comparison
In this section we consider the diffusion operator
diffusion (2.1) LDu =
1
D
div(D∇u) D ∈ C2(M) , D > 0.
and denote by r(x) the distance from a fixed origin o in anm-dimensional
complete Riemannian manifold (M, 〈 , 〉). The Riemannian metric and
the weight D give rise to a metric measure space, with measure DdV ,
dV denoting the usual Riemannian volume element. For ease of nota-
tion in the sequel we will drop the index D and write LD = L.
The purpose of this section is to collect the estimates for Lr and
for the weighted volume of Riemannian balls, that will be used in the
sequel. The estimates are derived assuming an upper bound for a family
of modified Ricci tensors, which account for the mutual interactions of
the geometry and the weight function.
Although most of the material is available in the literature (see, e.g.
D. Bakry and P. Emery [2], Bakry [1], A.G. Setti [24], Z. Qian [20],
Bakry and Qian [3], J. Lott [10], X.-D. Li [8]), we are going to present a
quick derivation of the estimates for completeness and the convenience
of the reader.
We note that our method is somewhat different from that of most of
the above authors. In addition we will be able to derive weighted vol-
ume estimates under integral type conditions on the modified Bakry–
Emery Ricci curvature, which extend to this setting results of S. Gallot
[7], P. Petersen and G. Wei [14], and S. Pigola, M. Rigoli and Setti [18].
For n > m we let Ricc(L) and Riccn,m(L) denote the Bakry-Emery
and the modified Bakry-Emery Ricci tensors defined in (1.9).
The starting point of our considerations is the following version of
the Bochner–Weitzenbo¨ck formula for the diffusion operator L.
Bochner-Weitzenbock_lemma Lemma 2.1. Let u ∈ C3(M), then
Bochner-Weitzenbock_formula (2.2)
1
2
L
(|∇u|2) = |Hessu|2 + 〈∇Lu,∇u〉+ Ricc(L)(∇u,∇u).
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Proof. It follows from the definition of L and the usual Bochner–Weitzenbo¨ck
formula that
L(|∇u|2) = ∆(|∇u|2) +D−1〈∇D,∇|∇u|2〉
= 2|Hessu|2 + 2〈∇∆u,∇u〉+ 2Ricc(∇u,∇u) +D−1〈∇D,∇|∇u|2〉.
Now computations show that
D−1〈∇D,∇|∇u|2〉 = 2D−1Hessu(∇u,∇D)
and
〈∇∆u,∇u〉 = 〈∇(Lu−D−1〈∇D,∇u〉),∇u〉
= 〈∇(Lu),∇u〉+D−2〈∇u,∇D〉2
−D−1Hessu(∇u,∇D)−D−1HessD(∇u,∇u),
so that substituting yields the required conclusion. 
Lr_formula_lemma Lemma 2.2. Let (M, 〈 , 〉) be a complete Riemannian manifold of di-
mension m. Let r(x) be the Riemannian distance function from a fixed
reference point o, and denote with cut(o) the cut locus of o. Then for
every n > m and x 6∈ {o} ∪ cut(o)
Lr_diff_ineq (2.3)
1
n− 1(Lr)
2 + 〈∇Lr,∇r〉+ Riccn,m(∇r,∇r) ≤ 0.
Proof. We use u = r(x) in the generalized Bochner–Weitzenbo¨ck for-
mula (2.2). Since Hessr(∇r,X) = 0 for every vector field X, by taking
an orthonormal frame in the orthogonal complement of ∇r, and using
the Cauchy–Schwarz inequality we see that
|Hess r|2 ≥ 1
m− 1(∆r)
2
Using the elementary inequality
(a− b)2 ≥ 1
1 + 
a2 − 1

b2, a, b ∈ R,  > 0,
we estimate
(∆u)2 = (Lu−D−1〈∇D,∇u〉)2 ≥ 1
1 + 
(Lu)2 − 1

D−2〈∇D,∇u〉2.
Now, the required conclusion follows substituting into (2.2), using
|∇r| = 1, choosing  in such a way that (1 + )(m − 1) = n − 1,
and recalling the definition of Riccn,m. 
We are now ready to prove the weighted Laplacian comparison the-
orem. Versions of this results have been obtained by Setti, [24], for the
case where n = m+1 and later by Qian ([20]) in the general case where
n > m (see also [3] which deals with the case where the drift term is
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not even assumed to be a gradient). We present a proof modeled on
the proof of the Laplacian Comparison Theorem described in [16].
weighted_laplacian_comparison Proposition 2.3. Let (M, 〈 , 〉) be a complete Riemannian manifold
of dimension m. Let r(x) be the Riemannian distance function from
a fixed reference point o, and denote with cut(o) the cut locus of o.
Assume that
modifiedRicci_lower_bound (2.4) Riccn,m(∇r,∇r) ≥ −(n− 1)G(r)
for some G ∈ C0([0,+∞), let h ∈ C2([0,+∞) be a solution of the
problem
h_ineq (2.5)
{
h′′ −Gh ≥ 0
h(0) = 0, h′(0) = 1,
and let (0, R), R ≤ +∞, be the maximal interval where h(r) > 0. Then
for every x ∈M we have r(x) ≤ R, and the inequality
estimate_Lr (2.6) Lr(x) ≤ (n− 1)h
′(r(x))
h(r(x))
holds pointwise in M \ (cut(o) ∪ {o}) and weakly on M .
Proof. Next let x ∈ M \ (cut(o) ∪ {o}), let γ : [0, r(x)] → M be the
unique minimizing geodesic parametrized by arc length joining o to x,
and set ψ(s) = (Lr) ◦ γ(s). It follows from (2.3) and γ˙ = ∇r that
d
ds
(Lr ◦ γ)(s) = 〈∇Lr,∇r〉 ◦ γ
≤ − 1
n− 1(Lr ◦ γ)(s)
2 + (n− 1)G(s)
psi_ineq (2.7)
on (0, r(x)). Moreover,
psi_asympt (2.8) (Lr ◦ γ)(s) = m− 1
s
+O(1) as s→ 0+,
which follows from the fact that
(Lr ◦ γ)(s) = (∆r +D−1〈∇D,∇r〉) ◦ γ(s)
and the second summand is bounded as s → 0+, while, by standard
estimates,
∆r(x) =
m− 1
r(x)
+ o(1).
Because of (2.8), we may set
g_def (2.9) g(s) = s
m−1
n−1 exp
(∫ s
0
[(Lr ◦ γ)(t)
n− 1 −
m− 1
n− 1
1
t
]
dt
)
,
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so that g is defined in [0, r(x)], g(s) > 0 in (0, r(x)), and it satisfies
g_prop (2.10)
(n− 1)g
′
g
= Lr ◦ γ, g(0) = 0, g(s) = sm−1n−1 (1 + o(1)) as s→ 0 + .
It follows from this and (2.7) that g satisfies the problem
g_ineq (2.11)
{
g′′ ≤ Gg
g(0) = 0, g′(s) = s
m−n
n−1
(
1 + o(1)
)
as s→ 0+.
Recalling that, by assumption h satisfies (2.5), we now proceed as in
the standard Sturm comparison theorems, and consider the function
z(s) = h′(s)g(s)− h(s)g′(s).
Then
z′(s) = gh
(h′′
h
− g
′′
g
) ≥ 0
in the interval (0, τ), τ = min{r(x), R}, where g is defined and h is
positive. Also, it follows from the asymptotic behavior of g and h that
h′(s)g(s)  sm−1n−1 , h(s)g′(s)  m− 1
n− 1 s
m−1
n−1
so that
z(s)→ 0+ as s→ 0.
We conclude that z(s) ≥ 0 and therefore
g′(s)
g(s)
≤ h
′(s)
h(s)
in the interval (0, τ).
Integrating between  and s, 0 <  < s < τ , yields
g(s) ≤ g()
h()
h(s),
showing that h must be positive in (0, τ), and therefore r(x) ≤ R.
Since this holds for every x ∈ M we deduce that if R < +∞ then M
is compact and diam(M) ≤ 2R. Moreover, in (0, r(x)) we have
(Lr)(γ(r(x))) = (n− 1)g
′
g
(r(x)) ≤ (n− 1)h
′
h
(r(x)).
This shows that the inequality (2.6) holds pointwise in M \ (cut(o) ∪
{o}). The weak inequality now follows from standard arguments (see,
e.g., [16], Lemma 2.2, [18], Lemma 2.5). 
As in the standard Riemannian case, the estimate for Lr allows to
obtain weighted volume comparison estimates (see, [24], [20], [3], [8]).
DIFFERENTIAL INEQUALITIES WITH GRADIENT TERMS 15
theorem_volume_comparison Theorem 2.4. Let (M, 〈 , 〉) be as in the previous Proposition, and as-
sume that the modified Bakry-Emery Ricci tensor Riccn,m satisfies (2.4)
for some G ∈ C0([0,+∞). Let h ∈ C2([0,+∞) be a solution of the
problem (2.5), and let (0, R) be the maximal interval where h is posi-
tive. Then, the functions
volume_comparison1 (2.12) r 7→ volD∂Br(o)
h(r)n−1
and
volume_comparison2 (2.13) r 7→ volDBr(o)∫ r
0
h(t)n−1dt
,
are non-increasing a.e, respectively non-increasing, in (0, R). In par-
ticular, for every 0 < ro < R, there exists a constant C depending on
D and on the geometry of M in Bro(o) such that
volume_comparison3 (2.14) volD(Br(o)) ≤ C
{
rm if 0 ≤ r ≤ ro∫ r
0
h(t)n−1dt if ro ≤ r.
Proof. By Lemma 2.3, inequality (2.6) holds weakly on M , so for every
0 ≤ ϕ ∈ Lipc (M), we have
volume_comparison4 (2.15) −
∫
〈∇r,∇ϕ〉D(x)dV ≤ (n− 1)
∫
ϕ
h′ (r (x))
h (r (x))
D(x)dV.
For any ε > 0, consider the radial cut-off function
volcomp4a’ (2.16) ϕε (x) = ρε (r (x))h(r(x))
−n+1
where ρε is the piecewise linear function
volcomp4a’’ (2.17) ρε (t) =

0 if t ∈ [0, r)
t−r
ε
if t ∈ [r, r + ε)
1 if t ∈ [r + ε, R− ε)
R−t
ε
if t ∈ [R− ε, R)
0 if t ∈ [R,∞).
Note that
∇ϕε =
{
−χR−ε,R
ε
+
χr,r+ε
ε
− (n− 1) h
′(r(x))
h(r(x))
ρε
}
h (r(x))−n+1∇r,
for a.e. x ∈M , where χs,t is the characteristic function of the annulus
Bt (o) \Bs (o) . Therefore, using ϕε into (2.15) and simplifying, we get
1
ε
∫
BR(o)\BR−ε(o)
h (r(x))−n+1 ≤ 1
ε
∫
Br+ε(o)\Br(o)
h (r(x))−n+1 .
16 LUCIANO MARI, MARCO RIGOLI, AND ALBERTO G. SETTI
Using the co-area formula we deduce that
1
ε
∫ R
R−ε
vol∂Bt (o)h (t)
−n+1 ≤ 1
ε
∫ r+ε
r
vol∂Bt (o)h (t)
−n+1
and, letting ε↘ 0,
volcomp4c (2.18)
volD∂BR (o)
h (R)m−1
≤ volD∂Br (o)
h (r)m−1
for a.e. 0 < r < R. The second statement follows from the first and the
co-area formula, since, as noted by M. Gromov (see, [4]), for general
real valued functions f (t) ≥ 0, g (t) > 0,
if t→ f (t)
g (t)
is decreasing, then t→
∫ t
0
f∫ t
0
g
is decreasing.

We next consider the situation where the modified Bakry-Emery
Ricci curvature satisfies some Lp-integrability conditions and extends
results obtained in [18] for the Riemannian volume which in turn slightly
generalize previous results by P. Petersen and G. Wei, [14] (see also [7]
and [9]).
Since we will be interested in the case the underlying manifold is
non-compact, we assume that G is a non-negative, continuous function
on [0,+∞) and that h (t) ∈ C2 ([0,+∞)) is the solution of the problem{
h′′ (t)−G (t)h (t) = 0
h (0) = 0 h′ (0) = 1.
The assumption that G ≥ 0 implies that h′ ≥ 1 on [0,+∞) and there-
fore h > 0 on (0,+∞). For ease of notation, in the course of the
arguments that follow we set
Petersen eq3 (2.19) AG,n(r) = h(r)
n−1 and VG,n(r) =
∫ r
0
h(t)n−1dt
so that AG,n(r) and VG,n(r) are multiples of the measures of the sphere
and of the ball of radius r centered at the pole in the n-dimensional
model manifold MG with radial Ricci curvature equal to −(n− 1)G.
Using an exhaustion of Eo = M \ cut(o) by means of starlike do-
mains one shows (see, e.g., [18], p. 35) that for every non-negative test
function ϕ ∈ Lipc(M),
Lr_weak (2.20) −
∫
M
〈∇r,∇ϕ〉DdV ≤
∫
Eo
ϕLrDdV.
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We outline the argument for the convenience of the reader. Let Ωn
be such an exhaustion of Eo, so that, if νn denotes the outward unit
normal to ∂Ωn, then 〈νn,∇r〉 ≥ 0. Integrating by parts shows that
−
∫
M
〈∇r,∇ϕ〉DdV = − lim
n
∫
Ωn
〈∇r,∇ϕ〉DdV
= lim
n
{∫
Ωn
ϕ[∆r +
1
D
〈∇D,∇r〉]DdV −
∫
∂Ωn
ϕ〈∇r, νn〉Ddσ
}
≤ lim
n
∫
Ωn
ϕ[∆r +
1
D
〈∇D,∇r〉]DdV =
∫
Eo
ϕLDrDdV,
where the inequality follows from 〈∇r, νn〉 ≥ 0, and the limit on the
last line exists because, by Proposition 2.3, Lr is bounded above weakly
on the relatively compact set Eo ∩ suppϕ by some positive integrable
function h′/h (namely, if Riccm,n ≥ −(n−1)H2 on Eo∩suppϕ for some
H > 0, we can choose h′/h = H coth(Hr)).
Applying the above inequality to the test function
ϕ(x) = ρ(r(x))h(r(x))
−n+1,
already considered in (2.16), arguing as in the proof of Theorem 2.4,
and using the fact that AG,n(r) = h(r)
n−1 is non-decreasing, we deduce
that for a.e. 0 < r < R
volD ∂BR
AG,n(R)
− volD ∂Br
AG,n(r)
≤ 1
AG,n(r)
∫
BR\Br
ψDdV,Petersen eq0 (2.21)
where we have set
Petersen eq1 (2.22) ψ(x) =
{
max{0, Lr(x)− (n− 1)h′(r(x))
h(r(x))
} if x ∈ Eo
0 if x ∈ cut(o).
Note by virtue of the asymptotic behavior of Lr and h′/h as r(x)→ 0,
ψ vanishes in a neighborhood of o. Moreover, if Ricn,m(∇r,∇r) ≥
−(n−1)G(r(x)), then, by the weighted Laplacian comparison theorem,
ψ(x) ≡ 0, and we recover the fact that the function
(2.23) r → volD ∂Br
AG,n(r)
is non-increasing for a.e. r.
Using the co-area formula, inserting (2.21), and applying Ho¨lder in-
equality with exponents 2p and 2p/(2p − 1) to the right hand side of
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the resulting inequality we conclude that
d
dR
(
volDBR(o)
VG,n(R)
)
=
VG,n(R)volD ∂BR − AG,n(R)volD BR
VG,n(R)2
= VG(R)
−2
∫ R
0
(
AG,n(r)vol ∂BR − AG,n(R)volD ∂Br
)
dr
≤ RAG,n(R)
VG,n(R)1+1/2p
(volD BR
VG,n(R)
)1−1/2p(∫
BR
ψ2pDdV
)1/2p
Petersen eq4 (2.24)
Now we define
ρ(x) = −min{0,Ricn,m(∇r,∇r) + (n− 1)G(r(x))}
=
[
Ricn,m(∇r,∇r) + (n− 1)G(r(x))
]
−.
Petersen eq2 (2.25)
We will need to estimate the integral on the right hand side of (2.24) in
terms of ρ. This is achieved in the following lemma, which is a minor
modification of [14], Lemma 2.2, and [18], Lemma 2.19.
Petersen lemma2 Lemma 2.5. For every p > n/2 there exists a constant C = C(n, p)
such that for every R∫
BR
ψ2pDdV ≤ C
∫
BR
ρpDdV.
with ρ(x) defined in (2.25).
Proof. Integrating in polar geodesic coordinates we have∫
BR
fDdV =
∫
Sm−1
dθ
∫ min{R,c(θ)}
0
f(tθ)(Dω)(tθ)dt
where ω is the volume density with respect to Lebesgue measure dtdθ,
and c(θ) is the distance from o to the cut locus along the ray t → tθ.
It follows that it suffices to prove that for every θ ∈ Sm−1
Petersen eq5 (2.26)∫ min{R,c(θ)}
0
ψ2p(tθ)(Dω)(tθ)dt ≤ C
∫ min{R,c(θ)}
0
ρp(tθ)(Dω)(tθ)dt.
An easy computation which uses (2.7) yields
∂
∂t
{Lr−(n−1)h
′
h
} ≤ −(Lr)
2
n− 1−Ricn,m(∇r,∇r)−(n−1)
{h′′
h
−
(h′
h
)2}
Thus, recalling the definitions of ψ and ρ, we deduce that the locally
Lipschitz function ψ satisfies the differential inequality
ψ′ +
ψ2
n− 1 + 2
h′
h
ψ ≤ ρ,
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on the set where ρ > 0 and a.e. on (0,+∞). Multiplying through by
ψ2p−2Dω, and integrating we obtain
Petersen eq6 (2.27)
∫ r
0
(
ψ′ψ2p−2 +
1
n− 1ψ
2p + 2
h′
h
ψ2p−1
)
Dω ≤
∫ r
0
ρψ2p−2Dω.
On the other hand, integrating by parts, and recalling that
(Dω)−1∂(Dω)/∂t = Lr ≤ ψ + (n− 1)h
′
h
and that ψ(tθ) = 0 if t ≥ c(θ), yield∫ r
0
ψ′ψ2p−2ω =
1
2p− 1ψ(r)
2p−1(Dω)(rθ)− 1
2p− 1
∫ r
0
ψ2p−1LrDω
≥ − 1
2p− 1
∫ r
0
ψ2p−1
(
ψ + (n− 1)h
′
h
)
Dω.
Substituting this into (2.27), and using Ho¨lder inequality we obtain( 1
n− 1 −
1
2p− 1
)∫ r
0
ψ2pDω +
(
2− n− 1
2p− 1
)∫ r
0
ψ2p−1
h′
h
Dω
≤
∫ r
0
ρψ2p−2Dω
≤
(∫ r
0
ρpDω
)1/p(∫ r
0
ψ2pDω
)(p−1)/p
,
and, since the coefficient of the first integral on the left hand side is
positive, by the assumption on p, while the second summand is non-
negative, rearranging and simplifying we conclude that (2.26) holds
with
C(n, p) =
( 1
n− 1 −
1
2p− 1
)−p
.

We are now ready to state the announced weighted volume com-
parison theorem under assumptions on the Lp norm of the modified
Bakry-Emery Ricci curvature.
Petersen theorem Theorem 2.6. Keeping the notation introduced above, let p > n/2 and
let
Petersen eq8 (2.28) f(t) =
C
1/2p
n,p tAG,n(t)
VG,n(t)1+1/2p
(∫
Bt
ρpDdV
)1/2p
.
where Cn,p is the constant in Lemma 2.5. Then for every 0 < r < R,
Petersen eq7 (2.29)
(volD BR(o)
VG,n(R)
)1/2p
−
(volD Br(o)
VG,n(r)
)1/2p
≤ 1
2p
∫ R
r
f(t)dt.
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Moreover for every ro > 0 there exists a constant Cro such that, for
every R ≥ ro
Petersen eq7’ (2.30)
volD BR(o)
VG,n(R)
≤
(
Cro +
1
2p
∫ R
ro
f(t)dt
)2p
,
and
volD ∂BR(o)
AG,n(R)
≤
(
Cro +
1
2p
∫ R
ro
f(t)dt
)2p
+
R
VG,n(R)1/2p
(∫
BR
ρp
)1/2p(
Cro +
1
2p
∫ R
ro
f(t)dt
)2p−1
Petersen eq7’’ (2.31)
Proof. Set
y(r) =
volDBr(o)
VG,n(r)
.
According to (2.24) Lemma 2.5 and (2.28) we have{
y′(t) ≤ f(t)y(t)1−1/2p,
y(t) ∼ cmtm−n as t→ 0+, y(t) > 0 if t > 0.
whence, integrating between r and R we obtain
y(R)1/2p − y(r)1/2p ≤ 1
2p
∫ R
r
f(t) dt,
that is, (2.29), and (2.30) follows at one with Cro =
(
volD Bro (o)
VG,n(ro)
)1/2p
.
On the other hand, according to (2.24) and Lemma 2.5,
volD ∂BR
AG,n(R)
≤ volD BR
VG,n(R)
+
R
VG,n(R)1/2p
(∫
Bt
ρpDdV
)1/2p(volD BR
VG,n(R)
)1−1/2p
and the conclusion follows inserting (2.30). 
Keeping the notation introduced above, assume, for instance, that
G = B2 ≥ 0, so that
AG,n(t) =
{
tn−1 if B = 0
(B−1 sinhBt)n−1 if B > 0
and suppose that
ρ = [Ricn,m + (n− 1)B2]− ∈ Lp(M,DdV ),
for some p > n/2. Then, arguing as in the proof of [18] Corollary 2.21,
we deduce that for every ro sufficiently small there exist constants C1
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and C2, depending on ro, B m p and on the L
p(M,DdV )-norm of ρ,
such that, for every R ≥ ro,
volD BR ≤ C1
{
R2p if B = 0
e(n−1)BR if B > 0.
and
volD ∂BR ≤ C2
{
R2p−1 if B = 0
e(n−1)BR if B > 0.
3. Proof of Theorem A and further results
section_proof_ThmA
The aim of this section is to give a proof of a somewhat stronger
form of Theorem A (see Theorem 3.5 below), together with a version
of the result valid when (KO) fails.
The idea of proof of Theorem A is to construct a function v(x) defined
on an annular region BR¯ \Bro , with 0 < ro < R¯ sufficiently large, with
the following properties: for fixed ro < r1 < R¯ and 0 <  < η
eq3.1 (3.1)

v(x) =  on ∂Bro
 ≤ v(x) ≤ η on Br1 \Bro
v(x)→ +∞ as r(x)→ +∞,
and v is a weak supersolution on BR¯ \Bro of
eq3.2 (3.2) LD,ϕw = b(x)f(w)`(|∇w|).
This is achieved by taking v of the form
eq3.3 (3.3) v(x) = α(r(x))
where α is a suitable supersolution of the radialized inequality (3.2),
whose construction depends in a crucial way on the validity of the
Keller–Osserman condition (KO).
The conclusion is then reached comparing v with the solution of (1.7).
To this end, we will extend a comparison technique first introduced in
[15]
Finally, in Theorem 3.6 below we will consider the case where the
Keller–Osserman condition fails, that is
not_KO (3.4)
1
K−1
(
F (t)
) 6∈ L1(+∞).
Its proof is based on a modification of the previous arguments and uses
(3.4) in a way which is, in some sense, dual to the use of (KO) in the
proof of Theorem A.
We begin with the following simple
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lemma_KOsigma Lemma 3.1. Assume that f , ` and ϕ satisfy the assumptions (F1),
(L1) and (ϕ`)2, and let σ > 0. Then (KO) holds if and only if
KOsigma (KOσ)
1
K−1(σF (s))
∈ L1(+∞).
Proof. We consider first the case 0 < σ ≤ 1. Since K−1 is non-
decreasing, ∫ +∞ ds
K−1(F (s))
≤
∫ +∞ 1
K−1(σF (s))
.
On the other hand, if C ≥ 1 is such that sups≤t f(s) ≤ Cf(t), then,
for every 0 < σ ≤ 1, f(Cσ−1t) ≥ C−1f(t) and
F (
Ct
σ
) =
∫ Ct
σ
0
f(z)dz =
C
σ
∫ t
0
f(
Cξ
σ
)dξ ≥ 1
σ
∫ t
0
f(ξ)dξ =
1
σ
F (t),
so, using the monotonicity of K−1, we obtain∫ +∞ ds
K−1(σF (s))
=
C
σ
∫ +∞ dt
K−1(σF (Ct
σ
))
≤ C
σ
∫ +∞ dt
K−1
(
F (t)
) ,
showing that (KO) and (KOσ) are equivalent in the case σ ≤ 1.
Consider now the case σ > 1, and set fσ = σf , Fσ = σF . Since
(KOσ) is precisely (KO) for Fσ, and since σ
−1 ≤ 1, by what we have
just proved it is equivalent to
1
K−1
(
σ−1Fσ(s)
) = 1
K−1
(
F (s)
) ∈ L1(+∞),
as required. 
We note for future use that the conclusion of the lemma depends
only on the monotonicity of K−1 and the C-monotonicity of f .
Before proceeding toward our main result we would like to explore
the mutual connections between (θ) and (ϕ`). To simplify the writing,
with the statement “(θ)1 holds” we will mean that the first half of
condition (θ) is valid.
proposition_theta_vpell Proposition 3.2. Assume that conditions (Φ0) and (L1) hold. Then
(θ)1 with θ < 2 implies (ϕ`)2, and (θ)2 with θ < 1 implies (ϕ`)1. As a
consequence, (θ) with θ < 1 implies (ϕ`).
Proof. Assume (θ)1, that is, the function t→ ϕ′(t)`(t) tθ is C-increasing on
R+. By definition there exists C ≥ 1 such that
0 < sθ
ϕ′(st)
`(st)
≤ Cϕ
′(t)
`(t)
∀t ∈ R+ s ∈ (0, 1],
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or, equivalently,
prop3.2_eq1 (3.5) sθ
ϕ′(st)
`(st)
≥ C−1ϕ
′(t)
`(t)
∀t ∈ R+ s ∈ [1,+∞).
Letting t = 1, we deduce that if θ < 2 then sϕ
′(s)
`(s)
∈ L1(0+) \ L1(+∞),
which is (ϕ`)2.
In an entirely similar way, if (θ)2 holds, that is,
ϕ(st)
`(st)
(st)θ−1 ≤ Cϕ(t)
`(t)
(t)θ−1 ∀t ∈ R+ s ∈ (0, 1],
and θ < 1, then sθ−1 ϕ(s)
`(s)
∈ L∞((0, 1)), and
lim
s→0+
ϕ(s)
`(s)
= 0,
which implies (ϕ`)1. 
rmk_theta_vpell Remark 3.1. Note that the above argument above also shows that if
(θ)2 holds with θ < 2 then
ϕ(t)
`(t)
∈ L1(0+) \ L1(+∞).
prop 3.2bis Proposition 3.3. Assume that conditions (Φ0) and (L1) hold, and let
F be a positive function defined on R+0 . If (θ)1 holds with θ < 2, then
there exists a constant B ≥ 1 such that, for every σ ≤ 1 we have
eq_prop3.2bis_1 (3.6)
σ1/(2−θ)
K−1(σF (t))
≤ B
K−1(F (t))
on R+.
Proof. Observe first of all that according to Proposition 3.2, (θ)1 with
θ < 2 implies (ϕ`)2, so that K
−1 is well defined on R+0 .
Changing variables in the definition of K, and using (3.5) above, for
every λ ≥ 1 and t ∈ R+, we have
K(λt) =
∫ λt
0
s
ϕ′(s)
`(s)
ds = λ2
∫ t
0
s
ϕ′(λs)
`(λs)
ds
≥ C−1λ2−θ
∫ t
0
s
ϕ′(s)
`(s)
ds = C−1λ2−θK(t),
where C ≥ 1 is the constant in (θ)1. Applying K−1 to both sides of
the above inequality, and setting t = K−1(σF (s)) we deduce that
λK−1(σF (s)) ≥ K−1(λ2−θσC−1F (s)),
whence, setting λ = (C/σ)1/(2−θ) ≥ 1, the required conclusion follows
with B = C1/(2−θ). 
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rmk prop 3.2bis Remark 3.2. We note for future use that the estimate holds for any
positive function F on R+, without any monotonicity property, and it
depends only on the the fact that the integrand ψ(s) = sϕ′(s)/`(s) in
the definition of K satisfies the C-monotonicity property
ψ(λs) ≥ C−1λ1−θψ(s), ∀s ∈ R+, ∀λ ≥ 1.
In order to state the next proposition we introduce the following
assumption
(b) b˜(t) ∈ C1(R+0 ), b˜(t) > 0, b˜′(t) ≤ 0 for t  1, and b˜λ 6∈ L1(+∞)
for some λ > 0.
prop3.7 Proposition 3.4. Assume that conditions (Φ0), (F1), (L1), (L2) (ϕ`)1,
(θ), (KO) hold, and let b˜ a function satisfying assumption (b), A > 0,
and β ∈ [−2,+∞). If λ and θ are the constants specified in (b) and
(θ), assume also that
λ(2− θ) ≥ 1 and
either (i) tβ/2b˜(t)λ(1−θ)−1
∫ t
1
b˜(s)λds ≤ C for t ≥ to
or (ii) tβ/2b˜(t)λ(1−θ)−1 ≤ C for t ≥ to and θ < 1.
eq3.8 (3.7)
Then there exists T > 0 sufficiently large such that, for every T ≤ t0 <
t1 and 0 <  < η, there exist T¯ > t1 and a C
2 function α : [t0, T¯ ) →
[,+∞) which is a solution of the problem
eq3.9 (3.8)
{
ϕ′(α′)α′′ + Atβ/2ϕ(α′) ≤ b˜(t)f(α)`(α) on [t0, T¯ )
α′ > 0 on [t0, T¯ ), α(t0) = , α(t)→ +∞ as t→ T¯−
and satisfies
eq3.10 (3.9)  ≤ α ≤ η on [t0, t1].
Proof. Note first of all, that the first condition in (3.7) forces θ < 2,
and (ϕ`)2 follows from (θ)1.
We choose T > 0 large enough that, by (b), b˜(t) > 0 and b˜′(t) ≤ 0
on [T,+∞). Since (b) and (3.7) are invariant under scaling of b˜, we
may assume without loss of generality that b˜ ≤ 1 on [T,∞).
Let t0, t1  η be as in the statement of the proposition, and, for a
given σ ∈ (0, 1], set
eq3.11 (3.10) Cσ =
∫ +∞

ds
K−1(σF (s))
,
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which is well defined in view of (KO) and Lemma 3.1. Since b˜(t) 6∈
L1(+∞), there exists Tσ > to such that
Cσ =
∫ Tσ
t0
b˜(s)λds.
We note that, by monotone convergence, Cσ → +∞ as σ → 0+, and
we may therefore choose σ > 0 small enough that Tσ > t1. We let
α : [t0, Tσ)→ [,+∞) be implicitly defined by the equation
eq3.12 (3.11)
∫ Tσ
t
b˜(s)λds =
∫ ∞
α(t)
ds
K−1(σF (s))
,
so that, by definition,
α(t0) = , α(t)→ +∞ as t→ Tσ − .
Differentiating (3.11) yields
eq3.13 (3.12) α′(t) = b˜(t)λK−1(σF (α(t))),
so that α′ > 0 on [t0, Tσ), and
σF (α) = K(α′/b˜λ).
Differentiating once more, using the definition of K and (3.12), we
obtain
eq3.14 (3.13) σf(α)α′ = K ′(α′/b˜λ)(α′/b˜λ)′ =
α′
b˜λ
ϕ′(α′/b˜λ)
`(α′/b˜λ)
(α′
b˜λ
)′
.
Since f(t) > 0 on (0,∞), α′ > 0 and b˜′ ≤ 0, we have (α′/b˜λ)′ ≥ 0 and
α′/b˜λ is non-decreasing. Moreover,(α′
b˜λ
)′
= (α′′/b˜λ)− λ(α′b˜′/b˜λ+1) ≥ (α′′/b˜λ).
Inserting this into (3.13), using the fact that b˜−λ ≥ 1 and (θ)1 (in the
form of (3.5)), and rearranging we obtain
eq3.15 (3.14) ϕ′(α′)α′′ ≤
{
Cσb˜λ(2−θ)
}
b˜f(α)`(α′), on [t0, Tσ).
In order to estimate the term Atβ/2ϕ(α′) we rewrite (3.13) in the form
ϕ(α′/b˜λ)
(
α′/b˜λ
)′
= σb˜λf(α)`(α′/b˜λ), on [t0, Tσ),
integrate between t0 and t ∈ (t0, Tσ), use the fact that α, and α/b˜λ are
increasing, and f and ` are C-increasing to deduce that
ϕ(α′/b˜λ) ≤ ϕ(α′/b˜λ)(t0) + Cσf(α)`(α′/b˜λ)
∫ t
t0
b˜(s)λ ds,
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for some constant C ≥ 1. On the other hand, since tθ−1ϕ(t)/`(t) is
C-increasing and b˜ ≤ 1, we have
ϕ(α′)
`(α′)
≤ Cb˜λ(1−θ)ϕ(α
′/b˜λ)
`(α′/b˜λ)
≤ Cb˜λ(1−θ)
[ϕ(α′/b˜λ)(t0)
`(α′/b˜λ)
+ σf(α)
∫ t
t0
b˜(s)λ
]
≤ Cb˜λ(1−θ)−1
[ ϕ(α′/b˜λ)(t0)
f()`(α′/b˜λ)(t0)
+ σ
∫ t
t0
b˜(s)λ
]
b˜f(α).
eq3.19 (3.15)
where the second inequality follows from the fact that α and α′/b˜λ are
increasing, and f and ` are C-increasing.
Using (3.14) and (3.15), and recalling that, by (3.12), (α′/b˜λ)(t0) =
K−1(σF ()), we obtain
eq3.20 (3.16) ϕ′(α′)α′′ + Atβ/2ϕ(α′) ≤ Nσ(t)b˜f(α)`(α′),
where
eq3.20bis (3.17) Nσ(t) = Cσb˜
λ(2−θ)−1 + ACtβ/2b˜λ(1−θ)−1
ϕ(K−1(σF ()))
`(K−1(σF ()))f()
+ ACσtβ/2b˜λ(1−θ)−1
∫ t
t0
b˜(s)λ = (I)(t) + (II)(t) + (III)(t).
Since b˜ ≤ 1, and λ(2− θ)− 1 ≥ 0 by (3.7), we see that
(I)(t)→ 0 uniformly on [t0,+∞) as σ → 0.
As for (II), according to (3.7)
tβ/2b˜λ(1−θ)−1 ≤ C on [to,+∞),
so that, using (φ`)1, we deduce that
lim inf
σ→0+
ϕ(K̂−1(σF ()))
f()`(K̂−1(σF ()))
= 0.
Thus
(II)(t)→ 0 uniformly on [t0,+∞) along a sequence σk → 0.
It remains to analyze (III). Clearly, if (3.7) (i) holds, then (III)(t)→ 0
uniformly on [t0,+∞) as σ → 0. Assume therefore that (3.7) (ii) holds,
so that
(3.18) (III)(t) ≤ ACσ
∫ t
t0
b˜(s)λds.
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By the definition of α(t), Proposition 3.3, and (KO)∫ t
t0
b˜(s)λds =
∫ α(t)

ds
K−1(σF (s))
≤ Bσ−1/(2−θ)
∫ +∞

ds
K−1(F (s))
≤ Cσ−1/(2−θ),
in [t0, Tσ). Since θ < 1 we conclude that
(III)(t) ≤ Cσ1−1/(2−θ) → 0 uniformly in [t0, Tσ) as σ → 0.
Putting together the above estimates, we conclude that we can choose σ
small enough that Nσ(t) ≤ 1, showing that α(t) satisfies the differential
inequality in (3.8).
In order to complete the proof we only need to prove that  ≤ α(t) ≤
η for t0 ≤ t ≤ t1. Again from the definition of α we have∫ t1
t0
b˜(s)λds =
∫ α(t1)

ds
K−1(σF (s))
,
so if we choose σ ∈ (0, 1] small enough to have∫ t1
t0
b˜(s)λds ≤
∫ η

ds
K−1(σF (s))
,
then clearly α(t1) ≤ η, and, since α is increasing, this finishes the
proof. 
We are now ready to prove
thm3.21 Theorem 3.5. Let (M, 〈 , 〉) be a complete Riemannian manifold sat-
isfying
(1.12) Riccn,m(LD) ≥ H2(1 + r2)β/2,
for some n > m, H > 0 and β ≥ −2 and assume that (Φ0), (F1),
(L1), (L2), (ϕ`)1, and (θ) hold. Let b(x) ∈ C0(M), b(x) ≥ 0 on M
and suppose that
eq3.22 (3.19) b(x) ≥ b˜(r(x)) for r(x) 1,
where b˜ satisfies assumption (b) and (3.7). If the Keller–Osserman
condition
(KO)
1
K−1(F (t))
∈ L1(+∞)
holds then any entire classical weak solution u of the differential in-
equality
(1.7) LD,ϕu ≥ b(x)f(u)`(|∇u|)
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is either non-positive or constant. Furthermore, if u ≥ 0, and `(0) > 0,
then u vanishes identically.
Proof. If u ≤ 0 then there is nothing to prove. We argue by contradic-
tion and assume that u is non-constant and positive somewhere. We
choose T > 0 sufficiently large that (3.19) holds in M \ BT and for
every ro ≥ T we have
0 < u∗o = sup
Bro
u ≤ u∗ = sup
M
u.
We consider first the case where u∗ < +∞. We claim that u∗o < u∗.
Otherwise there would exists xo ∈ Bro such that u(xo) = u∗, and by
(1.7) and assumptions (F1) and (`1),
LD,ϕu ≥ 0
in the connected component Ωo of {u ≥ 0} containing xo. By the
strong maximum principle [19], u would then be constant and positive
on Ωo. Since u = 0 on ∂Ωo this would imply that Ωo = M and u is a
positive constant on M , contradicting our assumption.
Next, we choose η > 0 small enough that u∗o + 2η < u
∗ and x˜ 6∈ Bro
satisfying u(x˜) > u∗−η.We let to = ro and t1 = r(x˜). Because of (1.12),
Proposition 2.3 and [18], Proposition 2.11, there exists A = A(T ) > 0
such that
LDr ≤ Arβ/2 on M \BT .
According to Proposition 3.4 there exist T¯ > t1 and a C
2 function
α : [t0, T¯ )→ [,+∞) which satisfies{
ϕ′(α′)α′′ + Atβ/2ϕ(α′) ≤ (2C)−1b˜(t)f(α)`(α) on [t0, T¯ )
α′ > 0 on [t0, T¯ ), α(t0) = , α(t)→ +∞ as t→ T¯−
and
 ≤ α ≤ η on [t0, t1],
where C is the constant in the definition of C-monotonicity of f.
It follows that the radial function defined on BR¯ \ Bro by v(x) =
α(r(x)) satisfies the differential inequality
eq3.2bis (3.20) LD,ϕv ≤ (2C)−1b(x)[f(α)`(α′)](r(x)).
pointwise in (BR¯ \ Bro) \ cut(o) and weakly in BR¯ \ Bro . Furthermore
v satisfies (3.1), and
u(x˜)− v(x˜) > u∗ − 2η.
Since
u(x)− v(x) ≤ u∗o −  < u∗ − 2η −  on ∂Bro
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and
u(x)− v(x)→ −∞ as x→ ∂BR¯,
we deduce that the function u − v attains a positive maximum µ in
BR¯ \Bro . We denote be Γµ a connected component of the set
{x ∈ BR¯ \Bro : u(x)− v(x) = µ}
and note that Γµ is compact.
We claim that for every y ∈ Γµ we have
eq3.2ter (3.21) u(y) > v(y), |∇u(y)| = |α′(r(y))|.
Indeed, this is obvious if y is not in the cut locus cut(o) of o, for then
∇u(y) = ∇v(y) = α′(r(y))∇r(y). On the other hand, if y ∈ cut(o), let
γ be a unit speed minimizing geodesic joining o to y, let o = γ() and
let r(x) = d(x, o). By the triangle inequality,
r(x) ≤ r(x) +  ,∀x ∈M,
with equality if and only if x lies on the portion of the geodesic γ
between o and y (recall that γ ceases to be minimizing past y). Define
v(x) = α(+ r(x)), then, since α is strictly increasing,
v(x) ≥ v(x)
with equality if and only if x lies on the portion of γ between o and y.
We conclude that ∀x ∈ BR \Bro ,
(u− v)(y) = (u− v)(ξ) ≥ (u− v)(x) ≥ (u− v)(x),
and u− v attains a maximum at y. Since y is not on the cut locus of
o, v is smooth there, and
|∇u(y)| = |∇v(y)| = α′(+ r(y))|∇r(y)| = α′(r(y)),
as claimed.
Since f is C-increasing,
b(y)f(u(ξ))`(|∇u|(y)) ≥ 1
C
b(y)f(v(y))`(α′(r(y)))
and by continuity the inequality
b(x)f(u)`(|∇u|) ≥ 1
2C
b(x)f(v(x))`(α′(r(x)))
holds in a neighborhood of y. It follows from this and the differential
inequalities satisfied by u and v that
eq3.23’ (3.22) LD,ϕu ≥ LD,ϕv
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weakly in a sufficiently small neighborhood U of Γµ. Now fix y ∈ Γµ
and for ζ ∈ (0, µ) let Ωy,ζ the connected component containing y of the
set
{x ∈ BR¯ \Bro : u(x) > v(x) + ζ}.
By choosing ζ sufficiently close to µ we may arrange that Ωy,ζ ⊂ U , and,
since u = v+ζ on ∂Ωy,ζ , (3.22) and the weak comparison principle (see,
e.g., [16], Proposition 6.1) implies that u ≤ v+ ζ on Ωy,ζ , contradicting
the fact that y ∈ Ωy,ζ .
The case where u∗ = +∞ is easier, and left to the reader. 
proof ThmA Remark 3.3. Theorem A is a special case of Theorem 3.5 with the
choice b˜(r) = C/rµ for r  1. Assume first that µ > 0. Choosing
λ = 1/µ, it follows that
tβ/2b˜(t)λ(1−θ)−1 = O(tθ−1+β/2+µ) and
∫ t
1
b˜(s)λds = O(log t).
Then (θβµ) (and β ≥ −2) implies first that λ(2 − θ) − 1 ≥ µ−1(1 +
β/2) ≥ 0, and then that either (i) or (ii) in (3.7) holds. Thus Theo-
rem 3.5 applies. On the other hand, if µ = 0 and θ < 1 − β/2, then
θ < 1−β/2−µo for sufficiently small µo > 0, and the conclusion follows
from the previous case.
The next example shows that the validity of the generalized Keller–
Osserman condition (KO) is indeed necessary for Theorem 3.5 to hold.
Since (KO) in independent of geometry, we consider the most conve-
nient setting where (M, 〈 , 〉) is Rm with its canonical flat metric. We
further simplify our analysis by considering the differential inequality
eq3.23 (3.23) ∆pu ≥ f(u)`(|∇u|),
for the p-Laplacian ∆p, where f is increasing and satisfies f(0) = 0
f(t) > 0 for t > 0, ` is non-decreasing and satisfies (L1), and (ϕ`) and
θ hold. We let K : R+0 → R+0 be defined as in (1.11), and assume that
notKO (¬KO) 1
K−1(F (t))
6∈ L1(+∞).
Define implicitly the function w on R+0 by setting
eq3.24 (3.24) t =
∫ w(t)
1
ds
K−1(F (s))
.
Note that w is well defined, w(0) = 1, and (¬KO) and imply that
w(t)→ +∞ as t→∞. Differentiating (3.24) yields
eq3.25 (3.25) w′ = K−1(F (w(t))) > 0,
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and a further differentiation gives
eq3.26 (3.26) (w′)p−2w′′ =
1
p− 1f(w)`(|∇w|).
We fix t¯ > 0 to be specified later, and let u1(x) be the radial function
defined on Rm \Bt¯ by the formula
u1(x) = w(|x|).
Using (3.25) and (3.26) we conclude that u1 satisfies
eq3.27 (3.27) ∆pu1 = (p− 1)(w′)p−2w′′ + m− 1|x| (w
′)p−1 ≥ f(u1)`(|∇u1|)
on Rm \B t¯.
Next we fix constants βo, Λ > 0, and, denoting with p
′ the conjugate
exponent of p, we let
β(t) =
Λ
p′
tp
′
+ βo.
Noting that β′(0) = 0, we deduce that the function
u2(x) = β(|x|)
is C1 on Rm, and an easy calculation shows that
eq3.28 (3.28) ∆pu2 = Λ
p−1div (|x|x) = mΛp−1.
Since β′ ≥ 0, and f and ` are monotonic, it follows that, if
eq3.29 (3.29) mΛp−1 ≥ f(β(t¯)`(β′(t¯)),
then
eq3.30 (3.30) ∆pu2 ≥ f(u2)`(|∇u2|) on Bt¯.
The point now is to join u1 and u2 in such a way that the resulting
function u is a classical C1 weak subsolution of
∆pu = f(u)`(|∇u|).
This is achieved provided we may choose the parameters t¯, Λ, βo, in
such a way that (3.29) and
eq3.31 (3.31)
{
β(t¯) = w(t¯)
β′(t¯) = w′(t¯)
are satisfied. Towards this end, we define
eq3.32 (3.32) t¯ =
∫ λ
1
ds
K−1(F (s))
> 0,
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where 1 < λ ≤ 2. Note that, by definition, w(t¯) = λ, and, by the
monotonicity of K−1 and F
eq3.32bis (3.33)
λ− 1
K−1(F (2))
≤ t¯ ≤ λ− 1
K−1(F (1))
,
so that, in particular, t¯ → 0 as λ → 1+. Putting together (3.29) and
(3.31) and recalling the relevant definitions we need to show that the
following system of inequalities
eq3.34 (3.34)

(i) K−1(F(λ))t¯/p′ + βo = λ
(ii) Λt¯p
′−1 = K−1(F(λ))
(iii) mΛp−1 ≥ f(λ)`(K−1(F(λ))).
Since, by (3.33),
K−1(F (λ))
t¯
p′
≤ 1
p′
K−1(F (2))
K−1(F (1))
(λ− 1)
for λ sufficiently close to 1 the first summand on the left hand side of
(i) is strictly less that 1, and therefore we may choose βo > 0 in such
a way that (i) holds. Next we let Λ be defined by (ii) , and note that,
Λ = K−1(F (λ))t¯1−p
′ ≥ K−1(F (1))→ +∞ as λ→ 1+.
Therefore, since
f(λ)`(K−1(F (Λ))) ≤ f(2)`(K−1(F (2))),
if λ is close enough to 1 then (iii) is also satisfied.
Summing up, if λ is sufficiently close to 1, the function
(3.35) u(x) =
{
u1(x) on Rm \Bt¯
u2(x) on Bt¯
is a classical weak solution of (3.23).
We remark that we may easily arrange that assumptions (ϕ`) and
(θ) are also satisfied. Indeed, if we choose, for instance, `(t) = tq with
q ≥ 0, then, as already noted in the Introduction, (ϕ) holds for every
p > 1 + q and (θ) is verified for every θ ∈ R such that p ≥ 2 + q − θ.
We also stress that the solution u of (3.23) just constructed is pos-
itive and diverges at infinity. Indeed the method used in the proof of
Theorem 3.5 may be adapted to yield non-existence of non-constant,
non-negative bounded solutions even when (¬KO) holds. This is the
content of the next
thm3.35 Theorem 3.6. Maintain notation and assumptions of Theorem 3.5,
except for (KO) which is replaced by (¬KO). Then any non-negative,
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bounded, entire classical weak solution u of the differential inequality
(1.7) is constant. Furthermore, if `(0) > 0, then u is identically zero.
The proof of the theorem follows the lines of that of Theorem 3.5
once we prove the following
prop3.36 Proposition 3.7. In the assumptions of Proposition 3.4, with (KO)
replaced by (¬KO), there exists T > 0 large enough that for every
T ≤ t0 < t1, and 0 <  < η, there exists a C2 function α : [t0,+∞)→
[,+∞) which solves the problem
eq3.37 (3.36)
{
ϕ′(α′)α′′ + Atβ/2ϕ(α′) ≤ b˜(t)f(α)`(α) on [t0, T¯ )
α′ > 0 on [t0, T¯ ), α(t0) = , α(t)→ +∞ as t→ +∞
and satisfies
eq3.38 (3.37)  ≤ α ≤ η on [t0, t1].
Proof. The argument is similar to that of Proposition 3.4. The main
difference is in the definition of α which now proceeds as follows. We fix
T > 0 large enough that (b) holds on [T¯ ,+∞). For t0, t1, , η as in the
statement, and σ ∈ (0, 1] we implicitly define α : [t0,+∞) → [,+∞)
by setting ∫ t
t0
b˜(s)λds =
∫ α(t)

ds
K−1(σF (s))
,
so that α(t0) = , and, by (b) and (¬KO), α(t) → +∞ as t → +∞.
The rest of the proof proceeds as in Proposition 3.4. 
Summarizing, the differential inequality (1.7) may admit non-constant,
non-negative entire classical weak solutions only if (¬KO) holds, and
possible solutions are necessarily unbounded. We shall address this
case in Section 5
4. A further version of Theorem A
section_further_version
As mentioned in the Introduction, condition (ϕ`) fails, for instance,
when ϕ is of the form
ϕ(t) =
t√
1 + t2
which, when D(x) ≡ 1, corresponds to the mean curvature operator.
Because of the importance of this operator, in Geometry as well as in
Analysis, it is desirable to have a version of Theorem A valid when
(ϕ`)2 fails. To deal with this situation we consider an alternative form
of the Keller–Osserman condition, and correspondingly, modify our set
of assumptions. We therefore replace assumption (ϕ`)2 with
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(Φ2) There exists C > 0 such that ϕ(t) ≥ Ctϕ′(t) on R+.
(ϕ`)3
ϕ(t)
`(t)
∈ L1(0+) \ L1(+∞).
As noted in Remark 3.1, (ϕ`)3 is implied by (θ)2 with θ < 2
It is easy to verify that in the case of the mean curvature operator,
tϕ′(t) =
t
(1 + t2)3/2
≤ ϕ(t) and ϕ(t) ∼
{
t as → 0+
1 as t→ +∞,
so that (Φ2) holds, and (ϕ`)3 is satisfied provided t`
−1 ∈ L1(0+) and
`−1 6∈ L1(+∞). By contrast, the choice
ϕ(t) = tet
2
,
corresponding to the operator of exponentially harmonic functions,
does not satisfy (Φ2).
According to (ϕ`)3, we may define a function K̂ by
eq4.0 (4.1) K̂(t) =
∫ t
0
ϕ(s)
`(s)
ds
which is well defined on R+0 , tends to +∞ as t → +∞ and therefore
gives rise to a C1 diffeomorphism of R+0 on to itself.
The variant of the generalized Keller–Osserman condition mentioned
above is then
(KˆO)
1
K̂−1(F (t))
∈ L1(+∞).
Analogues of Lemma 3.1, Proposition 3.3 and Proposition 3.4 are
also valid in this setting.
lemma_KOsigma_bis Lemma 4.1. Assume that f , ` and ϕ satisfy the assumptions (F1),
(L1) and (ϕ`)3, and let σ > 0. Then (KˆO) holds if and only if
(KˆOσ)
1
K̂−1(σF (s))
∈ L1(+∞).
Indeed, the proof of Lemma 3.1 depends only on the monotonicity of
K and the C-monotonicity of f , and can be repeated without change
replacing K with K̂.
Similarly, using Remark 3.2, one establishes the following
prop 3.2ter Proposition 4.2. Assume that conditions (Φ0) and (L1) hold, and let
F be a positive function defined on R+0 . If (θ)2 holds with θ < 2, then
there exists a constant B > 1 such that, for every σ ≤ 1 we have
eq_prop3.2ter_1 (4.2)
σ1/(2−θ)
K̂−1(σF (t))
≤ B
K̂−1(F (t))
on R+.
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Finally, we have
prop4.2 Proposition 4.3. Assume that (Φ0), (Φ2), (F1), (L1), (L2), (ϕ`)1,
(θ)2 and (KˆO) hold, let b˜ a function satisfying assumption (b), and let
A > 0, and β ∈ [−2,+∞). If λ and θ are the constants specified in (b)
and (θ), assume also that
λ(2− θ) ≥ 1 and
either (i) tβ/2b˜(t)λ(1−θ)−1
∫ t
1
b˜(s)λds ≤ C for t ≥ to
or (ii) tβ/2b˜(t)λ(1−θ)−1 ≤ C for t ≥ to and θ < 1.
(3.7)
Then there exists T > 0 sufficiently large such that, for every T ≤ t0 <
t1 and 0 <  < η, there exist T¯ > t1 and a C
2 function α : [t0, T¯ ) →
[,+∞) which is a solution of the problem
(3.8)
{
ϕ′(α′)α′′ + Atβ/2ϕ(α′) ≤ b˜(t)f(α)`(α) on [t0, T¯ )
α′ > 0 on [t0, T¯ ), α(t0) = , α(t)→ +∞ as t→ T¯−
and satisfies
(3.9)  ≤ α ≤ η on [t0, t1].
Proof. The proof is a small variation of that of Proposition 3.4, using
K̂ instead of K in the definition of α.
Note first of all that (3.7) forces θ < 2, so that (ϕ`)3 is automatically
satisfied.
Arguing as in Proposition 3.4, one deduces that α′ > 0 and α satisfies
eq4.11 (4.3) σf(α)α′ =
ϕ(α′/b˜λ)
`(α′/b˜λ)
(
α′/b˜λ
)′
,
so, again, α′/b˜λ is increasing on [t0, Tσ). From this, using the fact
that tθ−1ϕ(t)/`(t) is C-increasing (assumption (θ)2), ϕ(t) ≥ Ctϕ′(t)
(assumption (Φ2)), and b˜(t)
−λ > 1, we obtain
eq4.13 (4.4) ϕ′(α′)α′′ ≤
(
Cσb˜λ(2−θ)−1
)
bf(α)`(α′)
on [t0, Tσ), for some constant C > 0. On the other hand, applying (Φ2)
to (4.3), rearranging, integrating over [t0, t], and using (F1), (L2) and
the fact that α and α′/b˜λ are increasing, we deduce that
ϕ(α′/b˜λ) ≤ ϕ(α′/b˜λ)(t0) + Cσf(α)`(α′/b˜λ)
∫ t
t0
b˜(s)λds.
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Finally, using (F1), (L2), the fact that α and α
′/b˜λ are non-decreasing,
α(t0) =  and (θ)2 we obtain
eq4.14 (4.5)
ϕ(α′)
`(α′)
≤ Cb˜λ(1−θ)−1
[ ϕ(α′/b˜λ)(t0)
f()`(α′/b˜λ)(t0)
+ σ
∫ t
t0
b˜(s)λ
]
b˜f(α).
Combining (4.4) and (4.5) we conclude that
eq4.15 (4.6) ϕ′(α′)′α′′ + Atβ/2ϕ(α′) ≤ Nσ b˜f(α)`(α′)
with Nσ(t) defined as in (3.17).
The proof now proceeds exactly as in the case of Proposition 3.4 
We then have the following version of Theorem 3.5:
thm4.1 Theorem 4.4. Let (M, 〈 , 〉) be a complete Riemannian manifold sat-
isfying
(1.12) Riccn,m(LD) ≥ H2(1 + r2)β/2,
for some n > m, H > 0 and β ≥ −2 and assume that (Φ0), (Φ2), (F1),
(L1), (L2), (ϕ`)1, (ϕ`)2 and (θ)2 hold. Let b(x) ∈ C0(M), b(x) ≥ 0 on
M and suppose that
(3.19) b(x) ≥ b˜(r(x)) for r(x) 1,
where b˜ satisfies assumption (b) and (3.7). If the modified Keller–
Osserman condition
(KˆO)
1
K̂−1(F (t))
∈ L1(+∞)
holds then any entire classical weak solution u of the differential in-
equality
(1.7) LD,ϕu ≥ b(x)f(u)`(|∇u|)
is either non-positive or constant. Furthermore, if u ≥ 0, and `(0) > 0,
then u vanishes identically.
According to Remark 3.3, Theorem 4.4 holds if we assume that b˜(t) =
C/tµ for t 1 where µ ≥ 0 and
(θβµ)
{
θ < 1− β/2− µ or θ = 1− β/2− µ < 1 if µ > 0
θ < 1− β/2 if µ = 0.
We note that in the model case of the mean curvature operator with
`(t) = tq, q ≥ 0,
then assumptions (Φ0), (Φ2), (ϕ`)1 and (θ)2 hold provided
(0 ≤)q < 1, θ ≥ 1 + q
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and the above restrictions are compatible with (θβµ).
5. Weak Maximum Principle and Non-Existence of
Bounded Solutions
section weak_maximum
As shown in Section 3 above, the failure of the Keller-Osserman
condition, allows to deduce existence of solutions of the differential
inequality (1.7). The solutions thus constructed diverge at infinity.
This is no accident. Indeed, Theorem B shows that under rather mild
conditions on the coefficients and on the geometry of the manifold,
if solutions exist, they must be unbounded, and in fact, must go to
infinity sufficiently fast.
The proof of the Theorem B depends on the following weak maxi-
mum principle for the diffusion operator LD,ϕ which improves on the
weak maximum principle for the ϕ-Laplacian already considered in [21],
[23], [22] and [16]. It is worth pointing out that, besides allowing the
presence of a term depending on the gradient of u, we are able to deal
with C1 functions, removing the requirement that u ∈ C2(M) and that
the vector field |∇u|−1ϕ(|∇u|)∇u be C1.
In order to formulate our version of the weak maximum principle, we
note that if X is a C1 vector field, and v a positive continuous function
on an open set Ω, then the following two statements
(i) infΩ v
−1div X ≤ Co,
(ii) if div X ≥ Cv on Ω for some constant C, then C ≤ Co.
Since (ii) is meaningful for in distributional sense, we may take it as
the weak definition of (i) , and apply it to the case where X is only
C0 (L∞loc would suffice), and v is only assumed to be non-negative and
continuous. Indeed, it is precisely the implication stated in (ii) that
will allow us to prove Theorem B.
In view of applications to the case of the diffusion operator LD,ϕ,
it may also be useful to observe that, if the weight function D(x) is
assumed to be C1 (indeed, W 1,1loc is enough if X is assumed to be merely
in L∞loc), then the weak inequality
D(x)−1div X ≥ Cv
is in fact equivalent to the inequality
div X ≥ CD(x)v
improved weak max principle Theorem 5.1. Let (M, 〈 , 〉) be a complete Riemannian manifold, let
D(x) ∈ C0(M) be a positive weight on M , and let ϕ satisfy (Φ1). Given
σ, µ, χ ∈ R, let
η = µ+ (σ − 1)(1 + δ − χ),
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and assume that
σ ≥ 0, σ − η ≥ 0, and 0 ≤ χ < δ.
Let u ∈ C1(M) be a non constant function such that
u growth bis (5.1) uˆ = lim sup
r(x)→+∞
u(x)
r(x)σ
< +∞.
and suppose that either
vol growth exp bis (5.2) lim inf
r→+∞
log volD Br
rσ−η
= d0 < +∞ if σ − η > 0
or
vol growth poly bis (5.3) lim inf
r→+∞
log volD Br
log r
= d0 < +∞ if σ − η = 0.
Suppose that γ ∈ R is such that the superset Ωγ = {x ∈M : u(x) > γ}
is not empty, and that the weak inequality
u inf bound (5.4) div
(
D(x)|∇u|−1ϕ(|∇u|)∇u) ≥ K(1 + r(x))−µ|∇u|χD(x)
holds on Ωγ. Then the constant K satisfies
K ineq (5.5) K ≤ C(σ, δ, η, χ, d0) max{uˆ, 0}δ−χ
where C = C(σ, δ, η, χ, δ0) is given by
C expression (5.6) C =

0 if σ = 0
Ad0(σ − η)1+δ−χ if σ > 0, η < 0
Ad0σ
δ−χ(σ − η) if σ > 0, η ≥ 0,
if σ − η > 0 and by
C expression bis (5.7)
C =

0 if σ = 0
or σ > 0, δ(σ − 1) + d0 − 1 ≤ 0
Aσδ−χ[δ(σ − 1) + d0 − 1] if σ > 0, δ(σ − 1) + d0 − 1 > 0
if σ − η = 0.
Remark 5.1. According to what observed before the statement, if u
in C2, the vector field |∇u|−1ϕ(|∇u|)∇u is C1 and χ = 0, then the
conclusion of the theorem is that
inf
Ωγ
(
1 + r(x)
)µ
LD,ϕu ≤ C(σ, δ, η, χ, δ0) max{uˆ, 0}δ,
and we recover an improved version of Theorem 4.1 in [16].
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Proof. The proof is an adaptation of that of Theorem 4.1 in [16].
Clearly we may assume that K > 0, for otherwise there is nothing
to prove.
Note also that since u is assumed to be non-constant, then it cannot
be constant on any connected component Eo of Ωγ. Indeed, if u were
constant in Eo, then ∅ 6= ∂Eo ⊆ ∂Ωγ. Since, by continuity, u = γ on
∂Ωγ, we would conclude that u ≡ γ on Eo ⊂ Ωγ, contradicting the fact
that u > γ on Ωγ.
Next, because both the assumptions and the conclusions of the the-
orem are left unchanged by adding a constant to u, arguing as in the
proof of Theorem 4.1 in [16] shows that given b > max{uˆ, 0}, we may
assume that
u conditions (5.8) (i)
u
(1 + r)σ
< b and (ii) u(xo) > 0 for some xo ∈ Ωγ.
Further, we observe that if (5.5) follows from (5.4) for some γ then the
conclusion holds for any γ′ ≤ γ. Thus, by increasing γ if necessary, we
may also suppose that γ > 0.
We fix θ ∈ (1/2, 1) and choose R0 > 0 large enough that |∇u| 6≡ 0
on the non empty set BR0 ∩ Ωγ. Given R > R0, let ψ ∈ C∞(M) be a
cut off function such that
cutoff conditions (5.9)
0 ≤ ψ ≤ 1, ψ ≡ 1 on BθR, ψ ≡ 0 on M \BR, |∇ψ| ≤ C
R(1− θ) ,
for some absolute constant C > 0. Let also λ ∈ C1(R) and F (v, r)∈
C1(R2) be such that
lambda conditions (5.10) 0 ≤ λ ≤ 1, λ = 0 on (−∞, γ], λ > 0, λ′ ≥ 0 on (γ,+∞).
and
F definition (5.11) F (v, r) > 0,
∂F
∂v
(v, r) < 0
on [0,+∞)× [0.+∞), where v is given by
v def (5.12) v = α(1 + r)σ − u.
and α is a constant greater than b, so that v > 0 on Ωγ. Indeed,
according to (5.8), and the assumption that γ ≥ 0, so that u > 0 on
Ωγ, we have
v ineq (5.13) (α− b)(1 + r)σ ≤ v ≤ α(1 + r)σ on Ωγ,
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By definition of the weak inequality (5.4), for every non-negative test
function 0 ≤ ρ ∈ H10 (Ωγ),
−
∫
Ωγ
〈∇ρ, |∇u|−1ϕ(|∇u|)∇u〉D(x) dx ≥ K
∫
Ωγ
ρ(1+r)−µ|∇u|χD(x) dx.
We use as test function the function ρ = ψ1+δλ(u)F (v, r) which is
non-negative, Lipschitz, compactly supported in M and vanishes on
M \ (Ωγ ∩ BR(o)). Inserting the expression for ∇ρ in the above inte-
gral inequality, using the conditions λ′ > 0, F (v, r) > 0, ∂F/∂v < 0,
and |∇u| ≤ A−1/δϕ(|∇u|)1/δ, which in turn follows from the structural
condition ϕ(t) ≤ Atδ, after some computations we obtain
int ineq (5.14) (1 + δ)
∫
ψδλ(u)F (v, r)ϕ(|∇u|)|∇ψ|D(x) dx
≥
∫
ψ1+δλ(u)
∣∣∣∣∂F∂v
∣∣∣∣B(u, r)D(x) dx
where
B(u, r) = A−1/δϕ(|∇u|)1+1/δ
+KA−χ/δ
F (v, r)
|∂F/∂v|(1 + r)
−µϕ(|∇u|)χ/δ
+
(
∂F/∂r
|∂F/∂v| − ασ(1 + r)
σ−1
)
|∇u|−1ϕ(|∇u|)〈∇r,∇u〉.
B def (5.15)
Now one needs to considers several cases separately. We treat in
detail only the case where M satisfies the volume growth condition
(5.2), σ > 0, and η < 0.
In this case we let
F (v, r) = exp
[−qv(1 + r)−η],
where q > 0 is a constant that will be specified later. An elementary
computation which uses the estimate for v given in (5.13) shows that
0 ≥
∂F
∂r
(v, r)∣∣∂F
∂v
(v, r)
∣∣ − ασ(1 + r)σ−1 ≥ −α(σ − η)(1 + r)σ−1partial F estimate 1 (5.16)
and
F (v, r)∣∣∂F
∂v
(v, r)
∣∣ = 1q (1 + r)η.partial F estimate 2 (5.17)
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Inserting (5.16) and (5.17) into (5.15), and using the Cauchy–Schwarz
inequality we deduce that
B estimate 1 (5.18)
B(u, r) ≥ ϕ(|∇u|)χ/δ
{ 1
A1/δ
ϕ(|∇u|) δ+1−χδ + K
qAχ/δ
(1 + r)(1+δ−χ)(σ−1)
− α(σ − η)(1 + r)σ−1ϕ(|∇u|) δ−χδ
}
.
In order to estimate the right hand side of (5.18) we use the follow-
ing calculus result (see [16], Lemma 4.2): let ν, ρ, β, ω be positive
constants, and let f be the function defined on [0,+∞) by f(s) =
ωs1+ν + ρ − βsν . Then the inequality f(s) ≥ Λs1+ν holds on [0,+∞)
provided
Lambda estimate (5.19) Λ ≤ ω − νβ
1+1/ν
(1 + ν)1+1/νρ1/ν
.
Applying this result with ν = δ − χ and s = ϕ(|∇u|)1/δ, and recalling
the definition of η we deduce that the estimate
B estimate 2 (5.20) B(u, r) ≥ Λϕ(|∇u|)1+1/δ,
holds provided
Lambda estimate 2 (5.21) Λ ≤ 1
A1/δ
− νq
1/νAχ/δν [α(σ − η)]1+1/ν
(1 + ν)1+1/νK1/ν
.
In particular, given τ ∈ (0, 1) if we let
Lambda q def (5.22) Λ =
1− τ
A1/δ
and q =
τ ν(1 + ν)1+ν
ννA[α(σ − η)]1+νK
then Λ is positive, and satisfies (5.21) with equality.
Inserting (5.20) and the expression for ∂F/∂v into (5.14), we deduce
that
qΛ
1 + δ
∫
Ωγ∩BR
ψ1+δλ(u)F (v, r)(1 + r)−ηϕ(|∇u|)1+1/δD(x) dx
≤
∫
Ωγ∩BR
ψδλ(u)F (v, r)|∇ψ|ϕ(|∇u|)D(x) dx.
Now the proof proceeds as in [16]: applying Ho¨lder inequality with
conjugate exponents 1+δ and 1+1/δ to the integral on the right hand
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side, and simplifying we obtain
int estimate 2 (5.23)
( qΛ
1 + δ
)1+δ ∫
Ωγ∩BR
ψ1+δλ(u)F (v, r)(1 + r)−ηϕ(|∇u|)1+1/δD(x)
≤
∫
Ωγ∩BR
λ(u)F (v, r)(1 + r)ηδ|∇ψ|1+δD(x).
By the volume growth assumption (5.2), for every d > d0, there exists
a diverging sequence Rk ↑ +∞ with R1 > 2R0 such that
log vol estimate (5.24) log volBRk ≤ dRσ−ηk .
Since θRk > Rk/2 > R0, we may let R = Rk in (5.23), and use the
support properties of ψ, the estimate for |∇ψ|, and the fact that λ ≤ 1,
η < 0 to show that
E estimate (5.25) E =
( qΛ
1 + δ
)1+δ ∫
Ωγ∩BR0
λ(u)F (v, r)ϕ(|∇u|)1+1/δD(x)
≤ C1+δ(1 + θRk)ηδ[(1− θ)Rk]−(1+δ)
∫
Ωγ∩(BRk\BθRk )
F (v, r)D(x).
Now, since |∇u| 6≡ 0 on Ωγ ∩ BR0 , then E > 0. On the other hand,
using the bound (5.13) for v, and the expression of F we get
F (v, r) ≤ exp(−q(α− b)(1 + θRk)σ−η)
on Ωγ ∩ (BRk \BθRk), so inserting this into the right hand side of (5.25)
we conclude that
E estimate bis (5.26) 0 < E ≤ CRδη−(1+δ)k
× exp(dRσ−ηk − q(α− b)(1 + θRk)σ−η),
where C is a constant independent of k. In order for this inequality to
hold for every k, we must have
d ≥ (α− b)qθσ−η,
whence, letting θ tend to 1,
d ≥ (α− b)q.
We set α = tb, insert the definition (5.22) of q in the above inequality,
solve with respect to K, and then let τ tend to 1 to obtain
K ≤ Adbν(σ − η)1+ν ν
ν
(1 + ν)1+ν
t1+ν
t− 1 .
The conclusion is then obtained minimizing with respect to t > 1,
letting d→ d0 and b→ max{uˆ, 0} and recalling that ν = δ − χ.
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The other cases are treated adapting the arguments carried out in
the proof of [16] Theorem 4.1, cases II and III, and of Theorem 4.3 for
the case of polynomial volume growth. 
Proof of Theorem B. We begin by showing that if under the assump-
tions of the theorem, u is necessarily bounded above. Indeed, assume
by contradiction that u∗ = +∞, so that, by (1.14), σ > 0, and there
exists γo and C > 0 such that f(t) > C for t ≥ γ. Keeping into account
the assumptions on b and l, we deduce that u satisfies the differential
inequality
div
(
D(x)|∇u|−1ϕ(|∇u|)∇u) ≥ K(1 + r(x))−µ|∇u|χD(x)
weakly on Ωγo , with a constant K > 0. On the other hand, because
of growth assumption on u, the constant uˆ in the statement of Theo-
rem 5.1 is equal to zero, and this shows that K = 0, and the contra-
diction shows that u∗ < +∞ is bounded above.
Assume now that f(u∗) > 0. Since f(t) > 0 for t > 0, by continuity
there exists γo such that f(u) ≥ C > 0 on Ωγo , and a contradiction is
reached as above.
The final statement follows immediately from this and from the as-
sumptions. 
6. Proof of Theorem C
The aim of this section is to prove Theorem C in the Introduction to-
gether with a version covering the case of the mean curvature operator.
Before proceeding, we analyze the Keller–Osserman condition
(ρKO)
e
∫ t
0 ρ(z)dz
K−1
(
Fˆ (t)
) ∈ L1(+∞),
where ρ ∈ C0(R+0 ), is non-negative on R+0 and Fˆ (t) = Fρ,ω is defined
in (1.20), namely,
(1.20) Fρ,ω(t) =
∫ t
0
f(s)e(2−ω)
∫ s
0 ρ(z)dzds.
lemma6.1 Lemma 6.1. Assume that (F1) (L1) and the first part of (θ)1 with
θ < 2 hold, and let ω = θ and σ ∈ R+. Then (ρKO) is equivalent to
(ρKOσ)
e
∫ t
0 ρ(z)dz
K−1
(
σFˆ (t)
) ∈ L1(+∞).
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Proof. Assume first that σ ≤ 1. Since K−1 is non-decreasing,
1
K−1(Fˆ (t))
≤ 1
K−1(σFˆ (t))
and (ρKOσ) implies (ρKO). On the other hand, according to Proposi-
tion 3.3 and Remark 3.2 there exists a constant B ≥ 1 such that
σ1/(2−θ)
K−1(σFˆ (t))
≤ B
K−1(Fˆ (t))
on R+,
and (ρKO) implies (ρKOσ). Thus the stated equivalence holds when
σ ≤ 1. Then the case σ ≥ 1 follows as in Lemma 3.1. 
We observe that in favorable circumstances (KO) and (ρKO) are
indeed equivalent. For instance we have
prop6.1 Proposition 6.2. Assume that (F1), (L1), (ϕ`)2 and (ρ) hold. If ρ ∈
L1(+∞) and ω ≤ 2 then (ρKO) is equivalent to (KO).
Proof. Observe first of all that since 0 ≤ ρ ∈ L1((0,+∞)) (ρKO) is
equivalent to
eq6.2 (6.1)
1
K−1(Fˆ (t))
∈ L1(+∞).
Since ω ≤ 2 we also have
1 ≤ e(2−ω)
∫ s
0 ρ(z)dz ≤ Λ,
and therefore
eq6.3 (6.2) F (t) =
∫ t
0
f(s)ds ≤ Fˆ (t) =
∫ t
0
f(s)e(2−ω)
∫ s
0 ρ(z)dz ≤ ΛF (t).
Recalling that K−1 increasing, the left hand side inequality in (6.2)
shows that ∫ +∞ dt
K−1(Fˆ (t))
≤
∫ +∞ dt
K−1(F (t))
and, by (6.1), (KO) implies (ρKO).
On the other hand, since, by (F1), f is C-increasing with constant
C ≥ 1, so is also the integrand in the definition of Fˆ , and therefore the
right hand side inequality inequality in (6.2) and the argument in the
proof of Lemma 3.1, with σ = Λ−1 and F replaced by Fˆ , show that
eq6.4 (6.3)
∫ +∞ ds
K−1(F (s))
≤
∫ +∞ ds
K−1(Λ−1Fˆ (s))
≤ CΛ
∫ +∞ dt
K−1(Fˆ (t))
,
and, again by (6.1), (ρKO) implies (KO). 
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Remark 6.1. The above proposition generalizes Proposition 6.1 in
[12].
prop6.5 Proposition 6.3. Assume that (Φ0), (F1), (L1), (L2), (ϕ`)1, (θ), (b),
(ρ) and (ρKO) with ω = θ hold. Let A > 0, β ≥ −2, and, if λ > 0 and
θ are the constants in (b) and (θ), suppose that θ ≤ 1 and
eq6.6 (6.4)
{
λ ≥ 1 tβ/2b˜(t)−1 ∫ t
1
b˜(s)λds ≤ C ∀t ≥ 1 if θ = 1
λ(2− θ) ≥ 1 tβ/2b˜(t)λ(1−θ)−1 ≤ C ∀t ≥ 1 if θ < 1,
for come constant C > 0. The there exists T > 0 sufficiently large such
that, for every T ≤ t0 < t1 and 0 <  < η, there exist T¯ > t1 and a C2
function α : [t0, T¯ )→ [,+∞) which is a solution of the problem
eq6.7 (6.5){
ϕ′(α′)α′′ + Atβ/2ϕ(α′) ≤ b˜(t)f(α)`(α)− ρ(α)ϕ′(α′)(α′)2 on [t0, T¯ )
α′ > 0 on [t0, T¯ ), α(t0) = , α(t)→ +∞ as t→ T¯−
and satisfies
eq6.8 (6.6)  ≤ α ≤ η on [t0, t1].
Proof. The proof is a modification of that of Proposition 3.4 so we only
sketch it.
Note that since (θ)1 holds with θ ≤ 1, so does (ϕ`)2. Thus K defines
a C1 diffeomorphism of R+0 and condition (ρKO) is meaningful.
As in the proof of Proposition 3.4, we may assume that b˜ ≤ 1 for t
large. Choose T > 0 large enough that b˜′(t) ≤ 0 and 0 < b˜(t) ≤ 1 in
[T,+∞), let t0, t1, , η as in the statement, use Lemma 6.1, (b) and
condition (ρKO), to define Tσ by means of the formula∫ Tσ
t0
b˜(s)λds =
∫ +∞

e
∫ s
0 ρ
K−1(σFˆ (s))
,
and choose σ ∈ (0, 1] small enough to guarantee that Tσ > t1.
Next let α : [t0, Tσ)→ [,+∞) be defined by the formula∫ Tσ
t
b˜(s)λds =
∫ +∞
α(t)
e
∫ s
0 ρ
K−1(σFˆ (s))
,
so that
α(t0) = , and α(T
−
σ ) = +∞.
Differentiating we obtain
α′ = b˜λK−1(σFˆ )e−
∫ α
0 ρ,
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so that α′ > 0, and rearranging, differentiating once again, and simpli-
fying we obtain,
eq6.10 (6.7) σf(α)e(2−θ)
∫ α
0 ρ =
(
e
∫ α
0 ρ
b˜λ
)
ϕ′
(
α′e
∫α
0 ρ
b˜λ
)
`
(
α′e
∫α
0 ρ
b˜λ
) (α′e∫ α0 ρ
b˜λ
)′
,
so that, in particular, (α′e
∫ α
0 ρ/b˜λ)′ > 0.
We use the fact that e
∫ α
0 ρ/b˜ ≥ 1 to apply (θ)1, we expand the deriv-
ative of (α′e
∫ α
0 ρ/b˜λ), use b˜′ ≤ 0, and rearrange to obtain
eq6.11 (6.8) ϕ′(α′)α′′ ≤ Cσf(α)`(α′)b˜λ(2−θ) − ρ(α)ϕ′(α′)2.
On the other hand, we rewrite (6.7) in the form
ϕ′
(
α′e
∫ α
0 ρ
b˜λ
)(
α′e
∫ α
0 ρ
b˜λ
)′
= σb˜λf(α)`
(
α′e
∫ α
0 ρ
b˜λ
)
e(1−θ)
∫ α
0 ρ,
integrate between t0 and t, and use the C-monotonicity of f and ` and
(θ)2 to obtain
ϕ
(
α′e
∫ α
0 ρ
b˜λ
)
− ϕ
(
α′e
∫ α
0 ρ
b˜λ
)
(t0) ≤ Cσf(α)e(1−θ)
∫ α
0 ρ`
(
α′e
∫ α
0 ρ
b˜λ
)∫ t
0
b˜λ,
whence, rearranging and using the C-monotonicity of tθ−1ϕ(t)/`(t), f
and `, and the θ ≤ 1 shows that (see the argument that led to (3.15)
in the proof of Proposition 3.4
ϕ(α′)
`(α′)
≤ C
(
e
∫ α
0 ρ
b˜λ
)θ−1 ϕ(α′e∫α0 ρ
b˜λ
)
`
(
α′e
∫α
0 ρ
b˜λ
)
≤ Cb˜f(α)
{
σb˜λ(1−θ)−1
∫ t
0
b˜λ +
ϕ
(
α′e
∫α
0 ρ
b˜λ
)
(t0)
f()`
(
α′e
∫α
0 ρ
b˜λ
) (t0)}.
eq6.12 (6.9)
Thus, combining (6.8) and (6.9) and arguing as in Proposition 3.4 we
deduce that
ϕ′(α′)α′′ + Atβ/2ϕ(α′) ≤ N(σ)b˜f(α)`(α′)− ρ(α)ϕ′(α′)(α′)2
with
Nσ(t) = Cσb˜
λ(2−θ)−1 + ACtβ/2b˜λ(1−θ)−1
ϕ(K−1(σF ()))
`(K−1(σF ()))f()
+ ACσtβ/2b˜λ(1−θ)−1
∫ t
t0
b˜(s)λ.
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The proof now proceeds exactly as in Proposition 3.4. 
The next result is the analogue of Theorem 3.5 and Theorem C in
the Introduction follows from it using Remark 3.3.
thm6.16 Theorem 6.4. Let (M〈 , 〉) be a complete manifold satisfying
eq6.16’ (6.10) Riccn,m(LD) ≥ H2(1 + r2)β/2,
for some n > m, H > 0 and β ≥ −2, and assume that (h), (g), (ρ),
(Φ0), (F1), (L1) (L2), (ϕ`)1 and (θ) hold. Let also b(x) ∈ C0(M) be
strictly positive on M and such that
eq6.17 (6.11) b(x) ≥ b˜(r(x)) for r(x) 1,
with b˜ satisfying (b), and (6.4). Finally, suppose that (ρKO) holds with
ω = θ in the definition of Fˆ . Then any entire classical weak solution
of the differential inequality
(1.19) LD,ϕu ≥ b(x)f(u)`(|∇u|)− g(u)h(|∇u|),
is either non-positive or constant. Moreover, if u ≥ 0 and `(0) > 0,
then u ≡ 0.
Proof. The proof is modeled on that of Theorem 3.5. However, in the
case where u is bounded above, in order to prove that, if u takes on
positive values and is non-constant then
u∗o = sup
Bro
u < supu = u∗,
we argue as follows. Assume that u attains its supremum u∗ > 0 and
let Γ = {x : u(x) = u∗}. Clearly Γ is closed and nonempty. We are
going to show that it is also open so, by connectedness, Γ = M and u is
constant. To this end, let xo ∈ Γ. We have b(x)f(u) ≥ 12b(xo)f(u∗) > 0
and g(u) ≤ 2Cρ(u∗) in a suitable neighborhood U of xo. Moreover, by
(θ)1 and (h), we may estimate
h(s) ≤ Cs2ϕ′(s) ≤ Cϕ
′(1)
`(1)
s2−θ`(s) = Cs2−θ`(s), ∀s ≤ 1,
so that, in U ,
b(x)f(u)`(|∇u|)−g(u)h(|∇u|) ≥ `(|∇u|)
(b(xo)
2
f(u∗)−Cρ(u∗)|∇u|2−θ
)
.
Since ∇u(xo) = 0 it is now clear that there exists a neighborhood
U ′ ⊂ U of xo where the right hand side the above inequality is non-
negative. Thus,
LD,ϕu ≥ 0 in U ′
and u = u∗ in U ′ by the strong maximum principle.
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We note in passing that if `(0) > 0 the required conclusion may be
obtained without having to appeal to condition (θ)1.
The rest of the proof proceeds as in Theorem 3.5 using Proposi-
tion 6.3 instead of Proposition 3.4. 
As we did for Theorem 3.5 in Section 3, even in this case we can
provide a version of the above result valid for a class of operators which
include the mean curvature operator. In order to do this we need to
introduce the appropriate Keller-Osserman condition. Given ω ∈ R, let
ρ satisfy (ρ) and let Fˆ be defined in (1.20). We assume (ϕ`)3 holds and
let Kˆ be defined in (4.1). The version of Keller-Osserman condition we
consider is then
rho_hatKO (ρKˆO)
e
∫ t
0 ρ
Kˆ−1
(
Fˆ (t)
) ∈ L1(+∞).
Modifications of the arguments of Section 4 allow to obtain the fol-
lowing
thm6.20 Theorem 6.5. Let (M〈 , 〉) be a complete manifold satisfying (6.10)
for some n > m, H > 0 and β ≥ −2, and assume that (h), (g), (ρ),
(Φ0), (F1), (L1) (L2), (ϕ`)1 and (θ) hold. Let also b(x) ∈ C0(M) be
strictly positive on M and satisfying (6.11) with b˜ satisfying (b), and
(6.4). Finally, suppose that (ρKˆO) holds with ω = θ in the definition of
Fˆ . Then any entire classical weak solution of the differential inequality
(1.19) LD,ϕu ≥ b(x)f(u)`(|∇u|)− g(u)h(|∇u|),
is either non-positive or constant. Moreover, if u ≥ 0 and `(0) > 0,
then u ≡ 0.
We leave the details to the interested reader, and merely point out
that, according to what remarked in the proof of Theorem 6.4, if `(0) >
0 then it suffices to assume (θ)2 in the statement of Theorem 6.5.
References
Bakry-hypercontractivite [1] D. Bakry, L’hypercontractivite´ et son utilization en the´orie des semi-
groups. Lecture Notes in Mathematics 1581 (1994), 1–114.
Bakry-Emery_DiffusionsHypercontractives [2] D. Bakry, P. Emery, Diffusions hypercontactives. Lecture Notes in
Mathematics 1123 (1985), 177-206.
BakryQian-VolumeComparisonTheorems [3] D.Bakry and Z. Qian, Volume comparison theorems without Jacobi
fields. Current trends in potential theory, 115–122, Theta Ser. Adv.
Math., 4, Theta, Bucharest, 2005.
CheegerGromovTaylor-JDG [4] J. Cheeger, M. Gromov, M. Taylor, Finite propagation speed, kernel
estimates for functions of the Laplace operator, and the geometry of
complete Riemannian manifolds, J. Diff. Geom. 17 (1982), no. 1, 15–
53.
DIFFERENTIAL INEQUALITIES WITH GRADIENT TERMS 49
DucEells-ExpHarmonicFcns [5] D. Duc, J. Eells, Regularity of exponentially harmonic functions, In-
ternat. J. Math. 2 (1991), no. 4, 395–408.
EellsLemaire-ExpHarmonicFcns [6] J. Eells, L. Lemaire, Some properties of exponentially harmonic maps.
Partial differential equations, Part 1, 2 (Warsaw, 1990), 129–136,
Banach Center Publ., 27, Part 1, 2, Polish Acad. Sci., Warsaw, 1992.
Gallot-Asterisque [7] S. Gallot, Isoperimetric inequalities bases on integral norms of Ricci
curvature, Asterisque 157-158 (1988), 191–216.
LiX-D-JMathPuresAppl [8] Li X.-D., Liouville theorems for symmetric diffusion operators on
complete Riemannian manifolds, J. Math. Pures Appl. 84 (2005)
1295-1361.
LiYau-Compositio [9] P. Li, S.T. Yau, Curvature and holomorphic mappings of complete
Ka¨hler manifolds, Compositio Math. 73 (1990), 125–144.
Lott-Commentarii [10] J. Lott, Some geometric properties of the Bakry-Emery Ricci tensor,
Comment. Math. Helv. 78 (2003) 865-883.
MitidieriPohozaev-Steklov [11] E. Mitidieri, S.I. Pohozaev, A priori estimates and blow up of so-
lutions to non-linear partial differential equations and inequalities,
Proc. Stejlov Inst. Math. 234 (2001), 1–362.
MagliaroMarimastroliaRigoli-Heisenberg [12] M. Magliaro, L. Mari, P. Mastrolia, M. Rigoli, Keller-Osserman
type conditions for differential inequalities with gradient terms on the
Heisenberg group, preprint.
Osserman [13] R. Osserman, On the inequality ∆u ≥ f(u), Pac. J. Math. 7 (1957),
1641–1647.
PetersenWei-GAFA [14] P. Petersen, G. Wei, Relative volume comparison with integral curva-
ture bounds, GAFA 7 (1997), 1031–1045.
PigolaRigoliSetti-JFA2002 [15] S. Pigola, M. Rigoli, A.G. Setti, Maximum principle and singular
elliptic inequalities, J. Funct. Anal. 113 (2002), 224–260.
PigolaRigoliSetti-Memoirs [16] S. Pigola, M. Rigoli, A.G. Setti, Maximum principle on Riemannian
manifolds and applications, Memoirs of the AMS, 174 no. 822 (2005).
PigolaRigoliSetti-MatCont [17] S. Pigola, M. Rigoli, A.G. Setti, Maximum principle at infinity on
Riemannian manifolds: an overview, Mat. Cont. 31 (2006) 81–128.
PigolaRigoliSetti-TheBook [18] S. Pigola, M. Rigoli, A.G. Setti, Vanishing and finiteness results
in geometric analysis. A generalization of the Bochner technique.
Progress in Mathematics, 266. Birkha¨user Verlag, Basel, 2008.
PucciSerrin-Book [19] P. Pucci and J. Serrin, The Maximum Principle. Progress in Non-
linear Differential Equations and Their Applications, 73. Birkha¨user
Verlag, Basel 2007.
Qian-EstimatesWeightedVolume [20] Z. Qian, Estimates for weighted volumes and application, Quart. J.
Math. Oxford 48 (1997), 235–242.
RigoliSalvatoriVignati-Pacific [21] M. Rigoli, M. Salvatori, M. Vignati, A Liouville type theorem for a
general class of operators on complete manifolds, Pacific J. Math.,
194 (2000), 439–453.
RigoliSalvatoriVignati-Revista [22] M. Rigoli, M. Salvatori, M. Vignati, Some remarks on the weak max-
imum principle, Rev. Mat. Iberoamericana 21 (2005) 459–481.
RigoliSetti-Revista [23] M. Rigoli, A.G. Setti, Liouville type theorems for ϕ−subharmonic
functions, Rev. Mat. Iberoam. 17 (2001), 471–520.
Setti-Canadian [24] A.G. Setti, Gaussian estimates for the heat kernel of the weighted
Laplacian and fractal measures, Canad. J. Math. 44 (1992), 1061–
1078.
50 LUCIANO MARI, MARCO RIGOLI, AND ALBERTO G. SETTI
Dipartimento di Matematica, Universita` di Milano, via Saldini 50,
I-20133 Milano, ITALY
E-mail address: luciano.mari@unimi.it
Dipartimento di Matematica, Universita` di Milano, via Saldini 50,
I-20133 Milano, ITALY
E-mail address: rigoli@mat.unimi.it
Dipartimento di Fisica e Matematica, Universita` dell’Insubria - Como,
via Valleggio 11, I-22100 Como, ITALY
E-mail address: alberto.setti@uninsubria.it
