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Chapter 1
Introduction
The main goal of this Ph.D. dissertation is to develop a new methodology to ana-
lyze fractionally cointegrated systems. This problem is very relevant in almost any
eld of science, where we are interested to know whether there exists a long-run
relationship among given variables. Most of the empirical analysis of this kind of
problems is still conducted based on the standard I(1)/I(0) cointegration method-
ology due to the fact that fractional methods are still not popular enough. We
could benet a lot from substituting the standard techniques by more general ones,
since standard methodology imposes some assumptions, that the considered series
are integrated of order one and that cointegration residuals are integrated of order
zero, which are not necessarily satised by real data series.
There has been found an empirical evidence that important economic time series
might be fractionally integrated. The typical examples are traditional business cycle
indicators, like aggregate economic activity and price indices and also asset prices
and exchange rate volatility. At the same time fractionally integrated processes
have high-order autocorrelations that persist for too long to be accounted for by
an parsimonious autoregressive moving average (ARMA) model, so in order to
approximate the behaviour of fractionally integrated processes using nite order
autoregressive (AR) and moving average (MA) processes we would need a very
large number of lags to achieve any kind of accuracy.
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Second the standard cointegration analysis assumes that deviations from equi-
librium are integrated of order zero. This assumption is far too restrictive, since
fractional cointegration has the same economic implications, in the sense that there
exists equilibrium among considered variables and the only di¤erence is that the
rate of convergence to the equilibrium is slower in the fractional case than in the
standard cointegration case. Moreover if we tried to employ the standard method-
ology to analyze fractionally cointegrated systems ignoring fractional cointegration
parameter then fractionally integrated error correction model (ECM) would result
in a misspecied likelihood. This misspecication may imply loss of power for frac-
tional cointegration testing and may result in inconsistent parameter estimation.
There exists already a literature on the consequences of using standard vector
error correction models (VECM) to make an inference on fractionally cointegrated
systems. Gonzalo and Lee (1998) have found that likelihood ratio tests based on
the standard models nd spurious cointegration between independent variables that
are not unit root processes. Further, Andersson and Gredenho¤ (1999) have shown
by simulation that likelihood ratio (LR) tests based on the standard model have
power against fractional alternatives, so using maximum likelihood (ML) techniques
we are likely to nd the evidence of C(1; 1) cointegration when in reality we have
fractional cointegration. At the same time the maximum likelihood approach based
on standard models gives the estimates of the "impact" matrix  = 0 that are
severely biased and have large mean square errors if the variables are fractionally
cointegrated. So it can be much more severe to ignore fractional cointegration than
to incorporate it, when it is not present, in a fractional framework like the one we
consider, that nests the standard case.
Our approach is fully parametric and follows an idea of using maximum like-
lihood principles as proposed by Johansen (1995) for a standard I(1)/I(0) cointe-
gration case. The so-called "Johansens approach" can be preferred to other pos-
sible approaches because it provides a simple way of testing for the cointegration
rank, making inference on the parameters of complex cointegrated systems and sug-
gests methods for checking the assumptions underlying the models. The traditional
analysis assumes a pre-specied level of persistence in the observed series and in
the long-run equilibrium. It is natural to extend the analysis to the situation where
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these are unknown and consider a fractional framework which nests the traditional
unit root paradigm.
In Chapter 2 titled "Likelihood based testing for fractional cointegration" we
consider the problem of testing the existence of fractional cointegration. The order
of fractional cointegration is assumed to be unknown and estimated by maximum
likelihood. Using this estimate we propose to perform two likelihood ratio tests,
so-called maximum eigenvalue and trace tests, which are basic inference tools in
cointegration analysis. We also consider the situation where the memory of the ob-
servables is unknown and there are both deterministic trends and short run noise.
We nd the asymptotic distributions of new tests, tabulate their critical values by
means of Monte Carlo simulation, investigate small sample properties of proposed
tests and compare with properties of the likelihood ratio tests based on the standard
VECM. We demonstrate that power of the proposed tests under fractional alter-
natives is better compared with the power of the likelihood ratio tests based on
the standard VECM, while size is comparable and size distortions are small. The
proposed method of testing is illustrated using the example of the cointegration
between consumption and income.
In Chapter 3 titled "Maximum likelihood estimation of fractionally cointegrated
systems" the problem of estimation of the fractionally cointegrated systems with
known cointegration rank is considered. We investigate properties of the estimators
of the memory parameters, cointegrating vectors, speed of adjustment to the equi-
librium parameters and variance-covariance matrix of the error term. We show that
maximum likelihood estimators of all the parameters of the system are consistent,
obtain their asymptotic distribution and show how they interact. In particular
we investigate what happens in case when the cointegration order is misspecied
and we conclude that it does not a¤ect the consistency of the estimators of cointe-
grating vectors, which can be very relevant information for practitioners applying
so-called "Johansens procedure", based on the standard I(1)/I(0) framework to the
fractional cases.
Chapter 4 titled "Fractional cointegration rank estimation" treats the problem
how to determine the number of existing equilibrium relationships when we already
know that the system is fractionally cointegrated. In this case the degree of coin-
5
Introduction
tegration parameter is already identied, so a naive application of the sup tests
from Chapter 2 will not give necessarily valid asymptotic inference. The critical
values for those tests must depend on the true value of the degree of cointegra-
tion, and new tables like in Lyhagen (1998) should be used. Hence we propose a
new two-step procedure, based on the idea to eliminate the common trends from
the analyzed vector. The estimation of the common trends is done under the null
in the rst step. Since the remaining series are not cointegrated we can apply to
them sup tests proposed in Chapter 2, in the second step, with some adjustment
to take into account the projection e¤ect. In a Monte Carlo study we compare the
small sample performance of the two-step procedure, naive tests, Lyhagen trace
with the cointegration degree estimated under the alternative and likelihood ratio
tests based on the standard VECM.
The content of this dissertation presents basic but quite complete analysis of
fractionally cointegrated systems, although there are several extensions to be fol-
lowed in the future research. First of all we could extend the analysis of short run
dynamics and estimation of the levels of persistence of the original series. Second it
would be very interesting for the empirical analysis to include deterministic terms
in the considered models and to allow for structural breaks and di¤erent memory of
the cointegration relationships. Further we could extend the analysis to the "weak
cointegration" case, where the gap between orders of integration of the observables
and the cointegration errors is smaller than 1=2; and to the case where original vari-
ables are stationary. This would be an interesting extension to be used in nancial
applications, for example. However the "strong cointegration case" considered in
this thesis seems to be the most important case for econometric practice.
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Likelihood based testing for
fractional cointegration
We generalize two likelihood ratio tests, so-called maximum eigenvalue test and
trace test, to the fractional cointegration case. The standard cointegration analysis
only considers the assumption that deviations from equilibrium can be integrated
of order zero, which is very restrictive in many cases and may imply an important
loss of power for fractional cointegration testing. We consider the case where equi-
librium deviations can be mean reverting with order of integration possibly greater
than zero. However, the degree of fractional cointegration is not assumed to be
known, and the asymptotic null distribution of both tests is found when consider-
ing an interval of possible values. The power of the proposed tests under fractional
alternatives is compared with the power of the likelihood ratio tests based on the
standard Vector Error Correction (VECM) model. Size accuracy provided by the
asymptotic distribution in nite samples is investigated. We illustrate our method
testing the cointegration between consumption and income.
Keywords: Error correction model, Gaussian VAR model, Maximum likeli-
hood estimation, Fractional cointegration, Likelihood ratio tests, fractional Brown-
ian motion.
JEL: C12, C15, C32.
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2.1 Introduction
Cointegration is commonly thought of a stationary relation between nonstationary
variables. It has become a standard tool in econometrics since the seminal paper
of Granger (1981). Following the initial suggestion of Engle and Granger (1987),
when the series of interest are I(1), testing for cointegration in a single-equation
framework can be conducted by means of residual based tests (cf. Phillips and
Ouliaris (1990)). Residual-based tests rely on initial regressions among the levels
of the relevant time series. They are designed to test the null of no cointegration
by testing whether there is a unit root in the residuals against the alternative that
the regression errors are I(0).
Alternatively fully parametric inference on I(1)=I(0) cointegrated systems in
the framework of Error Correction Mechanism (ECM) representation has been de-
veloped by Johansen (1988, 1991, 1995). He suggests a maximum likelihood proce-
dure based on reduced rank regressions. His methodology consists in identifying the
number of cointegration vectors within the vector autoregression (VAR) model by
means of performing a sequence of likelihood ratio tests. If the variables are coin-
tegrated, after selecting the rank, cointegration vectors, the speed of adjustment
to the equilibrium coe¢ cients and short-run dynamics are estimated. So-called
Johansens procedure can be preferred to the residual-based approach because it
provides a simple way of testing for the cointegration rank and of making inference
on the parameters of complex cointegrated systems.
However the assumption that deviations from equilibrium are integrated of order
zero is far too restrictive. In a general set up it is possible to permit errors with
fractional degree of integration. This is an important generalization, since fractional
cointegration has the same economic implications as when the processes are integer-
valued cointegrated, in the sense that there exist a long-run equilibrium among the
variables. The only di¤erence is that the rate of convergence to the equilibrium
is slower in the fractional than in the standard case. Moreover since an I(1)=I(0)
cointegration setup ignores the fractional cointegration parameter, a fractionally
integrated equilibrium error results in a misspecied likelihood function.
There is a growing literature on fractional cointegration. A rst group of contri-
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butions deals with estimation of the cointegrating coe¢ cients in regression models,
e.g. Marinucci (2000) and Marinucci and Robinson (2001) study least squares
and narrow band frequency domain least squares estimates of cointegrating vector.
Davidson (2002) considers methods for testing the existence of cointegrating rela-
tionships using parametric bootstrap. Davidson (2006) compares bootstrap tests
for di¤erent residual based statistics using alternative bias reduction techniques.
Gil-Alaña (2003, 2004) proposes a two-step testing procedure of fractional cointe-
gration in macroeconomic time series, based on Robinsons (1994) test. Velasco
(2003) considers semiparametric consistent estimation of the memory parameters
of a nonstationary fractionally cointegrated vector time series. Marmol and Velasco
(2004) propose tests of the null of cointegration, without information on the degree
of integration, based on Wald statistics for OLS coe¢ cients. Hualde and Velasco
(2008) employs GLS-type of estimator as in Robinson and Hualde (2003) and obtain
a chi-squared distribution for the Wald test under the null of no cointegration.
Other authors have considered (Gaussian) maximum likelihood (ML) techniques.
Dueker and Startz (1998) illustrate a cointegration testing methodology based on
joint estimates of the fractional orders of integration of a cointegrating vector and
its parent series. Breitung and Hassler (2002) propose a variant of e¢ cient score
test, which allows to determine the cointegration rank of possibly fractionally in-
tegrated series, where the error correction terms may be fractionally integrated as
well. Nielsen (2005) proposes a Lagrange Multiplier (LM) test of the null hypoth-
esis of cointegration assuming that the (possibly) fractional order of integration of
the observables and the errors are known a priori. A LM test against fractional
alternatives requiring the knowledge of the integration orders of observables has
been also proposed by Breitung and Hassler (2006). Semiparametric methods have
been used as well to design tests for the cointegration rank in fractionally integrated
systems, e.g. Robinson and Yajima (2002), Chen and Hurvich (2006).
Gonzalo and Lee (1998) have found that likelihood ratio (LR) tests based on the
standard VECM models nd spurious cointegration between independent variables
that are not unit root processes. Andersson and Gredenho¤ (1999) have shown that
the likelihood ratio test of no cointegration has power against fractional alternatives,
so using standard likelihood based approach we are likely to nd the evidence of
9
Ch. 2 Fractional cointegration LR tests
C(1; 1) cointegration when in reality we have fractional cointegration. At the same
time standard ML approach on fractional cointegrated systems gives severe bias
and large mean square errors for the "impact" matrix : So it is much more severe
to ignore fractional cointegration than incorporate it when it is not present.
Lyhagen (1998), on the basis of a fractional ECM, has allowed errors to be frac-
tionally integrated and has found the asymptotic distribution of the trace test when
the fractional degree of cointegration is assumed to be known. He also has simulated
bias and mean square error of the estimators of cointegrating vector and adjustment
coe¢ cients vector when the cointegration rank is assumed to be one. However the
assumption that the order of cointegration is known is very restrictive and may
have unexpected e¤ects on the power of the test in case of misspecication, so we
reconsider in this chapter the method proposed by Lyhagen without that restric-
tion. We examine the distribution of the trace test and maximum eigenvalue test
when the order of cointegration is not known and is estimated by maximum like-
lihood under the appropriate hypothesis on the cointegration rank. The standard
cointegration case is also included in our setup. We nd that our generalizations
of Johansens tests have more power than the standard tests when the true cointe-
gration is fractional, while in case of C(1; 1) both procedures have essentially the
same power.
The rest of the chapter is organized as follows. Section 2.2 describes the frac-
tional cointegration framework. Section 2.3 presents the model considered in this
chapter and the procedure that allows us to dene LR tests for fractional cointegra-
tion that are in fact sup tests, what is demonstrated in this chapter. The asymptotic
distribution of the sup trace and sup maximum eigenvalue tests are presented in
Section 2.4. In Section 2.5 we consider a model that allows the original variables to
have unknown level of persistence. Section 2.6 presents Monte Carlo results and the
relevant quantiles of the asymptotic distributions of sup tests. The power of sup
tests and the size accuracy in small samples are also investigated. Section 2.7 illus-
trates our method by testing the cointegration between consumption and income.
Section 2.8 concludes. Appendix A contains the proof of Theorem 1 that demon-
strates asymptotic distributions of sup tests. Appendix B contains the proof that
asymptotic results do not change if we consider general model for levels integrated
10
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of any order and possibly unknown, presented in Section 2.5.
2.2 Framework description
First let us dene the fractionally integrated process I(); following Marinucci and
Robinson (2001).
Denition 1 We say that a scalar process at; t 2 Z; is an I() process,  > 0, if
there exists a zero mean scalar process t; t 2 Z; with positive and bounded spectral
density at zero; such that
at = 
 t1(t>0); t 2 Z;  > 0; (2.1)
where 1() is the indicator function,  = 1   L; L is the lag operator and the
fractional di¤erence lter is dened formally by
(1  z) = 1
 ( )
1X
j=0
  (j   ) zj
  (j + 1)
; (2.2)
and  () is gamma function   () =
1R
0
e xx 1dx:
The process at is said to be asymptotically stationary when  < 12 ; since it is
nonstationary only due to the truncation on the right-hand side of (2.1).
The truncation is designed to cater for cases   1
2
; because otherwise the right-hand
side of (2.1) does not converge in mean square and hence at is not well dened.
Second let us dene cointegration, following Granger (1986).
Denition 2 A set of I() variables is said to be cointegrated, or CI(; d), if there
exists a linear combination that is I(   d) for d > 0.
In the standard cointegration setup  = d = 1 and we can use ML techniques as
in Johansen (1998, 1991, 1995). However if  6= 1 or d < 1 we have fractional coin-
tegration, which calls for a generalization of the standard cointegration framework
that would encompass also the fractional case.
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The fractional cointegration setup that we consider in this thesis is an extension
of the Error Correction Mechanism (ECM) framework. Johansen (1995) considers
the following Vector Error Correction Model (VECM)
Xt = Xt 1 +
k 1X
i=1
 iXt i + Dt + "t; (2.3)
where Xt is a vector of I(1) series of order p  1, "t is a p  1 vector of Gaussian
error with variance-covariance matrix 
 and ;  1; :::; k 1; are freely varying
parameters. Dt is a matrix containing deterministic terms and other exogenous
variables. When Xt is cointegrated we have the reduced rank condition  = 
0;
where the constant matrices  and  are pr, having rank r, representing the error
correction and cointegrating coe¢ cients, respectively. So in case of cointegration
we can use the reduced form of the model, i.e.
Xt = 
0Xt 1 +
k 1X
i=1
 iXt i + Dt + "t;
what is asserted by Grangers representation theorem.
A rst generalization of the VECM to the fractional case has been suggested by
Granger (1986). Following Johansen (2005a) it can be presented as
A(L)dXt =
 
1 bd b0Xt 1 + d(L)"t; (2.4)
where A(L) and d(L) are lag polynomials; "t is independent identically distributed
with zero mean and positive denite covariance matrix 
: Johansen (2005a) shows
how this type of model could be derived starting from the following representation
0dXt = u1t; (2.5)
0d bXt = u2t;
where ut = (u01t; u
0
2t)
0 is i.i.d. (0;) and  is p  (p  r) so that (; ) has rank p:
Model (2.5) is a special case of model (2.4) with A(z) = 1 and with no lagged Xt:
The formulation (2.5) allows for modelling and estimating both the cointegrating
vector  and "common trends" vector  and has also been used by Breitung and
Hassler (2002):
12
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To make the model more exible it is a natural idea to add lag structure.
Granger proposed to add lags of dXt; which leads to model (2.4), while Johansen
(2005a, b) proposed a model that comes from adding the fractional lag operator
Lb = 1   (1   L)b; through the lag polynomial A(Lb); to model (2.5) and has the
following form
A(Lb)
dXt =
 
1 bd b0Xt + "t: (2.6)
The model we consider in this chapter contains lag structure as in model (2.4)
proposed by Granger (1986). Under the null of no cointegration we can nd a
solution for Xt dened by both model (2.4) and model (2.6) and LR tests based on
a version of model (2.4) have the nice property that their asymptotic distribution
under the null does not depend on nuisance parameters and estimating d by ML
leads to sup test statistics, which we show later in this chapter.
2.3 Model and tests for cointegration
We consider the following model
Xt = 
0  1 d  Xt + k 1X
i=1
 iXt i + Dt + "t (2.7)
where Xt; "t and all the parameters are as described in (2.3), d is fractional di¤er-
encing operator (that is interpreted as degree of the fractional cointegration under
the alternative) dened in (2.2). Note that the assumption of Gaussianity will be
used only to derive the form of the test statistics for di¤erent hypothesis, but not
to derive the asymptotic properties of the tests.
Note that the null hypothesis being tested in this chapter is 0 = 0 or d = 0;
so under the null Xt is an I(1) V AR(k   1) or Xt is stationary.
The procedure described below is an adapted to the fractional VECM version
of so-called Johansens procedure, see Johansen (1995).
Lets dene Z0t = Xt; Z1t(d) =
 
1 d  Xt and let Z2t be stacked variables
Xt 1; :::;Xt k+1; Dt: First we prewhiten original variables Z0t and Z1t, i.e. we
regress Z0t and Z1t on Z2t and consider the regressions residuals R0t and R1t instead
13
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of Z0t and Z1t respectively. The model expressed in these variables becomes
R0t = 
0R1t(d) + "t; t = 1; :::; T:
The log-likelihood function apart from a constant is given by
L (; ;
; d) =  1
2
T log j
j   1
2
TX
t=1
[R0t   0R1t(d)]0
 1[R0t   0R1t(d)]:
Dene as well
Sij(d) = T
 1
TX
t=1
Rit(d)Rjt(d)
0 i; j = 0; 1
For xed d and ; parameters  and 
 are estimated by regressing R0t on 
0R1t(d).
Plugging the estimates into the likelihood we get
L 2=Tmax (^(); ; 
^(); d) = L
 2=T
max (; d) = jS00   S01(d)(0S11(d)) 10S10(d)j;
and nally the maximum of likelihood is obtained by solving the following eigenvalue
problem (d)S11(d)  S10(d)S 100 S01(d) = 0 (2.8)
for eigenvalues i(d) and eigenvectors i(d), such that
i(d)S11(d)i(d) = S10(d)S
 1
00 S01(d)i(d);
and 0j(d)S11(d)i(d) = 1 if i = j and 0 otherwise. Note that the eigenvectors
diagonalize the matrix S10(d)S 100 S01(d) since
0j(d)S10(d)S
 1
00 S01(d)i(d) = i(d)
if i = j and 0 otherwise. Thus by simultaneously diagonalizing the matrices S11(d)
and S10(d)S 100 S01(d) we can estimate the r dimensional cointegrating space as the
space spanned by the eigenvectors corresponding to the r largest eigenvalues. With
this choice of 
L 2=Tmax (d) = jS00j
rY
i=1

1  ^i(d)

: (2.9)
The so-called Johansens procedure consist in performing a sequence of LR tests.
The likelihood under each hypothesis is maximised with the assumption imposed
14
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that d = 1: However in a fractional cointegration framework we also have to esti-
mate d; although note that under the null hypothesis of no cointegration d is not
identied. What we propose in this chapter is to estimate d by maximum likelihood,
i.e.
d^ = argmax Lmax(d)
d2D
; (2.10)
where Lmax is the concentrated likelihood function dened in (2.9) and D  (0:5; 1]:
We concentrate on testing for existence of cointegration only (testing the null of
r0 = 0):We propose to construct two LR tests that can be called sup trace and sup
maximum eigenvalue tests. The reason why we call our tests in such a way would
become clear once we study asymptotic distribution of the proposed tests. Note
that by means of a generalized version of the trace test we test the null hypothesis
H0 : rank () = r0 = 0
against the alternative hypothesis
H1 : rank () = p
using the LR statistic dened by
sup trace = trace(d^p) =  2 ln [LR (0jp)] =  T
pX
i=1
ln[1  ^i(d^p)]; (2.11)
where
d^p = argmax
d2D
Lp(d) = argmax
d2D
trace(d)
and Lp denotes the likelihood under the hypothesis of rank p.
The generalized maximum eigenvalue (supmax) statistic we use to test cointe-
grating rank 0 against rank 1; i.e. to test
H0 : rank () = r0 = 0
against
H1 : rank () = 1
where supmax statistic is dened by
sup lambdamax = max(d^1) =  2 ln [LR (0j1)] =  T ln[1  1(d^1)] (2.12)
15
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and
d^1 = argmax
d2D
L1(d) = argmax
d2D
max(d);
where L1 denotes the likelihood under the hypothesis of rank 1.
Recall that we cannot hope that d^1 or d^p estimate consistently a nonexisting
true value of d; because of that our tests can be interpreted as sup LR tests, in the
spirit of Davies (1977) and Hansen (1996).
2.4 Asymptotic distribution
In this section we derive the asymptotic distribution of the likelihood ratio tests
that we have proposed in (2.11) and (2.12). We discuss the case with no lags and
under the null of no cointegration.
First lets state assumptions about innovations necessary to derive asymptotic
distribution of our likelihood ratio tests.
Assumption 1 "t are independent and identically distributed vectors with mean
zero, positive denite covariance matrix 
; and Ejj"tjjq <1; q  4; q > 2= (2d  1) ;
d = minD > 1
2
:
Than note that by law of large numbers under H0
S00
P! 
:
Further using the methods of Marinucci and Robinson (2000) we obtain that under
Assumption 1
T 0:5 dZ1[T ]
!! Wd(); for d > 0:5;
where !! means convergence in the Skorohod J1 topology of D[0; 1]; Wd is a frac-
tional Brownian motion called by Marinucci and Robinson (1998) "Type II" frac-
tional Brownian motion and dened as
Wd() =
Z 
0
(   s)d 1
  (d)
dW (s);
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and W (s) is vector Brownian motion with covariance matrix 
:
Then by the Central Mapping Theorem we have the following convergence for each
d > 0:5
T 1 2dS11(d)
d!
Z 1
0
Wd()Wd()
0d (2.13)
and as in e.g. Robinson and Hualde (2003, Proposition 3), and
T 1 dS10(d)
d!
Z 1
0
Wd()dW
0;
where d! denotes convergence in distribution.
T 1 2dS11(d), T 1 dS10(d) are Op (1) uniformly in d since we can show weak con-
vergence for d 2 D in the space C (D) of continuous functions in D (see Proof of
Theorem 1 in the Appendix A), S00 is also Op (1), so roots ^i(d) of equation (2.8)
converge to zero like T 1 under the null of no cointegration: This implies that
 T
pX
i=1
ln[1  ^i(d)] = T
pX
i=1
^i(d) + op (1) :
The sum of the eigenvalues can be found as follows(d)S11(d)  S10(d)S 100 S01(d) = 0
that is equivalent to solve the equation(d)I   S 111 (d)S10(d)S 100 S01(d) = 0;
which shows that
T
pX
i=1
^i(d) = T trfS 111 (d)S10(d)S 100 S01(d)g:
From the above reasoning we nd that for each d the product
S 111 (d)S10(d)S
 1
00 S01(d)
converges in distribution towardsZ 1
0
Wd ()Wd ()
0 d
 1 Z 1
0
Wd () dW
0
 1
Z 1
0
(dW )Wd ()
0 ;
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which we can write as

 1=2
Z 1
0
Bd ()Bd ()
0 d
 1 Z 1
0
Bd () dB
0
Z 1
0
(dB)Bd ()
0  
1=20 ; (2.14)
dening the standard fractional Brownian motion Bd () = 
 1=2Wd () : Then we
can see that asymptotic distribution of trace and maximum eigenvalue for a xed
d are respectively the trace and the greatest eigenvalue of (2.14), i.e.
trace(d)
d! trace
"Z 1
0
(dB)Bd ()
0
Z 1
0
Bd ()Bd ()
0 d
 1 Z 1
0
Bd () (dB)
0
#
max(d)
d! 1
"Z 1
0
(dB)Bd ()
0
Z 1
0
Bd ()Bd ()
0 d
 1 Z 1
0
Bd () (dB)
0
#
:
In the case when d is estimated the following theorem applies.
Theorem 1 When d is estimated by the maximum likelihood principle under the
model (2.7) the asymptotic distributions of trace and maximum eigenvalue statistics
are given respectively by
sup trace = trace(d^p)
d! sup
d2D
trace [$(d)] ;
and
sup lambdamax = max(d^1)
d! sup
d2D
1 [$(d)] ;
where D  (0:5; 1] is a compact set, and
$(d) =
Z 1
0
(dB)Fd ()
0
Z 1
0
Fd ()Fd ()
0 d
 1 Z 1
0
Fd () (dB)
0 ;
where B is a p-dimensional Brownian motion on the unit interval, Bd () is the stan-
dard fractional Brownian motion and Fd () depends on Bd () and on the model.
If the deterministic term is t = 0, then
F id () = B
i
d () ; i = 1; :::; p
If the deterministic term is t = 0 and 0 6= 0, then
F id () = B
i
d ()  ai; i = 1; :::; p  1;
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F pd () = 
d ()  a;
where d is a "fractional trend" obtained by d-integrating a constant and dened as
d () = 1
 (d)
R 
0
(   x)d 1 dx; the coe¢ cients (a; ai; i = 1; :::; p   1) are found by
correcting d () and Bid () respectively for a constant.
If the deterministic term is t = 0 + 1t and 1 6= 0 then
F id () = B
i
d ()  ai   bi ; i = 1; :::; p  1;
F pd () = 
d+1 ()  a  b
where d+1 () is a "fractional trend" obtained by d-integrating a linear trend and de-
ned as d+1 () = 1
 (d+1)
R 
0
(   x)d dx, the coe¢ cients (a; b; ai; bi; i = 1; :::; p 1)
are found by correcting d+1 () and Bid () respectively for a linear trend  and a
constant.
The proof is given in the Appendix A. Note that we consider d that belongs to
a compact set D  (0:5; 1]; because only for these values we have non-degenerate
asymptotic distribution of our test statistics.
Let us note that if the null hypothesis is not true and we have fractional coin-
tegration, then one of the eigenvalues in (2.8) will be positive in the limit (see
Johansen (2006) or Avarucci (2007)). Then
 2 ln [LR (0jp)] >  T ln

1  ^1(d^p)

p!1
and
 2 ln [LR (0j1)] =  T ln

1  ^1(d^1)

p!1:
So the asymptotic power of both tests is 1.
2.5 Model for a general integration degree
Although in most applications it is assumed that all variables are I(1) it is inter-
esting to allow the original series to be integrated of an unknown order ;  > 0:5:
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Then we may consider a general VAR model for I() processes with a constant and
a trend, i.e.
Xt = 
0   d  Xt + k 1X
i=1
 i
Xt i + 0 + 1t+ "t (2.15)
We can pre-estimate  under the null by ML or any other method which provides
^; which is a consistent estimate of . We make the following assumption about ^
Assumption 2 ^ is such that
^    = Op
 
T 

;  > maxf0; 1  dg
where d = min
d
D and j^j  K for some nite K;
cf. Assumption 3 in Robinson and Hualde (2003).
The estimator of  (^) can be multivariate, based on the whole vector Xt (see
for example Lobato (1999), Nielsen (2005) or Shimotsu (2007)) or can be obtained
using only univariate information. We plug ^ into model (2.15) and follow the
procedure described in Section 2.3 to dene test statistics.
Theorem 2 Asymptotic distributions of sup trace and sup maximum eigenvalue
tests do not change with respect to the basic model (2.7) and are given by Theorem
1.
The proof is given in the Appendix B. However note that critical values of our
tests depend on the interval D of possible values of d; on which we maximise the
likelihood. In order to allow cointegrating errors to be integrated of order 0; we
must consider the interval D  (0:5; ], which can be smaller or larger than the
previously considered interval D for known  = 1: We could avoid the dependence
of critical values on the true value of  xing the range of possible values of d (for
example simulating the critical values by maximising likelihood over the range of d
between 0:5 and 1:5), which should not cause much problems in empirical analysis.
Note that in case deterministic terms are present in the model, we make a dif-
ferent assumption about process Xt than is usually made in the existing literature
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(see for example Dolado, Gonzalo and Mayoral (2006)). In case  is not an integer
and under the null, Xt has no polynomial trends, but it has trends of the form
  (0 + 1t) : We choose to consider such an assumption instead of the one of
polynomial trends in the levels, since it leads to much simpler inference as asymp-
totic distribution does not depend on the true value of  nor on the method of
estimation, and it produces more intuitive models in absence of cointegration.
2.6 Monte Carlo
The asymptotic distribution of the sup trace and sup maximum eigenvalue statistics
have been simulated using the approximation of fractional Brownian motion by frac-
tionally integrated series based on i.i.d Gaussian noise of length 1000. To maximize
the likelihood function, the MaxSQPF procedure has been used and optimization
has been done on the interval D =[0:5000001; 1]: Quantiles of the simulated (with
100,000 repetitions) asymptotic distribution are given in Tables 2.1-2.6. All Monte
Carlo simulations have been done using Ox 3.40 or Ox 4.04 (see Doornik and Ooms
(2001) and Doornik (2002)).
Table 2.1. Quantiles of sup trace for the model without deterministic terms
1% 2,5% 5% 10% 50% 90% 95% 97,5% 99%
1 0.0005 0.0032 0.012 0.044 0.859 3.709 4.952 6.232 7.921
2 0.419 0.697 1.062 1.636 5.377 10.925 12.801 14.611 16.822
3 2.668 3.486 4.390 5.751 13.452 21.720 24.309 26.703 29.847
4 7.061 8.678 10.266 12.497 25.756 36.714 39.938 42.812 46.426
5 14.012 16.294 18.730 22.262 42.627 55.843 59.628 62.91 67.208
6 23.445 26.637 30.020 35.065 63.715 78.894 83.275 87.304 92.399
7 35.540 39.896 44.536 52.388 88.894 106.074 111.176 115.647 121.006
8 50.621 56.344 62.860 77.073 117.845 136.817 142.547 147.541 153.517
9 69.339 77.132 87.639 125.215 150.670 171.627 177.831 183.546 190.306
10 91.111 102.750 130.266 163.232 187.296 210.118 217.030 223.242 230.268
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Table 2.2. Quantiles of sup lambda for the model without deterministic terms
1% 2.5% 5% 10% 50% 90% 95% 97.5% 99%
1 0.0005 0.0032 0.012 0.044 0.859 3.709 4.952 6.232 7.921
2 0.364 0.606 0.924 1.429 4.742 9.896 11.707 13.420 15.600
3 1.879 2.474 3.130 4.122 9.326 15.787 18.035 20.023 22.655
4 4.163 5.120 6.110 7.490 14.260 21.789 24.181 26.488 29.197
5 6.916 8.155 9.415 11.219 19.415 27.656 30.251 32.630 35.491
6 9.990 11.451 12.963 15.080 24.587 33.566 36.357 38.922 42.078
7 13.225 14.887 16.648 19.139 29.938 39.489 42.426 45.126 48.348
8 16.770 18.623 20.601 23.315 35.258 45.265 48.384 51.207 54.474
9 20.353 22.477 24.579 27.727 40.746 51.164 54.322 57.234 60.930
10 24.082 26.307 28.627 32.269 46.179 56.919 60.234 63.124 66.800
Table 2.3. Quantiles of sup trace for the model with constant
1% 2.5% 5% 10% 50% 90% 95% 97.5% 99%
1 0.0006 0.0032 0.011 0.035 0.565 2.964 4.143 5.384 7.022
2 0.543 0.911 1.437 2.332 7.301 13.562 15.751 17.823 20.236
3 3.328 4.514 5.893 8.134 18.152 26.920 29.650 32.209 35.299
4 8.852 10.982 13.415 17.743 33.186 44.194 47.557 50.651 54.394
5 17.107 20.472 24.432 32.884 52.287 65.352 69.338 72.951 77.307
6 28.110 33.404 39.941 57.337 75.196 90.350 94.944 98.998 104.105
7 42.810 50.869 64.487 84.245 102.092 119.184 124.489 129.190 134.723
8 61.524 74.058 106.221 114.055 132.746 152.001 157.829 163.134 169.369
9 85.064 128.843 140.491 147.074 167.364 188.933 195.427 201.150 208.364
10 119.517 170.379 177.141 183.767 205.780 229.238 236.451 242.544 249.802
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Table 2.4. Quantiles of sup lambdamax for the model with constant
1% 2.5% 5% 10% 50% 90% 95% 97.5% 99%
1 0.0006 0.0032 0.011 0.035 0.565 2.964 4.143 5.384 7.022
2 0.536 0.900 1.417 2.280 7.126 13.396 15.575 17.664 20.108
3 3.284 4.439 5.742 7.792 17.485 26.460 29.281 31.839 34.904
4 8.559 10.480 12.515 15.671 31.599 43.415 46.867 50.022 53.855
5 15.993 18.718 21.636 25.966 49.818 64.273 68.515 72.226 76.690
6 25.812 29.479 33.229 38.965 72.009 89.079 93.895 98.145 103.306
7 38.354 42.598 47.178 54.177 98.388 117.779 123.235 128.090 133.739
8 52.906 57.918 63.489 72.115 128.708 150.476 156.600 161.966 168.436
9 69.683 75.925 82.439 92.919 163.171 187.264 194.072 200.079 207.319
10 88.731 96.081 103.552 115.614 201.268 227.548 234.954 241.378 248.809
Table 2.5. Quantiles of sup trace for model the with trend and constant
1% 2.5% 5% 10% 50% 90% 95% 97.5% 99%
1 0.0005 0.0027 0.009 0.027 0.520 2.868 4.015 5.225 6.857
2 0.637 1.099 1.801 3.113 9.435 16.173 18.472 20.565 23.235
3 3.883 5.437 7.382 11.276 22.613 31.802 34.754 37.504 40.762
4 10.380 13.314 17.038 26.191 39.803 51.236 54.836 58.077 62.021
5 20.035 24.969 32.908 47.026 60.825 74.424 78.539 82.347 86.846
6 33.451 42.075 63.650 70.635 85.728 101.355 106.304 110.501 115.644
7 50.928 75.857 92.160 97.844 114.473 132.196 137.693 142.605 148.380
8 77.476 117.543 123.343 128.649 146.999 167.072 173.129 178.424 185.066
9 141.873 152.138 157.460 163.153 183.481 205.728 212.454 218.263 225.341
10 182.921 189.776 195.158 201.336 223.795 248.097 255.402 261.802 269.703
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Table 2.6. Quantiles of sup lambdamax for the model with trend and constant
1% 2.5% 5% 10% 50% 90% 95% 97.5% 99%
1 0.001 0.003 0.009 0.027 0.520 2.868 4.015 5.225 6.857
2 0.623 1.059 1.735 2.942 9.196 16.018 18.327 20.413 23.090
3 3.794 5.223 6.920 9.832 21.921 31.389 34.408 37.175 40.457
4 9.618 11.935 14.546 19.024 38.465 50.619 54.314 57.661 61.745
5 17.679 20.944 24.561 30.677 58.940 73.629 77.883 81.787 86.234
6 28.308 32.475 36.911 44.918 83.229 100.374 105.553 109.874 115.015
7 41.194 46.216 51.673 61.341 111.715 131.112 136.824 141.800 147.670
8 56.301 62.313 68.877 80.632 144.020 165.919 172.174 177.637 184.046
9 74.098 80.995 88.883 103.594 180.297 204.479 211.417 217.397 224.589
10 93.592 101.815 110.962 128.997 220.365 246.775 254.354 260.831 268.866
To evaluate the nite sample properties of sup tests we have generated the
following two equation model (see Engle, Granger (1987), Banerjee et al. (1993),
p.137 or Lyhagen (1998))
xt + byt = ut
xt + ayt = et
where 1 dut = "1t for the model without deterministic terms (model A),
1 dut = "1t and we have short run correlation in xt; i.e. (1   )xt with  = 0:5
for the model with lags (model B), 1 dut = "1t+  for the model with a constant
(model C), 1 dut = "1t + t for model with a trend (model D): The remaining
parameters are the same in all considered models. et = "2t and "1t; "2t are both
independently and standard bivariate normally distributed with zero expectation,
d is the cointegration degree. If the system is cointegrated then we interpret d > 0
as the order of fractional cointegration. Under the null of no cointegration we
set d = 0; under the alternative d > 0 and if d = 1 then we are in the special
case of Johansens unit root framework.  = [1; b]0 is the cointegrating vector,
 = [1   a]0 is the vector of speed of adjustment to the equilibrium coe¢ cients.
In all simulations we have used the same parameters a and b equal to 1 and 2
respectively. Small samples properties of the proposed tests have been investigated
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by simulation with 10,000 repetitions and compared with LR tests based on the
corresponding standard models. To check the power and size of standard tests for
models A and B we have used the critical values given by MacKinnon et al. (1998).
For the models with deterministic terms (models C and D) we simulated critical
values on our own xing d = 1 as required.
Size accuracy of all considered tests is presented in Table 2.7. Power comparison
is presented in Tables 2.8-2.11 and power curves for sample size of 50 observations
are drawn on Figure 2.1.
Table 2.7. Small sample size accuracy (in %) for p=2. Nominal size 5%.
model A model B
T sup  lambda sup trace trace
50 4.74 5.06 4.60 4.94
100 4.98 5.33 4.82 5.18
200 4.71 4.96 4.91 5.18
500 5.01 5.17 5.14 5.09
sup  lambda sup trace trace
6.73 7.45 6.91 7.46
5.71 6.35 5.84 6.11
5.52 5.74 5.58 6.01
4.78 5.11 4.75 5.08
model C model D
T sup  lambda sup trace trace
50 3.77 5.62 5.70 5.67
100 3.75 5.37 5.29 5.52
200 3.60 5.15 5.29 5.23
500 3.87 5.47 5.09 5.05
sup  lambda sup trace trace
4.10 5.77 5.74 5.82
3.53 5.27 5.37 5.55
3.82 5.46 5.15 5.11
3.83 5.65 5.16 5.04
The Monte Carlo simulation shows that size distortions of sup tests are comparable
to size distortions of LR tests based on standard models and small. For the model
without deterministic terms and with no lagged di¤erences (model A) sup tests
seem to be slightly undersized, while LR tests based on standard VECM are in
most cases oversized. For the model with lags (model B) we obtained that all tests
are moderately oversized for small samples (50-200 observations), while for sample
of 500 observations sup tests are marginally undersized and tests based on standard
model are slightly oversized. For models with deterministic terms (models C and D)
we observe that sup maximum eigenvalue test is undersized (3.5%-5%) and all the
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other tests are oversized with size reasonably close to the nominal size. Comparing
the distortions of sup trace and sup maximum eigenvalue test we can observe that
for models without deterministic terms sup trace test has slightly more distorted
size, while for the models with deterministic terms sup maximum eigenvalue test
has denitely more distorted size.
Table 2.8. Power of the tests (in %) for model without deterministic terms
(model A)1
T=50 T=100
d sup  lambda sup trace trace
0.1 6.20 6.42 6.20 6.42
0.2 13.12 12.66 13.12 12.54
0.3 27.89 24.29 27.97 24.01
0.4 52.60 44.65 51.60 44.61
0.5 77.98 69.80 76.69 69.46
0.6 93.78 89.08 92.87 88.52
0.7 99.06 98.14 98.86 98.01
0.8 99.89 99.89 99.88 99.83
sup  lambda sup trace trace
9.00 8.47 8.95 8.18
26.89 20.93 26.60 20.58
63.27 45.55 61.36 44.65
93.66 75.82 92.88 75.47
99.79 95.14 99.72 95.42
100 99.65 100 99.66
100 100 100 100
100 100 100 100
T=200 T=500
d sup  lambda sup trace trace
0.1 14.47 10.97 14.14 10.56
0.2 57.10 32.88 55.57 31.99
0.3 96.91 68.92 96.36 68.48
0.4 100 93.34 100 93.71
0.5 100 99.75 100 99.83
sup  lambda sup trace trace
32.47 15.57 31.75 15.09
97.60 52.16 97.25 51.32
100 88.67 100 89.24
100 99.52 100 99.61
100 100 100 100
1In all tables we omitted cases where all the tests had power 100% to save the space
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Table 2.9. Power of the tests (in %) for the model with 1 lag (model B)
T=50 T=100
d sup  lambda sup trace trace
0.1 11.38 11.04 11.25 10.97
0.2 17.77 16.55 17.56 16.70
0.3 29.33 27.03 29.53 26.99
0.4 46.81 42.41 46.41 42.31
0.5 66.27 61.37 65.15 61.22
0.6 83.67 79.80 82.86 80.04
0.7 94.34 92.47 93.64 92.36
0.8 98.52 98.44 98.17 98.13
0.9 99.70 99.72 99.62 99.69
1 99.93 99.96 99.93 99.94
sup  lambda sup trace trace
11.46 10.38 11.05 10.19
25.43 21.18 24.44 20.35
51.11 41.10 49.93 40.06
81.02 67.63 79.97 67.30
96.47 89.54 95.80 89.74
99.74 98.53 99.70 98.67
100 99.97 99.99 99.96
100 100 100 100
100 100 100 100
100 100 100 100
T=200 T=500
d sup  lambda sup trace trace
0.1 13.88 11.74 13.95 11.61
0.2 43.56 29.44 41.88 28.63
0.3 84.64 60.72 83.45 60.10
0.4 99.39 88.62 99.22 88.69
0.5 100 98.94 100 99.06
0.6 100 99.99 100 100
sup  lambda sup trace trace
24.02 14.36 23.46 13.93
85.68 46.23 84.60 45.15
99.97 83.65 99.97 83.63
100 98.28 100 98.52
100 99.97 100 99.99
100 100 100 100
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Table 2.10. Power of the tests (in %) for the model with a constant (model C)
T=50 T=100
d sup  lambda sup trace trace
0.1 4.17 5.33 6.83 5.99
0.2 7.08 5.87 10.94 7.20
0.3 15.58 7.64 24.21 9.90
0.4 36.79 13.11 49.98 18.00
0.5 65.29 27.94 75.93 38.36
0.6 86.48 59.45 92.08 70.19
0.7 96.63 90.36 98.50 94.02
0.8 99.52 99.34 99.79 99.53
0.9 99.97 99.97 100 99.98
1 99.99 100 100 100
sup  lambda sup trace trace
4.00 5.05 6.05 5.25
9.49 5.42 14.72 6.15
38.31 7.33 48.76 9.23
83.79 14.42 88.36 18.82
99.01 38.16 99.39 47.89
99.96 83.35 99.97 90.34
100 99.83 100 99.96
100 100 100 100
100 100 100 100
100 100 100 100
T=200 T=500
d sup  lambda sup trace trace
0.1 3.95 4.63 6.47 5.45
0.2 16.97 5.22 25.16 6.83
0.3 84.23 6.80 88.59 8.46
0.4 99.96 15.51 99.96 19.62
0.5 100 45.71 100 55.95
0.6 100 96.72 100 98.66
sup  lambda sup trace trace
4.59 5.35 7.64 6.67
53.99 5.79 63.65 7.50
99.99 7.17 100 8.88
100 15.94 100 19.94
100 50.18 100 62.93
100 99.97 100 100
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Table 2.11. Power of the tests (in %) for the model with a trend (model D)
T=50 T=100
d sup  lambda sup trace trace
0.1 9.95 12.94 26.53 27.65
0.2 24.64 25.95 48.10 51.99
0.3 33.69 24.52 55.97 53.13
0.4 46.56 14.99 68.87 39.07
0.5 76.55 8.34 88.20 22.19
0.6 86.61 6.25 94.58 13.77
0.7 93.87 7.34 97.79 14.60
0.8 98.23 21.11 99.56 41.08
0.9 99.60 92.43 99.95 97.88
1 99.97 99.99 99.99 99.99
sup  lambda sup trace trace
99.21 99.34 99.70 99.83
100 100 100 100
100 100 100 100
100 99.97 100 100
100 86.17 100 98.13
100 18.45 100 53.26
100 7.66 100 18.95
100 11.63 100 22.81
100 93.37 100 98.72
100 100 100 100
T=200 T=500
d sup  lambda sup trace trace
0.7 100 28.42 100 74.60
0.8 100 9.28 100 21.37
0.9 100 55.72 100 85.14
sup  lambda sup trace trace
100 100 100 100
100 28.01 100 75.20
100 20.74 100 39.70
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For power simulation we have used values of d0 = 0:1; :::; 1 (see Tables 2.8-2.11)
even if our asymptotic theory only covers cases when d > 0:5: Our tests show a good
performance for all possible values of d: We can observe that in general sup tests
have more power than the corresponding LR tests based on standard models, see
comparison in Figure 2.1. There is a huge di¤erence in performance of the sup tests
and standard tests in the case of models with deterministic terms (models C and
D). The di¤erence between tests is more signicant for smaller and moderate values
of d in case of models without deterministic terms (model A and B). Power of all
tests increases with sample size T and value of true d, but decreases with number of
lags and when we include trends. However LR tests based on the standard VECM
with trend are loosing their regular behaviour and they have no monotonic power
in d (see fourth panel in Figure 2.1), with very low power in some cases.
Figure 2.1. The power curves for a sample of T=50 observations
model A
0
20
40
60
80
100
120
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
sup lambda lambda sup trace trace
model B
0
20
40
60
80
100
120
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
sup lambda lambda sup trace trace
model C
0
20
40
60
80
100
120
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
sup lambda lambda sup trace trace
model D
0
20
40
60
80
100
120
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
sup lambda lambda sup trace trace
2.7 Application
In order to illustrate the properties of our testing procedure we employ the well
known example of cointegration between consumption and income. Macroeconomic
30
Fractional cointegration LR tests Ch. 2
theory tells us that the two variables should be cointegrated and the evidence
of CI(1; 1) cointegration has been found in Engle and Granger (1987) using US
quarterly real per capita consumption on nondurables and real per capita disposable
income from 1947 : 1 to 1981 : 2:
In a fractional framework this example has been studied by Marinucci and
Robinson (2001). They found an integration order of both variables to be very
close to one (the estimates ranging from 0:89 to 1:08 for income and from 0:89 to
1:13 for consumption) and that the I(1)=I(0) framework can produce a satisfactory
approximation for the behavior of the raw series, but not of the cointegrating resid-
uals. The estimates of residual memory found by Marinucci and Robinson (2001)
varied quite noticeably with the procedure adopted, ranging from 0:19 to 0:87.
These facts encouraged us to use our test to reconsider the problem. To test
the cointegration between consumption and income we used the monthly data for
US in the period 1959=1   1996=12. The results are following. Both tests nd
evidence of cointegration. The d estimated by our procedure is equal to the lower
bound of the possible values interval [0:5000001; 1], which indicates that the order
of cointegration might be lower than 0.5. To estimate the residual memory we
enlarged the interval of allowed values of d to [0:0000001; 1] : Then the d estimate
has been equal to 0:27, which is in line with ndings in Marinucci and Robinson
(2001). Therefore it seems that cointegration between income and consumption
really exists, but it is far from being a CI(1; 1) cointegration.
2.8 Conclusions
In this chapter we have considered two likelihood ratio tests for fractional coin-
tegration. They are more general then other tests considered previously in the
literature because of three aspects, original variables are allowed to have unknown
level of persistence, departures from equilibrium to be fractionally cointegrated and
the memory of the errors is estimated, not assumed a priori. By means of Monte
Carlo simulation we demonstrated that proposed tests have better power than the
LR tests based on unit root Error Correction models to detect cointegration, while
size distortions are comparable and small.
31
Ch. 2 Fractional cointegration LR tests
There are many extensions to the setup considered in this chapter to be devel-
oped in the nearest future. We would like to propose testing procedure for higher
ranks, including the case of multiple fractional cointegration. We are planning as
well to consider the estimation of d and linear parameters in the fractional ECM
and the analysis of their asymptotic properties.
2.9 Appendix A
Proof of Theorem 1. We provide here the proof for the model with no lagged
di¤erences and no deterministic terms. For the general version of the model (2.7) the
proof follows as in Johansen (1995, 2005b) after prewhitening original variables Z0t
and Z1t on Z2t and considering the regressions residuals R0t and R1t instead of Z0t
and Z1t respectively. This step has negligible e¤ect on the asymptotic distribution
of tests because of nonstationarity of Z1t(d) for d > 0:5:
First note that for each d we have
trace(d)
d! tracef
Z 1
0
(dBd)B
0
d
Z 1
0
BdB
0
ddu
 1 Z 1
0
Bd (dBd)
0g;
where d! denotes usual standard convergence in distribution, which follows because
of the joint convergence of the matrices of sample moments to the corresponding
stochastic integrals. Then by the same argument we have convergence for nitely
many d0s:
Second recall that trace(d) is a continuous function in all elements of the ma-
trices involved and the random processes on the right hand side are continuous in
d. Then if we check that the process is tight in d; we have that
trace(d) =) tracef
Z 1
0
(dBd)B
0
d
Z 1
0
BdB
0
ddu
 1 Z 1
0
Bd (dBd)
0g;
where =) denotes weak convergence for d 2 D in the space C (D) -of continuous
functions in D, with the supremum norm.
Third since sup function is well dened in D and
trace(d^p) = trace(argmax
dD
trace(d)) = sup
dD
trace(d);
32
Fractional cointegration LR tests Ch. 2
we get by the Continuous Mapping Theorem that the asymptotic distribution of
sup
dD
trace(d) is the distribution of the
sup
dD
 
tracef
Z 1
0
(dBd)B
0
d
Z 1
0
BdB
0
ddu
 1 Z 1
0
Bd (dBd)
0g
!
:
So to prove that Theorem 1 holds it is left to check that the process trace(d) is
smooth in d: It is enough to demonstrate that the elements of the sample moments
matrices (S11(d) and S10(d)) are tight in d, since trace(d) is continuous function in
all elements of the matrices involved as we stated before. Note that S00 does not
depend on d and S01(d) = S 010(d): We now give the proof for a typical element of
S11: The tightness of S10(d) follows by the same arguments.
Recall that in our case
S11(d) = T
 1
TX
t=1
Z1t(d)Z1t(d)
0;
Z1t (d) =
tX
j=1
j ( d) "t j:
Since (2.13) and the fact that we can proceed componentwise, then for tightness,
by Billingsleys (1968) Theorem 12:3, it is su¢ cient to check that
E
T 1 2daSr;s11 (da)  T 1 2dbSr;s11 (db)m  K jda   dbj ; (2.16)
for some m > 0; K <1 and  > 1; where Sr;s11 (d) is the (r; s) element of S11 (d) ;
K and  are generic constants that do not depend on T nor on (da; db):
We will demonstrate that (2.16) holds for m = 2: Then
Sr;s11 (d) = T
 1
TX
t=1
Zr1t (d)Z
s
1t (d)
= T 1
TX
t=1
 
tX
j=1
j ( d) "rt j
! 
tX
i=1
i ( d) "st i
!
so E
T 1 2daSr;s11 (da)  T 1 2dbSr;s11 (db)2 is equal to
TX
t=1
TX
t0=1
E fAt (da)  At (db)g fAt0 (da)  At0 (db)g
33
Ch. 2 Fractional cointegration LR tests
where
At (d) = A
r;s
t (d) = T
 2d
 
tX
j=1
j ( d) "rt j
! 
tX
i=1
i ( d) "st i
!
:
First lets calculate the contribution of the expectation of the cross productAt (da)At0 (db) ;
which is
2rsT
 2da 2db
TX
t=1
TX
t0=1
tX
j=1
t0X
j0=1
j ( da)2 j0 ( db)2
+rrssT
 2da 2db
X
tt0
t^t0X
j0=1
t^t0X
i0=1
j0( da)i0( da)t t0+j0( db)t t0+i0( db)
+rrssT
 2da 2db
X
t<t0
t^t0X
j=1
t^t0X
i=1
t0 t+j( da)t0 t+i( da)j( db)i( db);
+2rsT
 2da 2db
X
tt0
t^t0X
j0=1
t^t0X
i0=1
j0( da)i0( da)t t0+i0( db)t t0+j0( db)
+2rsT
 2da 2db
X
t<t0
t^t0X
j=1
t^t0X
i=1
t0 t+i( da)t0 t+j( da)i( db)j( db)
+rsrsT
 2da 2db
 X
tt0
t0X
j0=1
j0( da)2t t0+j0( db)2 +
X
t0>t
tX
j=1
t0 t+j( da)2j( db)2
!
:
Note that once we have evaluated this cross product we can obtain the contribution
of the other terms in exactly the same way, for instance that of At (da)At0 (da) by
setting b = a in the previous expression, At (db)At0 (db) by setting a = b; and
At (db)At0 (da) by shifting a and b:
Combining all cross-products with the appropriate sign and setting
j (d) = j (d)T
 d; we get that
E
T 1 2daSr;s11 (da)  T 1 2dbSr;s11 (db)2
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is
2rs
X
t;t0
t^t0X
j;i=1

j ( da)2   j ( db)2
	
i ( da)2   i ( db)2
	2
(2.17)
+rrss
X
t;t0
t^t0X
j;i=1

j( da)i ( da)  j( db)i ( db)
	
jt t0j+j( da)jt t0j+i( da)  jt t0j+j( db)jt t0j+i( db)	
+2rs
X
t;t0
t^t0X
j;i=1

j( da)i ( da)  j( db)i ( db)
	
jt t0j+i( da)jt t0j+j( da)  jt t0j+i( db)jt t0j+j( db)	
+rsrs
t^t0X
j;i=1

j( da)2   j( db)2
	
jt t0j+j( da)2   jt t0j+j( db)2
	
:
From Lemma 1 given below we get that the value of (2.17) is bounded by
Kjda dbj2. Using similar arguments it is possible to demonstrate that the remaining
terms can also be bounded by Kjda   dbj2 by the monotonicity of j (d) in j: This
completes the proof.
Lemma 1 The absolute value of
TX
t=1
TX
t0=1
tX
j=1
t0X
j0=1
 
j ( da)2   j ( db)2
  
j0 ( da)2   j0 ( db)2
	
is bounded by Kjda   dbj2.
Proof. We prove Lemma 1 by applying the Mean Value Theorem to j ( d).
First, observe that  0 (j + d)  (j + 1)     (j + d)  (j + 1) log j
  Kjd 1; (2.18)
since
 0 (j + d)
  (j + 1)
    (j + d)
  (j + 1)
log j =
 0 (j + d)
  (j + d)
  (j + d)
  (j + 1)
    (j + d)
  (j + 1)
log j
=

 0 (j + d)
  (j + d)
  log j

  (j + d)
  (j + 1)
= f	(j + d)  log jg   (j + d)
  (j + 1)
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where   (j + d)   (j + 1) 1  Kjd 1 for j !1 and 	(z) = (d=dz) log   (z) is the
digamma function, which satises
	(z) = log z +
1
2z
+O
 
z 2

; z !1;
so
	(j + d) = log (j + d) +O
 
j 1

= log j +O
 
j 1

as j !1; uniformly for d 2 D:
Now consider
T d
 @@dj ( d)
 =  @@dj ( d)  j ( d) log T

=
  0 (d)   (j + d) +   (d)  0 (j + d) 2 (d)   (j + 1)     (j + d)  (d)   (j + 1) log T

=
 1 2 (d)   (j + 1)
(
  0 (d)   (j + d) +   (d)  0 (j + d)
   (d)   (j + d) log T
)

Kjd 1z }| {  0 (d)   (j + d) 2 (d)   (j + 1)

+
1
  (d)
8>>><>>>:
Kjd 1z }| { 0 (j + d)  (j + 1)     (j + d)  (j + 1) log j
+
Kjd 1(log j log T )z }| {  (j + d)  (j + 1) (log j   log T )

9>>>=>>>;
 Kjd 1j log (j=T ) j;
uniformly for j = 1; :::; T and d 2 D, using j ( d)  Kjd 1 and (2:18):
Finally we get by the Mean Value Theorem that for some d 2 [da; db]
K
TX
t=1
TX
t0=1
tX
j=1
t0X
j0=1
 
j ( da)2   j ( db)2
  
j0 ( da)2   j0 ( db)2
	
 KT 4djda   dbj2
(
TX
t=1
tX
j=1
j2d
 2j log (j=T ) j
)2
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 KT 4djda   dbj2
8>>>>><>>>>>:
TX
t=1
j log (t=T ) jt2d 1 t 1
tX
j=1
(j=t)2d
 2 j log (j=t) j| {z }
R 10 x2d 2j log xjdx=c:
9>>>>>=>>>>>;
2
 KT 4djda   dbj2
8>>>>><>>>>>:
T 2d

T 1
TX
t=1
j log (t=T ) j (t=T )2d 1| {z }
R 10 x2d 1j log xjdx=c:
9>>>>>=>>>>>;
2
 KT 4djda   dbj2T 4d  Kjda   dbj2
since db > da > 0:5 (the case da = db is trivial).
2.10 Appendix B
Proof of Theorem 2. Here we prove that Theorem 1 holds for model (2.15) with
a general degree of integration estimated under Assumption (2). Again we only
provide the proof for model with no lagged di¤erences and no deterministic terms.
For general version of the model (2.15) the proof follows by the same argument as
in the Proof of Theorem 1.
Consider the simple version version of model (2.15)
Xt = 
0( d  )Xt + "t;
dene Z0 () = Xt and Z1 (; d) = ( d   )Xt: Note that Z0 (0)  I(0) 
Z0 (1) and Z1 (0; d)  I(d)  Z1 (1; d) ; while Z0

^

 I(0   ^) and Z1

^; d


I(0   ^ + d):
It is clear that for true  (0) the asymptotic distributions of our tests do not
change. For estimated  (^) it does not change if Sij(0; ^; d) is close to Sij(0; 0; d)
for i; j = 0; 1 as T ! 1; uniformly in d 2 D: Lets rst demonstrate that it does
hold for a properly normalized S11 and ^ that satises Assumption 2. We follow
mainly arguments in Robinson and Hualde (2003) Lemma C.2 and Lemma C.4.
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Set A11 (d) = T 1 2d
n
S11(0; ^; d)  S11(0; 0; d)
o
, so
A11 (d) = T
 2d
"
TX
t=1
Z1t(0; ^; d)Z1t(0; ^; d)
0  
TX
t=1
Z1t(0; 0; d)Z1t(0; 0; d)
0
#
(2.19)
= T 2d
TX
t=1
( 
tX
j=1
j

0   ^ + d

"t j
! 
tX
i=1
h
i

0   ^ + d

  i (d)
i
"0t i
!
+
 
tX
j=1
h
j

0   ^ + d

  j (d)
i
"t j
! 
tX
i=1
i (d) "
0
t i
!)
:
Using Taylor expansion of order R; to be chosen later, for i () we can write
i

0   ^ + d

= i (d) +
R 1X
r=1

^   0
r
r!

(r)
i (d) +

^   0
R
R!

(R)
i (d
) ; (2.20)
where d is some intermediate point between d and d+ 0   ^; to get
A11 (d) = T
 2d
TX
t=1
tX
i=1
tX
j=1
8><>:
264R 1X
r=1

^   0
r
r!

(r)
i (d) +

^   0
R
R!

(R)
i (d
)
375j 0   ^ + d
+
264R 1X
r=1

^   0
r
r!

(r)
j (d) +

^   0
R
R!

(R)
j (d
)
375i (d)
9>=>; "t j"0t i:
Then using again (2:20) it can be checked that this is equal to
TX
t=1
tX
i=1
tX
j=1
24 PR 1r;s=0 (^ 0)r+sr!s! (r)i (d)(s)j (d) + 2PR 1r=0 (^ 0)r+Rr!R! (r)i (d)(R)j (d)
+2
(^ 0)2R
R!2

(R)
i (d
)(R)j (d
)
35 "t j"0t i;
where the rst summation requires that s+r > 0:Note that j (d)  jd 1; (1)j (d) 
jd 1 log j; (2)j (d)  jd 1 log2 j as j ! 1; cf. Delgado and Velasco (2005) and
Robinson and Hualde (2003) and that we have in A11 (d) terms of the following
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three types,
A1 (r; s) = T
 2d
TX
t=1
tX
i=1
tX
j=1

(r)
i (d)
(s)
j (d) "t j"
0
t i;
where r; s = 0; 1; 2; :::; R  1; s+ r > 0
A2 (r) = T
 2d
TX
t=1
tX
i=1
tX
j=1

(r)
i (d)
(R)
j (d
) "t j"0t i; where r = 0; 1; 2; :::; R  1
A3 = T
 2d
TX
t=1
tX
i=1
tX
j=1

(R)
i (d
)(R)j (d
) "t j"0t i
where we are interested in bounding

^   0
r+s
A1 (r; s) ;

^   0
R+r
A2 (r) and
^   0
2R
A3 uniformly in d 2 D:
Let us work rst with the term A1 = A1 (r; s) : Recall that A = Op

E(A2)
1
2

and assume that "t is scalar with variance 2 or that we apply the expectation to
a typical element of A1,
E
 
T 4dA21

=
TX
t=1
TX
t0=1
"
tX
i=1
tX
j=1

(r)
i (d)
(s)
j (d) "t j"
0
t i
t0X
i0=1
t0X
j0=1

(r)
i0 (d)
(s)
j0 (d) "t0 j0"
0
t0 i0
#
= 4
TX
t=1
TX
t0=1
"
tX
i=1
t0X
i0=1
n

(r)
i (d)
(s)
i (d)
(r)
i0 (d)
(s)
i0 (d)
o#
+4
TX
t=1
TX
t0=1
24minft;t0gX
i=1
minft;t0gX
j=1

(r)
i (d)
(s)
j (d)
(r)
i+jt0 tj (d)
(s)
j+jt0 tj (d)
35
+4
TX
t=1
TX
t0=1
24minft;t0gX
i=1
minft;t0gX
j=1

(r)
i (d)
(s)
j (d)
(r)
j+jt0 tj (d)
(s)
i+jt0 tj (d)
35
+4
TX
t=1
TX
t0=1
24minft;t0gX
i=1
n

(r)
i (d)
(s)
i (d)
(r)
i+jt0 tj (d)
(s)
i+jt0 tj (d)
o35 ;
where 4 is the fourth cumulant of "t: So nally we obtain that
(log T ) 2RA1 (r; s) = Op

(log T )r+s 2R

= op (1)
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for r; s < R; because
TX
t=1
TX
t0=1
"
tX
i=1
t0X
i0=1

(r)
i (d)
(s)
i (d)
(r)
i0 (d)
(s)
i0 (d)
#
= O
 
TX
t=1
TX
t0=1
"
tX
i=1
t0X
i0=1
i2d 2 (i0)2d 2 log2(r+s) T
#!
= O
 
TX
t=1
TX
t0=1
h
t2d 1 (t0)2d 1 log2(r+s) T
i!
= O

T 4d log2(r+s) T

:
This shows the convergence of the nite dimensional distributions of (log T ) 2RA1 (r; s)
for xed d and each r and s: Using the argument in the proof of Theorem 1, we
can show the tightness of (log T ) 2RA1 (r; s) for d 2 D, and therefore we conclude
that supd2D j (log T ) 2RA1 (d) j = op (1) : Then, for  > 0 and r + s > 0;
sup
d2D

^   0
r+s
A1 (r; s) = op

T (r+s) (log T )2R

= op (1) :
Lets work now with
A2(r) = T
 2d
TX
t=1
tX
i=1
tX
j=1

(r)
i (d)
(R)
j (d
) "t j"0t i; where r = 0; 1; 2; :::; R  1
Dene
g
(r)
t (d) =
tX
i=1

(r)
i (d)T
 d"0t i; r = 0; 1; : : : ; R:
Note that by monotonicity of (r)i (d) in d for i = 1; 2; : : : ;
sup
t=1;:::;T
sup
d2D
jg(r)t (d) j 
TX
i=1
sup
d2D
j(r)i (d)T djj"0t ij  KT 
1
2
TX
i=1
i 
1
2 log ij"0t ij = Op (log T )
while for each  > 0;
sup
t=1;:::;T
sup
d2D
jg(R)t (d) j 
TX
i=1
sup
d2D
j(R)i (d)T djj"t ij
 KOp
 
TX
i=1

i 
1
2T 
1
2
2!1=2 TX
i=1
"2t i
!1=2
= Op
 
T 2 1
1=2
T 1=2

= Op(T
):
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Then, for any  > 0;
sup
d2D
A2 (r) = OP
 
T 1+

and 
^   0
R+r
sup
d2D
A2 (r) = OP
 
T (R+r)T 1+

= op (1)
if R > 1= and  > 0 small enough.
Lets work with the term A3: Using that
sup
t=1;:::;T
sup
d2D
jg(R)t (d) j = OP (T )
for any  > 0 we obtain that supd2D A3 = Op(T
1+2) and
^   0
2R
sup
d2D
A3 =

^   0
2R
Op(T
1+2) = Op(T
 2RT 1+2) = op (1)
if R > 1=: Then the proof follows for this choice of R:
For the proof for S10(d); we set A10 (d) = T 1 d
n
S10(0; ^; d)  S10(0; 0; d)
o
,
and proceed in a similar way. However, we need to consider now terms like
T d
TX
t=1
 
tX
j=1
j

0   ^

"t j
! 
tX
i=1
i ( d) "0t i
!
;
which after Taylor expansion lead us to consider

0   ^
r
T d
TX
t=1
 
tX
j=1

(r)
j (0) "t j
! 
tX
i=1
i ( d) "0t i
!
whose contribution (for r = 1) is of order Op
 
T 1 d 

= op (1) if  > 1   d; see
(B.51) in Robinson and Hualde (2003) for a similar argument.
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Chapter 3
Maximum likelihood estimation of
fractionally cointegrated systems
In this chapter we consider a fractionally cointegrated error correction model and
investigate asymptotic properties of the maximum likelihood (ML) estimators of
the matrix of the cointegration relations, the degree of fractional cointegration, the
matrix of the speed of adjustment to the equilibrium parameters and the variance-
covariance matrix of the error term. We show that using ML principles to estimate
jointly all the parameters of the fractionally cointegrated system we obtain con-
sistent estimates and provide their asymptotic distributions. The cointegration
matrix is asymptotically mixed normal distributed, while the degree of fractional
cointegration and the speed of adjustment to the equilibrium matrix have joint nor-
mal distribution, which proves the intuition that the memory of the cointegrating
residuals a¤ects the speed of convergence to the long-run equilibrium, but does not
have any inuence on the long-run relationship. The rate of convergence of the
estimators of the long-run relationships depends on the cointegration degree but it
is optimal for the strong cointegration case considered. We also prove that misspec-
ication of the degree of fractional cointegration does not a¤ect the consistency of
the estimators of the cointegration relationships, although usual inference rules are
not valid. We illustrate our results in nite samples by Monte Carlo analysis.
Keywords: Error correction model, Gaussian VAR model, Maximum likeli-
hood estimation, Fractional cointegration JEL: C13, C32.
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3.1 Introduction
Cointegration is thought of a stationary relation between nonstationary variables.
It has become a standard tool in econometrics since the seminal paper of Granger
(1981). One of the most commonly used procedures in econometric practice, fully
parametric inference on I(1)=I(0) cointegrated systems in the framework of Vec-
tor Error Correction Mechanism (VECM) representation, has been developed by
Johansen (1988, 1991, 1995). He suggests a maximum likelihood (ML) procedure
based on reduced rank regressions. His methodology consists in identifying the
number of cointegration vectors within the Vector Autoregressive (VAR) model by
means of performing a sequence of likelihood ratio (LR) tests. If the variables are
cointegrated, after selecting the rank, the cointegration vectors and the speed of
adjustment to the equilibrium coe¢ cients are estimated.
However the assumption that deviations from equilibrium are integrated of order
zero is far too restrictive. In a general set up it is possible to permit errors with
fractional degree of integration. This is an important generalization, since fractional
cointegration has the same economic implications as when the processes are integer-
valued cointegrated, in the sense that there exist a long-run equilibrium among the
variables. The only di¤erence is that the rate of convergence to the equilibrium
is slower in the fractional than in the standard case. Moreover since an I(1)=I(0)
cointegration setup ignores the fractional cointegration parameter, a fractionally
integrated equilibrium error results in a misspecied likelihood function.
It has been studied what happens if we use standard VECM models to make an
inference on fractionally cointegrated systems. Gonzalo and Lee (1998) have found
that likelihood ratio tests based on the standard models nd spurious cointegration
between independent variables that are not unit root processes. Further Andersson
and Gredenho¤(1999) have shown by simulation that LR test based on the standard
model has power against fractional alternatives, so using ML techniques we are
likely to nd the evidence of C(1; 1) cointegration when in reality we have fractional
cointegration. At the same time the ML approach based on standard models gives
the estimates of the "impact" matrix  = 0 that are severely biased and have
large mean square errors if the variables are fractionally cointegrated. So it can be
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much more severe to ignore fractional cointegration than to incorporate it, when
it is not present, in a fractional framework like the one we consider, that nests the
standard case.
In Chapter 2 we have developed an asymptotic theory for LR tests based on
the fractional VECM. The procedure that leads to construction of LR tests simul-
taneously produces ML estimates of all the parameters of the fractional VECM,
the fractional cointegration degree, the cointegrating vectors, speed of adjustment
to the equilibrium coe¢ cients matrix, short run correlation parameters and the
variance-covariance matrix of the error term. Knowledge of the properties of those
estimators would allow us to propose more complex and complete analysis of frac-
tionally cointegrated systems in line of the analysis in Johansen (1988, 1991, 1995).
Therefore in this chapter we examine the properties of ML estimators of the frac-
tional VECM.
The list of other work treating inference problems of cointegrated systems in
a fractional context, without pretension of completeness, includes the following
papers. Robinson (1994) have established the consistency for frequency domain
narrow-band estimates of the fractional cointegrating relationship in the station-
ary bivariate case. In a nonstationary framework the properties of this estimator
have been studied by Marinucci and Robinson (2001) and Robinson and Marinucci
(1998, 2001). Robinson and Hualde (2003) have considered estimation of the coin-
tegrating relationship using GLS estimator, which is asymptotically mixed normal
and leads to a Wald test statistic with a standard 2 distribution under the null.
Their model assumes "strong cointegration", similarly to the model we consider in
this thesis. The asymptotic properties of the cointegrating vector in "weak cointe-
gration" case have been established in Hualde and Robinson (2006b). In the latter
case the cointegrating vector is not superconsistent, in spite of the result in Robin-
son and Hualde (2003) that
p
T consistent and asymptotic normal estimate can
be obtained.
Other works allow for deterministic components whose presence implies a com-
petition between stochastic and deterministic trends as discussed in Marinucci and
Robinson (2000). Robinson and Iacone (2005) have developed an asymptotic the-
ory for the cointegrating vector in systems generated by polynomial trends and
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processes that may be fractionally integrated. Chen and Hurvich (2003a) have de-
rived an asymptotic distribution of a tapered narrow-band least squares estimator
of the cointegrating parameter. Hassler, Marmol and Velasco (2006) have examined
bivariate regressions of nonstationary variables dominated by linear time trends.
Cointegration among stationary long memory processes is especially of interest
in nancial applications. Christensen and Nielsen (2006) have found that the as-
ymptotic distribution of narrow band least squares (NBLS) is normal if regressors
and errors obey the condition that their collective memory is less than 0.5 and
their coherency is zero at the origin. Nielsen and Frederiksen (2007) have shown
that if the zero coherence assumption is not satised then a bias term appears in
the mean of the asymptotic distribution. They have also proposed a fully modied
NBLS estimator in the spirit of Phillips and Hansen (1990) that does not have this
drawback. Nielsen (2007) have shown consistency of joint local Whittle quasi ML
estimators of integration orders, regressors, errors and the cointegration vector.
In this chapter we consider a fractionally cointegrated system and investigate
the asymptotic properties of the ML estimators of the cointegration relations, the
degree of fractional cointegration, speed of adjustment to the equilibrium parame-
ters and the variance-covariance matrix of the error term. We show that using
ML principles to estimate jointly all the parameters of the fractionally cointegrated
model we obtain consistent estimates with known asymptotic distribution. The
cointegration matrix estimate results to be asymptotically mixed normal distrib-
uted, while the degree of fractional cointegration and the speed of adjustment to the
equilibrium matrix have joint normal distribution. This proves the intuition that
the memory of the cointegrating residuals a¤ects the speed of convergence to the
long-run equilibrium, but does not have any inuence on the long-run relationship.
However the rate of convergence of the estimators of the long-run relationships
depends on the cointegration degree. We also prove that misspecication of the de-
gree of fractional cointegration does not a¤ect the consistency of the cointegration
relationships estimators, although usual inference rules are not valid.
The rest of the chapter is organized as follows. Section 3.2 describes the frac-
tional cointegration framework. Section 3.3 presents the model considered in this
chapter and the procedure that gives us estimates of the fractionally cointegrated
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systems. Section 3.4 describes main results on the consistency and the asymp-
totic distribution of all the estimators of the system obtained jointly. Section 3.5
discusses a model with short run correlation. Section 3.6 presents Monte Carlo
simulation. Section 3.7 concludes. Appendix A contains all the lemmas. In Ap-
pendix B and C proofs of main results of this chapter are given under di¤erent
assumptions.
3.2 Framework description
We use the following denition of fractionally integrated process I() like in Mar-
inucci and Robinson (2001).
Denition 3 We say that a scalar process at; t 2 Z; is an I() process,  > 0, if
there exists a zero mean scalar process t; t 2 Z; with positive and bounded spectral
density at zero; such that
at = 
 t1(t>0); t 2 Z;  > 0; (3.1)
where 1() is the indicator function,  = 1   L; L is the lag operator and the
fractional di¤erence lter is dened formally by:
(1  z) =
1X
j=0
j() z
j; (3.2)
where j() =
 (j )
 ( ) (j+1) and  () is gamma function:   () =
1R
0
e xx 1dx:
The process at is said to be asymptotically stationary when  < 12 ; since it
is nonstationary only due to the truncation on the right-hand side of (1). The
truncation is designed to cater for cases   1
2
; because otherwise the right-hand
side of (1) does not converge in mean square and hence at is not well dened.
We follow with the denition of cointegration by Granger (1986):
Denition 4 A set of I() variables is said to be cointegrated, or CI(; d), if there
exists a linear combination that is I(   d) for d > 0.
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In the standard cointegration setup  = d = 1 and we can use ML techniques as
in Johansen (1988, 1991, 1995). However if  6= 1 or d < 1 we have fractional coin-
tegration, which calls for a generalization of the standard cointegration framework,
since inference based on a standard VECM may not be valid.
Johansen (2005a) has shown how fractional VECM representations could be
derived. Assume that Xt is a p  1 vector fractionally integrated of order  and
there are r linear combinations ; that are of order    d; and
0Xt = u1t; (3.3)
0 dXt = u2t;
where ut = (u01t; u
0
2t)
0 is i.i.d. (0;),  is p  (p  r) so that (; ) has rank p and
Xt = 0 for t  0: Then using the identity1
?(
0?)
 10 + ?(
0?)
 10 = Ip
we can show that
Xt = ?(
0?)
 1u1t + ?(
0?)
 1du2t (3.4)
= ?(
0?)
 1u1t + ?(
0?)
 1u2t   ?(0?) 1
 
1 du2t
=
 
1 d0 dXt + "t
where "t = ?(
0?)
 1u1t+ ?(
0?)
 1u2t is i.i.d. Recall that  is a p r matrix of
speed of adjustment to the equilibrium coe¢ cients,  =  ?(0?) 1 and  satises
0 =  Ir; r is a cointegration rank: The formulation (3.3) allows for modelling
and estimating both the cointegrating vectors  and "common trends" vectors 
and has also been used by Breitung and Hassler (2002):
To make a model more exible it is a natural idea to add a lag structure to
the model (3.4). Granger (1986) have included lags of Xt and have proposed a
model that can be presented as
A(L)Xt =
 
1 d d0Xt 1 + d(L)"t; (3.5)
1Recall for a pm matrix a we dene a? to be a p (p m) matrix of rank p m; for which
a0a? = 0:
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where A(L) and d(L) are usual lag polynomials.
Johansen (2005 a,b) have proposed another model that comes from adding the
fractional lag operator Ld = 1  (1 L)d to model (3.4) and has the following form
A(Ld)
Xt =
 
1 d d0Xt + "t: (3.6)
An alternative model that allows for short run correlation in both the fractional
cointegration relationship and in the levels has been proposed in Avarucci (2007)
Xt = 
0( d   1)A (L)Xt + (I   A (L))Xt + "t; (3.7)
with a usual lag polynomial A (L) ; of order k, that can be also expressed as
Xt = 
0( d 1)Xt+
kX
j=1
LjBj

( d   1)Xt
	
+
kX
j=1
LjAj
Xt+"t; (3.8)
with the restriction Bj =  Aj: We use this model in Section 3.4.
3.3 Model and ML estimation
In this chapter as a rst natural research step we consider the simplest version of
the fractional VECM model without lagged di¤erences, which is obviously a special
case of models (3.5), (3.6) and (3.7). Moreover we assume that  is known and we
x  = 1 to easy the notation. We use the VECM representation
Xt = 
0  1 d  Xt + "t (3.9)
together with the representation given by (3.3). Note that it implies that we impose
restriction 0 =  Ir in the model (3.9), since only under this condition models
(3.3) and (3.9) are equivalent. We assume the Gaussianity of the errors, but only
to dene the likelihood function.
To estimate the parameters of model (3.9) we follow the procedure described
in Johansen (1995), but adjusted for the case of fractional VECM that has been
already presented in Chapter 2. Lets dene Z0t = Xt; Z1t(d) =
 
1 d  Xt:
The model expressed in these variables becomes
Z0t = 
0Z1t(d) + "t; t = 1; :::; T:
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The log-likelihood function apart from a constant for the model (3.9) is given by
L (; ;
; d) =  1
2
T log j
j   1
2
TX
t=1
[Z0t   0Z1t(d)]0
 1[Z0t   0Z1t(d)]:
Dene as well
Sij(da; db) = T
 1
TX
t=1
Zit(da)Zjt(db)
0 i; j = 0; 1;
where S11(d) = S11(d; d) and note that Sij do not depend on d when i = j = 0.
For xed d and ; parameters  and 
 are estimated by regressing Z0t on 
0Z1t(d)
and
^() = S01(d)(
0S11(d)) 1 (3.10)
while

^() = S00   S01(d)(0S11(d)) 10S10(d) = S00   ^()(0S11(d))^()0: (3.11)
Plugging the estimates into the likelihood we get:
L 2=Tmax (^(); ; 
^(); d) = L
 2=T
max (; d) = jS00   S01(d)(0S11(d)) 10S10(d)j;
and nally the maximum of the likelihood is obtained by solving the eigenvalue
problem (d)S11(d)  S10(d)S 100 S01(d) = 0 (3.12)
for eigenvalues i(d) and eigenvectors i(d), for a given d; such that :
i(d)S11(d)i(d) = S10(d)S
 1
00 S01(d)i(d);
and 0j(d)S11(d)i(d) = 1 if i = j and 0 otherwise.
Note that the eigenvectors diagonalize the matrix S10(d)S 100 S01(d) since
0j(d)S10(d)S
 1
00 S01(d)i(d) = i(d)
if i = j and 0 otherwise. Thus by simultaneously diagonalizing the matrices S11(d)
and S10(d)S 100 S01(d) we can estimate the r dimensional cointegrating space as the
space spanned by the eigenvectors corresponding to the r largest eigenvalues.
With this choice of  we can estimate d by maximizing the log-likelihood; i.e.
~d = argmax Lmax(d)
d2D
; (3.13)
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where
Lmax(d) =
"
jS00j
rY
i=1

1  ^i(d)
# T2
and D  (0:5; 1]: Note that we assume that the cointegration rank is known already,
or alternatively we can establish it using for example the sequence of the tests
considered in Chapter 4.
3.4 Consistency and asymptotic distribution
First let us make the following assumption.
Assumption 3 "t are independent and identically distributed vectors with mean
zero, positive denite covariance matrix 
; and Ejj"tjjq <1; q  4; q > 2= (2d0   1) ;
d0 >
1
2
:
The moment condition on "t is needed to obtain weak convergence of partial
sums to fractional Brownian motion.
Then we dene for d 2 (0:5; 1] and omitting the dependence on the true value
of d; d0;
lim
t!1
V ar
2664
Z0t
0Z1t (d)
0Z(1)1t (d)
3775 =
26664
00 0 (d)

0 (d)
0 (d)  (d)

 (d)

0 (d)

 (d)  (d)
37775 (3.14)
where
Z
(1)
1t (d) :=
@
@d
Z1t(d):
Note that
0 (d0) =  (d0)
00 =  (d0)
0 + 

and using Lemma 2 in Appendix A calculate
 (d0) = a0  

 (d0) = c0  
 (d0) =
2
6
 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where  = 
0
 and a0 =
1X
1
j (d0)
2 and c0 =  
1X
1
j 1j (d0) :
Further we assume as in Robinson and Hualde (2003):
Assumption 4 2 For some estimate d^
d^  d0 = Op
 
T 

;  > 0; (3.15)d^  K; (3.16)
Note that we assume that a T  consistent pre-estimate of d is available, which
can be obtained for example by semiparametric memory estimates based on single
equation OLS residuals. Its particular choice does not a¤ect the generality of our
results. The parametric space of ^; ^ and 
^ we consider is unrestricted, but
~d 2 DT ; where DT =
h
d^  cT ; d^+ cT 
i
; so ~d is also assumed to be T  consis-
tent.
We also use the following normalization of ^ and ^ as in Johansen (1995) to
derive theoretical results. We choose the coordinate system (; ) and expand
^ = 
0
^ + 0^;
where
_
 =  (0) 1etc. and dene the estimator
~ = ^


0
^
 1
=  + 0~ =  + UT
where UT = 0~. This way of normalizing is convenient for the analysis, since it
has the property that ~    is contained in the space spanned by  and hence
orthogonal to : Note that since ~ is just a linear transformation of the columns
of ^ it also maximizes the likelihood function and hence ~ satises the likelihood
equations. The normalization depends on ; so for practice it is not so useful, but
it is convenient in the analysis. We dene ~ = ^^
0 so that ~~
0
= ^^
0
:
Under Assumption 4 and for d0 2 D  (0:5; 1]; where D is a closed set, we
demonstrate following Johansen (1995) that the following theorem holds.
2Note that in Appendix C we present the proof of our asymptotic results that does not require
the assumption that we have a consistent pre-estimate of d:
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Theorem 3 The estimators ~ = ^


0
^
 1
; ~ = ^^
0, 
^ are consistent. More-
over ~    = oP (T 12 d0):
Note that Theorem 3 gives the consistency of all the parameters of the fractional
VECM we have proposed to estimate jointly by ML.
Theorem 4 For any xed d; d 6= d0; d > 0:5 so that q > 2= (2d  1) in Assumption
4 the estimator ~ = ^


0
^
 1
remains consistent with a rate ~    = oP (T 12 d);
but ~ and 
^ are not consistent anymore.
Theorem 4 tells us that if instead of estimating d we plug in any xed d; d > 0:5
to estimate other parameters of fractional VECM we will still obtain a consistent
estimate of , but not of  and 
; which shows that the bias and large mean
square errors of the estimator of the impact matrix  = 0 found by Andersson
and Gredenho¤ (1999) came from the estimation of  rather than :
Theorem 5 Under Assumption 3 and Assumption 4 and for d0 2 IntD  (0:5; 1]
the asymptotic distribution of ~ is mixed Gaussian and given by
T d0UT = T
d00

~   

!d

0C
Z 1
0
Wd0 ()Wd0 ()
0 dC 0
 1
0C
Z 1
0
Wd0 () dV
0
;
whereWd0 () is p-dimensional standard fractional Brownian motion with parameter
d0 2 (0:5; 1]
Wd0 () =  
 1 (d0)
Z 
0
(   z)d0 1 dW (z) ;
Wd0 () and dV() are independent and dV () = (
0
 1) 1 0
 1dW () with
W a Brownian motion with covariance matrix 
:
The conditional variance of the limit distribution is given by
C
Z 1
0
Wd0 ()Wd0 ()
0 dC 0
 1

  0
 1 1
and C = ? (
0
??)
 1 0?:
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We can observe that the distribution of ~ given by Theorem 5 is similar to
the distribution found in Johansen (1995) for d0 = 1 xed. It is also equal to the
distribution that Robinson and Hualde (2003) found for their GLS estimator when
r = 1. The convergence rate of ~ is optimal, hence ~    2 OP
 
T d0

:
We would like to emphasize the fact that the estimator ~ is asymptotically
independent of the estimators of ~ and ~d, which means that estimation of other
parameters of the system do not a¤ect the estimate of the long run-relationship.
Note that since the asymptotic distribution of ~ remains mixed normal, we can
test for the values of cointegration vector usingWald test that will be 2 distributed.
Thus following Johansen (1991) we state the Theorem 6.
Theorem 6 If only 1 cointegrating vector  is present (r = 1) and we want to test
the hypothesis K 0 = 0; then the test statistic T d0(K 0^)2((^
 1
1   1)(K 0v^v^0K)) 1 is
asymptotically 2 with 1 degree of freedom. Here ^1 is the maximum eigenvalue and
^ the corresponding eigenvector of the equation (3.12). The remaining eigenvectors
form v^.
In Section 3.6 we perform a simulation of the Wald test and check that it has
proper size and good power to test the values of the cointegration vector in nite
samples.
Theorem 7 The joint asymptotic distribution of ~ and ~d is given by"
T
1
2 ( ~d  d0)
T
1
2vec(~  )
#
!d N (0;	) ;
where
	 =
"
! 1 c0! 1vec ()
0
c0!
 1vec () 1
a0
 
 1 
 


+
c20
!a20
vec () vec ()0
#
and
! =
2
6
 
1  20

tr
 

0
 1

;
20 =
c20
a02=6
:
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The asymptotic distribution of ~ is root-T consistent and we can observe that
it is related with the asymptotic distribution of ~d: Therefore estimation of the
degree of the fractional cointegration d a¤ects the speed of the adjustment to the
equilibrium coe¢ cients, which agrees with common intuition about the speed of the
convergence to the long run equilibrium. The asymptotic variance is the usual result
when d0 = 1 is known with the extra multiplicative term a0 and the contribution
from estimation of d equal to (c20=!a
2
0) vec () vec ()
0 :
The cointegration degree estimator ~d is also root-T consistent and has asymp-
totic normal distribution. The asymptotic variance includes the factor
(1  20) 1 > 1 due to estimation of ; the factor tr
 

0
 1
 1
due to esti-
mation inside the ECM and nally, the factor (2=6) 1 is the usual asymptotic
variance for ML estimators of memory parameters in univariate ARFIMA(0; d; 0) :
Note that
2
6
 
1  20

 =  (d0) 

 (d0) 
 1
 (d0)

 (d0) :
We present proofs of Theorem 3, 4, 5 and 7 in Appendix B. In fact the same
conclusions can be obtained without resourcing to (3.15) and (3.16) in Assumption 4
and using standard results on the existence of a consistent sequence of solutions to
stochastic optimization problems, such as Lemma 1 in Andrews and Sun (2004).
In Appendix C this is investigated under the assumption that 
 is known and r = 1
not to complicate in excess the presentation.
3.5 Short run correlation
We use the model (3.7)-(3.8) proposed in Avarucci (2007), that allows for short run
correlation in both the fractional cointegration relationship and in the levels. Note
that this model can be shown to encompass triangular models used in the literature
(cf. Robinson and Hualde (2003)) and has nice representations if the roots of the
equation jA (z) j = 0 are out of the unit circle,  > d: Basically this model implies
that there is fractional cointegration among the prewhitened series Xyt = A (L)Xt:
It can also be seen as a multivariate extension of Hualde and Robinsons (2006b)
bivariate cointegrated model.
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The model (3.7) is nonlinear in  and A1; : : : ; Ak; but we propose to estimate the
unrestricted linear model (3.8) without imposing Bj =  Aj: Then the estimation
procedure runs as in Johansen (1995), but with an initial step to prewhiten the main
series Xt and ( d   1)Xt on k-lags of both

( d   1)Xt
	
and Xt
as in equation (3.8): This estimate is ine¢ cient compared with the ML estimator,
but much simpler to compute and analyze.
Lets maintain the assumption that  is known and  = 1 to easy the notation.
We are interested in the asymptotic distributions of ~; ~d and the linear parameter
estimates

~; ~A1; : : : ; ~Ak

: If we employ unrestricted estimation, then we could
investigate the properties of

~; ~A1; : : : ; ~Ak; ~B1; : : : ; ~Bk

; though Bj are redundant
parameters. We can derive all asymptotic results in a similar way to the case with
no lag estimation, but obviously the distributions are a¤ected by lag correction
compared to those of Theorem 5.
To derive the asymptotic results we should make appropriate changes in the
formulas in Appendix B. For instance replace  (d) by the limit variance of the
residuals of the projection of ( d   1)0Xt on k lags of

( d   1)Xt
	
and
Xt: However the nice covariance structure in terms of constants a0 and c0 need not
be kept now. The asymptotic properties of ~d can be deduced from the expansion
(3:28), where now  (d0) ; _ (d0) and  (d0) have to be replaced by the limit
variance and covariances of (0Z1t (d0) ; 
0Z(1)1t (d0)), 
+
 (d0) ; etc., when projected
on k lags of

( d   1)Xt
	
and Xt: Then the following theorem holds.
Theorem 8 Under Assumption 4 and model (3.7) the estimator ~ has the same
properties as in Theorems 3 and 5, and the estimators ~d, ~; ~A1; : : : ; ~Ak have an
asymptotic normal joint distribution.
The asymptotic distribution of ~d is
T 1=2( ~d  d0)!d N
 
0; ! 1

where
! = tr
nh
+ (d0)  _+ (d0) + 1 (d0) _+ (d0)
i
0
 1
o
:
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For example + (d0) ; can be estimated consistently by
1
T
TX
t=1
~
0
Z+1t

~d

Z+01t

~d

~
where Z+1t

~d

are the OLS residuals of projecting Z1t

~d

against k lags of
n
(1   ~d)Xt
o
and Xt; t = 1; : : : ; T and ~ and ~d are ML estimates of  and d:
For ~ we could obtain a similar expression to (3:29), in terms of the projected se-
ries, and for ~Aj a parallel result as in Johansen (1995), Theorem 13.5, but corrected
for the d estimation increment as in Theorem 5.
3.6 Monte Carlo
To evaluate small sample properties of the ML estimators of the cointegrated frac-
tional VECM model we have designed the following Monte Carlo experiment. We
have generated the two equation model (see Engle, Granger (1987), Banerjee et al.
(1993), p.137 or Lyhagen (1998) and also Chapter 2)
xt + byt = ut (3.17)
xt + ayt = et
where 1 dut = "1t, et = "2t and "1t; "2t are both independently and standard
bivariate normally distributed with expectation zero. d is the cointegration degree
and we have considered d 2 [0:5; 1]: Note that if d = 1 then we are in the special
case of Johansens unit root framework.  = [1 b]0 is the cointegrating vector,
 = [1   a]0 is the vector of the speed of the adjustment to the equilibrium
coe¢ cients. In all simulations we used the parameters a and b equal to 1 and 2
respectively. Note that model (3.17) is a special case of the model (3.3), with  = :
All Monte Carlo simulations were done using Ox 3.40 or Ox 4.04 (see Doornik
and Ooms (2001) and Doornik (2002)). To maximize the likelihood function we used
theMaxSQPF procedure and optimization was done on the intervalD =[0:5000001; 1]:
For all the simulations we have made 10,000 iterations.
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We have calculated bias and standard error of the estimators ~d; ^ and ^ for the
values of the true d; d0 = 0:5; 0:6; 0:7; 0:8; 0:9; 1 and sample sizes of 50; 100; 200
and 500 observations. Results are reported in Tables 3.1-3.4 and compared with
the same statistics for the ML estimators J and J obtained by xing d = 1 like in
the standard unit root model. Note that the asymptotic theory we have developed
in fact does not cover the case when d0 = 0:5 nor d0 = 1 (in Theorem 5).
Table 3.1. Bias and standard error of estimators ~d; ^, ^ and J ; J
for T=50 observations
d0 0.5 0.6 0.7 0.8 0.9 1
bias ~d 0.262 0.191 0.135 0.082 0.028 -0.038
std ~d 0.216 0.205 0.186 0.160 0.127 0.089
bias ^ 0.063 0.036 0.006 0.010 0.005 0.002
std ^ 3.847 0.861 0.828 0.155 0.072 0.054
bias J 0.055 0.047 0.018 0.008 0.005 0.002
std J 3.302 0.965 0.266 0.098 0.068 0.052
bias ^ -0.004 -0.173 -0.039 -0.226 -0.069 -0.007
std ^ 11.735 17.487 8.604 10.504 4.116 5.252
bias J -0.115 -0.098 -0.179 -0.219 -0.108 -0.020
std J 15.487 8.118 8.833 10.717 1.639 7.122
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Table 3.2. Bias and standard error of estimators ~d; ^, ^ and J ; J
for T=100 observations
d0 0.5 0.6 0.7 0.8 0.9 1
bias ~d 0.182 0.127 0.095 0.065 0.028 -0.029
std ~d 0.181 0.177 0.162 0.136 0.100 0.061
bias ^ 0.014 0.006 0.003 0.002 0.002 0.001
std ^ 0.145 0.087 0.064 0.046 0.034 0.026
bias J 0.016 0.010 0.004 0.002 0.002 0.001
std J 0.593 0.119 0.071 0.048 0.033 0.025
bias ^ -0.130 -0.175 -0.054 -0.041 -0.035 -0.025
std ^ 4.562 6.274 2.207 0.278 0.178 0.141
bias J 0.296 -0.208 -0.072 -0.043 -0.035 -0.025
std J 41.337 6.128 2.754 0.282 0.176 0.137
Table 3.3. Bias and standard error of estimators ~d; ^, ^ and J ; J
for T=200 observations
d0 0.5 0.6 0.7 0.8 0.9 1
bias ~d 0.107 0.075 0.058 0.046 0.027 -0.021
std ~d 0.124 0.133 0.127 0.108 0.079 0.042
bias ^ 0.006 0.003 0.001 0.000 0.000 0.000
std ^ 0.072 0.049 0.036 0.025 0.017 0.012
bias J 0.013 0.005 0.002 0.001 0.001 0.000
std J 0.178 0.065 0.041 0.026 0.017 0.012
bias ^ -0.197 -0.033 -0.023 -0.019 -0.012 -0.011
std ^ 14.832 0.188 0.132 0.108 0.089 0.079
bias J -0.070 -0.045 -0.028 -0.020 -0.012 -0.011
std J 7.814 0.765 0.174 0.109 0.089 0.079
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Table 3.4. Bias and standard error of estimators ~d; ^, ^ and J ; J
for T=500 observations
d0 0.5 0.6 0.7 0.8 0.9 1
bias ~d 0.056 0.030 0.024 0.024 0.019 -0.015
std ~d 0.069 0.082 0.077 0.071 0.058 0.027
bias ^ 0.002 0.001 0.000 0.000 0.000 0.000
std ^ 0.039 0.026 0.017 0.011 0.007 0.005
bias J 0.003 0.002 0.000 0.000 0.000 0.000
std J 0.063 0.035 0.020 0.012 0.008 0.005
bias ^ -0.018 -0.011 -0.009 -0.006 -0.005 -0.005
std ^ 0.102 0.081 0.070 0.059 0.052 0.047
bias J -0.039 -0.015 -0.011 -0.007 -0.005 -0.005
std J 0.190 0.099 0.075 0.060 0.052 0.047
Bias and standard errors of ~d; ^ and ^ are all decreasing with d0 and with
sample size T: For  we obtain very good estimates already for moderate values of
d0 in larger samples. We can estimate  much better than  even for small values
of d0 where ~ has convergence rate close to T
1
2 : Estimates obtained on the basis of
the fractional model have smaller bias and standard error than estimates from the
standard VECM model.
Further we have simulated the size and the power of the Wald test given in
Theorem 6. We have used again the system described by (3.17). To check the size
we have tested the true linear restriction K 0 = 0 with K = [ 2; 1], while to check
the power we have tested the false linear restriction K 0 = 0 with K = [ 3; 1]:We
have compared the performance of the Wald test based on the fractional VECM
with Wald test based on standard VECM. Percentage of rejections by Wald test
under the null is presented in Table 3.5. Percentage of rejections by Wald test
under the alternative is presented in Table 3.6. We can easily observe that if
we base Wald test on standard VECM model in case when we have fractionally
cointegrated system the test does not have a proper size. Size distortions in this
case are signicant even for values of d0 relatively close to 1.
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Table 3.5. Percentage of rejections by Wald test under the null
estimated ~d
T / d 0.5 0.6 0.7 0.8 0.9 1
50 21.34 18.55 16.86 14.37 10.72 6.83
100 4.22 4.48 5.16 5.64 6.94 7.61
200 3.75 4.80 6.18 7.92 7.75 4.26
xed d = 1
T / d 0.5 0.6 0.7 0.8 0.9 1
50 42.01 35.33 29.01 22.14 14.43 8.23
100 45.06 40.56 33.06 24.77 14.07 6.45
200 51.56 47.09 39.9 28.31 15.51 5.62
Table 3.6. Percentage of rejections by Wald test under the alternative
estimated ~d
T / d 0.5 0.6 0.7 0.8 0.9 1
50 65.55 76.07 86.53 93.74 97.72 99.36
100 68.98 85.47 95.54 99.20 99.94 100
200 79.72 95.64 99.83 99.99 100 100
xed d = 1
T / d 0.5 0.6 0.7 0.8 0.9 1
50 88.46 94.45 97.86 99.21 99.80 99.90
100 96.34 99.30 99.93 99.99 100 100
200 99.27 99.96 100 100 100 100
We could also think of testing the value of d using t-test. However based on our
simulations we have observed that this test have much distorted size, so we do not
report the results. We expect that it happens due to the fact that estimates of d
have signicant bias.
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We have computed the following feasible estimate of variance ! 1T of the asymp-
totic distribution of the estimator of d; where
!T

~d

=
2
6

1  20T

~d

tr

~
0
S11

~d

~ ~0
^ 1~

;
20T

~d

=
c20T

~d

a0T

~d

2=6
; a0T

~d

=
TX
1
n
j

~d
o2
; c0T

~d

=  
TX
1
j 1j

~d

and have compared average value of the standard deviation obtained throughout
the iterations with the corresponding true value of ! calculated for given sample
size T and true value of cointegration degree d0: Results are presented in Tables 3.7
and 3.8.
Table 3.7. Asymptotic standard deviation of ~d; (sqrt(T  !)) 1
T / d 0.5 0.6 0.7 0.8 0.9 1
50 0.522 0.391 0.307 0.249 0.207 0.176
100 0.370 0.277 0.217 0.176 0.147 0.125
200 0.262 0.196 0.154 0.125 0.104 0.088
500 0.166 0.124 0.097 0.079 0.066 0.056
1000 0.117 0.088 0.069 0.056 0.046 0.039
Table 3.8. Average standard error of ~d; (sqrt(T  !T ( ~d))) 1 for 10,000 replications
T / d 0.5 0.6 0.7 0.8 0.9 1
50 0.347 0.291 0.248 0.215 0.189 0.171
100 0.289 0.233 0.192 0.161 0.139 0.123
200 0.227 0.179 0.143 0.118 0.100 0.088
500 0.154 0.119 0.094 0.077 0.064 0.056
1000 0.112 0.086 0.068 0.055 0.046 0.040
We observe that for small sample sizes the estimated standard deviation of the
asymptotic distribution of ~d is underestimated, but for larger samples the results
get closer to their theoretical values, which conrms our expectation that problems
with size of t-test comes from the bias of ~d rather than from its standard deviation.
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Note also that the asymptotic theory we have developed does not cover the cases
when d0 = 0:5 nor d0 = 1: In fact when d0 = 0:5 the value reported in Table 3.7 is
nite only due to the truncation at T; otherwise the innite sum in a0 would not
converge:
3.7 Conclusions
In this chapter we have considered a generalization of the analysis of the cointe-
grated systems to the fractional case. We have investigated asymptotic properties
of the ML estimators of fractional VECM models and we have proven that all
parameters can be estimated consistently. We have shown that the asymptotic
distribution of the estimator of the cointegration matrix  remains mixed normal,
hence we can test for the values of cointegration vectors using Wald test. The
asymptotic distributions of the estimators of the speed of the adjustment to the
equilibrium coe¢ cients  and cointegration degree d are joint normal.
The most natural extension would be to consider more general models that allow
for di¤erent persistence of the series, with memory di¤erent from one and possibly
unknown. We could also think of introducing trends and structural breaks. Note
that we did not consider the case when true d is on the boundary, in particular
d0 = 1; D = [d; 1] : However note that such case is mainly of interest technically,
because we could always allow for D = [d; d] for d > 1, if we want to make inference
under H0 : d = 1: Then all arguments go through as far as d  d < 12 :
3.8 Appendix A
Denition 5 Dene
S
(i)
10 (d) = T
 1
TX
t=1
n
(@=@d)i Z1t(d)
o
Z 00t
and
S
(i;j)
11 (da; db) = T
 1
TX
t=1
n
(@=@d)i Z1t(da)
on
(@=@d)j Z1t(db)
o0
:
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Lemma 2 Under the triangular model (3.3); so that 0Xt = 0d0"t; we have
0 (d) = 
0
0
=b(d;d0)z }| {
1X
1
fj (d0)  j (d0   d)g j (d0) :=  0  b (d; d0)
 (d) = 
0

1X
1
fj (d0)  j (d0   d)g2| {z }
=a(d;d0)
:=   a (d; d0)
where  = 
0
: Denote a0 = a (d; d0) = b (d; d0) :
Proof of Lemma 2. Let us demonstrate the result for (d) = lim
t!1
V ar(0Z1t (d)).
V ar(0Z1t (d)) = E
(
1
T
TX
t=1
0Z1t (d)Z 01t (d) 
)
=
1
T
TX
t=1
E
 
 d   1 0Xt	 fX 0t   d   1g
=
1
T
TX
t=1
E
 
d0 d  d0 0"t	 f"0t  d0 d  d0g
which converges to
0

1X
1
fj (d0   d)  j (d0)g2 :
Other elements of (3.14) could be calculated in a similar way noting for example
that
0Z(1)1t (d) = 
0 @
@d
Z1t(d) =
@
@d
f  d   1 0Xtg
=
@
@d
f dgd00"t =   log(d0 d0"t)
Lemma 3 Under the triangular model (3.3); so that 0Xt = 0d0"t; we have
that, uniformly in d 2 D  (0:5; 1];
(a) 0S11 (d; d)  ! p(d) = a (d; d0) 
(b) 0S(i)1" (d) = Op
 
T 1=2

; i = 0; 1; 2:
(c) T 1=2 d0S(i;j)11 (d; d)  ! p0; i; j = 0; 1; 2:
(d) T 1=2 d0S(i)1" (d) = Op
 
T 1=2

; i = 0; 1; 2::
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Proof of Lemma 3. We rst give the proof for (a) : We have that
Z1t (d) =
 
 d   1Xt; so that
0Z1t (d) =
 
 d   1 0Xt =   d   1 0d0"t
=
 
d0 d  d0 0"t = t 1X
j=1
j (d) 
0"t j;
where j (d) = j (d0   d)  j (d0) : Then
E [0S11 (d) ] = 
0

1
T
TX
t=1
t 1X
j=1
fj (d0   d)  j (d0)g2
= a (d; d0) 
0
 + o (1) :
We can write
0S11 (d)    a (d; d0) 0
 = 0S11 (d)    E [0S11 (d) ]
+E [0S11 (d) ]  a (d; d0) 0
;
where the second line converges uniformly in d to 0; and writing
BT (d) = 
0S11 (d)    E [0S11 (d) ]
it is easy to show that BT (d) = op (1) for each xed d. Now we show tightness in d
of BT (d) implying that supd jBT (d) j = op (1) : For a typical element of BT (d) and
da; db 2 D; we have that
E (Br;sT (da) Br;sT (db))2
  [0
]r;s2 " 1
T
TX
t=1
t 1X
j=1
 
j (da)
2   j (db)2
#2
+
1
T 2
TX
t=1
t 1X
j=1
t 1X
i=1
TX
t0=1
t0 1X
j0=1
t0 1X
i0=1
E [ut jvt iut0 j0vt0 i0 ]
j (da)i (da)  j (db)i (db)	
(
j0 (da)i0 (da)
 j0 (db)i0 (db)
)
; (3.18)
where ut = [
0"t]
r
; vt = [
0"t]
s.
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Now note that
1
T
TX
t=1
t 1X
j=1
 
j (da)
2   j (db)2

=
1
T
TX
t=1
t 1X
j=1
 
2j (d0   da)  2j (d0   db)
 2j (d0) fj (d0   da)  j (d0   db)g
!
;
for an intermediate point d between da and db and _j = (@=@x)j (x) ; is in absolute
value no larger than
K
T
jda   dbj
TX
t=1
t 1X
j=1
 
_j (d0   d)j (d0   d)
 2j (d0) _j (d0   d)
!
 Kjda   dbj
uniformly in T; because _j (d0   d)j (d0   d) and j (d0) _j (d0   d) are square
summable and can be bounded by Kj 1 ; for some  > 0; since d0; da; db 2 (0:5; 1]
and therefore jd0   dj < 0:5:
On the other hand (3.18) has terms with four typical forms, cf. proof of Theorem
1 in Chapter 2. The di¤erence with respect to this case is that the weight functions
j (d) are now square summable for any combination of parameters and they can
be bounded by Kj  1=2; for some  > 0; while the di¤erences jj (da)   j (db) j
can be bounded by jda   dbjKj  1=2 for some  > 0; uniformly in j: Then the
contribution of (3.18) is of order of magnitude 
1
T
TX
t=1
t 1X
j=1
jda   dbj
 
Kj  1=2
2!2  Kjda   dbj2;
which shows the tightness of BT and the uniformity of (a).
For the proof of (b) we note that E
h
0S(i)1" (d)
i
= 0; while the variance of a
typical element of S(0)1" (d) is
Var [f0S1" (d)gr] 
K
T 2
X
t
X
j
j (d)
2 = O
 
T 1

;
and the uniformity in d for any i can be shown using similar techniques. For terms
involving derivatives, note that the asymptotic approximations for the derivatives
of j () for large j are like those for j () up to logarithmic terms.
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For the proof of (c) we note that
0Z1t (d) =
 
 d   1 0Xt =   d   1 0"t = t 1X
j=1
j ( d) 0"t j;
so that for i; j = 0;
T 1=2 d0S11 (d; d)  = T 1=2 d
0
TX
t=1
tX
j=1
tX
i=1
j (d)i ( d) "t j"0t i:
Further note that
E

T 1=2 d0S11 (d; d) 

= T 1=2 d0
TX
t=1
tX
j=1
j (d)j ( d) 

= O
 
T 1=2 d
TX
t=1
tX
j=1
j 3=2+d 
!
= O
 
T 

= o (1)
for some  > 0; and similarly we can show that for each d;
V ar

T 1=2 d0S11 (d; d) 

= o (1) asT !1:
Then tightness follows as in the proof of Theorem 1 in Chapter 2 and thus
sup
d
jT 1=2 d0S11 (d; d) j = op (1) :
The argument for other values of i and j is similar.
The proof of (d) follows combining ideas of the proofs of (b) and (c) :
Lemma 4 Under the triangular model (3.3); so that 0Xt = 0d0"t; we have
that, uniformly in d such that jd  d0j  T ; for some  > 0; and for all  > 0;
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(a) 0S11 (d; d)  ! p (d0) = a0 
0S(1;0)11 (d; d)  ! p

 (d0) = c0 
0S(1;1)11 (d; d)  ! p  (d0) =
2
6

(b) 0S(i)1" (d) = Op
 
T 1=2

; i = 0; 1; 2:
(c) 0S(i;j)11 (d; d)  = Op
 
T d0 1+

; i; j = 0; 1; 2:
(d) 0S(i)1" (d) = Op
 
T d0 1+

; i = 0; 1; 2:
(e) 0
n
S
(i)
1" (d0)  S(i)1" (d)
o
= op
 
T 1=2

; i = 0; 1:
0 fS1" (d0)  S1" (d)g = op
 
T d0 1

:
0 fS11 (d0; d0)  S11 (d; d)g  = op
 
T 2d0 1

:
When d0 = 1 we can set  = 0:
Proof of Lemma 4. Omitted, the proofs of (a)  (b) being similar to Lemma
3. For (e) follow the methods of the proof in Appendix B in Chapter 2.
Lemma 5 Let the process Xt be given by (3.3), choose  orthogonal to  such that
(; ) has full rank p. Then for any d 2 (0:5; 1] as T !1
T 1 d0S1(d)
d! 0C
Z 1
0
Wd () dW ()
0
T 1 2d0S11(d; d)
d! 0C
Z 1
0
Wd ()Wd ()
0 dC 0
where C = ? (
0
??)
 1 0?:
Proof of Lemma 5. The result follows by similar arguments as in Theorem
B.13 of Johansen (1995) and weak convergence follows from Marinucci and Robin-
son (2000).
Lemma 6 Under Assumption 4
T 1=2tr




 (d0) 
 1
 (d0) 
0S1" (d0)  0S(1)1" (d0)


 1

!d N
 
0; !2

:
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Proof of Lemma 6. Use the martingale Central Limit Theorem and that
lim
T!1
V ar

T 1=2tr




 (d0) 
 1
 (d0) 
0S1" (d0)  0S(1)1" (d0)


 1

= lim
T!1
V ar
 
1
T 1=2
TX
t=1


 (d0) 
 1
 (d0) 
0Zt (d0)  0Z(1)t (d0)
0

 1"t
!
= lim
T!1
1
T
TX
t=1
trE
8>><>>:


 (d0) 
 1
 (d0) 
0Zt (d0)  0Z(1)t (d0)




 (d0) 
 1
 (d0) 
0Zt (d0)  0Z(1)t (d0)
0

 10
9>>=>>;
= tr

 (d0) 

 (d0) 
 1
 (d0)

 (d0)

0
 1

= tr

2
6
   c
2
0
a0


0
 1

= !:
3.9 Appendix B
Proof of Theorem 3. Dene the matrix AT (d) =

; T
1
2
 d

. By Lemmas 3 and
5, for any value of d; d > 0:5 the ordered eigenvalues of
j(d)A0T (d)S11(d)AT (d)  A0T (d)S10(d)S 100 S01(d)AT (d)j = 0 (3.19)
converge to those of
j(d) (d)  0 (d)  100 0 (d) j j(d)
Z 1
0
Wd ()Wd ()
0 duj = 0 (3.20)
and the space spanned by the r rst eigenvectors of (3:19) converges to the space
spanned by the rst unit vectors or equivalently to the space spanned by vectors
with zeros in the last p r coordinates. The space spanned by the rst r eigenvectors
of (3:19) is sp(A 1T (d) ^) = sp(A
 1
T (d)
~); where
A 1T ~ =

; T 
1
2
+d
0
~ = (I; T 
1
2
+dU 0T )
0:
Thus we nd that T 
1
2
+dUT
P! 0: This shows consistency of ~ and moreover that
~    = oP (T 12 d): Note that (3:20) has p  r zero roots and r positive roots given
by the solutions of
j(d) (d)  0 (d)  100 0 (d) j = 0; (3.21)
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which can be expressed as
j(d) (d0) a (d; d0)
a0
  0 (d0)  100 0 (d0)

b (d; d0)
a0
2
j = 0: (3.22)
Moreover if d = ~d; ~d is a consistent estimate of d then (3:21) converges to
j(d0) (d0)  0 (d0)  100 0 (d0) j = 0:
Next recall ~    = UT ; so
~
0
S11

~d

~ = ( + UT )
0 S11

~d

( + UT )
= 0S11

~d

 + 0S11

~d

UT + (UT )
0 S11

~d

 + (UT )
0 S11

~d

(UT ) :
Since UT = oP (T
1
2
 d0) for this case; by consistency of ~d and, by Lemma 4, we have
that for all  > 0
~
0
S11

~d

~ = 0S11

~d

 +OP (T
d0 1+)oP (T
1
2
 d0) + oP (T 1 2d0)OP (T 2d0 2+)
= 0S11

~d

 + oP (T
 1=2) + oP (T  1)
= 0S11 (d0)  + oP (1)
P!  (d0) :
and also
~
0
S10

~d

= ( + UT )
0 S10

~d

= 0S10

~d

+ oP (T
1
2
 d0) P! 0 (d0) :
Further consider ~ = S01

~d

~

~
0
S11

~d

~
 1
; which converges towards
0 (d0) 
 1
 (d0) = 
a0

a0
 1
= 
and

^ = S00   S01

~d

~

~
0
S11

~d

~
 1
~
0
S10

~d

;
which converges towards
00   0 (d0)  1 (d0)0 (d0) = 00   a0

a0
 1 0a0
= 00   0a0
= 00   (d0)0 = 
:
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Proof of Theorem 4. Using again Lemmas 3 and 5 we have consistency of ~
and ~    = oP (T 12 d) for any d; d > 0:5; however we do not have consistency of
estimators of  and 
 for a xed d 6= ~d; because ~ converges towards
0 (d) 
 1
 (d) = 
b (d; d0)

a (d; d0)
 1
=
b (d; d0)
a (d; d0)
;
while 
^ converges towards
00   0 (d)  1 (d)0 (d) = 00   a0

a(d; d0)
 1 0a0
= 00   a0 [a(d; d0)] 1 0a0
= 00    a0
a(d; d0)
 (d0)
0 6= 
:
Proof of Theorems 5 and 7. The estimators ~; ~; ~d and 
^ satisfy the
likelihood equations, so we derive expressions for the derivatives of L(; ; d;
);
the concentrated log-likelihood function, with respect to ,  and d.
The expressions for the derivatives of L(; ; d;
) with respect to  and  in
the directions b and a are respectively:
D L(; ; d;
) (b) = tr
(

 1
 
TX
t=1
"^tZ
0
1t (d) b
0
!)
= Ttrf0
 1 (S01 (d)  0S11 (d)) bg;
D L(; ; d;
) (a) = tr
(

 1
 
TX
t=1
"^tZ
0
1t (d) a
0
!)
= Ttrf
 1 (S01 (d)  0S11 (d)) a0g;
where "^t = Z0t   0Z1t(d)
and the expression for the derivative with respect to d is
Dd L(; ; d;
) (d) =
TX
t=1
[Z0t   0Z1t(d)]0
 1[0Z(1)1t (d)]:
From these results we can derive the rst order conditions that are satised at a
maximum point. At the point (~; ~; ~d) the derivatives are zero in all directions
70
MLE of fractional cointegration Ch. 3
hence the likelihood equations are:
~0
^ 1

S01

~d

  ~~0S11

~d

= 0 (3.23)
S01

~d

  ~~0S11

~d

~ = 0
tr
n
[~~
0
S
(1)
10 (
~d)  ~~0S(1;0)11 ( ~d)~~0]
^ 1
o
= 0;
Now substitute S(1)10

~d

= S
(1)
1" (
~d) + S
(1;0)
11 (
~d; d0)
0 in the third equation, with the
obvious denition for S(1)1" (d) ;
tr
8<: [~~
0
S
(1)
1" (
~d)  ~~0S(1;0)11 ( ~d; d0) (~  )0   ~~
0
S
(1;0)
11 (
~d; d0)

~   

~0
 ~~0
h
S
(1;0)
11 (
~d)  S(1;0)11 ( ~d; d0)
i
~~0]
^ 1
9=; = 0;
and using Taylor expansion, consistency of ~ and Lemma 4,
~
0 h
S
(1;0)
11 (
~d)  S(1;0)11 ( ~d; d0)
i
~ = ~
0
S
(1;1)
11 (
~d; d0)~( ~d  d0) +Op

( ~d  d0)2

=
2
6


~d  d0

(1 + op (1)) ;
we get that
tr
8<: [~~
0
S
(1)
1" (
~d)  ~~0S(1;0)11 ( ~d; d0) (~  )0   ~~
0
S
(1;0)
11 (
~d; d0)

~   

~0
 ~2
6
~
0

~d  d0

(1 + op (1))] 
^
 1
9=; = 0;
so by consistency of ~ and 
^;
~d  d0 = tr

2
6

0
 1
 1
 (1 + op (1))
tr
n
[~~
0
S
(1)
1" (
~d)  ~~0S(1;0)11 ( ~d; d0) (~  )0   ~~
0
S
(1;0)
11 (
~d; d0)

~   

~0] 
^ 1
o
;
and therefore
T
1
2 ( ~d  d0) = tr

2
6

0
 1
 1
 (1 + op (1)) (3.24)
tr
8>>><>>>:
[~0T
1
2S
(1)
1" (
~d) + ~

~   
0
T
1
2S
(1)
1" (
~d)
 ~~0S(1;0)11 ( ~d; d0)T
1
2 (~  )0
 ~~0S(1;0)11 ( ~d; d0)T
1
2

~   

~0] 
^ 1
9>>>=>>>; :
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Then, using Lemma 4 and consistency of ~; we get
T 1=2( ~d  d0) = Op (1) +Op
 
T 1=2
 k~  k+Op  T d0 1=2+ ~    :
Next consider the second equation in (3:23) and insert S01( ~d) = 
0S11(d0; ~d) +
S"1( ~d);
0 = (S"1

~d

+ 0S11

d0; ~d

  ~~0S11

~d

)~
= S"1

~d

~   (~  )~0S11

~d

~ + 0S11

d0; ~d

~   ~S11

~d

~:
Then, standardizing ~   we obtain that
T
1
2 (~  ) =
8<: T
1
2S"1

~d

 + T
1
2S"1

~d

(~   )
+T
1
20S11

d0; ~d

~   T 12~S11

~d

~
9=; h~0S11  ~d ~i 1
=
8<: T
1
2S"1

~d

 + T
1
2S"1

~d

(~   )  T 12

~   
0
S11

d0; ~d

~
+T
1
2~
0 n
S11

d0; ~d

  S11

~d
o
~
9=;
 a0  1 (1 + op (1)) :
Then using Taylor expansion and Lemma 4,
~
0 n
S11

d0; ~d

  S11

~d
o
~ =  ~0
n
S
(1;0)
11

d0; ~d
o
~

~d  d0

+Op

~d  d0
2
= c0 

~d  d0

(1 + op (1))
so that using again Lemma 4, it holds for all  > 0;
T
1
2 (~  ) = Op (1) + T 1=2Op
 
T d0 1+

op
 
T 1=2 d0

+Op

T
1
2T 

= Op (1) + op (T
) +Op

T
1
2T 

so ~   = Op
 
T  + T  1=2

: In fact
T
1
2 (~  ) =

T
1
2S"1

~d

~ + T
1
2

 (d0)

~d  d

+Op
 
T d0 1=2+
 
~   


 1 (d0) (1 + op (1)) (3.25)
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Consider now the rst equation (3:23) and insert S01

~d

= 0S11(d0; ~d)+S"1( ~d)
to get
0 = ~0
^ 1

S"1

~d

+ 0S11

d0; ~d

  ~~0S11

~d

= ~0
^ 1
0@ S"1  ~d+ 0fS11 d0; ~d  S11  ~dg
 ~(~   )0S11

~d

  (~  )0S11

~d
 1A :
We next multiply by  from the right and insert ~    = UT ;
0 = ~0
^ 1
0@ S"1  ~d  + 0fS11 d0; ~d  S11  ~dg
 ~U 0T 0S11

~d

   (~  )0S11

~d


1A
so that
T d0U 0T =

~0
^ 1~
 1
f~0
^ 1T 1 d0S"1

~d

 (3.26)
+~0
^ 1T 1 d00fS11

d0; ~d

  S11

~d

g
 ~0
^ 1T 1 d0(~  )0S11

~d

g
h
T 1 2d00S11

~d


i 1
Then, following Lemma 4, for any  > 0;
0fS11

d0; ~d

  S11

~d

g =  0fS(1;0)11

d0; ~d

g( ~d  d0) +Op

( ~d  d0)2

= Op
 
T d0 1+
 
~d  d0

and by Lemmas 5 and 4, consistency of ~; ~
 and the rate of convergence for ~d;
T d0U 0T = Op (1)
n
Op (1) +Op (T
)
h ~d  d+ k~  kio (3.27)
= Op (1) fOp (1) +Op
 
T  

+Op(T
 1=2)g
= Op (1)
and therefore ~    = Op
 
T d0

; 0:5 < d0  1:
Now substituting (3:25) into (3:24) and ignoring the negligible terms in ~   ;
we nd that
( ~d  d0)tr
nh
 (d0)  _ (d0)  1 (d0) _ (d0)
i
0
 1
o
(3.28)
=  tr




 (d0) 
 1
 (d0) 
0S1"

~d

  0S(1)1" ( ~d)


 1

(1 + op (1))
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and therefore, using Lemma 4.(e) ;
~d  d0 =  ! 1tr


 1


 (d0) 
 1
 (d0) 
0S1" (d0)  0S(1)1" (d0)

(1 + op (1))
and the distribution of ~d follows using Lemma 6.
For the distribution of ~ we can rst write
~d  d0 =  ! 1tr


 1

c0
a0
0S1" (d0)  0S(1)1" (d0)

(1 + op (1))
=  ! 1 (1 + op (1)) 1
T
TX
t=1
"0t

 1

c0
a0
0Z1t (d0)  0Z(1)1t (d0)

so that
T
1
2 (~ ) = (1 + op (1))
T 1=2
TX
t=1
8<: "tZ 01t (d0)  ! 1 _ (d0) "0t
 1 h c0a00Z1t (d0)  0Z(1)1t (d0)i
9=; 1 (d0)
=
(1 + op (1))
T 1=2
TX
t=1
8<:
1
a0
"tZ
0
1t (d0)  
 1

  c0
!a0
"0t

 1
h
c0
a0
0Z1t (d0)  0Z(1)1t (d0)
i 9=; : (3.29)
Taking vecs and using that vec(AXB) = (B0 
 A) vec (X) ; tr (A0BCD0) =
vec (A) (D 
B) vec (C) ; and ignoring op (1) terms,
T
1
2vec(~  ) = T  12
TX
t=1
8<:
1
a0
 
 1
0Z1t (d0)
 I

vec ("t)
  c0
!a0
vec () tr
n
"0t

 1
h
c
a
0Z1t (d0)  0Z(1)1t (d0)
io 9=;
= T 
1
2
TX
t=1
8<:
1
a0
 
 1
0Z1t (d0)
 I

"t
  c0
!a0
vec () vec ("0t

 1)
h
c
a
0Z1t (d0)  0Z(1)1t (d0)
i0

 I

vec ()
9=;
= T 
1
2
TX
t=1
1
a0
 
 1
0Z1t (d0)
 I

"t (3.30)
 T  12 c0
!a0
vec () vec ()0
TX
t=1
h c
a
0Z1t (d0)  0Z(1)1t (d0)
i

 I


 1"t:(3.31)
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Then the distribution for T
1
2vec(~ ) follows by a standard martingale di¤erence
CLT, noting that the contributions to its asymptotic variance are
V ((3:31)) =
c20
!a20
vec () vec ()0
V ((3:30)) =  1 
 

Cov ((3:30) ; (3:31)) =   c0
!a20
vec () vec ()0
 lim
T!1
f 1
T
TX
t=1
E

c0
a0
0Z1t (d0)  0Z(1)1t (d0)


 I

 
Z 01t (d0)  
 1
 
 In
g
=   c0
!a20
vec () vec ()0
 lim
T!1
1
T
TX
t=1
E

c0
a0
0Z1t (d0)  0Z(1)1t (d0)

Z 01t (d0)  
 1
 
 I

=   c0
!a20
vec () vec ()0

c0
a0
a0    c0 

 1 
 I

= 0:
Finally recall (3:26). By Lemma 5 and the T
1
2 consistency of ~ for d0 > 12 ; the
last term of (3:26) converges in probability to zero and the consistency of 
^ then
implies that
T d0UT =

0T 1 2d0S11 (d0) 
 1
0T 1 d0S 01 (d0) 

 1
 
0
 1
 1
+ oP (1) ;
which converges in d towards the limit given in the theorem.
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3.10 Appendix C
Proof. Assuming r = 1 and that 
 is known the rst derivatives of the log-
likelihood L (a; b; d) = L (a; b;
; d) are
L () =
@
@b
L (a; b; d) = T (S10 (d)  S11 (d) ba0) 
 1a
L () =
@
@a
L (a; b; d) = T
 1 (S01 (d)  ab0S11 (d)) b
Ld () =
@
@d
L (a; b; d) = Ttr
n
ab0

S
(1)
10 (d)  S(1)11 (d) ba0


 1
o
where  = (b0; a0; d)0 ; while the second derivatives are
L () =
@
@b0
L =  Ta0
 1aS11 (d)
L () =
@
@a0
L =  T f2S11 (d) ba0   S10 (d)g
 1
Ld () =
@
@d
L =  T
n
2S
(1)
11 (d) ba
0   S(1)10 (d)
o

 1a
Ld () =
@
@d
L =  T
 1

2ab0S(1)11 (d)  _S01 (d)

b
L () =
@
@a0
L =  Tb0S11 (d) b
 1
Ldd () =
@
@d
Ld =  Ttr
n
ab0

S
(1;1)
11 (d) ba
0 + S(2;0)11 (d) ba
0   S(2)10 (d)


 1
o
:
We check the conditions of Lemma 1 in Andrews and Sun (2004) for
BT = diag
  
T d0 T 1=2

; Ik+1T
1=2

: Now we have that
0T d0L (0) ! p0T 1 d0S1" (d0) 
 1!d 0
1=2
Z 1
0
Wd0dW
0 
 1=2
T 1=2L (0) ! pT 1=2
 1S"1 (d0)  !d N
 
0; a0 

 1
T 1=2Ld (0) ! pT 1=2tr
n
0S(1)1" (d0) 

 1
o
!p N

0;
2
6
tr

0
 1
	
and
0T 1=2L (0)!p 0T 1=2S1" (d0) 
 1!d N

0; a0 
0
 1=20 

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while
T 2d00L (0)  ! p   0
 10
1=2
Z 1
0
Wd0W
0
d0

1=2
T d0 1=20L (0) =  T d0+1=20S11 (d) 0
 1 !p 0
T d0 1=20Ld (0) =  T d0+1=20S(1)11 (d) 0
 1!p 0
T 1Ld (0) =  
 10S(1)11 (d)  !p  c0
 1
T 1L (0) ! p   a0 
 1
T 1Ldd (0) =  tr
n
0

S
(1;1)
11 (d0) 
0 + S(2)1" (d0)


 1
o
! p   
2
6
tr


0
 1
	
:
and
T d0 1=20L (0)  ! p0
T 10L (0)  ! p   a00
 1
T 10L (0) =  0S11 (d) 0
 1 !p  a0 0
 1
T 10Ld (0) =  0S(1)11 (d) 0
 1!p  c0  0
 1:
Therefore
 
B 1T
0
L (0)B
 1
T converges to a matrix that is positive denite with
probability one.
The fourth point in Andrews and Suns Lemma can be checked if
T 1 2d0 k0 fS11 (d)  S11 (d0)g k ! p0
kb0S11 (d) b  0S11 (d0) k ! p0
and if the second statement also holds with S11 replaced by S
(1)
11 ; S
(1;1)
11 or S
(2;0);
uniformly for  so that
 B 1T 0 (   0)  kT for some kT !1 (e.g. kT = log T ):
The rst statement is equivalent to show that
sup
jd d0jKT 1=2 log T
T 1 2d0 k0 fS11 (d)  S11 (d0)g k !p 0;
which follows by pointwise convergence and tightness of T 1 2d00S11 (d) ; cf. The-
orem 1 of Chapter 2.
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For the second statement, we have that by the triangle inequality
kb0S11 (d) b  0S11 (d0) k  kb0S11 (d) b  b0S11 (d0) bk
+ kb0S11 (d0) b  0S11 (d0) k
Now, for kb  k  T d0 log T;
T 1 2d0b0 fS11 (d)  S11 (d0)g b
= T 2d0
TX
t=1
(b )0 fZ1t (d)Z 01t (d) Z1t (d0)Z 01t (d)  Z1t (d0)Z 01t (d0)g (b ) :
A typical term is then
T 2d0
TX
t=1
(b  )0 Z1t (d) fZ 01t (d)  Z 01t (d0)g 
= T 2d0
TX
t=1
(b  )0 Z1t (d)

 d   d0	X 0t
= T 2d0
TX
t=1
(b  )0  d   1	Xt  d   d0	d0"0t
= T 2d0
TX
t=1
(b  )0
tX
j=1
j"t

d0 d   1	 "0t (3.32)
where j  jd 1 as j ! 1; whereas the weights of the lter d0 d   1 can be
bounded by jd0   djj 1 log j for jd0   dj  T 1=2 log T: Then
TX
t=1
tX
j=1
j"t

d0 d   1	 "0t
is Op (T ) using the same techniques as in the proof of Lemma 3, and therefore (3:32)
is op (1) uniformly in d and b:
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Chapter 4
Fractional cointegration rank
estimation1
In this chapter we consider the problem of cointegration rank estimation in the
framework of fractional Vector Error Correction Mechanism (FVECM). We describe
and compare four di¤erent methods, three LR tests based on di¤erent assumptions
on the model, and a new two-step procedure that we propose. The rst step of
the new method consists in estimation of the FVECM under the null hypothesis of
cointegration rank r = r0; which provides consistent estimates of the cointegration
degree d, cointegration vectors  and speed of the adjustment to the equilibrium
parameters . Then we compute (super) consistent estimates of ?; orthogonal to
; such that 0?Xt is not cointegrated in any direction. In the second step, taking
^? as given, we propose to implement tests considered in Chapter 2, that are based
on the p   r0 vector series ^0?Xt; in this case reestimating d again. We analyse
the performance of the proposed new procedure in nite samples and compare it
with the LR tests we discuss. These consider cases when the cointegration degree
is unknown and estimated under the null or under the alternative. Finally we
consider the LR tests based on the standard VECM that assumes that the degree
of cointegration is known and equal to one, like in Johansen (1988, 1991, 1995).
Keywords: Error correction model, Gaussian VAR model, Maximum likelihood
1Joint with Carlos Velasco
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estimation, Likelihood ratio tests, Fractional cointegration rank
JEL: C12, C15, C32.
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4.1 Introduction
Cointegration is commonly thought of a stationary relation between nonstationary
variables. It has become a standard tool in econometrics since the seminal paper
of Granger (1981). Following the initial suggestion of Engle and Granger (1987),
when the series of interest are I(1), testing for cointegration in a single-equation
framework can be conducted by means of residual based tests (cf. Phillips and
Ouliaris (1990)). Residual-based tests rely on initial regressions among the levels
of the relevant time series. They are designed to test the null of no cointegration
by testing whether there is a unit root in the residuals against the alternative that
the regression errors are I(0).
Alternatively fully parametric inference on I(1)=I(0) cointegrated systems in the
framework of Error Correction Mechanism (ECM) representation has been devel-
oped by Johansen (1988, 1991, 1995). He suggests a maximum likelihood procedure
based on reduced rank regressions. His methodology consists in identifying the num-
ber of cointegration vectors within the VAR by means of performing a sequence of
likelihood ratio tests. If the variables are cointegrated, after selecting the rank, the
cointegration vectors, the speed of adjustment to the equilibrium coe¢ cients and
short-run dynamics are estimated. So-called Johansens procedure can be preferred
to the residual-based approach because it provides a simple way of testing for the
cointegration rank and making inference on the parameters of complex cointegrated
systems.
However the assumption that deviations from equilibrium are integrated of order
zero is far too restrictive. In a general set up, where errors with fractional degree
of integration are allowed, it is possible to permit the cointegration residuals to be
integrated of order greater than zero. The case of fractionally cointegrated processes
has the same economic implications, i.e. exist long-run equilibrium among variables,
as when the processes are integer-valued cointegrated, except for the slower rate
of convergence to the equilibrium in the former situation. Since a standard setup
of I(1)=I(0) cointegrated systems ignores the fractional cointegration parameter,
a fractionally integrated equilibrium error will result in a misspecied likelihood
function.
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There has been relatively few other work dedicated to inference on cointegra-
tion rank in fractional systems. Breitung and Hassler (2002) suggest a new variant
of e¢ cient score tests against fractional alternatives for univariate time series that
generalizes to multivariate cointegration tests. It allows to determine the cointegra-
tion rank of fractionally integrated time series by solving a generalized eigenvalue
problem of the type proposed by Johansen (1988). Robinson and Yajima (2002)
develop methods of investigating the existence and extent of cointegration in frac-
tionally integrated systems with stationary series, in semiparametric setting, with
some discussion of extension to nonstationarity.
Nielsen and Shimotsu (2006) propose to extend the cointegration rank deter-
mination procedure of Robinson and Yajima (2002) to accommodate both (as-
ymptotically) stationary and nonstationary fractionally integrated processes as the
common stochastic trends and cointegrating errors by applying the exact local
Whittle analysis of Shimotsu and Phillips (2005). The proposed method estimates
the cointegrating rank by examining the rank of the spectral density matrix of the
d-th di¤erenced process around the origin, where the fractional integration order d
is estimated by the exact local Whittle estimator. Their method does not require
estimation of the cointegrating vector(s) and is easier to implement than regression-
based approaches, but it only provides a consistent estimate of the cointegration
rank, and formal tests of the cointegration rank or levels of condence are not
available except for the special case of no cointegration.
Chen and Hurvich (2003b) consider the semiparametric estimation of fractional
cointegration in a multivariate process of cointegrating rank r > 0. They estimate
the cointegrating relationships by the eigenvectors corresponding to the r smallest
eigenvalues of an averaged periodogram matrix of tapered, di¤erenced observations.
They determine the rate of convergence of the r smallest eigenvalues of the peri-
odogram matrix and present a criterion that allows for consistent estimation of
r. Chen and Hurvich (2006) consider a common-components model for multivari-
ate fractional cointegration, in which di¤erent memory of components is allowed
and the cointegrating rank may exceed one. They decompose the true cointegrat-
ing vectors into orthogonal fractional cointegrating subspaces and estimate each
cointegrating subspace separately, using appropriate sets of eigenvectors of an av-
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eraged periodogram matrix of tapered, di¤erenced observations, based on the rst
m Fourier frequencies, with m xed. They obtain a consistent and asymptotically
normal estimate of the memory parameter for the given cointegrating subspace and
then they use these estimates to test for fractional cointegration and to consistently
identify the cointegrating subspaces.
Our approach in this thesis is fully parametric instead, based on the specication
of a fractional VECM. In this chapter we analyse di¤erent procedures to estimate
the cointegration rank of fractionally cointegrated system. Note that in a fractional
framework LR tests for cointegration rank loose their straightforward asymptotic
properties since we may obtain di¤erent estimates for cointegration degree under
the null and under the alternative. We propose to perform a sequence of tests
based on a new two stage procedure whose motivation comes from the results
on cointegration testing in Chapter 2 and estimation of fractionally cointegration
systems in Chapter 3. We also consider applying sup tests proposed in Chapter 2 in
a naive way although the same asymptotic inference may not be valid, since in case
of testing the cointegration rank the cointegration degree parameter is identied
both under the null and under the alternative. This method implies estimation
of cointegration degree under the alternative. Further we consider estimation of
cointegration degree under the null, which lead us to the construction of a LR
test similar to Lyhagens (1998) trace test in some sense. Finally we consider LR
tests based on the standard VECM that assumes that the degree of cointegration
is known and equal to one, like in Johansen (1988, 1991, 1995), as a benchmark
case for comparison.
The rest of the chapter is organized as follows. Section 4.2 describes ML analysis
of fractional system. Section 4.3 discusses the problem of testing for cointegration.
Section 4.4 presents the problem of rank testing in the fractional framework. Section
4.5 describes the new two-step procedure. In section 4.6 we present rank testing
in the model with short run dynamics. Section 4.7 presents results of Monte Carlo
analysis. Section 4.8 concludes. Appendix contains the proof of the fact that
replacing ?by ^? makes no di¤erence asymptotically in LR test statistics, which
we use in our analysis.
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4.2 Analysis of the fractional system
As a rst natural research step we consider the simplest version of the fractional
VECM, model without lagged di¤erences and deterministic terms, that is a special
case of fractional representations proposed in Granger (1986), Johansen (2005 a,b)
and Avarucci (2007),
Xt = 
0( d   1)Xt + "t; (4.1)
where Xt is a p 1 vector of variables fractionally integrated of order  and
 = 1 L; L being the lag operator. We assume there exist r linear combinations
 of original variables Xt that are of order    d; where r is a cointegration rank,
however r is unknown.  is a p  r matrix of the speed of the adjustment to
the equilibrium coe¢ cients, "t is a p  1 vector of Gaussian errors with variance-
covariance matrix 
: Note that we assume the Gaussianity of the errors only to
dene the likelihood function.
We consider the case 0 = 1 to easy the notation and we set the true value of d to
d0 2 (0:5; 1] when r > 0. Note that when r > 1 then all cointegrating relationships
have the same order of integration, 1   d0.  could be estimated consistently if
unknown, either from univariate ML from components of Xt or by ML estimation
under the null hypothesis of cointegration with rank r0 > 0:
In order to estimate parameters of the fractionally cointegrated system given
by (4.1) we can follow the procedure described in Johansen (1995), but adjusted
for the case of fractional VECM that has been already presented in Chapter 2 and
3. Lets dene Z0t = Xt; Z1t(d) =
 
1 d  Xt: The model expressed in these
variables becomes
Z0t = 
0Z1t(d) + "t; t = 1; :::; T:
The log-likelihood function apart from a constant for the model (4.1) is given by
L (; ;
; d) =  1
2
T log j
j   1
2
TX
t=1
[Z0t   0Z1t(d)]0
 1[Z0t   0Z1t(d)]:
Dene as well
Sij(d) = T
 1
TX
t=1
Zit(d)Zjt(d)
0 i; j = 0; 1;
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and note that Sij do not depend on d when i = j = 0.
For xed d and ; parameters  and 
 are estimated by regressing Z0t on 
0Z1t(d)
and
^((d)) = S01(d)(
0S11(d)) 1 (4.2)
while

^((d)) = S00 S01(d)(0S11(d)) 10S10(d) = S00 ^()(0S11(d))^()0: (4.3)
Plugging these estimates into the likelihood we get
L 2=Tmax (^((d)); ; 
^((d)); d) = L
 2=T
max (; d) = jS00 S01(d)(0S11(d)) 10S10(d)j;
and nally the maximum of the likelihood is obtained by solving the following
eigenvalue problem (d)S11(d)  S10(d)S 100 S01(d) = 0 (4.4)
for eigenvalues i(d) and eigenvectors i(d), for a given d; such that
i(d)S11(d)i(d) = S10(d)S
 1
00 S01(d)i(d);
and 0j(d)S11(d)i(d) = 1 if i = j and 0 otherwise. Note that the eigenvectors
diagonalize the matrix S10(d)S 100 S01(d) since
0j(d)S10(d)S
 1
00 S01(d)i(d) = i(d)
if i = j and 0 otherwise. Thus by simultaneously diagonalizing the matrices S11(d)
and S10(d)S 100 S01(d) we can estimate the r dimensional cointegrating space as the
space spanned by the eigenvectors corresponding to the r largest eigenvalues.
With this choice of  we can estimate d by maximizing the log-likelihood; i.e.
~d = argmax Lmax(d)
d2D
; (4.5)
where
Lmax(d) =
"
jS00j
rY
i=1

1  ^i(d)
# T2
(4.6)
and D  (0:5; 1]. We have solved the problem of testing whether the system (4.1) is
cointegrated in Chapter 2. Further we have analyzed the estimation of the system
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(4.1) in Chapter 3 under the assumption that the cointegration rank has been
known already. In this chapter we concentrate on the problem how to establish
the cointegration rank. We follow the methods developed in Johansen (1988, 1991,
1995) of using the sequence of likelihood ratio tests to test the null hypothesis
H0 : r = 1 rst, then H0 : r = 2; till we cannot reject the null. We discuss the
problem in details in the next two sections.
4.3 Testing for cointegration
Recall that in Chapter 2 we have proposed two sup tests to test the null of no
cointegration against two di¤erent alternatives. Using sup trace we test the null
hypothesis of no cointegration,
H0 : rank () = r0 = 0;
against the alternative of the full rank of the impact matrix ;
H1 : rank () = p:
Note that in case we reject the null hypothesis we only get the information that
system is cointegrated, but we do not know how many cointegration relations has
Xt. The LR statistic for testing H0 against H1 is dened by
LRT (p) = trace(d^p) =  2 ln [LR (0jp)] =  T
pX
i=1
ln[1  ^i(d^p)]; (4.7)
where
d^p = argmax
d2D
Lp(d) = argmax
d2D
trace(d)
and Lp denotes the likelihood under the hypothesis of rank p.
Alternatively we can use sup maximum eigenvalue test and test the null hy-
pothesis of no cointegration
H0 : rank () = r0 = 0;
against the alternative of the cointegration with rank 1
H1 : rank () = 1:
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Note again that in case we reject the null hypothesis we only get the information
that the system is cointegrated, however the cointegration rank can be di¤erent
than 1: The LR statistic for this case is dened by
LRT (1) = max(d^1) =  2 ln [LR (0j1)] =  T ln[1  1(d^1)]; (4.8)
where
d^1 = argmax
d2D
L1(d) = argmax
d2D
max(d)
and L1 denotes the likelihood under the hypothesis of rank 1.
Recall that under the null of no cointegration (r0 = 0) we cannot hope that d^1
or d^p estimate consistently a nonexisting true value of d; and because of that tests
(4.7) and (4.8) could be interpreted as sup LR tests, in the spirit of Davies (1977)
and Hansen (1996).
In Chapter 2 we demonstrated that
LRT (p) = trace(d^p) d! sup
d2D
trace [$(d)] = Jp (4.9)
and
LRT (1) = max(d^1) d! sup
d2D
1 [$(d)] = Ep (4.10)
where D  (0:5; 1] is a compact set,
$(d) =
Z 1
0
(dBd)B
0
d
Z 1
0
BdB
0
ddu
 1 Z 1
0
Bd (dBd)
0 ;
and Bd is a p-dimensional standard fractional Brownian motion with parameter
d 2 (0:5; 1];
Bd (x) =  
 1 (d)
Z x
0
(x  z)d 1 dB (z) ;
B being standard Brownian motion.
We might apply directly sup tests for testing the rank r > 0: However in Chapter
3 it is found that under the null hypothesis H0 of the positive cointegration rank
r = r0 > 0; d^r0 is root-T consistent and asymptotically normal. By contrast,
when the null hypothesis H0 is true, d^r computed under the alternative for some
r > r0 > 0; can be expected either to be consistent for d; though with a di¤erent
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asymptotic distribution, or to be random, but with an asymptotic distribution that
would depend on the data generating process (as happens when r0 = 0). Our
simulations support the rst situation, which is consistent with the fact that in this
case d is actually identied (by the r0 > 0 cointegration relationships).
The second possibility would render critical values for rank tests based on testing
the signicance of the eigenvalues r0+1

d^r

; : : : ; p

d^r

; r > r0, that would be
almost impossible to tabulate, because of the lack of pivotal statistics.
4.4 Testing the cointegration rank
Recall we consider the problem of rank estimation in the fractionally cointegrated
model (4.1), when d0 is unknown. The main idea is to establish the cointegration
rank using a sequence of the likelihood ratio tests, estimating d in every step of
the sequence. We can perform the sequence of trace tests2, where we test the null
hypothesis H0 of the cointegration rank r0; where r0 = 1; 2; etc.
H0 : rank () = r0 > 0;
against the alternative hypothesis H1 of the full rank of the impact matrix 
H1 : rank () = p:
Note that the hypothesis of the full rank of the impact matrix  means that the
VAR is stationary in levels rather than that we have cointegration in the system.
However if we reject the null of a certain number of cointegrating vectors we move
to the next step in the sequence of tests rather than accept the information given
by the alternative hypothesis.
Another option we consider is to perform a sequence of the maximum eigenvalue
tests3, where we test the null hypothesis H0 of the cointegration rank r0; where
r0 = 1; 2; etc.
H0 : rank () = r0 > 0;
2Note that we denote by trace test every LR test with the alternative hypothesis of the full
rank of the matrix :
3Note that we denote by maximum eigenvalue test every LR test with the cointegration rank
under the alternative hypothesis higher by 1 than under the null
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against the alternative hypothesis H1 of the cointegration rank r1 = r0 + 1;
H1 : rank () = r0 + 1:
Recall that again we do not get any information about the rank by a separate usage
of one test from the sequence. Only if at a certain stage we cannot reject the null
hypothesis of the cointegration rank r0 we can interpret the result as an information
about the rank. If we reject also the null hypothesis of cointegration rank r0 = p 1
then the system was stationary in levels rather than cointegrated.
Note that in general LR tests for testing the cointegration rank r0 against r1
can be derived based on the solutions of the eigenvalue problem (4.4) as
LRT (r0jr1) =  2 ln [LR (r0jr1)] =  T
8<: jS00(d^r1)j+
r1P
i=1 ln[1  ^i(d^r1)]
 jS00(d^r0)j  
r0P
i=1 ln[1  ^i(d^r0)]
9=; ;
(4.11)
where estimates of the cointegration degree under the null (d^r0) and under the
alternative (d^r1) will be in general di¤erent. However test statistic LRT (r0jr1)
has unknown so far asymptotic distribution which could be di¢ cult to derive and
hardly useful in practice.
The inference would simplify if we decide to use a common estimate d^= d^r1 = d^r0
for both of them. Such an assumption seem not to inuence the generality of our
results in any sense, since the model (4.1) we consider assumes that all the coin-
tegrating relations share the same memory. However we could choose whether to
estimate the cointegration degree under the null or under the alternative hypothesis.
We consider both estimating d under the null and under the alternative. Note
that Lyhagen (1998) has tabulated the asymptotic distribution of the trace test
statistic in a fractional framework under the assumption that we know the true
cointegration degree d0: Our rst proposal is to apply his results for the case when
we do not know d and to pre-estimate d under the null hypothesis and use this
estimate (d^r0) as the true value of the cointegration degree d0: Then for this kind
of test we can use the critical values tabulated in Lyhagen (1998), since d^r0 !p d0
under the null H0. To easy the notation we will call this test as Lyhagens trace
test.
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Our second proposal is to estimate d under the alternative hypothesis so that
we could extrapolate naively the asymptotic distributions of the sup tests derived
in Chapter 2 to test also for higher ranks. We call these tests naive sup trace and
naive sup maximum eigenvalue test further in the chapter.
In Section 4.7 we check and compare by Monte Carlo simulation the nite
samples performance of Lyhagens trace, naive sup tests, LR tests based on the
standard VECM (called as Johansens tests to easy the notation) and a new two-
step procedure that we propose and describe in the next section.
4.5 Two-step procedure to establish the rank
In this section we propose a new two-step procedure to establish the cointegration
rank. The rst step consists in the estimation of the model (4:1) under the null
hypothesis H0 of cointegration rank r = r0: This provides consistent estimates of
d,  and of the decomposition  = 0, where  and  are p  r matrices. Then
we can compute (super) consistent estimates of ?; orthogonal to ; so that 
0
?Xt
is not cointegrated (in any direction). Further, taking ^? as given, we propose to
implement sup tests, described in Section 4.3, based on the p r0 vector series ^0?Xt:
In this case d is reestimated again, by contrast with the alternative procedures that
would x d = d^ from a rst step. Then the sup tests statistics would be compared
to critical values from the Ep r0 and Jp r0 distributions (see (4:9) and (4:10)) and
given the superconsistency of ^ and therefore of ^? there should be no estimation
e¤ects for the rst stage. Under the alternative ^
0
?Xt contains at least one further
cointegrating relationship and the sup tests should be able to detect it consistently.
This procedure has two potential drawbacks. First, it ignores the information
on the true d provided by d^r0. Second, under the null 
0
?Xt is a (p  r0)  1
vector of not cointegrated I (1) series, but they are not pure I (1) processes as
(4:1) would indicate for Xt when rank () = 0; but are contaminated by the r0
-rank cointegrating residuals, which are I (1  d) series. Therefore, test procedures
should take into account this new feature of the data under (4:1): We discuss this
issue with two examples.
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Example 1 Triangular model.
Consider a triangular representation of cointegrated I (1) series with rank r; with
conformable partition of matrices with X 0t = (y
0
t; x
0
t) and 
0 =

Ir  

; all
matrices with full rank, 
Ir  
0 Ip r
! 
yt
xt
!
=
 
d 1 0
0  1
! 
"1t
"2t
!
:
Then we have that  
yt
xt
!
=
 
Ir 
0 Ip r
! 
d 1"1t
 1"2t
!
and therefore
0?Xt = 
0
?
 
Ir 
0 Ip r
! 
d 1"1t
 1"2t
!
=

M1 M2
 d 1"1t
 1"2t
!
;
whereM2 is a matrix with full rank and therefore there is no b such that b0 (
0
?Xt) is
an I (1  d) process, a process less integrated than 0?Xt: As far as M1 6= 0 we can
see that 0?Xt contains some I (1  d) terms, by contrast with (1) when r = 0 and
 = 0: The interesting feature is that these I (1  d) terms are spanned by d 1"1t;
which are the cointegrating residuals of 0Xt:
Looking at the representation of 0?Xt; the substitution of the past values of
M1
d0"1t; i.e. M1
 
d0   1 "1t by 0Xt 1 = d0"1t 1 amounts to comparing the
sequences
Pt
j=1 j (d0) "1t j and
Pt
j=1 j 1 (d0) "1t j, which are also present in the
discussion of Lobato and Velasco (2007). The main di¤erence is that j (d0) < 0 for
j > 0; whereas 0 (d0) = 1; so some innovations have reversed sign in each series,
despite the weights being asymptotically similar for large j:
Example 2 General model.
From (1) we can write the following representation using Theorem 8 of Johansen
(2005a)
Xt = C
 "t +d Y +t
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where C = ? (
0
??)
 1 0? and Y
+
t  I (0) : Then
0?Xt = C
 "t +d 
0
?Y
+
t
where C = 0?C is full rank under the null hypothesis H0, so that 
0
?Xt is I ()
and not cointegrated. However the term d 0?Y
+
t is I (   d) and since 0Xt is
also I (   d) we could use ^0Xt as a proxy for this term.
To capture this e¤ect at I (1  d) ;  = 1 level when testing for r = r0 > 1 we
propose to estimate either the following fractional error correction model
^
0
?Xt = ab
0(1  d)^0?Xt + 

^
0
Xt 1

+ et;
or alternatively
^
0
?Xt = ab
0(1  d)^0?Xt + Xt 1 + et;
where ^ is the ML estimate of  under the null hypothesis of the cointegration
rank r = r0; and ^? is in its null space. The second equation, considering Xt 1
as an additional regressor instead of the increments of the cointegration residuals,
^
0
Xt 1; takes into account both the directions in ^
0
and in ^
0
?: This may improve
size, but of course can have e¤ects on power, because of a possible correlation of
Xt 1 with the regressor (1  d)^0?Xt:
Then the test statistics are LRT (1) and LRT (p  r0), where we replace Xt
by ^
0
?Xt and we prelter the involved series with a regression on ^
0
Xt or Xt:
Our proposal is to approximate the asymptotic distribution of these test statistics
by Ep r0 and Jp r0 respectively since we check that replacing ? by ^
0
? has no
asymptotic impact on the test statistics under the assumption that
^?   ? = Op
 
T d0

; see Appendix.
4.6 Rank testing in ECM with short run noise
Following Avarucci (2007), we allow now for short run correlation in the fractional
cointegration relationship and in the levels and use the model
Xt = (
 d   1)A (L)Xt + (I   A (L))Xt + "t; (4.12)
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where A (L) = I   A1L        AkLk. This model can be showed to encompass
triangular models used in the literature (cf. Robinson and Hualde (2003)) and has
nice representations if the roots of the equation jA (z) j = 0 are out of the unit
circle,  > d: Basically this model implies that there is fractional cointegration
among the prewhitened series Xyt = A (L)Xt; for which (4:1) holds. It can be
seen as a multivariate extension of Hualde and Robinsons (2006b) bivariate coin-
tegrated model. In fact, if Xyt is cointegrated with cointegrating vector ; Xt is
also cointegrated, with cointegrating vector  = A (1)0 ; using the representation
A (L) 1 = A (1) 1 + ~A (L) ; with
P1
j=1 jj ~Ajjj <1. That is,
Xt = A (L)
 1C "t +d A (L)
 1 Y +t
= A (1) 1C "t + ~A (L)C1 "t +d A (L)
 1 Y +t
and therefore
0Xt = 
0A (1) ~A (L)C1 "t +d 
0A (1)A (L) 1 Y +t
is I (min f   1;    dg) : If  = 1 the cointegrating residuals are then I (1  d) as
before:
This way of allowing for lags in the model imposes a VAR(k) structure on
the I (1) variables. Alternative specications use VAR models in the fractional
lag operator Ld = 1   d; so that L1 = L; see Johansen (2005a, 2005b). Both
approaches may have advantages and disadvantages, but inference for the model
proposed in Johansen (2005a, 2005b) complicates because both short and long run
parameters depend on the parameter d; which is always identied, even in absence
of cointegration.
Model (4:12) is nonlinear in  and A1; : : : ; Ak, so ML estimation can not be
performed using the usual two step procedure of Johansen to prewhiten rst the
di¤erenced levelsXt and the fractional regressor (1  d)Xt given a particular
value of d: Instead we could estimate the unrestricted linear model
Xt = 
0( d   1)Xt +
kX
j=1
LjBj

( d   1)Xt
	
+
kX
j=1
LjAj
Xt + "t;
93
Ch. 4 Cointegration rank estimation
under the assumption of  being of rank r; but we do not impose Bj = Aj: The
estimation procedure then follows as in Johansens method but with an initial step
to prewhiten the main series

(1  b)Xt
	
and Xt on k lags of each. This
estimate could be ine¢ cient compared with the ML estimate, but much simpler to
compute and analyze.
Given the pseudo ML estimate of , we can construct the projection ^
0
?Xt and
propose a similar second step, but in this case with the ECM enlarged by lags of
Xt;
^
0
?Xt = ab(1  d)^
0
?Xt +
kX
j=1
CjXt j + et: (4.13)
To justify such model, we note that in a triangular model set up, including a VAR
modelization A (L)Xt = X
y
t ;
Xt = (I   A (L))Xt +
 
Ir 
0 Ik r
! 
d 1"1t
 1"2t
!
and therefore
0?Xt =
kX
j=1
0?AjXt j +

M1 M2
 d 1"1t
 1"2t
!
where M2 is full rank, with 
0
?Xt containing some I (1  d) terms.
Example 3 General model. From the representation in Theorem 8 of Johansen
(2005a),
0?Xt = C
 "t +
kX
j=1
0?AjXt j +
d 0?Y
+
t
where C = 0?C is full rank, so that 
0
?Xt is I () and not cointegrated. However
the term d 0?Y
+
t is I (   d) :
In the augmented regression (4:13) we could impose the structure ^
0
?Aj in the
coe¢ cients of Xt j; but it can be preferable to let the coe¢ cients unrestricted
using the whole vector Xt j. In this way we take into account simultaneously the
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cointegrating directions, ^
0
Xt j, that will serve to take into account the contri-
bution of d0?Y
+
t ; and the orthogonal directions to these ones, ^
0
?Xt j:
Then, the asymptotic distribution of the maximum eigenvalue and test test sta-
tistics, LRT (1) and LRT (p  r0), is approximated by Ep r0 and Jp r0 respectively,
since the proof that the randomness of ^? does not a¤ect test statistics in Appendix
can easily be extended to the augmented set up.
4.7 Finite sample properties
In this section we compare by Monte Carlo simulation the performance in nite
samples of all the tests discussed in this chapter,
 new procedures based on projections on ^0?Xt : LRT (p  r0) for trace and
LRT (1) for maximum eigenvalue test;
 trace and maximum eigenvalue tests based on the estimation of the stan-
dard VECM like in Johansen (1988, 1991, 1995), called Johansens trace and
Johansens maximum eigenvalue tests to easy the notation;
 trace test proposed by Lyhagen (1998), to which we add pre-estimation of d
under the null, called to simplify as Lyhagens trace;
 naive sup tests, where we estimate d under the alternative and we use sup
tables with p   r0 degrees of freedom in line of the standard "Johansens
procedure".
Let us describe the data generating process. We simulate a trivariate system
(p = 3) using the following triangular representation
Xt =
 
Ir 
0 Ip r
! 
d0 1"1t
 1"2t
!
; t = 1; :::; T (4.14)
for the basic model (4.1). Note that the triangular representation (4.14) implies
ECM (4.1) with
 =
 
 Ir
0
!
and 0 = (Ir   ) :
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We also consider the model (4:12) with k = 1. For this model we add to (4.14) the
autoregression
Zt = A1Zt 1 +Xt;
with Z0 = 0 and A1 = a Ip; where 3 di¤erent values for a are considered a =  0:6;
a = 0 or a = 0:6: We simulate systems (4.14) cointegrated of order d0 = 0:55; 0:75
and 0:95:
Note that the case A1 = 0 is useful to check on one hand the e¤ect of overspec-
ication of k in terms of size and power, and also can be used to check whether it
is better to incorporate the whole vector Xt or cointegrating residuals ^
0
Xt in
the regression to control the I ( d0) terms.
To check the size of the considered tests we simulate the system (4.14) with
1 cointegrating relation  = [1 1 1]0, whereas to check the power we simulate the
same system (4.14) with 2 cointegrating relations
 =
"
1 0 1
0 1  1
#0
:
The innovations "t = ("01t; "
0
2t)
0 are Gaussian IID (0;
) where

 =
0BB@
!2 ! !
! 1 0
! 0 1
1CCA
with !2 = 0:5 and  = 0 or  = 0:4:
We make all the simulations in Ox 3.40 or Ox 4.04 (see Doornik and Ooms
(2001) and Doornik (2002)) with 10,000 replications. We consider the sample sizes
of T = 100; 200; 300 observations.
The results of Monte Carlos simulation are presented below. Tables 4.1-4.6
demonstrate the percentage of rejections under the null hypothesis of cointegration
rank r = 1. The percentage of rejections under the alternative hypothesis of coin-
tegration rank r = 2 is presented in Tables 4.7-4.12.
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Table 4.1. Size of tests: d0 = 0:55; r0 = 1; r = 1;  = 0
T 100 200 300 100 200 300 100 200 300
a -0.6 0. 0.6
LRT (p  r0) 5.4 5.8 5.7 5.1 5.5 5.3 5.3 5.2 4.9
LRT (1) 5.2 5.7 5.4 4.9 5.2 5.1 5.1 5.0 4.7
Johansens trace 4.6 5.1 4.9 4.0 5.0 4.9 2.2 3.3 4.1
Johansens lambdamax 4.5 5.0 4.9 3.9 5.0 4.8 2.0 3.3 4.0
Naive sup trace 3.8 3.3 2.7 3.4 3.7 3.2 1.8 2.9 3.5
Naive sup lambdamax 3.6 3.2 2.6 3.3 3.7 3.1 1.6 2.7 3.2
Lyhagens trace 9.5 5.9 6.8 4.2 6.7 6.9 2.3 3.6 5.4
Table 4.2. Size of tests: d0 = 0:55; r0 = 1; r = 1;  = 0:4
T 100 200 300 100 200 300 100 200 300
a -0.6 0. 0.6
LRT (p  r0) 6.8 8.1 9.0 6.1 6.7 7.1 6.2 6.0 6.0
LRT (1) 6.8 8.1 9.0 6.0 6.7 7.0 6.0 5.9 5.9
Johansens trace 5.1 5.2 5.0 4.7 5.2 5.0 2.7 4.2 4.7
Johansens lambdamax 5.0 5.2 5.0 4.7 5.2 5.0 2.5 4.1 4.6
Naive sup trace 3.8 3.1 2.5 3.9 3.7 3.1 2.2 3.5 3.9
Naive sup lambdamax 3.8 3.1 2.5 3.9 3.6 3.0 2.0 3.4 3.8
Lyhagens trace 9.6 6.6 6.5 4.7 6.4 6.7 2.8 4.3 4.6
Table 4.3. Size of tests: d0 = 0:75; r0 = 1; r = 1;  = 0
T 100 200 300 100 200 300 100 200 300
a -0.6 0. 0.6
LRT (p  r0) 6.9 6.2 5.8 6.3 5.1 4.8 5.9 5.3 4.4
LRT (1) 7.1 5.8 5.7 6.0 4.2 5.0 5.1 5.3 4.0
Johansens trace 6.0 5.9 5.6 5.6 5.1 5.2 4.4 5.6 5.3
Johansens lambdamax 6.0 5.3 5.3 5.3 4.3 4.8 3.5 5.3 5.3
Naive sup trace 5.0 4.5 4.0 5.2 4.1 3.3 3.6 4.6 4.3
Naive sup lambdamax 5.3 3.7 3.4 4.8 3.4 3.8 2.9 4.2 4.2
Lyhagens trace 11.3 5.2 4.6 5.7 4.6 4.0 4.5 5.6 5.2
97
Ch. 4 Cointegration rank estimation
Table 4.4. Size of tests: d0 = 0:75; r0 = 1; r = 1;  = 0:4
T 100 200 300 100 200 300 100 200 300
a -0.6 0. 0.6
LRT (p  r0) 8.2 9.0 10.8 6.3 8.0 8.2 6.0 6.8 5.2
LRT (1) 8.2 8.2 10.9 5.9 7.2 7.9 5.1 6.7 4.7
Johansens trace 4.7 6.2 5.4 4.2 6.5 5.7 3.6 6.0 4.5
Johansens lambdamax 4.4 5.1 5.2 4.3 5.7 5.6 3.1 5.9 5.1
Naive sup trace 3.3 4.7 3.8 3.3 5.4 3.9 3.5 5.9 4.2
Naive sup lambdamax 3.7 4.1 3.4 3.2 4.9 3.8 1.3 3.7 3.0
Lyhagens trace 6.5 5.5 4.2 4.0 6.5 4.8 3.5 5.9 4.2
Table 4.5. Size of tests: d0 = 0:95; r0 = 1; r = 1;  = 0
T 100 200 300 100 200 300 100 200 300
a -0.6 0. 0.6
LRT (p  r0) 7.0 6.2 6.5 6.4 5.0 4.9 5.9 5.0 4.0
LRT (1) 7.1 6.0 5.7 6.2 4.0 5.1 5.2 5.0 3.8
Johansens trace 6.0 6.1 5.6 6.1 5.4 5.2 6.0 6.1 5.5
Johansens lambdamax 6.2 5.3 5.1 5.9 4.7 4.8 5.7 5.9 5.2
Naive sup trace 5.1 5.0 4.6 5.5 4.8 3.9 5.5 5.2 4.6
Naive sup lambdamax 5.0 4.3 4.3 5.2 3.9 4.3 5.0 4.7 4.4
Lyhagens trace 8.7 6.1 5.5 7.4 5.4 5.1 6.4 5.9 5.5
Table 4.6. Size of tests: d0 = 0:95; r0 = 1; r = 1;  = 0:4
T 100 200 300 100 200 300 100 200 300
a -0.6 0. 0.6
LRT (p  r0) 9.1 9.8 12.0 6.2 7.9 7.9 5.5 6.7 5.2
LRT (1) 9.0 9.1 11.7 5.9 6.9 7.3 5.5 6.2 4.6
Johansens trace 4.6 6.0 5.4 4.7 6.4 5.7 4.8 6.5 5.1
Johansens lambdamax 4.4 5.1 5.4 4.1 5.4 5.6 4.4 6.2 5.1
Naive sup trace 3.8 4.9 4.8 3.8 6.0 4.5 3.7 5.8 4.2
Naive sup lambdamax 3.8 4.0 4.0 3.4 4.8 4.5 3.0 4.7 4.0
Lyhagens trace 5.7 5.8 5.3 4.8 6.6 5.6 4.4 6.3 4.9
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Two step tests have reasonable size for simpler model ( = 0); but when  6= 0
it is oversized, more as d0 increases, and for some designs it is not improving as T
grows. Johansens tests and naive sup tests are usually undersized, while Lyhagens
test can be seriously oversized when   0: Overall, naive sup tests seem to be the
best ones in the terms of size, being the most conservative ones. The case with
 < 0 appears to be more di¢ cult.
Table 4.7. Power of tests: d0 = 0:55; r0 = 1; r = 2;  = 0
T 100 200 300 100 200 300 100 200 300
a -0.6 0. 0.6
LRT (p  r0) 99.1 100 100 80.2 99.9 100 10.0 45.0 84.1
LRT (1) 99.4 100 100 81.0 99.9 100 7.5 44.6 85.5
Johansens trace 88.8 99.3 100 59.2 95.1 99.2 6.1 34.2 69.3
Johansens lambdamax 88.6 99.1 100 60.3 95.2 99.4 5.4 34.6 68.8
Naive sup trace 97.0 100 100 67.3 99.8 100 5.7 34.7 74.2
Naive sup lambdamax 97.8 100 100 68.1 99.8 100 4.4 35.4 73.7
Lyhagens trace 99.4 100 100 82.3 99.9 100 6.4 45.0 76.9
Table 4.8. Power of tests: d0 = 0:55; r0 = 1; r = 2;  = 0:4
T 100 200 300 100 200 300 100 200 300
a -0.6 0. 0.6
LRT (p  r0) 99.7 100 100 87.2 100 100 18.2 59.2 91.0
LRT (1) 99.7 100 100 87.4 100 100 15.5 59.9 91.4
Johansens trace 92.5 99.6 100 66.0 97.4 99.6 8.6 38.8 72.1
Johansens lambdamax 91.6 99.5 100 66.2 97.5 99.6 6.1 39.7 72.2
Naive sup trace 99.8 100 100 73.6 99.9 100 8.7 40.1 76.2
Naive sup lambdamax 98.8 100 100 73.3 100 100 5.8 39.8 78.9
Lyhagens trace 99.8 100 100 86.7 100 100 9.6 39.6 73.5
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Table 4.9. Power of tests: d0 = 0:75; r0 = 1; r = 2;  = 0
T 100 200 300 100 200 300 100 200 300
a -0.6 0. 0.6
LRT (p  r0) 100 100 100 99.9 100 100 42.1 98.6 100
LRT (1) 100 100 100 100 100 100 41.5 98.9 100
Johansens trace 100 100 100 98.9 100 100 35.6 95.8 100
Johansens lambdamax 100 100 100 99.1 100 100 36.1 95.3 100
Naive sup trace 100 100 100 99.2 100 100 32.6 96.2 100
Naive sup lambdamax 100 100 100 99.8 100 100 32.3 96.2 100
Lyhagens trace 100 100 100 99.9 100 100 37.0 96.8 100
Table 4.10. Power of tests: d0 = 0:75; r0 = 1; r = 2;  = 0:4
T 100 200 300 100 200 300 100 200 300
a -0.6 0. 0.6
LRT (p  r0) 100 100 100 100 100 100 56.3 98.8 100
LRT (1) 100 100 100 100 100 100 55.3 99.0 100
Johansens trace 100 100 100 99.5 100 100 40.1 96.6 100
Johansens lambdamax 100 100 100 99.8 100 100 40.9 97.0 100
Naive sup trace 100 100 100 99.8 100 100 37.2 97.0 100
Naive sup lambdamax 100 100 100 99.8 100 100 35.7 97.9 100
Lyhagens trace 100 100 100 100 100 100 41.7 97.9 100
Table 4.11. Power of tests: d0 = 0:95; r0 = 1; r = 2;  = 0
T 100 200 300 100 200 300 100 200 300
a -0.6 0. 0.6
LRT (p  r0) 100 100 100 100 100 100 90.8 100 100
LRT (1) 100 100 100 100 100 100 91.9 100 100
Johansens trace 100 100 100 100 100 100 87.6 100 100
Johansens lambdamax 100 100 100 100 100 100 89.6 100 100
Naive sup trace 100 100 100 100 100 100 85.1 100 100
Naive sup lambdamax 100 100 100 100 100 100 86.2 100 100
Lyhagens trace 100 100 100 100 100 100 88.2 100 100
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Table 4.12. Power of tests: d0 = 0:95; r0 = 1; r = 2;  = 0:4
T 100 200 300 100 200 300 100 200 300
a -0.6 0. 0.6
LRT (p  r0) 100 100 100 100 100 100 93.8 100 100
LRT (1) 100 100 100 100 100 100 94.7 100 100
Johansens trace 100 100 100 100 100 100 89.5 100 100
Johansens lambdamax 100 100 100 100 100 100 92.5 100 100
Naive sup trace 100 100 100 100 100 100 86.3 100 100
Naive sup lambdamax 100 100 100 100 100 100 89.3 100 100
Lyhagens trace 100 100 100 100 100 100 89.4 100 100
Power in general increases with d0 as expected, as well as in a and decreases with
: The two step procedure appears as the most powerful in terms of raw power, but
it is not clear it would be the best in terms of size-adjusted power. Among other
procedures, naive sup tests perform better for small d0 (d0 = 0:55), but Johansens
tests are better when d0 gets closer to d0 = 1 as is then the appropriate LR test.
Lyhagens version of the LR shows a behaviour close to the best one of these single
step tests.
4.8 Conclusions
We proposed a new two-step procedure to establish cointegration rank in a frac-
tional system. We investigate the performance of the proposed procedure in nite
samples for a simple fractionally cointegrated model and compare it with appro-
priate versions of sup LR tests, Lyhagens tests and Johansens tests. All of them
present important size problems to di¤erent extent, but naive sup LR tests seem
to be the most reliable and fares well in comparison with the most powerful alter-
natives. Methodology developed in this chapter allows to complete basic likelihood
analysis of fractionally cointegrated systems with higher rank and can be adapted
and further developed to include deterministic terms and allow for unknown mem-
ory of the original series among other extensions.
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4.9 Appendix
Proof. We demonstrate here that replacing ? by ^? makes no di¤erence asymp-
totically in two step LR test statistics.
Setting V^t = ^
0
?Xt and V^t (d) =
 
1  dV^t and dening Vt and Vt (d) with
the true ?; we want to show that
T d
TX
t=1
V^t (d)V^
0
t   T d
TX
t=1
Vt (d)V
0
t !p 0
uniformly for d 2 D if ^?   ? = Op
 
T d0

: We rst have that
T d
TX
t=1
V^t (d)V^
0
t = T
 d
TX
t=1
V^t (d)V
0
t + T
 d
TX
t=1
V^t (d)

V^t  Vt
0
:
The rst term is
T d
TX
t=1
V^t (d)V
0
t = T
 d
TX
t=1
Vt (d)V
0
t + T
 d
TX
t=1
n
V^t (d)  Vt (d)
o
V 0t
where the rst term on the right hand side is Op(1) uniformly in d and
T d
TX
t=1
n
V^t (d)  Vt (d)
o
V 0t =

^
0
?   0?

T d
TX
t=1
Xt (d)V
0
t ;
which is op (1) uniformly in d because T d
PT
t=1Xt (d)V
0
t is Op(1) uniformly in d:
The second term on the right hand side of (4:13) is
T d
TX
t=1
V^t (d)X
0
t

^?   ?

= Op
 
T d0

T d
TX
t=1
V^t (d)Xt;
and this can be seen easily to be Op
 
T d0 d

= op (1) ; uniformly in d; because
T 1
TX
t=1
V^t (d)X
0
t !p lim
T!1
E
"
T 1
TX
t=1
Vt (d)X
0
t
#
=
1X
j=0
j (1  d) 
 0j <1
where  j are the Wold decomposition weights of Xt; which is I (0). Then
T d
TX
t=1
V^t (d)X
0
t

^?   ?
0
= Op
 
T 1 d0 d

= op (1) ;
uniformly in d; because d0; d > 0:5; and the estimation e¤ect of ? is negligible.
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