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Effect of Surface Curvature and Chemistry on Protein 




Enzyme immobilization has been of great industrial importance because of its use in various 
applications like bio-fuel cells, bio-sensors, drug delivery and bio-catalytic films. Although 
research on enzyme immobilization dates back to the 1970’s, it has been only in the past decade 
that scientists have started to address the problems involved systematically. Most of the previous 
works on enzyme immobilization have been retrospective in nature i.e enzymes were 
immobilized on widely used substrates without a compatibility study between the enzyme and 
the substrate. Consequently, most of the enzymes lost their activity upon immobilization onto 
these substrates due to many governing factors like protein-surface and inter-protein interactions. 
These interactions also play a major role biologically in cell signaling, cell adhesion and inter-
protein interactions specifically is believed to be the major cause for neurodegenerative diseases 
like Alzheimer’s and Parkinson’s disease. Therefore understanding the role of these forces on 
proteins is the need of the hour. In my current research, I have mainly focused on two factors a) 
Surface Curvature b) Surface Chemistry as both of these play a pivotal role in influencing the 
activity of the enzymes upon immobilization. I study the effect of these factors computationally 
using a stochastic method known as Monte Carlo simulations.  
My research work carried out in the frame work of a Hydrophobic-Polar (HP) lattice model for 
the protein shows that immobilizing enzymes inside moderately hydrophilic or hydrophobic 
 
 
pores results in an enhancement of the enzymatic activity compared to that in the bulk. Our 
results also indicate that there is an optimal value of surface curvature and 
hydrophobicity/hydrophilicity where this enhancement of enzymatic activity is highest. Further, 
our results also show that immobilization of enzymes inside hydrophobic pores of optimal sizes 
are most effective in mitigating protein-aggregation. These results provide us a rationale to 
understand the role of chaperonins in protein folding and disaggregation. Our results indicate that 
strong protein-surface interactions and confinement inducement stability inside pores makes it 
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Proteins are macromolecules vital for the biological functioning of living organisms. They 
function as catalysts, transport and store other molecules such as oxygen, provide mechanical 
support and immune protection, generate movement, transmit nerve impulses and control growth 
and differentiation (1-4). Proteins are linear polymers built of monomer units called amino acids, 
which are linked end to end through peptide bonds. Remarkably proteins spontaneously fold into 
three dimensional structures that are determined by the sequence of amino acids in the protein 
structure (5). Proteins contain wide range of functional groups which include thiols, thioethers, 
carboxylic acids, carboxamides and a variety of basic groups. Depending on the nature of these 
functional groups amino acids are classified as either hydrophobic or hydrophilic 
1.1     Structure 
Proteins are made up of 20 basic amino acid residues. Amino acids are made up of amine group (
2NH ) and an acid group ( COOH ). These amino acids undergo condensation polymerization 
through the removal of water molecule and formation of a peptide bond ( CO NH    ) as 
shown in Figure 1.1        
 
 
          
Figure 1.1: Structure of amino acids polymerizing through a peptide bond  
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Protein structure representation based on hierarchy can be classified into four categories (6-9). 
 Primary Structure 
 Secondary Structure 
 Tertiary Structure  
 Quaternary structure 
Primary Structure 
Proteins are linear polymers formed by linking the α-carbonyl group of amino acid to the α-
amino group of another amino acid. The representation of proteins as a linear sequence of its 
individual amino acid residues is known as the Primary structure. This arrangement of amino-
acid residue is what that drives proteins to fold into secondary structures. Hence by looking at 
the primary structure we can infer upon the α-helix or β-sheet forming tendency of the protein.  
Secondary Structure 
Polypeptides fold into unique three dimensional structures like α-helices, β-sheets, β turns under 
the influence of hydrogen bonding between the amino acid residues. Individual domains of most 
of the amino acids are identified to be α-helices or β-sheets (Figure 1.2) 
Tertiary Structure 
It is the most complex structure of a protein formed by the self assembly of numerous secondary 
structures like α-helices, β-sheets and random coils. In fact, most of the proteins in their active 









a)                                                 b)     c) 
Figure 1.2: Different levels of protein structure a) α-helix b) β-sheets c) Tertiary structure 
Protein surface interactions play a vital role in modulating cell adhesion, triggering the biological 
cascade resulting in foreign body response, central to the diagnostic assay/sensor device and also 
initiate bio-adhesion like marine fouling and bacterial adhesion (10-14). 
1.2      Protein Adsorption 
Protein adsorption is a major consequence of protein surface interactions. Exposure of an 
aqueous protein solution to a solid surface typically results in an excess accumulation of protein 
molecules at the solid/liquid interface. Adsorption behavior of proteins on surfaces is the net 
result of various types of interactions. Proteins often tend to lose their native structure upon 
adsorption due to the structural rearrangement of proteins on the surface. In some proteins which 
are structurally very coherent, this structural rearrangement is minimal and adsorption of such 
proteins is mainly driven by electrostatic forces (15, 16). Hydrophobic effect is also one of the 
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major driving forces behind protein adsorption. The contribution of dehydration of a 
hydrophobic surface to the overall Gibbs free energy of free adsorption is believed to be greater 
than the contribution from electrostatic attraction (15, 17, 18).  
Many experiments have reported on the structural changes the protein undergoes upon 
adsorption onto variety of surfaces. One of the most reported observation is the reduction in the 
α-helix content and increase in the β-sheet and random coil content of the protein upon 
adsorption (19-23). They are few exceptions to the above generality. Zoungrana et al reported an 
increased α-helix content in the protein α-chymotrypsin upon adsorption onto a hydrophobic 
surface of Teflon whereas the adsorption of the protein cutinase resulted in decreased helical 
content (24). Proteins upon adsorption expand and gain conformational entropy compared to the 
α-helix state. Further expansion provides more surface area for protein-surface interactions 
which also contributes to the decrease of free energy of the system. Structural rearrangements 
can also be facilitated through inter-protein interactions between the adsorbed proteins. 
Sethuraman et al (25, 26) showed that at high protein concentrations denaturation of proteins 
upon adsorption was mainly due to inter-protein interactions.  
1.3      Thermodynamics of protein adsorption  
All equilibrium processes are thermodynamically driven accompanied with the decrease in free 
energy. The free energy is made up of two components energy and entropy.  The change in free 
energy upon adsorption is given by ads ads adsG H T S     , where adsH , adsS  represent the 
enthalpic and entropic change upon adsorption and T is the thermodynamic temperature. Unlike 
adsorption of colloids protein adsorption is accompanied with structural rearrangements on the 
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surface. Proteins in their active state fold into secondary structures and self assemble to form 
domains. Upon adsorption these compact domains begin to unfold and start expanding on the 
surface. Protein unfolding on the surface contributes to a gain in the conformation entropy 
accompanied with the favorable enthalpic contribution due to protein-surface interaction. 
Further, adsorption on hydrophobic surface also involves expulsion of ordered water molecules 
near the hydrophobic surface which results in an increased entropy of the water molecules (22, 
27, 28). But, structural rearrangements also involve breaking of some of the internal hydrogen-
bonds which is energetically not favorable. Hence, this delicate balance between energetic loss 
and entropic gain governs protein adsorption on surfaces. 
My research work mostly focuses on designing/modifying surface for enzyme immobilization 
with a goal to retain/enhance enzymatic activity upon immobilization. Hence understanding 
protein-surface interactions form the crux of this study. Many experimental works show 
increased enzymatic activity when enzymes are immobilized inside mesoporous materials (29-
33). This has encouraged us to investigate the stability of proteins under confinement. 
1.4       Confinement effects on structural stability of protein 
The cellular environment in which a protein folds and performs its functions is crowded with 
several biological molecules including lipids, carbohydrates, and other proteins. Most of the 
experimental, theoretical, and computational studies on protein folding however have relied on 
studying proteins in the infinitely dilute limit. This idealized dilute environment is different from 
that, inside the cell, even if the specific interactions between the protein and the surroundings are 
minimal. Geometrical restrictions imposed by the neighboring molecules can have an 
appreciable impact on protein structure, merely by virtue of their excluded volume. Nature, in 
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fact utilizes such phenomena to its advantage. A protein inside a confined space will be 
stabilized by folding forces different from those for proteins in bulk solutions, that is away from 
any confining walls. In particular, some expanded configurations of the unfolded chain will not 
be allowed inside the confined space, due to excluded volume. Examples of such spaces include 
the pores within chromatographic columns, the Anfinsen cage in chaperonins, the interiors of 
ribosome, or regions of steric occlusion inside cells As a result of the aforementioned 
oberservations, folding under confinement is emerging as an active area of research. Several 
recent studies including experimental (32, 34, 35), theoretical (36-39) and computational work 
(40-42) have been conducted to understand this phenomenon. The purpose of present work is to 
identify the behavior of proteins when a confined boundary interacts with the protein under 
different potentials and study the effect of theses potentials on protein stability. Figure 1.3 is 
reproduced from the work by Dill et al (36) on the effect of athermal surfaces on polymers.   
                                
        U            U                       N                            N    
                      
  
a   b   c   d 
 
Figure 1.3: Effect of a wall or boundary on the configurations of a protein. In the unfolded state 
U, configurations (a) are not viable since the protein pass across the steric boundary. 
Configurations (b) is however viable. In the native state N, the protein is modeled as a sphere, so 
there is only a single configuration. The native protein cannot be located in position c but can be 




1.5      Enzyme immobilization 
The process of tethering enzymes onto surfaces physically/chemically for their function as 
catalysts is described as enzyme immobilization. Immobilizing enzymes increases the efficiently 
of the process simultaneously making the enzyme reusable. Enzymes exhibit high activities and 
selectivity under moderate reaction conditions and hence have attracted attention as catalysts in 
the field of green and sustainable chemistry. Immobilization of the enzyme onto solid supports 
such as polymers, ceramics and porous silicas provide an attractive method to overcome the 
problems caused due to the stability and reusability issue associated with it (31, 43-46). Many 
previous works have focused on immobilizing enzymes onto surfaces of nanoparticles and other 
nano-structures but have suffered due to loss in enzymatic activity because of both inter-protein 
and protein surface interactions. Many experimental (31, 43) and theoretical (47-49) studies have 
reported increased thermal and structural stability of proteins under crowded and confined 
environments. It is believed that under confinement the unfolded state loses more entropy 
compared to the folded state and consequently the folded (active) state of the protein is 
stabilized. Based on the above observations enzyme immobilized inside porous media should 
exhibit higher stability and activity. Therefore mesorporous silica has become a viable candidate 
as a substrate to immobilize enzymes. This immobilization can be achieved through physical 
adsorption, covalent attachment of the enzyme onto the pore walls, encapsulation or trapping the 
enzyme inside pore channels or formation of cross-linked cage like structures to trap the 
enzymes (50). Although it is believed that physical adsorption of the proteins onto the pore walls 
is simple and cost effective it suffers from the fact that weak interactions between the surface and 
the enzyme is not enough to keep the enzyme immobilized. Encapsulation is the physical 
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confinement of the guest enzyme into the host support matrix. The matching of support materials 
and enzyme size must be carefully considered. Enzymes with sizes equal to or larger than that of 
the host system will have lower loadings and simply adsorb on the external while those with 
sizes much smaller than the host material will also freely leach from the within the host. 
Covalent attachment involves binding amino –acid residues of the enzyme to the support matrix. 
This method is popular for high surface area support matrixes with large pore diameters where 
substrate and product can freely diffuse without the worry of enzyme leaching. Unfortunately, 
the covalent attachment of enzymes to support generally lowers activity of the enzymes and 
efforts are being made to design and modify the surface to make it compatible for enzyme 
immobilization. 
1.6      Protein Model 
The philosophy underlying the model is as follows. We seek a model that is based on the 
dominant physical driving forces – the hydrophobic interactions, conformational free excluded 
volume of the chain, and the steric restrictions imposed by the excluded volume of the chain. We 
seek a model without adjustable parameters or arbitrary approximations, from which we can 
draw rigorous inferences and with which we can determine the native states for all the different 
sequences of monomers. 
Protein chains are modeled as copolymers of specific sequences of hydrophobic (H) and 
polar/charged (P) monomers (HP model). Chains are configured as self avoiding flights on three 
dimensional simple cubic lattices. A monomer can make at most 6 contacts with nearest 
neighbor sites on the simple cubic lattice. A contact between two H monomers has a favorable 
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free energy and the contact free energy for all other types is 0. Conformations are native if they 
have the lowest free energy i.e. the maximum number of HH contacts over all possible 
conformations. While the HP lattice model is crude, it has the following characteristics of real 
proteins; when the HH attraction is strong, chains fold to a few native states with non polar cores 
and with secondary structures defined by topological contacts. The HP model also resembles real 
proteins in some mutational and kinetic properties. Most importantly the model has the same 
conformational search problem that proteins have. That is, both proteins and the HP lattice model 
have the same conformational spaces too large to be enumerated by a computer (51-53).  
  
                                                            
 












2.1      Monte Carlo Simulations  
Monte Carlo (MC) simulation is a stochastic technique used in many fields like chemistry, 
biology, engineering and finance to understand the behavior of complex systems. The simulation 
technique is used to study the equilibrium behavior given a probability distribution to model it 
(54-57). In my research, I have used MC to characterize the stability of proteins using coarse 
grained protein models Below, I discuss some of the important Monte Carlo techniques used in 
my simulation study. Gaussian distribution is most commonly used to model the behavior of 
most of the equilibrium systems. (58-60)The Gaussian probability density function of a random 













          (1) 
2.1.1      Metropolis Sampling  
Metropolis sampling is the most widely used Monte Carlo technique used to compute 
thermodynamic averages. Originally developed by Metropolis et al to simulate the freezing 
transition of hard spheres, today it has been used to estimate the values of multidimensional 
integrals in any context they arise (61). The core of the Metropolis Monte Carlo algorithm is in 
the way it selects samples from a known probability distribution function which is Gaussian in 
my study.  
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In the literature of numerical analysis, Metropolis sampling is classified as an importance 
sampling technique. Importance sampling increases the rate of convergence of the algorithm as it 
picks the sample from a desired probability distribution rather than from a uniform distribution 
(62-64). In this algorithm successive states of the system are generated to generate a special type 
of random walk known as the Markov chain. A Markov chain is a random walk in the density 
space where the conditional probability of evolution from a state depends solely on the present 
state and is independent of the prior states visited (65). Mathematically a Markov process can be 
represented as in equation (2) 
1 2 1( | , ,....., 0) ( | )n n n o n nP x a x b x c x P x a x b              (2) 
Given a equilibrium probability distribution as a function of the reaction coordinate q; ρ(q), let 
C(
i jq q ) be the conditional probability of transition from state i to state j. Then the probability 
of transition from state i to j is given by  
( ) ( ) ( )i j i j iP q q C q q q           (3) 
Inorder to approach a steady state at equilibrium the transitional probability should satisfy the 
fact that on an average the number of transitions from state i to j is same the number of 
transitions in the reverse direction. This is one of the most important requirements for the MC 
technique to work and is known as Ergodicity (66, 67). Random walks whose steady state 
distribution does not depend on the initial state/configuration are known to execute an ergodic 
walk in the configuration space. The reversibility condition of the random walk is known as 
detailed balance which can be represented mathematically as shown in equation 4. 
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( ) ( ) ( ) ( )i j i j i jC q q q C q q q            (4) 
If the algorithm satisfies the detailed balance condition as outlined above it asymptotically 
approaches the equilibrium  probability distribution according to ρ(q). The transition rate can be 
written in terms of probability of acceptance (A) and probability of selecting a particular state 
(ω) as shown in equation 5 
( ) ( ) ( )i j i j i jC q q A q q q q            (5) 
To satisfy the detailed balance condition we have  
( ) ( ) ( )
( ) ( ) ( )
i j j i j
j i i j i
A q q q q q
r






        (6) 
The value of r is estimated from equation (6) and is compared with a real random variable 
generated from a uniform distribution in the interval (0,1) and finally accepted with a probability 
min(1,r). This random walk is continued until the thermodynamic averages converge to the 
equilibrium value at that given condition. This is the general principle behind Metropolis 
sampling. 
2.1.2      Canonical Ensemble Simulations (NVT) 
Inorder to carry out molecular simulations, few parameters are held fixed for a given system and 
the quantity of interest which is the observable is tracked as a function of time.  In a canonical 
ensemble the number of atoms (N), Volume (V) and the thermodynamic temperature (T) are held 
constant. The equilibrium distribution of a canonical ensemble ρ(q) and the thermodynamic 
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average of a observable f(q) is given by equations 7 and 8 respectively. β 
-1
 is the thermal 













              (7) 
( )exp( ( ))
exp( ( ))










                      (8) 
 exp( ( ))Z dq U q           (9) 
 kB is the Boltzmann constant, Z is called the partition function and is related to the free energy 
(F) by the equation lnBF k T Z  .The acceptance criterion for canonical ensemble simulations 
is given by min(1,exp( ))U  . 
2.1.3      Isobaric Isothermal Ensemble Simulations (NPT) 
In a NPT ensemble the number of molecules (N), Pressure (P) and Temperature (T) are held 
constant and the volume (V) is allowed to vary. Since most of the real world experiments are 
carried out at constant Temperature and Pressure NPT Monte Carlo is a widely used simulation 
technique. NPT simulation was first carried out by Wood et al in 1957 (68) for the simulation of 
hard sphere disks. The acceptance criterion for a NPT MC simulation is given by  
1
1 1 2, 2 1 2 1 2min(1,exp{ [ ( , ) ( ) ( ) ( 1) ln( / )]})U q V U q V P V V N V V 
         (10) 
2.1.4      Grand Canonical Ensemble (µVT) 
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In this ensemble the chemical potential (µ), Volume (V) and Temperature (T) are held constant 
and the number of atoms (N) is allowed to change. Grand canonical (GC) ensemble serves as an 
indispensible tool to study phenomenon like adsorption (69-71). The acceptance criterion for a 
GCMC simulation is given by  
( 1) min[1, exp( { ( 1) ( )]}}
N
acc N N U N U N
V
            (11) 
2.2      Trial Moves 
The trial move forms the integral part of the Monte Carlo technique. Depending on the system 
studied, various moves like displacement, rotation, chain regrowth, reptation are employed. For 
the most part of my study, I deal with lattice polymers. Standard moves like internal flip, end 









Figure 2.1: Monte Carlo move sets for lattice polymers; a) Internal flip b) Crankshaft flip c) End 
bond flip  
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2.3      Configuration Bias Monte Carlo (CBMC) 
For simulating systems near melting temperatures, conventional lattice moves as described above 
are not sufficient to sample the phase space due to large free energy barriers. Therefore 
sophisticated moves like Rosenbluth moves and CBMC are required. The chain growth is biased 
towards low energy conformations and this bias is removed during the acceptance criterion. This 
involves randomly selecting a segment i from a chain of N segments and subsequently removing 
either segments i to N or 1 to i, with equal probability and then re-growing the chain with a bias 
towards lower energy conformations. This bias is removed during acceptance. A segment i, can 
be grown in k different directions. The energy of a trial direction j is denoted by )( jui . From the 











 , where 







))(exp()(  . This step is repeated until the entire chain is grown 




i nw )( . The old chain is retraced and W(old) is calculated. This chain regrowth move is 







2.4      Weighted Histogram Analysis Method (WHAM) 
The thermodynamic average of an observable, A, which is a function of U (U is the internal 
energy of the system under study) at any given temperature can be calculated mathematically 
using Eq 12, where A(U) is defined as the average of A over all configurations with an energy U 
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and Ω (U) - the density of states (DOS) - represents the number of different configurations which 
have an energy U. 
                                                                         (12) 
Ω(U) is independent of temperature and is sufficient to calculate the thermodynamic averages of 
the system at any given temperature. This requires calculation of Ω(U) for all possible values of 
U through thorough sampling of phase space. Since the free energy landscape of proteins is very 
rugged due to the existence of many metastable states, canonical Monte Carlo simulations were 
carried out at various temperatures (  ) and surface hydrophobicity (λ) so as to thoroughly 
explore phase space. These simulations give us the local free energy landscape of the system. All 
the data from these simulations can be combined using the WHAM to get the global free energy 
landscape. The DOS and free energy of the system are estimated directly from WHAM using a 
self consistent iterative process represented by Eqs 13 and 14. 
        (13) 
         (14) 
Here, K is the total number of simulations,    is the DOS of the state m,    is the free energy of 
the k
th
 simulation, and    is the statistical uncertainty associated with k
th
 simulation. gk=1+2*τ, 
where τ  is the area under energy autocorrelation curve.     is the histogram entry of the m
th
 
( )exp( / ) ( )




dU U U k T A U
A
















k k k k m
k
g H
















    
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state from the k
th
 simulation. Nk is the total number of histogram entries from the k
th
 simulation. 
βk is the inverse of the thermodynamic temperature (
1
Bk T
 ) of the k
th 
simulation. Um is the 
energy associated with the m
th
 state and ΔU is the width of the histogram bins, which is 1 in our 
current study. Eqs. 13 and 14 are solved iteratively for self-consistency to estimate the DOS and 
free energy of the system (75). 
It should be noted that the exclusion of gk or incorrect estimates of gk result in an inaccurate 
estimation of the DOS and free energy. The effect of gk manifests itself prominently for 
simulations carried out near the folding temperature of the protein. At these temperatures, the 
system takes a very long time to relax and hence simulations should be carried out considerably 
longer than the appropriate system relaxation times to get the correct estimate of gk.. The 
instantaneous normalized energy auto correlation function is given by 
  
Near the folding temperature of the protein, it is very hard to overcome the free energy barriers 
since the Boltzmann acceptance probability at these temperatures is small. As a consequence, 
simulations carried out for short times underestimate the value of C(t), which would result in 
large errors in the estimation of the DOS of the system. 
2.5      Parallel Tempering Simulations: As discussed above, simulations of large polymers like 
Proteins, Lipids and other biological molecules is very difficult at low temperatures since various 
competing interactions yield to frustration and a rough energy landscape. Hence at low 
   
  1
( ) ( )
( )
( ) ( )
N U t U U t U
C t
U t U U t U








temperatures the simulations get entrapped in a multitude of local minima separated by high 
energy barriers.  
 
Figure 2.2: Plot of the energy of the 64mer HP protein model as a function of time from a 
Parallel Tempering simulation.  
Parallel tempering technique aims to alleviate this problem by running simulations around each 
of these local minima in parallel and subsequently swapping the adjacent systems. As a result, 
systems in every local minima explore all other minima until a global minimum is found and 
thence a thorough sampling of the entire phase space is obtained (76-78).  
In a parallel tempering algorithm one considers an artificial system built up of N non-interacting 




 ). The total states of the 
systems are described by the vector 1 2 3( , , ,............., )nC c c c c  each of the system at different 
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temperatures 1 2 3( , , ,........., )n     .  Let’s assume β1 < β2 <….<βn in general and in order to 
approach the Ergodic behavior of the chains discussed before, we have to construct moves such 
that it preserves the Markovian chain property. This is can be achieved by running standard MC  
 
Figure 2.3: Temperature distribution of a replica in Parallel Tempering simulation of the 64mer 
HP protein as a function of time. We see that the simulation explores all the temperatures 
uniformly (Temperature range T*=0.32-0.40) 
simulations in each of the N systems at their respective thermodynamic temperatures with the 
combination of swapping the coordinates of the system at regular intervals. Inorder to 
accomplish the swapping moves, two adjacent systems are randomly selected and then the 
coordinates are swapped with a acceptance probability min(1,exp( ))E  , where 
2 1( )      and 2 1( )E E E   . This ensures proper sampling of the all the local minima. At 
equilibrium, it can be verified that the thermodynamic average of the observable in all the N 
systems should be around the same value. The temperature and energy from a single replica is 
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depicted in Figure 2.2 and Figure 2.3 respectively. Simulations should be carried out until the 
each replica has sampled the entire temperature window uniformly as shown in Figure 2.3. 
2.6      Wang Landau sampling  
Monte Carlo simulations give us the thermodynamic averages of the observables through a 
stochastic simulation which follow a Boltzmann distribution model. One of the major challenges 
with the metropolis sampling technique is the fact that at temperatures near  folding/melting the 
system takes a long time to relax and as a result thorough sampling of the phase space is not 
possible. The Boltzmann probability is proportional to exp( / )BH k T  where H is the 
Hamiltonian of the system. Evidently, at low temperatures the acceptance probability is very low 
and as a result it becomes difficult for the system to cross the free energy barriers and 
consequently results in inaccurate estimates of the thermodynamic averages. 
To circumvent this dependence of sampling on temperature (T), Wang and Landau came up with 
a novel non-Boltzmann sampling technique where the probability of finding the system in the 
state q is instead proportional to 
1
( )q
 (79-83), where Ω(q) is the density of states (DOS) of the 
system in the state q. The core concept lies in the fact that since DOS of the system is unknown 
apriori, we start with any real value of Ω and subsequently sample the system according to the 
non-Boltzmann probability as stated above to get a flat histogram. The process is continued until 
the values of Ω converge. The acceptance probability for a transition from the state q1 to the state 
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Stability of proteins inside a hydrophobic cavity 
We study the effects of confinement and hydrophobicity of a spherical cavity on the structural 
and thermal stability of proteins in the framework of a Hydrophobic-Polar (HP) lattice model. 
We observe that a neutral confinement stabilizes the folded state of the protein by eliminating 
many of the open chain conformations of the unfolded state. Hydrophobic confinement always 
destabilizes the protein due to protein-surface interactions. However, for moderate surface 
hydrophobicities, the protein remains stabilized relative to its state in free solution because of the 
dominance of entropic effects. These results are consistent with our experimental findings of (a) 
enhanced activity of alcohol dehydrogenase (ADH) when immobilized inside the essentially 
cylindrical pores of hydrophilic mesoporous silica (SBA-15) and (b) unaffected activity when 
immobilized inside weakly hydrophobic pores of methacrylate resin compared to its activity in 
free solution. In the same vein, our predictions are also consistent with the behavior of Lysozyme 
and Myoglobin in hydrophilic and hydrophobic SBA-15, which show qualitatively the same 
trends. Apparently, our results have validity across these very different enzymes, and we 
therefore suggest that confinement can be used to selectively improve enzyme performance. 
 3.1      Introduction 
The presence of proteins in confined and crowded environments is common in biological 
systems. Cellular environments, the Anfinsen cage in Chaperonin, the interior of ribosomes and 
the pores in chromatographic columns are a few examples where such crowding effects are 
routinely encountered (84-88). It has also been reported that the fractional volume of crowding 
molecules inside the cytoplasm can be as high as 20-30% (89-91). Under such conditions, the 
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likelihood of proteins aggregating or misfolding is substantially increased relative to that in free 
solution, implying that this could be a primary cause of amyloid-like diseases such as 
Alzheimer’s and Parkinson’s disease (92-96). It is with this background that it is surprising that 
some proteins fold into their native structures even in such confined and crowded environments. 
Some theoretical and experimental studies have been reported for the GroEL–GroES bacterium 
chaperonin which indicates that the chaperonin encapsulates the synthesized polypeptide in a 
spherical cage and increases the kinetics of folding - a kinetic pathway is therefore thought to 
underpin this physical situation (97, 98).  
Experimentally, the effect of confinement on protein stability was first studied by Eggers and 
Valentine (34). They found that the melting temperature of α-lactalbumin increased by 
approximately 32 
◦
C when it was entrapped inside a silica matrix through sol-gel encapsulation. 
This enhanced stability of confined proteins is of industrial interest since many biochemical 
reactions are catalyzed by enzymes that are immobilized inside a pore (33, 99, 100). Theoretical 
studies by Zhou and Dill showed that athermal confinement stabilizes a protein against reversible 
unfolding (36). Furthermore, they showed that the stabilization is highest when the size of the 
cavity is comparable to the radius of gyration of the folded state of the protein. Evidently, many 
open chain conformations are eliminated by confining a protein, thus leading to an entropically-
driven stabilization of the folded state. Rathore et al(101) conducted Monte Carlo simulations 
using the Go model and showed that the folding temperature of the proteins studied increased 
upon confinement.  
In contrast to these previous theories that only focus on entropic effects, typical experiments 
involve cavities that interact energetically with the protein. This is an important area of research 
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and many experimental studies have examined the structural changes that occur when a protein is 
adsorbed on a hydrophilic or a hydrophobic surface (102-107). To understand these results, one 
clearly needs to distinguish between the relative roles of energetic and entropic factors in 
determining the structural stability of confined proteins. In previous work from our group, we 
showed that placing a protein near an energetically neutral flat surface served to stabilize its 
folded state, due to the same entropic argument of Zhou and Dill (108). Surface hydrophobicity 
(λ) plays a non-monotonic role in this behavior with small hydrophobicities yielding increased 
stability and destabilization occurring at even larger hydrophobicities. 
In the current paper, we study precisely these effects but in the context of a spherical pore 
through the device of Hydrophobic Polar lattice model (HP). We show that a neutral (or 
athermal) confinement stabilizes the protein against reversible unfolding, as suggested by Zhou 
and Dill. However, the introduction of surface hydrophobicity always serves to destabilize the 
folded state, so that energetic interactions always increase the propensity for unfolding. It is 
important to note that there is a range of surface hydrophobicity over which a spherical 
confinement induces stabilization relative to that in bulk solution, with this region being one 
where entropic stabilization dominates over the energetically induced destabilization. This result 
serves to qualitatively rationalize many previous experimental results, but most importantly this 
allows us a basis from which to understand our findings that the activity of alcohol 
dehydrogenase (ADH) increases when it is confined inside hydrophilic mesoporous silica (SBA-
15) pores, while confinement in weakly hydrophobic methacrylate pores showed no essential 
reduction in its activity. These results are also in qualitative agreement with previous 
experimental findings by Sang et al (109) who reported increased enzymatic activity of lysosyme 
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and myoglobin when adsorbed inside hydrophilic SBA-15 pores and a drastic decrease in the 
activity when adsorbed inside propylated SBA-15 (hydrophobic) pores compared to that in free 
solution. 
3.2      Materials and methods 
3.2.1      Model   
We modeled proteins in the frame work of the Hydrophobic-Polar lattice model introduced by 
Dill (110). In this “HP” model, individual amino acid residues are represented by beads labeled 
either as Hydrophobic (H) or Polar (P). The protein chain is grown as a self-avoiding walk on a 
three-dimensional cubic lattice. The bond length between two amino acid residues is held 
constant, equal to the length of the lattice that is used to discretize space. Water molecules are 
modeled in an implicit manner, and effective interactions are used to model the interactions 
between pairs of H-H, H-P and P-P residues. Two ‘H’ residues interact with an energy      (
= -1) =ε favoring formation of hydrophobic contacts when they are the nearest nonbonded 
neighbors. All other interactions       and      are set to zero. The basis for setting the 
parameters as above is described below. 
Since we deal with an incompressible mixture of H, P and solvent (s) molecules, the total energy 
of the system can be defined through the use of three independent energy interchange 
parameters,   ,    and   .        
 
 
          is the energetic cost involved in the 
formation of a H-P bond by breaking H-H and P-P bonds. In a similar way we define        
 
 
          and        
 
 




the solvent and the P groups and the solvent. Our choice of energy parameters implies that 
      
 
 
, and     , implying that H-P and H-s interactions are equally unfavorable, with P-
s interactions being athermal. It is important to emphasize that while this choice is somewhat 
arbitrary it emphasizes the fact that H groups only want to energetically be surrounded by other 
H groups. Further, this model is isomorphic to any choice of the different energy scales which 
yield the same     . The introduction of the surface (S) sites yields three more energetic 
interchange parameters, but the point emphasized here is that our results are generically true 
across many situations where the hydrophobic monomers want to surround themselves with H 
monomers, while the S preferentially attracts the H monomers. 
It is important to emphasize that, while the HP model is very popular and computationally 
expedient, it ignores the atomistic details of the molecules and also the specifics of water packing 
and the accompanying hydrophobic effects which are thought to have a significant influence on 
the free energy landscape of proteins, especially in their temperature dependence. This model 
also ignores Coulombic interactions, salt bridges and disulfide bonds. Despite these 
shortcomings, the HP model has proved to be an indispensable tool for understanding the physics 
of protein folding over the past two decades. The HP model mimics the behavior of real proteins 
with its rugged free energy landscape, unique thermal transitions and low degeneracy of the 
folded (native) state (53, 111). Studies show that the HP model protein folding is NP complete, 
indicating that the HP proteins have the same conformational search problem as real proteins 
(51, 112). In the current investigation, we study a 64- mer HP model protein designed by Yue et 
al.(111) The 64-mer protein has a well defined folded state forming a four-helix bundle with an 
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internal energy of 56ε. Figure 3.1 presents two representative snapshots of the protein in its 
native state and unfolded state in a spherical pore of radius 4. 
3.2.2      Simulation Details  
Bulk simulations were carried out in a cubic box with periodic boundary conditions in all three 
directions. The lateral dimensions of the cell ( =65,  =65,  =65) are greater than the contour 
length of the chain studied, thus preventing any interaction of the chain with its periodic images. 
For the study of protein adsorption on flat surfaces, two impenetrable surfaces were modeled in 
the    plane, one placed at   =0 and the other at            with periodic boundary 
conditions imposed in the   and   directions. The surface at        is athermal, while the 
surface at     is modeled as a hydrophobic surface. Only the H groups of the protein interact 
with the hydrophobic surface when they reside on the     plane with an interaction energy –λ, 
where λ represents the hydrophobicity of the surface (λ=0 represents an athermal surface and 
λ=1 represents a surface attraction equal to the internal H-H interaction). The surface 
hydrophobicity can be tuned by varying λ.                              
Simulations were also carried out for confined proteins placed inside an approximate spherical 
cavity in a cubic lattice. To define this cavity, we first drew a sphere in free space, placed it on 
the lattice and then only included all those sites that are either inside the sphere or those sites 
from which bonds that emanate are “cut” by the sphere. By our convention, all the H units which 
are within a distance of √3 from the surface interact with the surface lattice sites with interaction 
energy -λ. So, on a flat surface, any given H residue can interact with 9 surface lattice sites. As 
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the curvature increases, the number of surface sites that a given residue can interact with 
increases as shown in Figure 3.2.  
Figure 3.3 shows the average number of surface sites interacting with a given residue at a 
distance of √3 unit from the surface plotted against 1/R (R is the radius of the cavity). It is 
evident that, as the size of the cavity decreases, the average number of surface lattice sites 
available for interaction increases. The number of interaction sites decreases linearly with (1/R) 
and approaches the well-documented flat surface behavior for a cavity of infinite radius. The 
important emergent point, which shall play a critical role in the role of surface energetics in 
protein behavior in cavities is that, surface energetics progressively becomes a stronger effect for 
smaller cavities.  
Multiple canonical Monte Carlo simulations (61, 68) were carried out at different temperatures 
T*(=     ) and surface hydrophobicities (λ). We have employed local moves i.e., internal flip, 
end bond flip and crankshaft flip along with the more non-local configurational bias Monte Carlo 
moves (113) to equilibrate the proteins. We used non-local moves since simulations carried out 
using only local moves got trapped in metastable states and thorough sampling of the phase 
space was not possible. The simulation data was combined using the Weighted Histogram 
Analysis Method (WHAM) (114) method as described by Kumar et al (115) to obtain the density 
of states (DOS), and from there the free energy of the system (see below). Thermodynamic 
averages of the specific heat and internal energy were then calculated using the DOS.  
We considered protein folding as a two state process. A protein conformation with the ground 
state energy of 56ε is considered to be in the folded state (also called the native state) and all 
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other states are considered to be unfolded. The temperature at which the free energy of the folded 
state is equal to that of the unfolded state is called the folding temperature or melting temperature 
of the protein. Another estimate of the folding temperature is obtained from the temperature 
dependent specific heat. The specific heat estimate, which is based on energy fluctuations, does 
not explicitly define folded or unfolded configurations, and is therefore less model dependent 
than the free energy estimate. The temperature at which there is a maximum in the specific heat 
curve corresponds to the folding temperature of the protein. The specific heat based estimate of 
the folding temperature is always higher than the free energy estimate possibly due to finite size 
effects, or due to our specific free energy definition of the folding transition temperature. Note 
however that, both the estimates agree qualitatively so that either estimate is reliable in this 
context. 
3.2.3      Weighted Histogram Analysis Method (WHAM) 
The thermodynamic average of an observable, A, which is a function of U (U is the 
intramolecular energy of the protein in the present study) at any given temperature can be 
calculated mathematically using Eq 1, where A(U) is defined as the average of A over all 
configurations with an energy U and Ω (U) - the density of states (DOS) - represents the number 
of different configurations which have an energy U. 
                                                                                 (1) 
Ω(U) is independent of temperature and is sufficient to calculate the thermodynamic averages of 
the system at any given temperature. This requires calculation of Ω(U) for all possible values of 
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U through thorough sampling of phase space. Since the free energy landscape of proteins is very 
rugged due to the existence of many metastable states, canonical Monte Carlo simulations were 
carried out at various temperatures (  ) and surface hydrophobicity (λ) so as to thoroughly 
explore phase space. These simulations give us the local free energy landscape of the system. All 
the data from these simulations were combined using the WHAM to get the global free energy 
landscape. The DOS and free energy of the system are estimated directly from WHAM using a 
self consistent iterative process represented by Eqs 2 and 3. 
        (2) 
                   (3) 
Here, K is the total number of simulations,    is the DOS of the state m,    is the free energy of 
the k
th
 simulation, and    is the statistical uncertainty associated with k
th
 simulation. gk=1+2*τ, 
where τ  is the area under energy autocorrelation curve.     is the histogram entry of the m
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βk is the inverse of the thermodynamic temperature (
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 state and ΔU is the width of the histogram bins, which is 1 in our 
current study. Eqs. 2 and 3 are solved iteratively for self-consistency to estimate the DOS and 
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It should be noted that the exclusion of gk or incorrect estimates of gk result in an inaccurate 
estimation of the DOS and free energy. The effect of gk manifests itself prominently for 
simulations carried out near the folding temperature of the protein. At these temperatures, the 
system takes a very long time to relax and hence simulations should be carried out considerably 
longer than the appropriate system relaxation times to get the correct estimate of gk. We point 
here to our previous work, where we did not perform long enough simulations at low 
temperatures (2 × 10
8 
MC cycles). Instead, the value of gk was simply estimated based on higher 
temperature runs. In the current paper we have carried out simulations for 8 × 10
8
 MC cycles, 
consisting of 4 × 10
8 
equilibration cycles and 4 × 10
8
 production cycles. While the revised, more 
reliable analysis, does not qualitatively alter the conclusions drawn on the effect of hydrophobic 
flat surfaces on protein stability, relatively large quantitative effects persist. In summary, the new 
results (which are now accurate to the reliability of our extensive simulations) always show a 
relative small stabilization of the folded state, as will be discussed below. The instantaneous 
normalized energy auto correlation function is given by 
  
Near the folding temperature of the protein, it is very hard to overcome the free energy barriers 
since the Boltzmann acceptance probability at these temperatures is small. As a consequence, 
simulations carried out for short times underestimate the value of C(t), which would result in 
large errors in the estimation of the DOS of the system. 
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3.2.4      Experimental details 
 All materials and reagents were used as received. Alcohol dehydrogenase (ADH), 
glutaraldehyde (GA), β-nicotinamide adenine dinucleotide (NADH), isobutaldehyde, thiamine 
pyrophosphate (ThDP), and buffer salts were purchased from Sigma-Aldrich Chemicals 
(Milwaukee, WI). SBA-15 was synthesized according to published protocols. Methacrylate resin 
was purchased from Itochu Chemicals America (Relizyme HA403/S, White Plains, NY). 
96 well plate assay conditions:  105 µL buffer A (50 mM potassium phosphate buffer, pH 6.8, 
2.5 mM MgSO4, 0.1 mM ThDP), 20 µL NADH 2.5 mM in buffer A (final concentration 0.25 
mM) and 25 µL 25 mg particles/mL buffer A were used in the experiments. The assay was 
started by adding 50 µL isobutaldehyde 120 mM in buffer A (final concentration 30 mM) to each 
well. ADH converts isobutaldehyde to isobutanol using NADH as a cofactor; NADH absorbs 
light at 340 nm and NAD
+
 does not.  The kinetic activity was followed by observing the decrease 
in absorbance (i.e. NADH) over time.  The conditions in each well were kept constant in order to 
obtain statics of technical replicates (n=8). 
SBA-15 immobilization: SBA-15 particles (25 mg) were mixed on an end-over-end mixer with 1 
mL (1 mg ADH/mL buffer A) solution for 4 hours.  Subseuqently, the particles were centrifuged 
out and the supernatant assayed at 280 nm on a nanodrop UV-Vis spectrophotometer (Thermo 
Fisher Scientific, Pittsburgh, PA) to determine the solution protein concentration. SBA-15 
particles were washed with fresh buffer A, and then assayed according to the 96 well plate assay 
conditions described above. The kinetics of the immobilized enzyme were then compared to 
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those of equivalent enzyme free in solution so as to delineate the role of surfaces on enzyme 
activity. 
Methacrylate resin immobilization: Methacrylate resin (50 mg) was rehydrated in an end-over-
end mixer with deionized H2O (diH2O) for 1 hour, centrifuged and resuspended in 1 mL (0.1% 
GA) and mixed similarly for 1 hour. The resin was washed five times with diH2O to remove 
excess GA. The resin was then mixed with 1 mL (10, 5, 2.5, 1, or 0 mg ADH/mL buffer A) 
solution for 2 hours.  Resin particles were centrifuged and the supernatant assayed at 280 nm to 
determine protein concentration. Methacrylate resin was washed with fresh buffer A, then 
assayed according to the 96 well plate assay conditions described above. The kinetics of 
immobilized enzyme was then compared with those of equivalent enzyme free in solution. 
3.3      Results and Discussion 
3.3.1      Simulation results 
3.3.2 a) Athermal Surfaces: The stability of the 64-mer HP protein in the presence of a flat 
surface and inside a cavity was compared with its stability in the bulk. Near a flat, energetically 
neutral surface (λ=0) the protein behaves as in the bulk, apparently because it has no propensity 
to adsorb to the surface. We now consider spherical cavities of progressively smaller volumes. 
Figure 3.4 shows the specific heat curve of the 64-mer HP protein at a surface hydrophobicity 
λ=0 for different geometries. The folding temperature of the protein is estimated by the peak in 
the specific heat curves. It is evident from Figure 3.4 that, as the degree of confinement 
increases, the peak in the specific heat curve shifts to higher temperatures indicating higher 
thermal stability of the protein under confinement. This result is in agreement with many past 
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theoretical works (37, 99, 116, 117) and can be explained by the fact that, upon confinement, the 
unfolded state of the protein loses considerably more entropy compared with that of the compact 
folded state. (Figure 3.5)  
3.3.3 b) Hydrophobic Surfaces: Figure 3.6 shows the difference in free energy of the folded state 
and unfolded state of the protein at different values of surface hydrophobicity (λ) calculated at 
the melting temperature of the protein near a neutral confining surface. In the case of a flat 
surface, the free energy decreases with an increase in λ for λ < λC (λc=0.32). Since the protein 
adsorbs onto the surface in its folded state for λ>0.15, for these λ < λC values the surface 
energetics apparently increase its stability. These effects are qualitatively consistent with our 
previous work, but the current results are quantitatively much smaller than the previous one by 
about 0.7kBT for the reasons explained earlier (see WHAM section). For λ > λC, ΔG > 0; 
indicating that the folded state is destabilized relative to the folded state near a neutral surface 
due to energetic effects. We presume that surface interactions between the H groups of the 
protein and the surface overcome the internal energy of the protein. The protein then unfolds 
under these conditions. Although the protein loses many internal H-H contacts in this process 
(which increases its internal energy), there is an overall decrease in free energy because of 
surface interactions. 
For the case of a cavity, we do not observe an additional stabilization of the folded state on the 
inclusion of surface energetics. Since the protein is dramatically stabilized by a spherical cavity 
for λ=0, we can still observe that the protein is stabilized relative to the free solution especially 
for weakly hydrophobic surfaces (λ < 0.23) reflecting the dominance of entropic effects in these 
cases. For large enough values of λ, confinement always destabilizes the protein relative to the 
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bulk due to protein-surface interactions (Figure 3.7). These are the central conclusions of our 
work and they arise due to interplay between the entropic and enthalpic dominance at small and 
large hydrophobicities respectively 
3.3.4      Experimental results 
The kinetic activity of ADH immobilized non-covalently inside SBA-15 resin pores 
(hydrophilic) and methacrylate resin pores (weakly hydrophobic) was compared to its activity in 
free solution. We found that the kinetic activity (indicated by the initial slope of the absorbance 
curve) was drastically increased when the enzyme was immobilized inside hydrophilic SBA-15 
pores (Figure 3.8) whereas the activity was relatively unaffected at different enzyme 
concentrations inside methacrylate resin pores (Figure 3.9 and Table 3.1). These results lend 
considerable weight to our theoretical findings. In the case of hydrophilic pores, the protein has 
no energetic propensity to unfold. Additionally, the entropic factors suggested by Zhou and Dill 
lend additional stability to the folded state. In combination, these effects rationalize our findings 
for SBA-15. The results of ADH inside methacrylate pores (water contact angle for PMMA is 
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) are also consistent with our findings (Figure 3.9). For these cases, entropic stabilization is 
nearly compensated by surface energetics leading to a protein whose stability is unaffected 
compared with the bulk. Thus while we cannot estimate the value of λ for these pores, and 
especially because the simulations consider spherical cavities while the experiments relate to 
cylindrical pores, we conjecture that it must be close to the value where the entropic and 




3.4      Discussion 
The relationship between the structure of the enzyme and its activity is still not well established, 
since enzymatic activity depends on the accessibility of the active site of the enzyme by the 
substrate. Therefore changes in the native structure of an enzyme may lead to either an increase 
or decrease in its activity depending on the location of the active site in the enzyme as detailed in 
the article by Tran et al (50). Here we want to point out to the work by Sang et al, who observed 
an increased enzymatic activity of lysozyme and myoglobin when adsorbed inside hydrophilic 
SBA-15 pores while the activity drastically decreased when adsorbed inside propylated SBA-15 
(hydrophobic) pores relative to that in free solution. Furthermore, analysis of the structure of the 
adsorbed enzymes showed that, while lysosyme gained secondary structure ( -sheet content) 
inside hydrophilic pores, myoglobin lost some percentage of its α-helix content inside 
hydrophilic pores. In contrast, there was a drastic disruption of the secondary structure upon 
adsorption inside hydrophobic SBA-15 pores for both enzymes. Although, our experimental 
findings are in agreement with the simulations results, it would be premature to draw general 
conclusions due to the following caveats. The HP model for protein is very simplistic and 
neglects atomistic details and interactions. The 64-mer HP protein forms four-helix bundles in its 
native state, whereas ADH is known to be made of helices, sheets and random coils. The effect 
of confinement and surface energetics are less pronounced inside cylindrical SBA-15 pores than 
in spherical pores and hence a direct relationship between the studied enzyme and our model is 
difficult to establish. With all of these caveats, nevertheless, our study explains the general 
physics of protein folding and unfolding inside athermal and hydrophobic pores. 
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Table 3.1: Enzymatic activity of ADH immobilized at different surface concentrations 
inside a methacrylate resin pores 
Protein Loading Enzymatic activity 
* 
3µg / mg resin -3.1   ±  1.8 
7µg / mg resin -2.4   ±  0.7 
  15µg / mg resin -2.6   ±  0.5 
17µg / mg resin -3.3    ± 0.4 
*Kcat x10
11
 (1 / sec)  
3.5      Conclusion 
In the current paper, we have shown that a neutral spherical confinement stabilizes the protein 
against reversible unfolding. The unfolded state loses more entropy upon confinement compared 
to the folded state resulting in higher stability of the protein under neutral confinement. Inclusion 
of energetic effects, always serves to destabilize the protein relative to this athermal case. 
However surface hydrophobicity has to increase to a relatively strong value where the energetics 
can overcome these entropic stabilizing effects. The protein is destabilized relative to the bulk 
solution for any larger λ. Our results allow us to rationalize the increased activity of ADH inside 
the hydrophilic cavities of SBA-15, where entropic effects probably dominate. Perhaps more 
interesting are our results on the weakly hydrophobic pores of a methacrylate resin, where the 
hydrophobic energetic destabilizing factors, appears to almost balance the entropic stabilizing 
forces leading to essentially no change in protein activity upon confinement. It appears that the 
proper tailoring of energetic effects in spherical confinement can be employed to change the 
activity of a protein at will. 
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3.6                                Stability of hydrophilic surfaces 
Figure 3.10 shows the effect of surface hydrophilicity on the folding temperature of the protein 
under different geometries. It is evident that for a neutral surface (λ=0), the protein inside a 
spherical cavity (R=4 and R=6) has a higher folding temperature indicative of higher thermal 
stability than compared to the on a flat surface and on a positive curvature surface. This is purely 
an entropic effect as discussed earlier. Confining proteins helps in eliminating many open chain 
conformations of the unfolded state of the protein due to physical constraints. Consequently this 
loss in entropy of the unfolded state drives the equilibrium towards the folded state. This is 
further reassured from the fact that the folding temperature inside cavity of radius 4 is higher 
than inside a cavity of radius 6.  The protein on a flat surface and on the outside of the pore 
behave similar to as in bulk since at a value of λ=0, they do not have any propensity to adsorb on 
to the surface and further due to a large volume available outside they do not feel any 
confinement due to the presence of the surface. The folding temperature of the protein for an 
athermal surface with different geometries is listed in Table 3.2. 
Table 3.2: Folding temperature of the 64mer protein under different degree of athermal 
confinement   
Geometry  Folding temperature (T*) 
Radius 4 (negative curvature) 0.30 
Radius 6 (negative curvature) 0.295 
Flat surface  0.29 




Now as the value of surface hydrophilicity (λ) is gradually increased, we see that it has a 
substantial effect on the folding temperature of the protein depending on the geometry which can 
be explained as follows: 
a) Adsorption on the inside (negative curvature): We see contracting behavior of the protein 
depending on the size of the cavity. The protein inside the cavity of radius 4 is 
dramatically destabilized by the increase in surface hydrophilicity (λ). This is explained 
by the fact that, inside smaller cavities surface energy dominates entropy. As a result, the 
protein denatures (unfolds) to gain protein-surface contacts indicated by a decrease in the 
folding temperature. On the other hand we observe that the folding temperature of the 
protein increases with the increase in the value of λ upto a critical value of λ=0.3 from 
Tm=0.295 to Tm=0.32 and then decreases. For the values of λ > 0.52, the protein is 
destabilized even relative to its bulk behavior. This behavior can be explained as follows. 
For low values of λ, the protein gains stability due to two independent factors. One from 
the entropic stability from the confinement and second from the energetic stability due to 
interactions between the ‘P’ (polar) groups of the protein and the surface. The surface 
energetic are strong enough to stabilize the folded state but not strong enough to denature 
the protein, ie the energetic gain by unfolding is countered by the energetic gain upon 
adsorption in the folded state and the entropic stabilization. For values of λ > 0.52 the 
surface energetics become strong enough to rupture the protein and hence the protein 
becomes destabilized.  
b) Adsorption on flat surface:  The folding temperature of the protein increases with 
increase in value of surface hydrophilicity from T=0.29 for λ=0 to T=0.31 for λ=0.64 and 
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then decreases with the further increase in λ. The percentage increase in the folding 
temperature (around 6%) is less compared to that of the adsorption on the inside of a 
cavity of radius 6 (around 9%) due to absence of entropic stabilization of confinement. 
c) Adsorption on the outside of the surface: Maximum percentage increase in the folding 
temperature (around 13%) is observed in the case of adsorption of the protein on the 
outside of a hydrophilic surface with positive curvature. This increased stabilization 
comes from the two dependent factors. Due to weaker protein surface interactions the 
protein can be stabilized at higher values of λ compared to that on a flat surface and on 
the inside of a cavity (negative curvature). Further, due to more volume available for the 
protein near the surface due to its positive curvature the protein in its folded state can 
expose relatively more surface area (more ‘P-S (surface) contacts) resulting in higher 
stabilization. For very high values of λ though, the protein denatures due to strong protein 
surface interactions.  
Figure 3.11 shows the free energy difference between the folded and unfolded state 
( )folded unfoldedG G  of the protein compared to its bulk free energy under different geometries as 
a function of surface hydrophilicity (λ) at their respective melting temperatures. A negative value 
of the free energy difference indicates the stabilization of the folded state of the protein relative 
to its stability in the bulk. Figure 3.12 confirms the findings of Figure 3.11. In the case of radius 
4 (inside), the free energy difference is always positive since the unfolded state becomes the 
minimum free energy state whereas in all other cases the folded state is stabilized upto a critical 
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Figure 3.1: Snapshots of a 64-mer HP protein obtained through canonical Monte Carlo 
simulations in a spherical cavity of radius 4. Yellow spheres represent polar (P) residues and red 
spheres represent hydrophobic (H) residues. (A) Native state of the protein - forming four-helix 
bundles with the ground state energy of 56ε. B) Unfolded state of the protein with an energy of 
25ε.        
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Figure 3.2: The effect of surface curvature on the number of surface sites available for 
interaction with a given hydrophobic (H) residue of the protein which is at a distance of √3 from 
the surface sites.  Red sphere represents a hydrophobic residue of the protein and silver spheres 
represent surface sites. A) On a flat surface, the ‘H’ residue interacts with 9 surface sites while 













Figure 3.3: Average number of surface sites with which any ‘H’ residue of the protein can 
interact when it is at a distance of √3 from the surface as a function of the inverse of the cavity 
radius. (On a flat surface, the ‘H’ residue can interact with 9 surface sites) 
 
Figure 3.4: Specific heat curve of the 64-mer HP protein at different degrees of athermal 












Figure 3.5: Entropic difference between the unfolded and the folded state of the 64-mer HP 
protein inside energetically neutral (λ=0) spherical pores as a function of temperature 
 
Figure 3.6: Free energy difference between the folded and unfolded state of the 64-mer HP 
protein with varying surface hydrophobicity (λ) at different degrees of confinement calculated at 
the melting temperature of the protein at λ=0, of the confining surface. (T*=0.29 for flat surface, 




Figure 3.7: Folding (melting) temperature (Tm) of the 64-mer HP protein as a function of surface 
hydrophobicity (λ) for different degrees of confinement 
 
Figure 3 8: Enzymatic activity of alcohol dehydrogenase (ADH) non-covalently immobilized on 





Figure 3.9: Enzymatic activity of alcohol dehydrogenase (ADH) non-covalently immobilized on 











Figure 3.10: Folding (melting) temperature (Tm) of the 64-mer HP protein as a function of 













Figure 3.11: Free energy difference between the folded and unfolded state of the 64-mer HP 
protein with varying surface hydrophobicity (λ) at different degrees of confinement calculated at 
the melting temperature of the protein at λ=0, of the confining surface. (T*=0.29 for flat surface, 
T*=0.295 for a cavity of radius 6, T*=0.302 for a cavity of radius 4,T*=0.29 for adsorption 













Surface-Mediated Protein Disaggregation 
 
Preventing protein aggregation is of both biological and industrial importance. Inter-protein 
interactions between the hydrophobic residues of the protein are known to be the major driving 
force for protein aggregation. In this chapter we show how surface chemistry and curvature can 
be tuned to mitigate these inter-protein interactions. Our results calculated in the framework of 
the Hydrophobic–Polar (HP) lattice model show that inter-protein interactions can be drastically 
reduced by increasing the surface hydrophobicity to a critical value, corresponding to the 
adsorption transition of the protein. At this value of surface hydrophobicity, proteins lose inter-
protein contacts to gain surface contacts, and thus the surface helps to reduce the inter-protein 
interactions. Further, we show that the adsorption of the proteins inside hydrophobic pores of 
optimal sizes are most efficient both in reducing inter-protein contacts and simultaneously 
retaining most of the native-contacts probably due to confinement-induced stabilization. 
4.1      Motivation 
 
Enzyme immobilization is of great importance in industrial applications like bio-fuel cells, 
biosensing and recognition, drug delivery and bio-catalytic films because this makes for a 
repeated usability of these catalysts (50, 118-121). However, a major concern with surface 
immobilization is that the enzyme loses its activity. This loss in activity is attributed to a change 
in the structure of the enzyme from the native, active form to an unfolded, inactive structure. The 
two major factors driving these conformational changes of proteins on surfaces are protein-
surface interactions and inter-protein interactions. While these facts appear to be universally 
accepted, an interesting new result emerged from the experimental work by Asuri et al (122) 
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which showed that enzymes immobilized on single walled carbon nanotubes (SWNTs) retained 
more activity compared to ones adsorbed on flat supports under denaturing conditions. They 
rationalized these findings by attributing the increased stability on SWNTs to reduced inter-
protein interactions since the center to center distance between the immobilized enzymes 
increases on SWNTs compared to that on flat supports at the same surface adsorption density. 
Other experiments have shown that proteins adsorbed onto surfaces with patchy domains 
retained more activity than on homogeneous domains, again due to reduced inter-protein 
interactions (123). This concept of preventing protein aggregation is also of biological 
importance in preventing autoimmune diseases such as Alzheimer’s and Parkinson’s disease 
(124, 125).  
In a related point we note that many experiments emphasize the role of chaperonins in protein 
repair. One of the major steps in the process of repair is to disaggregate aggregated proteins and 
then create a shielded environment for the resulting individual proteins to refold into their native 
state (126, 127). 
Driven by these apparently disparate ideas, in the current paper we address the following 
questions: (a) How does surface curvature (positive and negative) affect inter-protein 
interactions? (b) How can we tune surface behavior to facilitate protein disaggregation? Our 
simulations carried out in the framework of the Hydrophobic Polar (H-P) lattice model show that 
inter-protein interactions can be dramatically reduced by increasing the surface hydrophobicity 
for all adsorbing geometries, i.e., surfaces with positive or negative curvature. In our calculations 
we treat two proteins and ask which state is more favorable – two aggregated proteins or two 
disaggregated proteins. For this particular equilibrium we find that the optimal curvature, which 
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is negative (corresponding to a protein confined inside a pore), at which protein disaggregation is 
optimized. This optimum is driven by a competition between two effects: as we reduce the radius 
of a pore, the chains more readily have protein-surface interactions. Thus, they are able to reduce 
inter-protein interactions leading to protein disaggregation. On the other hand, with decreasing 
radius the law of mass action (or an increase in protein concentration) drives the chains to 
aggregate. These findings also shed light on the role of chaperonins in protein disaggregation as 
discussed above (87, 88).  
4.2      Simulation Methods 
4.2.1      Model 
We used the Hydrophobic Polar (H-P) lattice model designed by Dill (110), which is motivated 
by the observation that hydrophobic interactions between the amino acid residues are the major 
driving force for proteins to fold into their native state (2) In this model individual amino acid 
residues are labeled either as Hydrophobic (H) or Polar (P) – the chain is grown as a self-
avoiding walk in a three dimensional cubic lattice.  No two residues can occupy the same lattice 
site. The bond length between the adjacent amino acid residues is held constant and is equal to 
the length of the lattice used to discretize space. Water molecules are modeled in an implicit 
manner. To account for this implicit solvent, an effective attraction is introduced between the 
non-bonded H groups,       (    =1), when they are the nearest neighbors on the lattice 
(coordination number = 6). All binary interactions involving a polar group, i.e.,       and     , 
are set to zero. The basis for selecting these energy parameters is detailed in our previous work 
(128). The HP model mimics the behavior of real proteins with its rugged free energy landscape, 
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unique thermal transitions and low degeneracy of the folded (native) state. In the current study 
we have studied a 42mer HP protein designed by Yue et al. with ground state energy of -34 H H 
(53, 111). The protein used in the current study has 34 native contacts in its folded state. Native-
contacts are a measure of the intra molecular ‘H-H’ contacts of the protein in its folded state 
which defines the secondary structure of the protein.  
4.2.2      Simulation details 
Bulk simulations were carried out in a cubic box with periodic boundary conditions imposed in 
all the directions. The lateral dimensions are chosen such that they are significantly larger than 
the radius of gyration of the unfolded state of the protein ( 5), thus minimizing any interactions 
between the periodic images. For the study of protein adsorption on flat surfaces, two 
impenetrable surfaces were modeled in the    plane one placed at  =0 and the other at        
with periodic boundary conditions imposed in   and   directions. The surface at        is 
athermal, while the surface at  =0 is modeled as a hydrophobic surface. Only the ‘H’ residues of 
the protein interact with the hydrophobic surface when they reside on the  =1 plane with an 
interaction energy – , where   represents the hydrophobicity of the surface (  =0 represents an 
athermal surface and   =1 represents a surface attraction equal to the internal H-H interaction). 
Note that, in contrast to the bulk, the group at the surface interacts with all surface neighbors 
which are within a distance of √3, i.e., 9 neighbors. The surface hydrophobicity can be tuned by 
varying  . The total energy of the system is the sum of three components namely the 
intramolecular energy, protein-surface interaction energy and inter-protein interaction energy. 
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Simulations on the inside (negative curvature) and on the outside (positive curvature) of a 
spherical pore were carried out by approximately forming a spherical cavity in a cubic lattice as 
described in our previous work. By our convention, all the ‘H’ residues which are within a 
distance of √3 from the surface interact with the surface lattice sites with interaction energy -  . 
So, as the curvature increases, the number of surface sites that a given ‘H’ residue can interact  
 
Figure 4.1: Average number of surface sites with which any 'H' residue of the protein can 
interact when it is at a distance of √3 from the surface as a function of the inverse of the cavity 
radius. (On a flat surface it can interact with 9 surface sites) 
with increases/decreases depending on whether the surface curvature is negative/positive. Figure 
4.1 shows the average number of surface sites interacting with a given ‘H’ residue at a distance 
of √3 unit from the surface plotted against 1/R (R is the radius of the cavity). It is evident that the 
number of interaction sites decreases/increases linearly with (1/R) for surfaces with 
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negative/positive curvature and approaches the well-documented flat surface behavior for a 
cavity of infinite radius. The important emergent point, which shall play a critical role in the role 
of surface energetics on proteins is that surface energetics becomes progressively a 
stronger/weaker effect depending on the curvature of the surface – these effects become stronger 
for negative curvature (i.e., for proteins confined in a pore). Multiple canonical Monte Carlo 
simulations were carried out at different temperatures T*( B
Tk

 ) and surface hydrophobicities 
( ) to sample the phase space thoroughly. Weighted Histogram Analysis Method (WHAM) was 
used to calculate the density of states of the system (DOS) from which thermodynamic averages 
like specific heat, total energy are calculated.  
4.3     Results and Discussion 
4.3.1 Protein aggregation in bulk 
The effect of inter-protein interactions on the stability of proteins was studied by considering a 
system with two protein chains of the 42mer model protein. The model protein exhibits protein-
like folding and a collapse transition at T*=0.26 and T*=0.49, respectively, as shown from the 
specific heat curves (Figure 4.2). These systems were studied under the following conditions. 
(i) Isolated proteins (Dilute Regime): To mimic the behavior of single proteins, we 
consider two proteins, but turn off all inter-protein interactions  
(ii) Non-isolated proteins (Concentrated regime): Inter-protein ‘H-H’ interactions is 













Figure 4.2: Specific heat curve of the 42mer HP protein as a function of temperature (T*). The 
peaks at T*=0.49 and T*=0.26 represent the collapse and folding transition of the protein 
respectively. 
Figure 4.3a shows the total energy of the two 42mer protein chains in the bulk under isolated 
and non-isolated conditions. We observe that the total energy of the system with inter-protein 
interactions is always lower than the isolated case. Figure 4.3b shows the intra-molecular energy 
of the proteins as a function of temperature. It is evident that the intra-molecular energy of 
proteins in the non-isolated case is higher (less favorable) than in the isolated case, at least over 
the temperatures we studied. Apparently, inter-protein interactions prevent these proteins from 
folding into their native state by stabilizing the unfolded, but aggregated states. These studies 
imply that the aggregated state is always the minimum free energy state as also pointed out 
through previous biological experiments (129). Although the protein loses many intra-molecular 
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‘H-H’ contacts, it makes up for it through inter-molecular ‘H-H’ interactions.  For the protein in 
















Figure 4.3a: Specific heat curve of the 42mer HP protein as a function of temperature (T*). The 











Figure 4.3b: Intramolecular energy of two chains of the 42mer model protein as a function of 












Figure 4.4: Average number of inter-protein contacts as a function of surface hydrophobicity (λ) 
of two 42mer model proteins at different temperatures (T*) 
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4.3.2 Protein aggregation on a hydrophobic flat surface 
Now we set to discover mechanisms through which protein aggregation can be mitigated. We 
placed a hydrophobic surface at z=0 and an athermal surface at zmax (systems studied with 
zmax=43 and zmax=20) and varied the value of   of the surface at different temperatures. We 
report four interesting findings.  
First, the number of inter-protein contacts decreases with an increase in surface hydrophobicity. 
Second, there is a drastic decrease in the number of inter-protein contacts at a particular value of 
  corresponding to the adsorption of the protein onto the surface. To rationalize these findings  
 
Figure 4.5: Average number of inter-protein contacts of the two 42mer model proteins as a 
function of surface hydrophobicity at T*=0.47, at two different wall separations. 
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we note that at very low values of  , the protein has no propensity to adsorb onto the surface and 
hence inter-protein attractions in the bulk dominate. For values of      (   corresponds to the 
adsorption transition of the protein) the protein surface interaction energy dominates over inter-
protein interactions and hence there is a drastic decrease in the number of inter-protein contacts.  
Third, the number of inter-protein contacts at any given value of surface hydrophobicity (λ) 
increases with decrease in temperature. At higher temperatures, the chain entropy is the 
dominant force and hence there are fewer inter-protein contacts. As the temperature is decreased, 
energy dominates over entropy and consequently both the inter-protein interaction and the 
protein-surface interaction increases. (Figure 4.4) 
Finally, at any given temperature and surface hydrophobicity the number of inter-protein 
contacts increase as the distance between the confining flat walls decreases, which shows the 
effect of concentration on protein aggregation. (Figure 4.5)  
4.3.3 Protein aggregation on negative and positive curvature surface 
Now we study the effect of curvature (positive, zero and negative) on protein aggregation. 
Figure 4.6 shows the behavior of the 42mer two protein system under different geometries at 
T*=0.47. The effect of curvature on the percentage loss of the native contacts with varying 
surface hydrophobicity ( ) at low temperature (near the folding temperature) is shown in Figure 
4.7.  All the above geometries (except radius =4) were considered under the same volume 
(approximately 8000 lattice sites). The results can be rationalized as below. 
a) Adsorption on the inside (negative curvature) of a cavity: The adsorption of a protein 
inside a small athermal cavity (R=4) results in an increased number of inter-protein 
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contacts compared to that on a flat surface. This is simply a confinement effect, which 
results in an increased protein concentration. As the value of   is gradually increased we 
observe a decrease in inter-protein contacts due to an increase in protein-surface 
interactions. Because very strong protein surface interactions are necessary to break inter-
protein interactions, the percentage loss in the native contacts is highest in the case of this 
















Figure 4.6: Average number of inter-protein contacts of the two 42mer model proteins as a 















Figure 4.7: Percentage loss in the number of native ‘H-H’ contacts of the two 42mer model 
proteins as a function of surface hydrophobicity (λ) in different geometries at T*=0.36  
Adsorption inside larger cavities (R=12) proves this point. Since inter-protein interactions 
are less favored, we do not need such high surface binding to break these inter-molecular 
associations. Consequently, fewer native contacts are lost relative the R=4 case, 
especially for intermediate values of   (1.0 <   <1.5). For higher values of   (  >1.5), as 
expected, we lose native contacts due to protein-surface interactions. 
Comparing our results for R=4, 12 and a flat surface, we observe that for large enough   
at R=12 there are no inter-protein contacts; the loss of native contacts are also minimized 
under these conditions. While a more detailed study of different radii would allow us to 
pinpoint the optimal size more precisely (we have tried different radii upto R=15, but our 
results are dominated by simulation uncertainties), it is apparent that cavity confinement 
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has an optimal size where the loss of native contacts are minimized, while inter-protein 
interactions are completely absent. Presumably, these inter-protein interactions are 
exchanged in favor of protein-surface interactions. This combined behavior might be the 
mechanism by which chaperonins disaggregate and then refold proteins.  
b) Adsorption on the outside of a cavity: An increase in surface hydrophobicity results in 
decreased inter-protein contacts due to surface adsorption, as discussed above. 
Adsorption on the outside of small cavities (R=4) cannot completely mitigate inter-
protein interactions due to the proximity of the adsorbing protein chains. Instead, 
adsorption on the outside of larger cavities (R=9) helps to mitigate inter-protein 
interactions due to increased center to center distance between the adsorbed proteins as 
shown by previous experiments(122). Note that, while adsorption on the outside seems to 
track the behavior inside cavities, the behavior is always a little worse. We conjecture 
that this arises because the threshold energy for adsorption is higher in the “outer” case.  
c) To validate that the protein-surface interactions are indeed the major driving force for 
reduction in inter-protein contacts, the surface energy (protein-surface interaction energy) 
is plotted in Figure 4.8 as a function of surface hydrophobicity in different geometries at 
T*=0.47. In the absence of inter-protein contacts, we expect the adsorption transition to 
shift from lower to higher values of surface hydrophobicity as we go from negative to 
positive curvature. Instead, we see a non-monotonic behavior due to the presence of 
inter-protein interactions. Inside smaller cavities (radius=4) as discussed above, the 
adsorption transition occurs at a higher value of λ since at these high protein 
concentration stronger surface interactions are necessary to break the inter-protein 




Figure 4.8: Averaged surface energy (protein-surface contact energy) of the two 42mer model 
proteins as a function of surface hydrophobicity (λ) at T*=0.47 in different geometries 
 
happens at higher values of λ due to weaker protein-surface interactions. An interesting fact 
emerging from Figure 4.8 is that, although the surface-protein interaction strength is higher 
inside the cavity of R=12 than compared to that on a flat surface, the protein-surface contacts are 
higher on a flat surface because the proteins can expose more surface area for adsorption on a 
flat surface as compared to that on the inside of a cavity. Many expanded structures are 
eliminated inside a cavity and consequently some of the ‘H’ residues now form intra-molecular 
native contacts. Figure 4.9 shows the percentage loss of native contacts inside cavities of 
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different radii at T*=0.36 and λ=1. We see that the optimal loss in native contacts is in case of 
adsorption inside a cavity with radius 12. Although, increasing the size of the cavity results in 
lowering the protein concentration, nevertheless it is interesting to see that even at lower 
concentration (inside R=15), the loss is higher compared to that inside R=12 which emphasizes 
the role of an optimal curvature 
Clearly, adsorption on the inside of cavities of optimal size at moderate hydrophobicity is most 
efficient in disaggregating proteins and also retaining the native contacts of the protein. These 
are the main conclusions of our work, which mainly arise due to protein surface interactions 
which are strong enough to reduce inter-protein interactions but not strong enough to denature 
the protein. The confinement also provides additional stability by stabilizing the compact folded 
state due to entropic effects (36, 128).  
4.4      Discussion 
Although our study provides a rationale to explain the role of chaperonins in protein 
disaggregation, these conclusions are not general conclusions due to the following caveats. The 
current simulations were carried out at slightly higher temperatures than the folding temperature 
of the protein to prevent the system from being trapped in local minima. At low temperatures (T) 
the simulations cannot overcome the large free energy barriers since the Boltzmann acceptance 
probability ( exp( / )BU k T ) is very low; thus our simulations do not allow us to thoroughly 
sample equilibrium states. Nevertheless this is not far off from the mechanism of chaperonins. 
The chaperonin (Hsp 70) of the class of heat shock proteins is  known to overcome come these 
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barriers by creating a thermal shock /stress – in our case this is emulated by carrying out the 
simulations at temperatures higher than the folding temperature.  
  
 
Figure 4.9: Percentage loss in the number of native ‘H-H’ contacts for the two 42mer proteins 
inside cavities of different radii at T*=0.36 
 
Despite being a mediator for protein-disaggregation, strong hydrophobic surfaces are also known 
to denature proteins due to the exposure of the hydrophobic core of the protein. Hence this 
choice of optimal value of the surface hydrophobicity (λ) where the loss in native contacts is 
minimum, depends on the proteins studied, as shown by experimental and computational studies 
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by Zoungrana et al  and Zhuang et al. (1) (1) (1) (1) (1) Also hydrophobic attractions between the 
‘H’ residues of the protein should be weakened near a hydrophobic surface compared to that in 
the bulk, as shown by computational works of Patel et al (130) which is not captured by the HP 
model. Consequently the model overestimates the value of λ required to disaggregate proteins 
under different geometries.  
4.5      Conclusions 
In the current study, we show how protein disaggregation can be mediated through strong protein 
surface interactions. We further show that disaggregation is most efficient in the case of 
adsorption inside cavities (negative curvature) of optimal size compared to that on flat supports 
and on surfaces with positive curvature. Besides, adsorption inside such cavities helps to regain 
the native contacts which were lost due to inter-protein interactions.  We believe our work 
provides a basis to explain why enzymes immobilized in porous media retain more activity than 











Enhanced Wang Landau Sampling of Adsorbed Protein Conformations 
 
Using computer simulations to model the folding of proteins into their native states is 
computationally expensive due to the extraordinarily low degeneracy of the ground state. In this 
chapter, we develop an efficient way to sample these folded conformations using Wang Landau 
sampling coupled with the configurational bias method (which uses an unphysical “temperature” 
that lies between the collapse and folding transition temperatures of the protein). This method 
speeds up the folding process by roughly an order of magnitude over existing algorithms for the 
sequences studied. We apply this method to study the adsorption of intrinsically disordered HP 
protein fragments on a hydrophobic surface. We find that these fragments, which are 
unstructured in the bulk, acquire secondary structure upon adsorption onto a strong hydrophobic 
surface. Apparently, the presence of a hydrophobic surface allows these random coil fragments 
to fold by providing hydrophobic contacts that were lost in protein fragmentation.  
5.1      Motivation 
Computer simulations have been extensively used to understand the physics of protein 
folding (131). Ideally, one would like to model the protein and the surrounding solvent in full 
atomistic detail; however, such calculations are very intensive to carry out even on the fastest 
computers (132).  Thus, simpler coarse-grained models like the HP model (110), Go model and 
others (133) are employed to gain important physical insights into the physics of these 
fascinating molecules. It has been shown that the folding of a HP protein is NP complete– thus 
sampling all possible configurations would require an amount of time that varies roughly 
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exponentially with the size of the protein (51, 112).Advanced simulation techniques, like 
configurational bias (113) and umbrella sampling (134) have been used to circumvent this 
crucial computational bottleneck. Multiple Histogram (114, 115) methods have been employed 
to get better estimates of the thermodynamic quantities from simulations performed at different 
conditions. The accuracy of these techniques deteriorates near the melting temperature of a 
protein, wherein the system takes progressively longer to relax. At temperatures lower than the 
melting temperature, it becomes difficult to cross the free energy barriers separating the folded 
and unfolded states, and hence the sampling efficiency is poor.   
Wang Landau (WL) sampling (135) has proven to be quite effective to counter such 
sampling problems by directly calculating the density of states (DOS) of polymers and simple 
protein models. WL sampling is successful in sampling across the free energy barriers because in 
this method a configuration in an energy state is not weighed by the Boltzmann factor of its free 
energy but by the inverse of the density of that energy state. Hence, WL sampling attempts to 
perform a uniform sampling of all energy states. Since the DOS of the system is not known 
apriori, WL sampling starts with an initial guess for the DOS, and keeps updating it on the fly. 
Upon convergence, a good estimate of the DOS is thus obtained. However, the WL sampling 
becomes inefficient for systems in which some energy states have low degeneracy, that is, there 
exist energy states which can only be obtained through very specific configurations. Proteins, the 
molecules with a unique folded conformation, come under this special category, wherein the WL 
sampling is not able to efficiently sample this folded state. More efficient Monte Carlo (MC) 
moves, such as, pull moves and bond re-bridging moves, do enhance the sampling efficiency but 
at the expense of extremely large computational times (136). The idea of combining Wang 
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Landau sampling with configurational bias was introduced in the work by Jain et al (137). In this 
work, Wang Landau sampling was coupled with configurational bias carried out at infinite 
temperature to increase the efficiency of the algorithm. In subsequent works by Rathore et al 
Wang Landau sampling was carried out in combination with Molecular dynamics, Monte Carlo 
and Parallel tempering simulations (138-140). One way to increase the efficiency of WL 
sampling to ensure proper sampling of low energy states would be to introduce an energetic bias 
in the step that generates new configurations. This approach was used by Castells et al (141).in 
which WL sampling was done with configurations generated by an energy bias using a local 
definition of temperature. They defined local temperature as the energy derivative of the DOS of 
the present energy state, Ω(E), 








                                                                                   (1) 
However, since Ω(E) is not known accurately, this “temperature” can fluctuate strongly, and can 
even go negative. This procedure, though interesting, does not yield an improved algorithm. In 
this paper we show that the WL algorithm, when coupled with a generation step which uses an 
energetic bias at a constant pseudo temperature, yields an efficient sampling method for protein 
systems. Further, we show that the sampling efficiency is maximized when the pseudo 
temperature is selected between the collapse and folding transition of the protein. The method 
was tested for benchmark HP sequences published elsewhere and was able to reproduce the 
results. For the HP model studied by Li et al (142), we were able to get the density of states of 
their 36mer adsorbing on a weak hydrophobic surface within 28 hours on an Intel Xeon 2.8.GHz 
machine. (The authors claim that it took them more than 10days on a AMD 2.2GHz dual core 
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processor). Thus, for the above system we were able to get roughly an order of magnitude 
improved over the WL simulation protocol in the above paper. 
An understanding of conformational changes in proteins upon adsorption has been a topic 
of great interest and debate (143-145). Recent studies have shown that adsorption of proteins on 
hydrophobic surfaces can enhance their structure and stability (108). In this paper, we apply our 
method to study the adsorption behavior of unstructured protein fragments on a hydrophobic 
surface. We observe that the protein fragments, which remain unstructured in the bulk 
environment, attain secondary structure upon adsorption. Similar findings were recently 
published by Shea et al (1).  
5.2      Model  
We studied the Hydrophobic (H) –Polar (P) lattice protein model, commonly known as 
the HP model, introduced by Dill (110).  In this model, amino acids are represented by beads 
labeled as either hydrophobic (H) or polar (P). The self-avoiding chain representing a protein 
molecule resides on a three dimensional cubic lattice. The bond length between any two amino 
acid beads is kept constant equal to the lattice constant. Solvent molecules are accounted for in 
an implicit manner by introducing an attraction between two H beads to account for the solvent-
driven hydrophobic effect. Energetic interactions between the H beads are considered to be –ε, 
when the two H groups are nearest non-bonded neighbors and zero otherwise. All other 
interactions (H, P and P, P) are set to zero. Although this model is a simplistic representation of 
real proteins, it captures many aspects of the physics of protein folding (111, 146-148). In this 
paper, we have studied a class of truncated peptides which are unstructured in the bulk - a β-
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hairpin model and a helix- coil- helix model introduced by Bellesia et al.(149) based on the 
design of proteins by Hetch and co workers (5). The performance of the algorithm is studied 
using a 36mer HP protein.  
5.3      Simulation Details 
Simulations are performed in a cubic box with lateral size greater than the length of the 
chain studied. This size of the simulation box is large enough to avoid possibility of any 
interactions between the protein chain with its periodic image.  Periodic boundary conditions are 
imposed in the x and y directions. Two surfaces, each modeled as a two-dimensional plane, are 
placed at z=0 and z=zmax. The interaction energy between the plane at z=0, termed as the 
hydrophobic surface, and a H bead of the protein is -λε when the H bead is at the z=1 plane, and 
zero otherwise (λ=0 represents a non-interacting or an athermal surface and λ=1 represents a 
strongly hydrophobic surface). For the surface at zmax, λ=0. The total energy of the protein is the 
sum of intramolecular H-H contacts and H-surface contacts at z=0 plane (
su rfa cerato ta l EEE  in t ). 
Table 5.1 lists the sequences used in this study. Table 5.2 lists the ground state energy (total 
energy) of the models studied in bulk and upon adsorption onto a hydrophobic surface. WL 
sampling with configurational bias is performed on these model peptides to obtain the DOS of 
the system. Thermal and structural stability are inferred from the specific heat curves. 

















Table 5.2 Ground state energy (total energy) of the models studied 







5.4      Algorithm 
In WL sampling, an energy state with energy E is sampled with a probability proportional 









. The value of Ω (E) is not known a priori and 
hence an initial guess for Ω (E) is taken as the starting point. WL sampling is started from a 
random state with energy E1 from which a new state E2 is generated and accepted with 
probability min (1,Ω(E1)/Ω(E2)). Each time an energy state, E is visited, the Ω (E) is updated by 
Ω (E) =Ω (E) f, where f is called modification factor (f>1). Along with this, a counter or a 
 Bulk Adsorbed 
Helix- coil – Helix -34 -50 
β- hairpin model -21 -31 




histogram, H(E) is maintained for each E, which is incremented by 1 each time a state is visited. 
WL sampling is performed until we have a sufficiently flat histogram i.e., H (E) ≥ p  <H (E)> 
for all E, where <H (E)> is the average of all histogram values, p is the flatness criterion. Once 
we have a flat histogram, all histogram values are reset to zero, the modification factor f is 
changed to a
newf f , where 0 < a< 1, and the random walk is again started from a randomly 
selected configuration. The WL simulation is continued in the above described manner till f 
becomes less than a value, fo. For our simulations, we have set the initial guess for Ω (E) = 1 for 




The above is a basic description of the WL sampling 
algorithm. In the present study, we use the configurational bias method to sample the low energy 
states efficiently. This involves randomly selecting a segment i from a chain of N segments and 
subsequently removing either segments i to N or 1 to i, with equal probability and then re-
growing the chain with a bias towards lower energy conformations. This bias is removed during 
acceptance. A segment i, can be grown in k different directions. The energy of a trial direction j 


















))(exp()(  . This step is repeated 
until the entire chain is grown and the Rosenbluth factor W(new) for the new chain is calculated. 
W(new) is defined as W(new)=
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i nw )( . The old chain is retraced and W(old) is calculated. This 
chain regrowth move is accepted with a probability 
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                                                                (2) 
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It can be shown that using eqn(2) as the acceptance probability satisfies detailed balance 
to the approximation of ln f, similar to the original WL algorithm. On the contrary, it can be 
shown that the algorithm proposed by Castells et al, does not satisfy detailed balance. The 
novelty of our method is the way in which the growth step of the chain is biased to enhance 
sampling of low energy states by assuming a pseudo temperature, β
-1
, preferably between the 
collapse and folding temperatures of the protein. Our method shows a significant enhancement in 
sampling the DOS of the sequences listed in Table 5.1 over the original WL algorithm. The 
improvement in computational efficiency from our algorithm over the original WL algorithm 
will vary depending on the studied sequence. In the case of the 36-mer, we found roughly an 
order of magnitude increase in computational efficiency from our method as compared to the 
computational effort reported in the Li et al. paper, even though in their work efficient MC 
moves such as  pull moves and bond re-bridging moves were also employed. WL sampling does 
a random walk in the energy space at infinite temperature and hence takes much longer time to 
explore these low energy states which are observed near the folding temperature. While very low 
values of β would not efficiently bias the generated configurations towards low energy states, a 
very high value of β would also be inefficient as the system may get trapped only in low energy 
states.  Based on our observation, we find that the optimum convergence rate is obtained when 
the value of the pseudo temperature (β
-1
) is between the collapse and folding transition 
temperatures of the protein. 
5.5      Results and Discussion 
The performance of our algorithm is tested for the adsorption of a 36mer HP protein on a 
weak hydrophobic surface. This system has been previously studied by Li et al. who have 
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reported the time required to establish the density of states of the system as more than 10 days. 
Figure 5.1 shows the specific heat, Cv curves for adsorption of a 36mer HP protein on a weak 
hydrophobic surface (εH-H=12, εH-Surface=1) at different values of pseudo inverse temperature, β 
and with the reference data. The Cv curves overlap with each other within the error bars 
enforcing the fact that the choice of β does not affect the final value of DOS of the system.  
Table 5.3 shows the simulation times required for convergence of our algorithm for different 
values of β. We see that for the values of β
-1
 between the folding and the collapse temperature, 
the computational time is least. The computation time does not vary significantly for the values 
of β between 0.16 and 0.33. Therefore, an accurate determination of β is not necessary for our 
method to give computational improvement over the traditional WL algorithm. The 
computational time increases for either very high (~ 1.0) or very low values of β (~0.04), but 
regardless of this, our method appears more efficient than the WL algorithm. The computation 
time for the optimum value of β (~24hr) is roughly an order of magnitude less than the time 
quoted in Li et. al (> 240 hr) for the 36-mer. Figure 5.2 shows the computation time required to 
establish the DOS of the system at different values of β. The simulation times are also listed in 
Table 5.3. Although we do not have a systematic recipe for determining the optimum value of β, 
but since the computational efficiency does not vary much if the value of β
-1 
is between the 
collapse and folding temperature of the protein, an estimate of the folding and the collapse 
temperatures should be suffice in most cases. The collapse transition of a protein or a polymer 
can be obtained by doing a WL sampling only for a high energy window. This simulation 
converges very rapidly and gives a good estimate of the collapse temperature. To illustrate, we 
applied the above described approach to determine the collapse transition temperature for the 36-
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mer protein near a weak hydrophobic surface, WL sampling with configurational bias (with β=0) 
was carried out in the energy window 0 to -200 (the ground state energy of the system is -241. 
The DOS converged rapidly within 30 mins. The collapse temperature was extracted from the 
specific heat curve. This temperature, when used as the pseudo temperature, gave accurate 
density of states of the entire system. The actual value of collapse temperature is T*= 5.93 and 




Figure 5.1: Specific heat curve of adsorption of 36mer HP protein on a weak 





Figure 5.2: Computation time required for convergence for different pseudo inverse 
temperature of 36mer HP protein adsorption on a weak hydrophobic surface. (ε H-
H=12, ε H-surface=1) 
Table 5.3: Convergence time of the Wang Landau simulation with configurational bias 
as a function of the parameter β 9inverse of the temperature) 
 










Our method is applied to study the adsorption of unstructured peptides on a strong hydrophobic 
surface (λ=1).  A pseudo temperature of β
-1
=1.00 was used in the simulations for these models. 
Figure 5.3a and 5.3b show the ground state structure of a helix-coil-helix and β-hairpin model 
peptide, respectively, in the bulk and when absorbed on a strong hydrophobic surface. In the 
bulk, the helix-coil-helix motif is unstructured, while upon adsorption we see induction of helical 
domains. The β-hairpin protein model is slightly structured in the bulk, but forms β sheets on 
adsorption. In the bulk, these peptides form a ground state structure with a hydrophobic core and 
polar exterior to maximize H-H contacts which prevents them from attaining an ordered 
structure. On a hydrophobic surface, the peptide exposes its H groups to the surface.  Though a 
small number of internal contacts are lost, the peptide regains this energy by interacting with the 
surface. This explains the formation of domains in proteins, as has also been discussed elsewhere 
Figure 5.4a and 5.4b show the specific heat of the helix-coil-helix and the β-hairpin model, 
respectively. In the bulk, the helix-coil-helix peptide only has a collapse transition at T*=0.57 
(Figure 5.4a). Upon adsorption onto a strong hydrophobic surface, the peptide exhibits two 
additional distinct transitions than in bulk. The specific heat is characterized by an adsorption 
transition at T*=1.06 and a collapsed transition at T*=0.62 and the shoulder at T*=0.20 is 
believed to be a result of structural rearrangements on the surface. The β-hairpin peptide in the 
bulk is mainly characterized by a folding transition at T*=0.40 (Fig. 4b). Upon adsorption onto a 
hydrophobic surface, we see an adsorption transition at T*=0.91 and a folding transition 
indicated by the shoulder at lower temperatures. In the case of both peptide models, the collapse 
transition is shifted to higher temperatures indicating higher thermal stability of the adsorbed 
peptide. Adsorption experiments have reported that amyloid β-peptide, which is disordered in the 
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bulk, attains an ordered structure upon adsorption. Enhancement in structure and stability of 














Figure 5.3: a) Structure of helix–coil-helix model peptide i) minimum energy state in bulk ii) 
minimum energy state upon adsorption (λ=1.0) b) β-hairpin model peptide i) minimum energy 
state in bulk ii) minimum energy state upon adsorption (λ=1.0) . H groups are represented in 







Figure 5.4: a) Specific heat of helix-coil-helix model peptide and b) β-hairpin model peptide in 
bulk and when adsorbed onto strong hydrophobic surface (λ=1) 
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5.6      Conclusions 
We have shown that Wang Landau sampling coupled with the configurational bias method 
samples low energy states roughly an order of magnitude faster than the current best methods. 
This allows us to model the folding of proteins in a tractable and efficient manner. The optimum 
pseudo temperature for most efficient WL sampling is found to be between the collapse and 
folding temperature of the protein.  Using this novel method we studied the adsorption of 
unstructured peptides on a strong hydrophobic surface. We show that these protein fragments can 
gain structural and thermal stability on adsorption onto such a surface. This explains 
experimental findings which suggest that, though individual domains of proteins may not be 
structurally stable, but when two domains come together, they complement each other to form a 














Design of protein sequences using explicit solvent model 
In my previous work, I studied the stability of proteins using an implicit solvent Hydrophobic –
Polar (HP) lattice model. Although, helpful in understanding the physics of protein folding, it is 
very simplistic in nature. The atoms are constrained to reside in a lattice and therefore lack 
conformational degrees of freedom and most importantly due to the absence of solvent, the 
temperature dependence of hydrophobic effect is not captured. In this chapter, I have tried 
overcome this limitation by modeling proteins using an explicit solvent model. 
6.1      Introduction  
Water is a natural solvent. The vast majority of interactions in the biological systems take place 
in an aqueous environment. It has long been appreciated that water is complex and exhibits some 
unusual if not unique characteristics. Liquid water exhibits a maximum in density and isothermal 
compressibility as a function of temperature. It solidifies with volume increasing at low pressure 
and the solid phase exhibits a variety of crystalline structures. Although, these properties of 
water have been known since long time, the origin for this anomalous behavior is still 
controversial (150, 151). Due to the electronegativity difference between the hydrogen and 
oxygen atoms, they develop a partial charge which drives the formation of hydrogen bonding 
between the hydrogen and oxygen atoms of the neighboring molecule at low temperature (152, 
153).Numerical simulations based on some of the available pair potentials for the interaction 
between the water molecules like TIP3,TIP4 and SPCE reproduce many of the properties quite 
well but are limited due to computational constrains (154, 155). In the current study, we want to 
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choose a model for water that captures all the anomalies and is simultaneously computationally 
economical. 
6.2      Jagla Potential 
Jagla potential has shown to mimic most of the properties of waster. Water molecules are 
modeled as spherical particles interacting though a spherically symmetric potential. The potential 
is characterized by a hard core potential, a repulsive ramp and followed by an attractive tail. The 
attractive tail is added to capture the liquid gas transition. The model is capable of explaining the 
anomalies even in the absence of an attractive tail (156-158). The interaction potential U(r) of 
Jagla solvent particles is characterized by five parameters. The hard core diameter a, the soft 
core diameter b, the range of attractive interaction c, the well depth of attraction UA and the 
height of the repulsive ramp UR as shown in Figure 6.1. There five parameters can be reduced 
into three independent parameters b/a, c/a and UR/UA. In our study we have set b/a=1.72, 
c/a=3.00, UR/UA =3.5 (159-162). These values are chosen taking into account the distances 
between the central water molecule to the first and second neighbor shells as measured by the 
distance between the oxygen-oxygen atoms in the radial distribution function of water molecule. 
This choice of parameters reproduces the phase diagram of water, with two critical points, one at 
high temperature corresponding to the liquid-gas transition and other at low temperature 
corresponding to the liquid-liquid transition. The two length scale potential captures the 
properties of water. At high pressures, in order to minimize the free energy, volume is minimized 
whereas at low pressures energy is minimized. This is to emulate the property of water that at 
low temperatures, water forms hydrogen bonds whose bond distance is comparatively more than 
at high temperature when these bonds are broken (161-163).  
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Monte Carlo simulations were carried out at constant pressure at both in the high pressure regime 
(P*=3.0) and low pressure regime (P*=0.05) at a temperature of T=1.0. The system is 
equilibrated and probability distribution of the pair distances between the Jagla particles is 
calculated.  
Figure 6.2 and Figure 6.3 show the radial distribution function of a system of spherical particles 
interacting according to the Jagla Potential. As discussed before, at low pressure (P*=0.3) we see 
a sharp peak at r=1.72 corresponding to b and a high pressure (P=3.0) this peak shifts to r=1.0 
corresponding to a.  
 
Figure 6.1: Schematic representation of Jagla potential  
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6.3      Modeling Hydrophobic solutes  
The solubility of non-polar compounds in water is very low. A notable feature of the 
hydrophobicity is that the solubility decreases with increasing temperature at low temperature ie 
the hydrophobes become more hydrophobic (164-166). At high temperatures, the solubility 
increases monotonically with temperature. This means the solubility has to go through a 
minimum as a function of temperature. The low solubility is as a result of unfavorable solvation 
energy and a decrease in solubility with temperature is as a result of favorable solvation 
enthalpy. At low  
 
Figure 6.2: Radial distribution function of a system of spherical particles interacting through 
Jagla Potential at a pressure of P*=3.0 at temperature T*=1.0 
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temperatures, the increased solubility is as a result of the fact the hydrophobes can occupy the 
interstitial sites in the water molecule. At high temperatures, the mixing entropy dominates and 
consequently the solubility is higher. This also provides us a basis to explain protein denaturation 
at high and low temperatures. Since the solubility of hydrophobes increases at low temperature, 
the hydrophobic groups which form the core in the active state of a protein is exposed. This 
structural disruption leads to protein denaturation (162, 165, 167, 168).   
 
Figure 6.3: Radial distribution function of a system of spherical particles interacting through 




Buldyrev et al (162) showed that spherical particles modeled through hard-sphere potential 
dissolved in water like Jagla solvent mimic the characteristics of hydrophobic solutes in water. 
They exhibit a minimum in solubility as a function of temperature and further, hydrophobic 
chains modeled using hard-sphere potential exist in a collapsed state only at intermediate 
temperatures corresponding to the biological temperatures. At lower temperatures, they become 
well solvated due to favorable enthalpy and at higher temperature due to favorable 
conformational entropy.  
6.4      Protein Adsorption on hydrophobic surfaces 
Hard-sphere particles in Jagla solvent behave similar to hydrophobic solutes in water as 
discussed above. In the same vein, to study protein adsorption on hydrophobic surfaces, we 
model the hydrophobic surface as a hard-wall placed at z=0 and z=zmax. Periodic boundary 
conditions were imposed in the x and y directions. The effect of the hydrophobic surface on a 
binary mixture of hard-sphere solute and Jagla solvent is studied through Canonical Monte Carlo 
simulations carried out at a temperature T*=1.0 and at various number densities. Figure 6.4 
shows the distribution of hard-sphere solutes as a function of distance from the surface. The 
profile is symmetric since we have placed the surface at both ends of the simulation box. We see 
an enrichment of the hard-sphere particles and a depletion of Jagla solvent near the surface. The 
enrichment gets higher when we move from lower to higher solvent number density. This 
enrichment can be attributed to the entropic effect. Since, hard sphere particles have no 
interaction until contact; the system free energy is minimized when the entropy is maximized. 
We know that a particle near the surface excludes less volume compared to the particle in the 
bulk. Consequently, hard-sphere particles are preferentially adsorbed on the hydrophobic surface 
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and the Jagla-particles are expelled from the surface. These results provide us a rationale for 
experimental observation of expulsion of the solvent near the hydrophobic surface during protein 
adsorption.  
 
Figure 6.4: Variation in the number density of hard-sphere as a function of distance from the 
hydrophobic surface. (Hydrophobic surface is located at r=0 and r=18) at different solvent 
(Jagla) solvent.  
Now we study the behavior of short polymer hydrophobic chain in a Jagla solvent (162). The 
hydrophobic chain is modeled using hard-spheres of the same diameter as the solvent molecule 
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In the current study we have chosen 1 0d d a   and 2 01.2d d . Canonical Monte Carlo 
simulations were carried out at a temperature T*=1.0 and a solvent density 0.30. Two interesting 
findings emerge from the simulations. Firstly, as seen in the case of hydrophobic solutes, the 
Jagla solvent is expelled from the surface and the hydrophobic chain is adsorbed onto the 
surface. Secondly, the radius of gyration tensor calculated shows that the chain is completely 
stretched in the xy direction indicated by the magnitude of the Rxx and Ryy components of the 
radius of gyration tensor. In summary, a hard-sphere chain in a Jagla solvent adsorbs onto the 
hydrophobic surface by expelling the Jagla solvent from the surface which is purely driven by 
entropic effects. 
2( * 1.00)gR T   =  
 
6.5      Protein sequence design using hard-sphere and Jagla potential  
The folding of proteins into helices and beta sheets has been investigated for the past five 
decades (169-175). To date, there has not been a thorough understanding of the physics behind 
this. Theoretical predictions by Zimm and Bragg (171, 176) give us some information but many 
studies have revealed contradicting results. For example short chain polyalanine, which 
according to Zimm and Bragg should form a random coil forms an unusually stable helix in 
solution and some peptides which have a low propensity for helix formation according to the 
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theory tend to form stable helices (174, 177). In the current work we seek to explain the helix 
and the beta sheet forming properties of individual short peptides using a simplistic model with 
explicit solvent through Monte Carlo simulations. The protein back bone and side chains are 
represented as either hard spheres (hydrophobic) or Jagla particles (hydrophilic) in a Jagla 
solvent. The helix and beta sheet forming tendencies are studied while varying the chain length, 
backbone sequence, size of the side group and the strength of the interactions. 
Hydrogen bonding between the amino acid residues is believed to the major driving force behind 
protein molecules acquiring secondary structures like α-helix and β-sheets. Note however, the 
role of entropic gain when the solvent is expelled from the hydrophobic core is also known to be 
a factor driving proteins to fold into secondary structures. In the previous work from our group, 
we developed a strategy to design protein sequences using hard-sphere and Jagla particles 
modeled as hydrophobic and polar amino acid residues respectively that collapse into structures 
with a hydrophobic core and a polar exterior. The study reiterated the fact that, it’s the sequence  
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of hydrophobic-polar residues in a protein that determines its secondary structure upon folding 
(178). In my current work, I wanted to expand on the above to design protein sequences which 
acquire secondary structures. I started my design, using the simplest amino-acid Alanine as the 
prototype.  
6.6      Polyalanine   
The structure of Alanine is shown in Figure 6.5. Inorder to model this, the side chain methyl 
group (CH3) is modeled as hard sphere particle, N-H and C=O group by Jagla particle and Cα-H 
group by a hard sphere. Simulations were carried out for different chain length with the amino 
acid residues in the chain varying from 10 to 50. A single chain simulation is carried out in a 
Jagla-solvent system. The interaction potential between the Jagla-particles and the Jagla-atom of 
the chain is given 0.80 AU . Interaction between hard-sphere and Jagla is infinity contact and 
athermal otherwise. Bond, Angle and Torsion potentials are modeled as below (179-181).  
Table 6.1: Energy parameters for Polyalanine model 
Bead diameter (σ) 
◦
A 
1N  3.3 
,1C  3.7 
1C  4.0 




Bond length (l) 
◦
A 
1 ,1N C  1.46 
,1 1C C   1.51 
1 2C N  1.33 
,1 13C CH   1.53 
 
Bong angle Degree (◦) 
,1 1N C C   111.0 
,1 1 2C C N    116.0 
1 2 ,2C N C   122.0 
1 ,1 13N C CH   109.6 
1 ,1 13C C CH   110.1 
 
Beads in the protein model are subjected to repulsion due to excluded volume affects, bond pair 
potential, bond angle potential and torsion potential. The excluded volume is modeled as below  
 





















  where σ is the diameter of the atom. 
Bond pair = 2( )b eK r    
Bond angle= 2( )eK    
K and bK are stiffness constants which  in our study is set to 10000. The torsion angle ω is held 
constant at 180
◦
. OPLS torsion potential is used for  and   torsion angles. Monte Carlo 
simulations were carried out within the range of temperature (T*=0.3 to 1.0) using displacement 
and rotation moves. We started with a chain in a random configuration. Most of the move sets 
were being rejected due to the solvent. Hence, to start, solvent molecules were removed. Despite 
the removal of the solvent molecules the OPLS torsion potential was not able to fold the protein 
into a helix possibly due to the presence of huge free energy barriers. Subsequently, we analyzed 
the Ramachandran plot for proteins. Ramachandram plot is a graphical representation which 
shows the distribution of  and   torsion angles among various secondary structures. The graph 
shows that in a helical polypeptide chain, the sum of the adjacent   and   angles was on 
average equal to -105
◦
. With this information in hand, we apply an artificial torsion bias potential 
so that the sum of the adjacent   and   angles is equal to -105◦. Upon equilibrating, the protein 
model folds into a helix. Note however, this is in the absence of solvent (Figure 6.6) 
Future work would involves adding solvent to the system and gradually decreasing the strength 
of the bias torsion potential to the OPLS potential and subsequently tuning the potential between 
91 
 
the solvent and the proteins. If this can be achieved, then we have shown that a protein chain can 
be folded into a helix without any specific interaction force (hydrogen bonding). 
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