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Abstract
We consider a randomly forced Ginzburg–Landau equation on an unbounded domain. The
forcing is smooth and homogeneous in space and white noise in time. We prove existence
and smoothness of solutions, existence of an invariant measure for the corresponding Markov
process and we define the spatial densities of topological entropy, of measure-theoretic en-
tropy, and of upper box-counting dimension. We prove inequalities relating these different
quantities. The proof of existence of an invariant measure uses the compact embedding of
some space of uniformly smooth functions into the space of locally square-integrable func-
tions and a priori bounds on the semi-flow in these spaces. The bounds on the entropy
follow from spatially localised estimates on the rate of divergence of nearby orbits and on
the smoothing effect of the evolution.
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1 Introduction
The use of dynamical system techniques and ideas in the study of extended partial differential
equations has proved extremely fruitful in the past, see for example P. Collet’s talk at ICM’98,
[C2] (where he also emphasises the limitations of such an approach). However, until now only
results using topological or geometric properties of the dynamics have been used (like invariant
manifolds, bifurcation theory, topological entropy, Hausdorff dimension). That is to say, ex-
tended dynamical systems are usually regarded as topological dynamical systems. In contrast,
most of the very deep results in finite dimensional dynamical systems use measure-theoretic
ideas, namely ergodic theory (as advocated for instance in the review by L.-S. Young at the
ICMP in 1997, [Y2]).
One of the favourite models of infinite dimensional dynamical systems studied recently is
the Ginzburg–Landau equation. It appears as a generic normal form describing the amplitude of
periodic bifurcated solutions (see [C2]) and it is also believed to be a good example of spatio-
temporally chaotic dynamics [LO]. It is known that its attractor is infinite-dimensional and has
positive ε–entropy (see [CE1, CE2, CE3, Ro]).
Here we propose to use random perturbations to obtain, by probabilistic techniques, the ex-
istence of invariant measures for the corresponding random dynamical system. The existence
result is based on the observation by J. Ginibre and G. Velo that the Ginzburg–Landau equation
has global solutions both in uniformly local Sobolev spaces and in local L2 space. Their proofs
go through to the stochastic case without much effort, if we assume the noise to be smooth in
space. Since uniformly local Sobolev spaces of sufficiently high order are compactly embedded
into local L2 space, we get the Feller property of the semi-group and the tightness of the Cesa`ro
means therefore existence of an invariant measure (by standard arguments for stochastic differ-
ential equations, see [DZ1]). These measures are also translation invariant, because the noise,
the deterministic part of the equation and the spaces used are all translation invariant. We refer
to the property of being invariant under the time evolution as “stationarity” and the invariance
under space translations as “homogeneity” of the measure, following Vishik and Fursikov [VF].
In a second part of the paper we define the topological entropy and the measure-theoretic
entropy, or rather their spatial densities, since both quantities are extensive (this has been dis-
covered in this context by Collet and Eckmann in [CE1], see e.g. [Ru] for earlier similar ideas).
Usual inequalities from ergodic theory can be proved in this case and the Collet-Eckmann bound
on the topological entropy is also valid (see [CE2]).
The paper is organised as follows: In Section 2, we set the model and the functional analysis
background needed for the remainder of the paper. The main results of the paper are summarised
in Section 3. In Section 4 we obtain uniform bounds on the solutions in Sobolev spaces, these
bounds being then used in Section 5 to prove the existence of invariant measures. Section 6
is devoted to the results on existence and properties of the (measure-theoretic and topological)
entropies. Various technical proofs have been relegated to Sections 7–12.
We finish this introduction by commenting on the fact that many new results on invariant
measures for nonlinear PDEs have recently appeared. We mention for instance [BKL, FM, EH,
KS, Ku, Ma, S]. To the best of our knowledge the present work is the first where the model
considered enjoys: infinite volume (hence continuous spectrum without gap), genuinely nonlin-
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ear interaction, homogeneous noise (hence infinite supply of energy at each time), non-trivial
deterministic dynamics (e.g. the attractor of the deterministic Ginzburg–Landau is infinite di-
mensional). However, we are still unable to prove uniqueness of the invariant measure (i.e. an
ergodicity result, as for example in [KS, F1, FM, Ma, BKL, DZ2]).
Acknowledgements. This work was supported by the Fonds National Suisse. I am grateful to
Sergei Kuksin, Armen Shirikyan, and Martin Hairer for their comments and suggestions.
2 Model and Definitions
We consider equations of the form
du =
(
(1 + iα)∆u+ u− (1 + iβ)|u|2qu
)
dt + ξ dw(t) ,
u(x, t) ∈ C , x ∈ Rd , t ≥ 0 , α, β ∈ R ,
(2.1)
where w(t) is a Wiener process and Eq.(2.1) is understood as an Itoˆ stochastic differential in t.
For a while we simply assume ξ(·, t) ∈ C∞b (Rd) uniformly in t and it is adapted to the Wiener
process in t. A specific example will be considered in Section 5. We also assume u(·, 0) = u0 ∈
C∞b (Rd). We make the following
Hypothesis 2.1. We assume d ≤ 2, q > 1
2
, and
−(1 + αβ) < |α− β|
√
2q + 1
q
, |β| ≤
√
2q + 1
q
. (2.2)
Remark. The second inequality in (2.2) implies the first one. We wrote the first one because it
appears in this form in the proof of Proposition 4.4, while the second condition appears in the
proof of Lemma 10.3, see Ginibre and Velo [GV1, GV2] for the most general results available in
this direction.
We next introduce the function spaces used in this paper. Let
ϕδ,y(x) = exp
(
−
√
1 + δ2|x− y|2
)
. (2.3)
The main feature of this function is that it belongs to Lp for all p and∥∥∥∥∇nϕδ,yϕδ,y
∥∥∥∥
∞
= Anδ
n < ∞ (2.4)
for all y ∈ Rd and n ∈ N. This function is used as weight on Sobolev and Lebesgue spaces:
Definition 2.2. The local Lebesgue space L2δ,y is defined as the completion of C∞b (bounded
smooth functions) in the norm induced by the scalar product
(
f, g
)
δ,y
=
∫
ϕδ,y(x)f(x)g(x) dx .
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The local Sobolev spaces Hmδ,y are defined as
Hmδ,y =
{
f : ∇kf ∈ L2δ,y , k = 0, . . . , m
}
.
The uniformly local Sobolev spaces Hmul are defined as the completion of C∞b in the norm
‖f‖2Hmul =
m∑
k=0
sup
y∈Rd
(∇kf,∇kf)
δ,y
.
Remark that Hmul is actually independent of δ > 0, since the following inclusion holds:
Hmul =
⋂
y∈Rd
Hmδ,y ⊂
⋂
δ>0
Hmδ,y . (2.5)
Usual Sobolev embeddings hold [Ad], for example if m > d/2, the inequality
‖f‖2∞ ≤ Cδ‖f‖2Hmul (2.6)
implies the continuous embedding Hmul →֒ L∞. Moreover, by the Rellich–Kondrachov Theorem
[Ad],
Hm+kδ,y →֒ Hmδ′,y (2.7)
is compact if k > d/2 and 0 < δ < δ′ (see Section 11).
Notations. Throughout the paper, z denotes the complex conjugate of z, ft(x) ≡ f(x, t) hence
‖ft‖X is the norm of f(x, t) in the space X (dx) (e.g.X = L2 ). Norms in Lebesgue spaces Lp are
denoted ‖ · ‖p (‖ · ‖ is usually the norm on L2δ,y for the current choice of δ and y). Expectations
and probabilities with respect to the Wiener measure are denoted E and P. We denote the integer
part of the positive real x by [x] ≡ max{n ∈ N : n ≤ x}. Symbols C,C1, C2, . . . , c, c1, c2, . . .
usually denote generic numerical constant. The product f ⋆ g means the convolution of the
functions f and g. The cube of side L and centre 0 in Rd is QL = [−12L, 12L]d.
3 Summary of Results
In this section, we describe in a rather informal way the main results of this paper. The first
result (Section 4) is the following theorem of existence of smooth bounded solutions to Eq.(2.1):
Theorem A. If Hypothesis 2.1 holds, then Eq.(2.1) with initial data u0 ∈ C∞b has a unique
solution u(x, t) = ut(x). For all real p ≥ 1 and integer m, there is a Bp,m <∞ such that for all
t > 0:
E‖ut‖pHmul ≤ Bp,m .
The proof relies on well-known estimates [GV1, Mi, C1] using the dissipative nature of the
nonlinear term in Eq.(2.1) for the deterministic part and on Itoˆ’s Lemma to treat the stochastic
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term. Actually, in the evolution equation for E‖ut‖pHmul , Itoˆ’s Lemma only generates terms which
are dominated by the nonlinear dissipative term and this implies that the techniques which were
developed for the deterministic equation are applicable.
By Lemma 10.3 we can extend the existence result to the space L2δ,y, hence we can define the
Markovian Feller semi-group Pt acting on Cb(L2δ,y,C) for any specific choice of y, for example
y = 0:
(Ptf)(u) = ∫
L2
δ,0
f(η)P
(
ut ∈ dη
)
.
An invariant measure for Eq.(2.1) is a fixed point of the dual semi-group P∗t . We next assume
that ξ is an homogeneous process adapted to the Brownian motion. Since Hmul is compactly
embedded intoL2δ,y form > d/2 (see (2.7)) the following theorem (see Section 5) is an immediate
consequence of Theorem A by the Prokhorov and Krylov–Bogolyubov Theorems (see [Ar, VF,
DZ2]):
Theorem B. There exists at least one invariant measure µ for Eq.(2.1). This measure is homo-
geneous in x and its support is contained in
⋂
m≥0H
m
ul .
Finally, in Section 6, we define the random attractor (see [CDF])
Aω =
⋃
R>0
A(ω,R)
Hmul
,
A(ω,R) =
⋂
T>0
⋃
t>T
Φtθ−tω(BR)
Hmul
.
Here and below Φtω is the semi-group generated by Eq.(2.1), θt is the time-shift of the noise, and
Tx the group of spatial translations. Moreover BR ⊂ Hmul is the ball of radius R and centre 0. We
introduce the following dynamical observables (see [KH, LQ]):
htop = lim
ε→0
lim
L→∞
1
Ld
lim
n→∞
1
nτ
∫
logNω,n,τ,QL,εP(dω) ,
hµ = lim
ε→0
lim
L→∞
1
Ld
lim
n→∞
1
nτ
∫
Hµ

 ∨
x∈Zd∩QL
n−1∨
k=0
Φ−kτω T−x(ΣθkτTxω,ε)

 P(dω) ,
Hε = lim
L→∞
∫
logMε,QL,ω
Ld
P(dω) ,
dup = lim sup
ε→0
Hε
log ε−1
,
(3.1)
where Nω,n,τ,Q,ε is the cardinality of a minimal (n, ε)–cover of Aω|Q, Σω,ε is a sequence of par-
titions ofAω in sets of diameter at most ε in the metric of L∞(Q1), Mε,Q,ω is the least cardinality
of an ε–cover of Aω|Q and QL = [−12L, 12L]d (see Section 6 for detailed definitions).
The quantities in Eq.(3.1) are called respectively the topological entropy, the metric or mea-
sure-theoretic entropy [KH], the Kolmogorov–Tikhomirov ε–entropy [KT] and the upper (box-
counting) dimension. It is important to note that the above numbers are all spatial densities (limit
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as L → ∞ of quantities divided by Ld) although the limits are not taken in the most natural
order. They are thus spatially localised versions of the usual entropies and dimensions.
We then prove the following estimates:
Theorem C. There is a γ <∞ such that hµ ≤ htop ≤ γdup <∞.
The proof that all the various limits in Eq.(3.1) exist relies on standard subadditive bounds
[KH]. The upper bound on dup follows from spatially localised estimates of the rate of divergence
of nearby orbits (Lemma 6.7) as well as the smoothing action of the evolution (see Section 7, in
particular Lemma 7.1). It is similar to the proof of the deterministic case [CE2].
4 Bounded Smooth Solutions
Our first result in this paper is the existence (and uniqueness by Lemma 10.1) of smooth bounded
solutions to Eq.(2.1).
Theorem 4.1. If Hypothesis 2.1 holds, then Eq.(2.1) with initial data u0 ∈ C∞b has a unique
solution u(x, t) = ut(x). For all real p ≥ 1 and integer m, there is a Bp,m <∞ such that for all
t > 0:
E‖ut‖pHmul ≤ Bp,m .
Remark. This proof is amply simplified by our assumptions on the regularity of ξt in Eq.(2.1). A
much more general theory of stochastic PDEs on Rd can be found, for example, in Krylov [Kr].
Funaki [F1, F2] has studied a similar equations with stronger assumptions on the nonlinearity
and Eckmann–Hairer [EH] have recently proved a similar result for stochastic forcings with
finite energy.
Proof. In the first part of the proof, we fix y ∈ Rd and δ > 0 such that A1δ + A2δ2 < 1 (see
Eq.(2.4)). We write ‖·‖ and (·, ·) for the norm and scalar product in the corresponding space L2δ,y.
All bounds will actually turn out to be uniform in y. We stress that scalar products denoted (·, ·)
contain the weight ϕδ,y (see Definition 2.2) hence integration by parts produces commutators of
the form ∇ϕδ,y/ϕδ,y. From now on, we also write ϕ for ϕδ,y.
Let L = (1+ iα)∆+1. For f ∈ Dm(∆) ⊂ Hmδ,y (the domain of the closure in Hmδ,y of ∆ with
core C∞b ), the following holds by Eq.(2.4):
Re
(∇mf,∇mLf)
= −(∇m+1f,∇m+1f)+ (∇mf,∇mf)+ Re (∇ϕϕ−1∇mf, (1 + iα)∇m+1f)
≤ −1
2
(∇m+1f,∇m+1f)+ (1 + 1
2
(1 + α2)
)(∇mf,∇mf) .
Namely L − (1 + (1 + α2)/2) is a dissipative operator hence by the Lumer–Phillips Theorem
[Y1], L generates a strongly continuous quasi-bounded semi-group exp(tL) on Hmδ,y, with
‖etL‖Hm
δ,y
→Hm
δ,y
≤ ect (4.1)
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for some c < ∞. Remark that we may have chosen δ such that c = 1 + ε for arbitrarily small
ε > 0.
We define mild solutions to Eq.(2.1) in Hmδ,y by the Duhamel formula (and the Itoˆ integral):
zt = e
tLz0 − (1 + iβ)
∫ t
0
e(t−s)L|zs|2qzs ds+
∫ t
0
e(t−s)Lξs dws . (4.2)
We let PM : R+ → R+ be a smooth cutoff function satisfying PM(x) = 1 if x < M and
PM(x) = 0 if x > M + 1. We introduce this cutoff into the nonlinear term above, effectively
rendering the nonlinearity uniformly Lipschitz:
z˜t = e
tLz˜0 − (1 + iβ)
∫ t
0
e(t−s)LPM(|z˜s|)|z˜s|2qz˜s ds+
∫ t
0
e(t−s)Lξs dws . (4.3)
We next define the random stopping time τ(R) by
τ(R) = min
{
t > 0 : ‖z˜t‖∞ ≥ R
}
. (4.4)
We fix arbitrarily a positive number R < M , and if χI denotes the characteristic function of the
set I , we consider the following integral equation for t < τ(R):
ut = e
tLu0 − (1 + iβ)
∫ t
0
e(t−s)LPM(|us|)|us|2qusχ{s≤τ(R)} ds+
∫ t
0
e(t−s)Lξsχ{s≤τ(R)} dws .
(4.5)
The following is a simple consequence of our construction:
Lemma 4.2. There is almost surely a unique function ut satisfying Eq.(4.5), this function is
independent of M > R and it also satisfies Eq.(4.2) for t < τ(R).
Proof. See [DZ1, Ku] for the properties of the stochastic convolution and Section 10 for the
contraction argument needed to prove uniqueness.
The remaining part of the proof of Theorem 4.1 follows very closely the paper by Mielke
[Mi] which is based on [BGO, C1, GV1, GV2]. We first establish uniform bounds in L2δ,y.
Lemma 4.3. For all δ > 0 and p ≥ 1, there are C0,p(δ) such that the following bound holds for
all t > 0 and all y ∈ Rd:
E‖ut‖pL2
δ,y
≤ C0,p(δ) . (4.6)
Proof. We first estimate the square of the norm in L2δ,y = L2 . By Itoˆ’s formula, we have
d‖ut‖2 = − 2‖∇ut‖2 dt− 2Re
(∇ϕϕ−1ut, (1 + iα)∇ut) dt+ 2‖ut‖2 dt
− 2Re (ut, (1 + iβ)|ut|2qut) dt+ ‖ξt‖2 dt + 2Re (ut, ξt) dwt
≤ − ‖∇ut‖2 dt+
(
2 + (1 + α2)
)‖ut‖2 dt− 2(ut, |ut|2qut) dt
+ ‖ξt‖2 dt + 2Re (ut, ξt) dwt
≤ − ‖∇ut‖2 dt+ C(α, ‖ξt‖, q) dt− ‖ut‖2 dt + 2Re (ut, ξt) dwt .
(4.7)
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We integrate this last inequality over t and take expectations. By standard arguments the expec-
tation of the Itoˆ integral vanishes (recall that we consider stopped solutions, Eq.(4.5), see [DZ1])
and we obtain
E‖uT‖2 ≤ E‖u0‖2 − E
∫ T
0
‖∇ut‖2 dt−E
∫ T
0
(‖ut‖2 − C) dt .
By Gronwall’s inequality, this is
E‖uT‖2 ≤ max
{
C0,2 , (E‖u0‖2 − C0,2)e−T + C0,2
}
.
For higher powers of the L2 norm, we use Itoˆ’s formula again:
1
p
d‖ut‖2p2 = ‖ut‖2p−2 d‖ut‖2 + 2(p− 1)‖ut‖2p−4
(
Re (ut, ξt)
)2
dt ,
hence (after substituting the estimate (4.7))
E‖uT‖2p2 ≤ E‖u0‖2p2 − E
∫ T
0
(‖ut‖2p − C0,2p) dt ,
which by Gronwall’s inequality gives a uniform bound on ‖ut‖p for p > 2. For p ∈ [1, 2), we
use Jensen’s inequality:
E‖ut‖p ≤
(
E‖ut‖2
)p/2 ≤ Cp/20,2 = C0,p .
If u0 is uniformly bounded and because ‖ξt‖pL2
δ,y
is bounded uniformly in y and t, we obtain
the uniform bound in the spaces L2δ,y for all y
sup
t>0
sup
y∈Rd
E‖ut‖pL2
δ,y
≤ C0,p(δ) , (4.8)
which proves Lemma 4.3.
Proposition 4.4. For all δ > 0 and p ≥ 1, there are C1,p(δ) such that the following bound holds
for all t > 0 and all y ∈ Rd:
E‖ut‖pH1
δ,y
≤ C1,p(δ) .
Proof. We first consider the differential
d‖∇ut‖2 = − 2‖∆ut‖2 dt− 2Re
(∇ϕϕ−1∇ut, (1 + iα)∆ut) dt+ 2‖∇ut‖2 dt
+ 2Re
(
∆ut, (1 + iβ)|ut|2qut
)
dt+ 2Re
(∇ϕϕ−1∇ut, (1 + iβ)|ut|2qut) dt
+ ‖∇ξt‖2 dt + 2Re (∇ut,∇ξt) dwt
≤ − 2‖∆ut‖2 dt + 2‖∇ut‖2 dt + 2Re
(
∆ut, (1 + iβ)|ut|2qut
)
dt
+ 2
(√
1 + α2‖∆ut‖+
√
1 + β2‖|ut|2q+1‖
)‖∇ut‖ dt
+ ‖∇ξt‖2 dt− 2Re (ut, ϕ−1∇(ϕ∇ξt)) dwt ,
(4.9)
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and we also compute the following differential that will help us to cancel out some of the terms
above:
1
q + 1
d‖|ut|q+1‖2 =2Re
(|ut|2qu, (1 + iα)∆ut) dt + 2‖|ut|q+1‖2 dt
− 2‖|ut|2qut‖2 dt+ 2q
(
Re
(|ut|q−1ut, ξt))2 dt + 2Re (|ut|2qut, ξt) dwt
≤ 2Re (|ut|2qu, (1 + iα)∆ut) dt + 2‖|ut|q+1‖2 dt+ 2q‖ξt‖2‖|ut|q‖2 dt
− 2‖|ut|2qut‖2 dt+ 2Re
(|ut|2qut, ξt) dwt .
(4.10)
We take a convex combination of Inequalities (4.10) and (4.9) (here λ ∈ [0, 1]):
1
2
(
λ d‖∇ut‖2 + (1− λ)
q + 1
d‖|ut|q+1‖2
)
≤ (λ‖∇ut‖2 + (1− λ)‖|ut|q+1‖2) dt+ ((1− λ)q‖ξt‖2‖|ut|q‖2 + λ
2
‖∇ξt‖2
)
dt
+ λ
(√
1 + α2‖∆ut‖+
√
1 + β2‖|ut|2q+1‖
)‖∇ut‖ dt
+M dt+ Re (−λ(ut, ϕ−1∇(ϕ∇ξt)) + (1− λ)b(|ut|2qut, ξt)) dwt .
The term denoted by M is treated separately:
M = − (λ‖∆ut‖2 + (1− λ)‖|ut|2q+1‖2)+ Re (1− i(λβ − (1− λ)α))(|ut|2qut,∆ut)
≤ − ε
(
λ‖∆ut‖2 + (1− λ)
q + 1
‖|ut|2q+1‖2
)
− 2(1− ε)
√
λ(1− λ)∣∣(|ut|2qut,∆ut)∣∣
+ Re
(
1− i(λβ − (1− λ)α))(|ut|2qut,∆ut)
≡ − ε
(
λ‖∆ut‖2 + (1− λ)
q + 1
‖|ut|2q+1‖2
)
+ M˜(ε) .
Under Hypothesis 2.1, there is an ε > 0 such that M˜(ε) is negative (see e.g. [GV1, Mi, BGO]).
The proof goes as follows: we first remark that integration by parts leads to
(|ut|2qut,∆ut) = −
(∇ϕ
ϕ
|ut|2qut,∇ut
)
− (q + 1)
∫
ϕ|ut|2q|∇ut|2
(
1 +
q
1 + q
ut
2
|ut|2
∇u2t
|∇ut|2
)
.
The last bracket above is of the form 1 + z. Its argument can be estimated as follows: | arg(1 +
z)| ≤ arcsin |z| = arcsin q
1+q
≡ θ. We plug this into M˜:
M˜(ε) ≤ − (q + 1)∣∣(|ut|2q, |∇ut|2)∣∣
{(
2(1− ε)
√
λ(1− λ) + cos θ)− |λβ − (1− λ)α| sin θ}
+ C(α, β, λ, ε)‖|ut|2q+1‖‖∇ut‖
Stochastic Ginzburg–Landau Equations 9
The curly bracket above can be made positive by suitably choosing λ and ε, namely we take
λ = cos2 η, we optimise for η and we obtain the following condition, which is obviously fulfilled
for small ε > 0 under Hypothesis 2.1 (remark that 1/ tan θ = √2q + 1/q):
−(1 + αβ)− |β − α|/ tan θ + ε(2− ε)/ sin2 θ ≤ 0 ,
(see Ginibre and Velo [GV1] for this argument, Mielke [Mi] has a slightly different formulation).
We thus obtain
1
2
(
λ d‖∇ut‖2 + (1− λ)
q + 1
d‖|ut|q+1‖2
)
≤ −ε
(
λ‖∆ut‖2 + (1− λ)
q + 1
‖|ut|2q+1‖2
)
dt
+
(
C1‖∇ut‖2 + C2‖|ut|q+1‖2
)
dt+
(
C3‖ξt‖2‖|ut|q‖2 + C4‖∇ξt‖2
)
dt
+
(
C5‖∆ut‖+ C6‖|ut|2q+1‖+ C7
)
‖∇ut‖ dt
+ Re
(
−λ(ut, ϕ−1∇(ϕ∇ξt)) + (1− λ)
(|ut|2qut, ξt)) dwt
≤ C dt− ε
2
(
λ‖∇ut‖2 + (1− λ)
q + 1
‖|ut|q+1‖2
)
dt
+ Re
(−λ(ut, ϕ−1∇(ϕ∇ξt)) + (1− λ)(|ut|2qut, ξt)) dwt ,
thanks to the following obvious inequality:
−‖∆ut‖2 ≤ −ρ‖∇ut‖2 + Cρ2‖ut‖2 (4.11)
which holds for all ρ > 0 and for some C > 0. As before, we take expectations, integrate over t
and we use Gronwall’s inequality to find out the following bound:
max
{
E‖∇uT‖2,E‖|uT |q+1‖2
}
≤ max{C1,2 , (E‖∇u0‖2 + E‖|u0|q+1‖2 − C1,2)e−εT + C1,2} . (4.12)
This and Lemma 4.3 prove Proposition 4.4.
We next consider solutions z(x, t) to Eq.(4.2) with bounded initial condition. Proposition 4.4
on u(x, t) implies the following:
Proposition 4.5. For all p ≥ 1, there is a C∞,p such that for all t > 0, the following holds
E‖zt‖p∞ ≤ C∞,p . (4.13)
Proof. By the bound (2.6), if d = 1 then Proposition 4.4 implies the bound (4.13) for stopped
solutions. If d = 2 we need a bound in H2δ,y. This is easily achieved with the help of a Gagliardo–
Nirenberg inequality which we prove in Section 12:
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Lemma 4.6. Let f ∈ H3ul(R2). For all K > 0 there are C(K), η such that∫
ϕδ,y(x)
∣∣∣∆(|f(x)|2qf(x))∆f(x)∣∣∣ dx
≤ 1
K
∫
ϕδ,y|∇3f(x)|2 dx+ C(K)
(
sup
y
∫
ϕδ,y(x)|f(x)|2(q+1) dx
)η
.
We use Inequality (4.11) (with ut replaced by ∇ut), Lemma 4.6, and the estimate (4.12) to
bound the time derivative of ‖∆ut‖2L2
δ,x
:
1
2
d‖∆ut‖2L2
δ,x
≤ − 1
2
‖∇3ut‖2L2
δ,x
dt + (1 + (1 + α2))‖∆ut‖2L2
δ,x
dt
+ C(1 + β2) sup
y
‖|ut|q+1‖2ηL2
δ,y
dt +
1
2
‖∆ξt‖2L2
δ,x
dt + (∆ut,∆ξt)δ,x dwt
≤
(
−1
2
d‖∆ut‖2L2
δ,x
+ C
)
dt + (ut, ϕ
−1∆(ϕ∆ξt))δ,x dwt ,
where C depends on the parameters in Eq.(2.1) (including ξt) and on ‖ut‖pL2
δ,x
, ‖|ut|q+1‖ηL2
δ,x
, and
‖∇ut‖2L2
δ,x
which satisfy Bounds (4.6) and (4.12) (or rather some extension of it to deal with the
power η). By the usual Gronwall inequality, this proves (4.13) for stopped solutions (Eq.(4.5)).
We now choose a very large n0 ≫ C0,2 + C1,2 + C2,2 and we let
En =
{
u : ∃ t < τ(2n) s.t. ‖ut‖∞ > n0 + n
}
,
where τ is the stopping time from Eq.(4.4). By Tchebychev’s inequality, by Proposition 4.4 and
(2.6) we have
∞∑
n=1
P(En) ≤
∞∑
n=1
n−2 sup
t≤τ(2n)
E(‖ut‖2∞) < ∞ .
By the Borel–Cantelli Lemma, it means that almost surely only finitely many of the events En
happen, and hence ‖ut‖∞ remains bounded as the cutoffsR and M in Eq.(4.5) are sent to infinity.
Since τ(R) > 0 a.s. for all R > 1 (by the a priori bound of Lemma 10.2) a uniform bound holds
in a small interval of time and this can be iterated indefinitely. This implies uniform boundedness
of zt and a similar argument holds for ‖zt‖p∞, p > 1.
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Proof of Theorem 4.1. By Proposition 4.4, it only remains to show that ‖∇mut‖p is bounded for
m > 1. Let p = 2. We assume that it is true for m− 1 and we consider
1
2
d‖∇mut‖2
≤ −1
2
‖∇m+1ut‖2 dt +
(
1 +
1
2
(1 + α2)
)‖∇mut‖2 dt
− Re (1 + iβ)(∇mut,∇m(|ut|2qut)) dt+ 1
2
‖∇mξt‖2 dt+ Re (∇mut,∇mξt) dwt
≤ −1
2
‖∇m+1ut‖2 dt +
(
C1‖∇mut‖2 dt+ C2‖ut‖2Hm−1
δ,y
+ C3
)
dt
+ (−1)mRe (ut, ϕ−1∇m(ϕ∇mξt)) dwt ,
Using (4.11) (with ut replaced by ∇m−1ut), Proposition 4.5, and the recursion assumption, this
can be bounded by:
1
2
d‖∇mut‖2 ≤ 1
2
(−‖∇mut‖2 + C) dt+ (−1)mRe (ut, ϕ−1∇m(ϕ∇mξt)) dwt .
We then take expectations and integrate:
E‖∇mut‖2 ≤ E‖∇mu0‖2 − E
∫ t
0
(‖∇mus‖2 − C) ds .
The case p 6= 2 is similar.
5 Invariant Measures
We now turn to the problem of the existence of an invariant measure for the process defined by
Eq.(2.1). We construct here an explicit example of a smooth homogeneous random forcing which
admits evident generalisations. Let ξ(x) be a C∞ almost periodic function on Rd. Denoting
Tyξ(x) = ξ(x+ y), the set
G =
{
Tyξ : y ∈ Rd
}L∞
is a compact group which can be endowed with the normalised Haar measure h. We denote by
(G,F1, h) the corresponding probability space (F1 is the sigma-algebra of Borel sets) and by ξy
the corresponding random variable. Let next wα(t) be a standard Brownian motion (vanishing
at 0) on the probability space (C0(R,R),F2,W) (F2 is the sigma-algebra generated by the
topology of uniform convergence on compact sets and W is the Wiener measure). Let zα(t) =
y(t) − y(0) be a continuous process on (G,F1, h) adapted to the filtration generated by the
Brownian motion. We define the stochastic differential ξy(0)+zα(t)(x) dwα(t) on the probability
space (Ω,F ,P) = (C0(R,R) × G,F2 × F1,W × h). Let Ξω(x, t) denote ξy(0)+zα(t)(x)wα(t)
where Ω ∋ ω = (α, y(0)) ∈ C0(R,R)×G. By the nature of Haar measures, P is homogeneous
in x, i.e. T ∗yP = P for all y ∈ Rd (see Vishik and Fursikov [VF] for a discussion of homogeneous
measures).
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Let Φtω be the semi-flow generated by Eq.(2.1) with noise Ξω(x, t). Using Lemma 10.3, we
can define a Markov semi-group Pt acting on Cb(L2δ,0,C) by(Ptf)(u) = ∫
L2
δ,0
f(η)P
(
Φtω(u) ∈ dη
)
. (5.1)
Pt is a Markovian Feller semi-group (the Feller property follows from the continuity of Φtω). Its
dual P∗t acts on probability measures over L2δ,0 by(P∗t µ)(B) =
∫
L2
δ,0
P
(
Φtω(u) ∈ B
)
µ(du) . (5.2)
We call µ an invariant measure for Eq.(2.1) if P∗t µ = µ for all t > 0 (see Arnold [Ar]).
In this section, we prove the following Theorem, which is actually a simple consequence of
the bounds derived in Section 4.
Theorem 5.1. There exists at least one invariant measure µ for Eq.(2.1). This measure is homo-
geneous in x and its support is contained in
⋂
m≥0H
m
ul .
Proof. We consider the family of measures {µt}t>0, where
µt =
1
t
∫ t
0
P∗sδ0 ds ,
δ0 being the unit mass at 0 ∈ L2δ,0. By Theorem 4.1, this family is tight in L2δ,0 for all δ > 0.
Namely for any ε > 0 there is a compact Kε ⊂⊂ L2δ,0 such that µt(Kε) > 1−ε. For the set Kε we
choose the ball of radius R(ε) in Hmul (m > d/2) for sufficiently large R(ε) and the compactness
follows from (2.5) and (2.7). By the Prokhorov Theorem, {µt}t>0 is weakly precompact and
thus there is at least one accumulation point µ. By the standard Krylov–Bogolyubov argument µ
is an invariant measure (see [Ar, VF, DZ2] for a detailed statement of these procedures).
Let tn, n = 1, 2, . . . be a sequence such that µ = w−limn→∞ µtn . Let BR be the ball
of radius R in Hmδ,y and let fy,R be any bounded continuous function on L2δ,y vanishing on BR
(which is a compact set). Since the topologies of L2δ,0 and of L2δ,y are equivalent, this function is
continuous on L2δ,0. Obviously |
∫
fy,R(η)µtn(dη)| < ‖f‖∞ε(R) for all n and y, where ε(R)→ 0
as R → ∞. By weak convergence of µtn to µ this also holds for µ and hence the support of µ
must be contained in
⋂
y∈RH
m
δ,y.
We next prove the homogeneity of µ. Let f ∈ Cb(Hmul ,C) and define the translation operator
Ty by Tyf(u) = f(Tyu). We have∫
Tyf(η)µ(dη) = lim
n→∞
1
tn
∫ tn
0
(∫
f(Tyη)P(Φ
t
ω(0) ∈ dη)
)
dt
= lim
n→∞
1
tn
∫ tn
0
(∫
f(η)P(Ty(Φ
t
ω(0)) ∈ dη)
)
dt
= lim
n→∞
1
tn
∫ tn
0
(∫
f(η)P(ΦtTyω(Ty(0)) ∈ dη)
)
dt
= lim
n→∞
1
tn
∫ tn
0
(∫
f(η)P(Φtω(0) ∈ dη)
)
dt =
∫
f(η)µ(dη) ,
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where we have used the homogeneity of P. Since the above holds for all f , it proves that µ is
homogeneous and the proof of Theorem 5.1 is finished.
Remark. In the above construction of a tight family of measures, we could have considered any
homogeneous initial measure µ0 supported by ∩m≥0Hmul instead of δ0.
6 Entropy Estimates
In this section, we define and estimate different notions of entropy for Eq.(2.1). We start with
the topological entropy, then the measure-theoretic entropy and finally the ε–entropy. All these
quantities are extensive, hence we actually define their spatial densities. We define the spatial
density of upper box-counting dimension as well.
To do so we first introduce the basic dynamical setup: let Φtω (t > 0) be the solution semi-flow
to Eq.(2.1) for given noise parameter ω and let θt be the shift semi-flow on Ω:
Ξθτω(x, t) = Ξω(x, t+ τ)− Ξω(x, t) .
Let next St be the semi-flow on L2δ,0 × Ω defined by
St : L2δ,0 × Ω → L2δ,0 × Ω
(u, ω) 7→ (Φtω(u), θt(ω)) .
We consider the space Hmul (m > d) endowed with the (weaker) topology of uniform convergence
on the compact Q ⊂⊂ Rd. By standard embeddings (see (2.6) and (2.7)) bounded sets of Hmul
are compact in L∞(Q). Following Crauel et al. [CDF], we define the random attractor Aω as
follows: Let BR be the ball of radius R, centre 0 in Hmul and let
Aω =
⋃
R>0
A(ω,R)
Hmul
,
A(ω,R) =
⋂
T>0
⋃
t>T
Φtθ−tω(BR)
Hmul
.
By the estimates of Section 4,Aω is almost surely closed and bounded in Hmul hence it is compact
in L∞(Q) for any bounded Q ⊂ Rd. Moreover the diameter of Aω in Hmul is less than some Rω
with P(ω : Rω <∞) = 1 and E(ω 7→ Rω) <∞ (by Theorem 4.1). The following equivariance
properties hold (we assume θtTx = Txθt for all (x, t) ∈ Rd ×R+):
ΦtωAω =Aθtω ,
TxAω =ATxω ,
(6.1)
and it contains the support of any invariant measure for St. Let next µ be an invariant measure
in the sense of Section 5, namely a stationary measure for the Markov semi-group (5.1). We
also assume that P is an invariant measure for θt. Then µ × P is an invariant measure for the
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dynamical system (St,X ,B) where X = L2δ,0 × Ω and B is the associated sigma-algebra. More
precisely, one has
E
(
ω 7→ (Φtω)∗µ) = µ (6.2)
(which is only a rephrasing of P∗t µ = µ, see Eq.(5.2)). We introduce the following definitions:
Definition 6.1. Let τ > 0, n ∈ N, and Q ⊂⊂ R. We define a pseudo-metric dω,n,τ,Q on Hmul by
dω,n,τ,Q(u, v) = max
k=0,...,n−1
‖Φkτω (u)− Φkτω (v)‖L∞(Q) .
Let Nω,n,τ,Q,ε be the cardinality of a minimal (n, ε)–cover of Aω|Q (that is Nω,n,τ,Q,ε is the least
number of open sets whose diameter in the metric dω,n,τ,Q is at most ε and whose union contains
Aω).
We define the cube QL = [−12L, 12L]d. We are now able to prove the existence of the spatial
density of topological entropy htop for Eq.(2.1):
Proposition 6.2. For all τ > 0 the following limit exists:
htop = lim
ε→0
lim
L→∞
1
Ld
lim
n→∞
1
nτ
∫
logNω,n,τ,QL,εP(dω) , (6.3)
This limit is independent of τ > 0.
Proof. The proof is similar to the deterministic case treated by Collet and Eckmann in [CE2] and
is reproduced in Section 8.
Let U = {U1, . . . , Uk, . . . } be a countable (or finite) µ–measurable partition of Aω. For two
partitions U and V , we denote their refinement {Uk ∩ Vℓ : Uk ∈ U , Vℓ ∈ V, µ(Uk ∩ Vℓ) > 0} by
U ∨ V . Moreover Φ−τω (U) = {Φ−τω (Uk) : Uk ∈ U} is a measurable partition of Aθ−τω whenever
U is a measurable partition of Aω. (Here Φ−tω stands for the inverse of Φtω, namely Φ−tω (x) is the
set of all pre-images of x.)
Definition 6.3. Let Hµ
(U) and Hµ(U|V) denote the entropy of a partition and the conditional
entropy, both relative to a given measure µ. They are defined as follows
Hµ(U) = −
∑
U∈U
µ(U) logµ(U) ,
Hµ(U|V) = −
∑
U∈U ,V ∈V
µ(U ∩ V ) log
(
µ(U ∩ V )
µ(V )
)
.
We adopt here the convention 0 log 0 = 0 therefore 0 < Hµ(U) ≤ log card(U) (which is possibly
infinite for countable U). We also choose an arbitrary sequence Σω,ε of partitions of Aω in sets
of diameter at most ε in the metric of L∞(Q1).
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The second result in this section is the existence of the spatial density of measure-theoretic
entropy hµ
Proposition 6.4. For all τ > 0 the following limit exists:
hµ = lim
ε→0
lim
L→∞
1
Ld
lim
n→∞
1
nτ
∫
Hµ

 ∨
x∈Zd∩QL
n−1∨
k=0
Φ−kτω T−x(ΣθkτTxω,ε)

 P(dω) . (6.4)
It is independent of τ > 0 and of the particular choice of the sequence of partitions Σω,ε.
Proof. Again, the proof is quite standard, see e.g. [KH, LQ] or Section 9.
We next introduce the notions of ε–entropy Hε of Kolmogorov and Tikhomirov [KT] and of
upper density of dimension dup.
Definition 6.5. Let Mε,Q,ω be the least cardinality of an open cover of Aω by sets of diameter
less than ε in the metric of L∞(Q) where Q is compact (we call this an ε–cover ofAω|Q). LetHε
be the Kolmogorov–Tikhomirov ε–entropy defined by
Hε = lim
L→∞
∫
logMε,QL,ω
Ld
P(dω) ,
et let dup(ω) be the upper density of dimension of Aω:
dup = lim sup
ε→0
Hε
log ε−1
.
The main results of the section are the following inequalities involving the different entropies
just defined. Corresponding inequalities in finite dimensional dynamical systems are well-known
[KH].
Theorem 6.6. There is a γ <∞ such that
hµ ≤ htop ≤ γdup <∞ . (6.5)
Before giving the proof of Theorem 6.6, we state a lemma which will prove useful later on.
Lemma 6.7. There are C, γ such that for all (sufficiently large) L and all (sufficiently small)
ε > 0, if ‖u− v‖L∞(QL) ≤ ε then for t > 0, L′ = L− C(1 + t) log 1/ε, one has
‖Φtω(u)− Φtω(v)‖L∞(QL′) ≤ Ceγtε
almost surely.
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Proof. Let ut and vt be two solutions to Eq.(2.1). By Lemma 10.3,
‖ut − vt‖L2
δ,0
≤ eγt‖u0 − v0‖L2
δ,0
and moreover both ‖ut‖∞ and ‖vt‖∞ are bounded uniformly in time (see Proposition 4.5). Let
Kt(·) be the convolution kernel associated with the semi-group exp(tL) (see (4.1)) and let rs =
us − vs. By Duhamel’s formula,
|rt(x)| ≤ |Kt ⋆ r0(x)|+
∣∣∣∣
∫ t
0
Kt−s ⋆
(G1(us, vs)rs + G2(us, vs)rs)(x) ds
∣∣∣∣
≤ c1eγt
(
ε+ sup
|x−y|2≤Ct log 1/ε
|r0(y)|
)
+ sup
0≤s≤t
(‖G1(us, vs)‖∞ + ‖G2(us, vs)‖∞) ∫ t
0
|Kt−s|√
ϕδ,0
⋆ (
√
ϕδ,x|rs|)(x) ds
≤ c1eγt
(
ε+ sup
|x−y|2≤Ct log 1/ε
|r0(y)|
)
+ c2‖√ϕδ,x|r0|‖2
∫ t
0
eγs
∥∥∥∥ |Kt−s|√ϕδ,0
∥∥∥∥
2
ds
≤ c3(1 + t)e(1+γ)t
(
2ε+ sup
|x−y|2≤Ct log 1/ε
|r0(y)|+ sup
|x−y|≤C log 1/ε
|r0(y)|
)
≤ 4c3e(2+γ)tε ,
where in the last line we have assumed |x| ≤ 1
2
L− C(1 + t) log 1/ε (hence |y| ≤ 1
2
L) and used
the assumption sup|y|≤L/2 |r0(y)| ≤ ε.
Proof of Theorem 6.6. We split Theorem 6.6 into three independent statements, namely each
one of the three inequalities in (6.5).
Proof of hµ ≤ htop. We follow the most standard proof (originally by Misiurewicz, quoted in
[KH]). We modify the partition Σω,ε = {σ1, . . . , σN} by “shrinking” each element, namely by
replacing each σk by a closed set Uk with Uk ⊂ σk and we define U0 = Aω\ ∪Nk=1 Uk. We thus
obtain a new partition Uω,ε = {U0, . . . , UN} and an open cover Vω,ε = {U1 ∪ U0, . . . , UN ∪ U0}.
We assume that the Uk have been chosen such that
∫
Hµ(Σω,ε|Uω,ε)P(dω) < 1. Remark that
card
( ∨
x∈Zd∩QL
n−1∨
j=0
Φ−jτω T−x(Uθ−jτTxω,ε)
)
≤ 2nLd card
( ∨
x∈Zd∩QL
n−1∨
j=0
Φ−jτω T−x(Vθ−jτTxω,ε)
)
,
and by Definition 6.3
Hµ
( ∨
x∈Zd∩QL
n−1∨
j=0
Φ−jτω T−x(Uθ−jτTxω,ε)
)
≤ log card
( ∨
x∈Zd∩QL
n−1∨
j=0
Φ−jτω T−x(Uθ−jτTxω,ε)
)
≤ log card
( ∨
x∈Zd∩QL
n−1∨
j=0
Φ−jτω T−x(Vθ−jτTxω,ε)
)
+ nLd log 2 .
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Consequently
lim
L→∞
1
Ld
lim
n→∞
1
nτ
∫
Hµ
( ∨
x∈Zd∩QL
n−1∨
j=0
Φ−jτω T−x(Uθ−jτTxω,ε)
)
P(dω)
≤ lim
L→∞
1
Ld
lim
n→∞
1
nτ
∫
log card
( ∨
x∈Zd∩QL
n−1∨
j=0
Φ−jτω T−x(Vθ−jτTxω,ε)
)
P(dω) +
logC
τ
.
Moreover, the difference between the original partition and the new one is small, namely:
lim
n→∞
1
nτ
∫
Hµ
(n−1∨
j=0
Φjτω (Σθ−jτω,ε)
)
P(dω)
≤ lim
n→∞
1
nτ
∫
Hµ
(n−1∨
j=0
Φjτω (Uθ−jτω,ε)
)
P(dω) +
1
τ
∫
Hµ(Σω,ε|Uω,ε)P(dω) .
Since all the above holds for arbitrarily large τ > 0 we get
hµ ≤ lim
ε→0
lim
L→∞
1
Ld
lim
n→∞
1
nτ
∫
log card
( ∨
x∈Zd∩QL
n−1∨
j=0
Φ−jτω T−x(Vθ−jτTxω,ε)
)
P(dω) . (6.6)
Let next δω,ε be the Lebesgue number of the cover Vω,ε (namely the largest δω,ε > 0 such that
every ball of diameter δω,ε is contained in an element of Vω,ε). Indeed δω,ε is also the Lebesgue
number of
∨n−1
j=0 Φ
jτ
ω (Vθ−jτω,ε) with respect to the metric dω,n,τ,QL. Hence
card
( ∨
x∈Zd∩QL
n−1∨
j=0
Φ−jτω T−x(Vθ−jτTxω,ε)
)
≤ Mδω,ε,QL,ω ,
and this proves that the r.h.s. of (6.6) is less than htop.
Proof of htop ≤ γdup. The proof follows [CE2]. Let ρ > 0 be such that Hε ≤
(
dup + ρ
)
log 1/ε
for all ε < ε0 and then let L0 = L0(ε, ρ) be such that all L > L0 yield∣∣∣∣
∫
logMε,QL,ω
Ld
P(dω)−Hε
∣∣∣∣ ≤ ρ .
Let L′ = L+C(T +1) log(1/ε) and ε′ = C−1 exp(−γT )ε (see Lemma 6.7). Let an ε′–cover
of Aω|QL′ (in the sense of Definition6.5) be given. Then it is also a (T/τ, ε)–cover (in the sense
of Definition 6.1), hence
Nω,T/τ,τ,QL,ε ≤ Mε′,QL′ ,ω ,
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from which follows
htop = lim
ε→0
lim
L→∞
1
Ld
lim
T→∞
1
T
∫
logNω,T/τ,τ,QL,εP(dω)
= lim
ε→0
lim
L→∞
1
Ld
inf
T
1
T
∫
logNω,T/τ,τ,QL,εP(dω)
≤ lim
ε→0
lim
L→∞
1
T
∫
logMε′,QL′ ,ω
Ld
P(dω)
≤ lim
ε→0
lim
L→∞
1
T
(
(dup + ρ) log 1/ε
′ + ρ
)
.
Since log 1/ε′ = γT + log(C/ε), the limit T → ∞ and ρ → 0 leaves only γdup on the r.h.s.
above.
Proof of dup <∞. We want to prove a bound onHε of the formHε ≤ C log 1/ε for small ε > 0.
To do so we use iteratively the following bound:
Lemma 6.8. There are A,Bω, C > 0 such that for all L > 0 and sufficiently small ε > 0, one
has almost surely
Mε,QL,ω ≤ M2ε,QL+C ,θ−1ωAL
d
B
1/ε2
θ−1ω . (6.7)
The proof of Lemma 6.8 is postponed to Section 7. Let ε > 0, L > 0. Remember that there
is an Rω such that MRω ,QL,ω = 1. Let Tω be the smallest integer larger than (log 2)−1 log(Rω/ε).
By iterating Tω times the bound (6.7), we obtain
Mε,QL,ω ≤
Tω∏
n=1
A(L+(n−1)C)
d
B
1/ε2
θ−nω ,
hence
Hε = lim
L→∞
∫
logMε,QL,ω
Ld
P(dω) ≤ E(ω 7→ Tω) logA ≤ C(log 1/ε+ logE(ω 7→ Rω)) ,
(by Jensen’s inequality) or, by Definition 6.5,
dup = lim sup
ε→0
Hε
log 1/ε
≤ C ,
which is the bound we wanted to prove. With this inequality, the proof of Theorem 6.6 is finished.
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7 Proof of Lemma 6.8
We give the proof for the notationally convenient case d = 1. Let u and v be two orbits of
Eq.(2.1) with initial conditions u0 and v0 such that u0 and v0 belong to Aω. The difference
r = u− v satisfies almost surely the equation
∂tr =
(
1 + (1 + iα)∂2x
)
r + G1(u, v)r + G2(u, v)r , (7.1)
where we have used the notation of Eq.(10.1).
Let χ(x) be a smooth and monotone function satisfying χ(x) = 1 if x ≤ 1 and χ(x) = 0
if x ≥ 2. We decompose the kernel of exp(tL) into a low frequency part and a high frequency
part:
K
(−)
t (x) =
1
2π
∫ ∞
−∞
eipx+t(1−(1+iα)p
2)χ(|p/p∗|) dp ,
K
(+)
t (x) =
1
2π
∫ ∞
−∞
eipx+t(1−(1+iα)p
2)
(
1− χ(|p/p∗|)) dp ,
where p∗ > 4 is a sufficiently large real number. We decompose the solutions rt(x) to Eq.(7.1)
accordingly:
rt(x) = r
(−)
t (x) + r
(+)
t (x) ,
r
(−)
t (x) =
(
K
(−)
t ⋆ r0
)
(x) +
∫ t
0
(
K
(−)
t−s ⋆ (G1(us, vs)rs + G2(us, vs)rs)
)
(x) ds ,
r
(+)
t (x) =
(
K
(+)
t ⋆ r0
)
(x) +
∫ t
0
(
K
(+)
t−s ⋆ (G1(us, vs)rs + G2(us, vs)rs)
)
(x) ds
The kernels K(−)t and K
(+)
t have some regularity and decay properties that we next describe:
let the Bernstein class BR,k be the following set of functions:
BR,k ≡
{
f ∈ L∞ : f extends to an entire function , |f(z)| ≤ Rek|Im z|} . (7.2)
We have
Lemma 7.1. For all p∗ > 4, t > 1
2
, f ∈ L∞, K(−)t ⋆f is in BR,2p∗ with R ≤ 2C0‖f‖∞. Moreover,
for all n ∈ N, there is a Cn > 0 such that
|K(−)t (x)| ≤
Cn√
t
(1 + x2/t)−n .
|K(+)t (x)| ≤
Cn√
t
e−(p
∗)2t/2(1 + x2/t)−n .
The proof of Lemma 7.1 is omitted, see [CE2, Ro].
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Pick a 2ε–cover ofAω|QL+C(ε) (which exists a.s. by compactness, see Definition 6.5) and let u
and v belong to one of its elements. Then r0 = u−v satisfies |r0(x)| ≤ 2ε for |x| ≤ 12(L+C(ε)).
Define
ξ(n)y (x) =
1
(1 + (x− y)2)n/2 .
Remark that Lemma 10.3 also holds with ϕy replaced by ξ(n)y (n ≥ 2). Moreover by reproducing
the proof of Lemma 6.7 using the bounds from Lemma 7.1 we obtain (for |x| ≤ L/2):
|r(−)1 (x)| ≤ |K(−)1 ⋆ r0(x)|+ C
∫ 1
0
‖K(−)1−s/
√
ξ
(n)
0 ‖2‖
√
ξ
(n)
y rs‖2
≤ Cε+ 2Cε
∫ 1
0
Cn√
1− se
γs ds
≤ Aε ,
(7.3)
where A depends on n but not on p∗ and
|r(+)1 (x)| ≤ |K(+)1 ⋆ r0(x)|+ C
∫ 1
0
‖K(+)1−s/
√
ξ
(n)
0 ‖2‖
√
ξ
(n)
y rs‖2
≤ e−(p∗)2/2ε+ 2Cε
∫ 1
0
Cne
−(p∗)2(1−s)/2
√
1− s e
γs ds
≤ B(p∗)ε ,
(7.4)
where B(p∗)→ 0 as p∗ →∞. We choose p∗ so large that B(p∗) < 1
2
.
We next use a result of Cartwright (see [KT], Eq.(191)): for all f in the Bernstein class BR,2p∗
(see (7.2)), the following identity holds:
f(x) =
sin(8p∗x)
32(p∗)2
∞∑
n=−∞
(−1)nf(xn)sin(4p
∗(x− xn))
(x− xn)2 , (7.5)
where xn = nπ8p∗ . Let f, g be in BR,2p∗ . A simple application of Eq.(7.5) shows that
‖f − g‖L∞(QL) ≤ C sup
|n|≤[4p∗L/π]+4Cp∗/(επ)
|f(xn)− g(xn)|+ 1
4
ε .
Hence, among all the functions in BRω ,2p∗ that are bounded by Aε in [−12L, 12L] (by (7.3), r(−)1
is such a function), at most (4A)Cp∗L(4Rω/ε)Cp∗/ε of them are ε/2–separated on QL. By taking
a ball of diameter ε around each of them, and repeating the operation for each element of the
original 2ε–cover, we get an ε–cover of Φ1ω(Aω)|QL = Aθ1ω|QL. The number of elements in this
cover is at most
(4A)Cp
∗L(4Rω/ε)
Cp∗/εM2ε,QL+C ,ω .
The proof of Lemma 6.8 is complete.
Stochastic Ginzburg–Landau Equations 21
8 Proof of Proposition 6.2
We follow Collet and Eckmann’s proof [CE2], which is itself an adaptation of standard proofs of
existence of the topological entropy, see e.g. [KH] and references therein. The proof of Proposi-
tion 6.2 is based on the following inequalities:
Lemma 8.1. For all compacts Q, Q′, all m,n ∈ N and ε > ε′ > 0 one has
Nω,n,τ,Q,ε ≤Nω,n,τ,Q,ε′ , (8.1)
Nω,n,τ,Q∪Q′,ε ≤Nω,n,τ,Q,εNω,n,τ,Q′,ε , (8.2)
Nω,n+m,τ,Q,ε ≤Nω,n,τ,Q,εNθnτω,m,τ,Q,ε , (8.3)
Furthermore for any τ ′ < τ the following inequalities hold:
Nω,n,τ ′,QL,ε ≤ Nω,n,τ,Qf(L),g(ε) ≤ Nω,n,τ ′,Qf(f(L)),g(g(ε)) , (8.4)
where f(L) = L+ C(τ + 1) log ε−1 and g(ε) = c exp(−γτ)ε with C, c, γ some constants.
Lemma 8.1 implies immediately that the limit in Eq.(6.3) exists: by subadditivity (8.3) and
by invariance of P under θt, we get that
Λ1 = lim
n→∞
1
nτ
∫
logNω,n,τ,QL,εP(dω)
exists, it is non-increasing in ε and by further subadditivity (8.2)
Λ2 = lim
L→∞
1
Ld
Λ1
also exists and is non-increasing in ε (by (8.1)). Hence the limit in Eq.(6.3) exists. By (8.4), it is
independent of τ .
Proof of Lemma 8.1. The inequality (8.1) is obvious from the definitions. We prove (8.2) by
making the observation that if {A1, . . . , AN} is an (n, ε)–cover of Aω|Q and {B1, . . . , BM} an
(n, ε)–cover of Aω|Q′, then {Aj ∩ Bk : j = 1, . . . , N, k = 1, . . . ,M} is an (n, ε)–cover of
Aω|Q∪Q′.
Similarly if {A1, . . . , AN} is an (n, ε)–cover of Aω|Q and {B1, . . . , BM} an (m, ε)–cover of
Aθnτω|Q, then {Aj ∩ Φ−nτω Bk : j = 1, . . . , N, k = 1, . . . ,M} is an (m + n, ε)–cover of Aω|Q
which proves (8.3).
The inequality (8.4) follows immediately from Lemma 6.7, since if D is a set of diameter
g(ε) in the metric dω,n,τ,Qf(L) then D is a set of diameter at most ε in the metric dω,n,τ ′,QL.
Remark. The topology of L∞(Q) is a simplifying choice (as far as Eq.(8.2) is concerned), but
[CE3] have demonstrated that other topologies can be used as well.
Stochastic Ginzburg–Landau Equations 22
9 Proof of Proposition 6.4
This proof is, like the proof of Proposition 6.2, based on subadditive bounds. We use well-
known properties of the function Hµ(·), see [KH], Chapter 4.3 (in particular Proposition 4.3.3).
We recall that x 7→ −x log x is concave, hence for any partition U and any t > 0, the following
holds: ∫
Hµ
(
Φ−tω (U)
)
P(dω) ≤ Hµ
(∫
Φ−tω (U)P(dω)
)
= Hµ(U)
where we have used Eq.(6.2). We thus have∫
Hµ
(n+m−1∨
k=0
Φ−kτω (Σθkτω,ε)
)
P(dω)
=
∫
Hµ
(n−1∨
k=0
Φ−kτω (Σθkτω,ε)
)
P(dω)
+
∫
Hµ
(n+m−1∨
k=n
Φ−kτω (Σθkτω,ε)
∣∣∣ n−1∨
k=0
Φ−kτω (Σθkτω,ε)
)
P(dω)
≤
∫
Hµ
(n−1∨
k=0
Φ−kτω (Σθkτω,ε)
)
P(dω) +
∫
Hµ
(
Φ−nτω
m−1∨
k=0
Φ−kτθnτω(Σθ(k+n)τω,ε)
)
P(dω)
≤
∫
Hµ
(n−1∨
k=0
Φ−kτω (Σθkτω,ε)
)
P(dω) +
∫ ∫
Hµ
(
Φ−nτω′
m−1∨
k=0
Φ−kτω (Σθkτω,ε)
)
P(dω′)P(dω)
≤
∫
Hµ
(n−1∨
k=0
Φ−kτω (Σθkτω,ε)
)
P(dω) +
∫
Hµ
(m−1∨
k=0
Φ−kτω (Σθkτω,ε)
)
P(dω) ,
namely subadditivity in the time variable. We can prove subadditivity in the space variable in a
similar way. Thus the first two limits in Eq.(6.4) exist. These limits are monotonically increasing
as ε→ 0, hence the third limit is well-defined.
We next prove that the limit is independent of the choice of Σω,ε: let Σω,ε and Σ˜ω,ε be two
different sequences, we get (by the Rokhlin inequality)∣∣∣∣ limL→∞ 1Ld limn→∞ 1nτ Hµ
( ∨
x∈
Zd∩QL
n−1∨
k=0
Φ−kτω T−x(ΣθkτTxω,ε)
)
− lim
L→∞
1
Ld
lim
n→∞
1
nτ
Hµ
( ∨
x∈
Zd∩QL
n−1∨
k=0
Φ−kτω T−x(Σ˜θkτTxω,ε)
)∣∣∣∣
≤ Hµ(Σω,ε|Σ˜ω,ε) +Hµ(Σ˜ω,ε|Σω,ε)
and the r.h.s. above vanishes as ε → 0 since these sequences generate the whole sigma-algebra
of Aω in this limit.
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We prove that Eq.(6.4) is independent of τ by using Lemma 6.7 and an argument similar to
the one used in Section 8.
10 Uniqueness of Solutions
In this section, we use the Contraction Mapping Principle to prove uniqueness of solutions to
Eq.(4.5) as well as estimates on the stopping times Eq.(4.4) (along the lines of Da Prato and
Zabczyk, [DZ1] Chapter 7). We define a Banach space Bp,K,T of complex-valued predictable
processes u on the time interval [0, T ] with norm defined by
|||u|||p =
(
sup
0≤t≤T
E(e−Kt‖ut‖p∞)
)1/p
.
We prove existence and uniqueness of solutions to Eq.(4.3) in Bp,K,T :
Lemma 10.1. Let T > 0, p > 1, and M > 1. For sufficiently large K, there exists a unique
solution ut ∈ Bp,K,T to Eq.(4.3) with initial data u0.
Proof. We define the map F : Bp,K,T → Bp,K,T by (see Eq.(4.3))
F(X)
t
= etLu0 +
∫ t
0
e(t−s)LPM(|Xs|)|Xs|2qXs ds+
∫ t
0
e(t−s)Lξs dws .
If E(‖u0‖p∞) <∞ then obviously F maps Bp,K,T into itself. We define
N (|x|2) = − (b+ iβ)PM(|x|)|x|2q ,
G1(x, y) = 1
2
(
N (|x|2) +N (|y|2) + (|x|2 + |y|2)
∫ 1
0
N ′(t|x|2 + (1− t)|y|2) dt) ,
G2(x, y) = xy
∫ 1
0
N ′(t|x|2 + (1− t)|y|2) dt .
(10.1)
If X and Y are arbitrary elements of Bp,K,T , then
|||F(X)−F(Y )|||p
= sup
0≤t≤T
E
(∥∥∥∥
∫ t
0
e(t−s)(L−K)
(G1(Xs, Ys)e−Ks(Xs − Ys)+ G2(Xs, Ys)e−Ks(Xs − Ys)) ds
∥∥∥∥
p
∞
)
≤ CM2qp(K − c)−p|||X − Y |||p .
The map F is thus a contraction on Bp,K,T if K > C ′M2q . This proves the existence and the
uniqueness of a solution ut to Eq.(4.3).
To be able to treat solutions to Eq.(4.5) as solutions to Eq.(4.2) for some time, we use the
following bounds on the stopping times τ(R) defined by Eq.(4.4):
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Lemma 10.2. There is a C > 0 such that the following holds almost surely for all R > 1:
τ(R) ≥ CR−2q logR .
Proof. This follows immediately from Lemma 10.1 since we can take any M > R.
We next show that solutions of Eq.(2.1) are also uniquely defined on L2δ,y, using that bounded
functions form a dense subset.
Lemma 10.3. The semi-flow Φtω extends almost surely to a bounded continuous semi-flow on
L2δ,y for any δ > 0 and y ∈ Rd.
Proof. We apply the non-propagation estimate of Ginibre and Velo [GV1]. Let u0 and v0 be two
functions in L2δ,y and denote the corresponding solutions to Eq.(2.1) by ut and vt. Their difference
ut − vt satisfies (almost surely) the following inequality:
1
2
∂t‖√ϕδ,y(ut − vt)‖22 ≤ (1 +
1
2
√
1 + α2)‖√ϕδ,y(ut − vt)‖22
− Re (1 + iβ)
∫
ϕδ,y(ut − vt)
(|ut|2qut − |vt|2qvt) .
By [GV1] (Proposition 3.1), Hypothesis 2.1 implies that the last term above is negative. We thus
get an estimate of the form ‖ut − vt‖L2
δ,y
≤ exp(ct)‖u0 − v0‖L2
δ,y
This and Lemma 4.3 prove that Φtω is uniformly bounded and continuous on L2δ,y for any
δ > 0 and y ∈ Rd if we define ut = limn→∞ u(n)t where u(n)0 is a Cauchy sequence of bounded
functions approaching u0.
11 Compact Embedding for Local Spaces
In this section, we give a proof of Relation (2.7) which is a trivial adaptation of [Ad], The-
orem 6.53, p.174. More precisely we prove the embedding (2.7) to be Hilbert–Schmidt. Let
{en}n∈N be a complete orthonormal basis of Hm+kδ,y . Let {Qn}n∈N be a countable cover of Rd by
balls of radius 1. Let x ∈ Qn, let α ≤ m and define the bounded linear operator Dαx on Hm+kδ,y by
Dαx (u) = ∇αu(x) .
Its norm is (by Sobolev embedding) bounded by
‖Dαx (u)‖2Hm+k
δ,y
≤ max
0≤α≤m
sup
x∈Qn
|∇αu(x)|2 ≤ C
infx∈Qn ϕδ,y(x)
‖u‖2
Hm+k
δ,y
.
By Riesz’ Lemma, Dαx (·) = (vαx , ·)Hm+k
δ,y
for some vector vαx and
∞∑
n=1
|∇αen(x)|2 =
∞∑
n=1
|(en, vαx )Hm+k
δ,y
|2 = ‖vαx‖2Hm+k
δ,y
.
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Thus the Hilbert–Schmidt norm of the embedding map is
∞∑
n=1
‖en‖2Hm
δ′,y
=
∑
α≤m
∫
Rd
‖vαx‖2Hm+k
δ′,y
ϕδ′,y(x) dx ≤ m
∞∑
n=1
∫
Qn
Cϕδ′,y(x)
infz∈Qn ϕδ,y(z)
dx ,
which is finite whenever δ′ > δ.
12 Proof of Lemma 4.6
The proof can be found in [BGO, Mi] and is summarised below. We decompose the plane into
countably many sets Q(m,n) of unit area and use the bounds ϕδ,y(x) ≤ exp(−δ|x − y|) ≤
eϕδ,y(x). For simplicity we assume δ = 1 and we drop it from our notation (if Lemma 4.6 is true
for δ = 1 then it is true for all δ > 0 by scaling, possibly with different constants). We simply
write
∫
D
f for
∫
D
f(x) dx for D ⊂ R2. We have∫
R2
ϕy|∆(|f |2qf)∆f | ≤ C
∑
m,n
e−|n|
∫
Q(m,n)
|∆f ||f |2q−1(|f ||∆f |+ |∇f |2) , (12.1)
where
⋃
mQ(m,n) ⊃ {x ∈ R2 : n− 12 ≤ |x− y| ≤ n + 12}. We estimate each summand using
Ho¨lder and Gagliardo–Nirenberg inequalities. For any p, r with p−1 + r−1 = 1 and in particular
for r = 1 + 1/q and p = 1 + q, we get:∫
Q(m,n)
|∆f ||f |2q−1(|f ||∆f |+ |∇f |2)
≤ c1‖∆f‖2p
(‖f‖2q2pq/(p−1)‖∆f‖2p + ‖f‖2q−12pq/(p−1)‖∇f‖24pq/(p+q−1))
≤ c2‖∆f‖2p
(
‖f‖2q2pq/(p−1)‖∆f‖2p + ‖f‖2q−12pq/(p−1)
(‖f‖1/22pq/(p−1)‖∆f‖1/22p )2)
= c3‖∆f‖22p‖f‖2q2qr
≤ c4‖∇3f‖2(2q+2)/(2q+3)2 ‖f‖2(q+1/(2q+3))2(q+1)
≤ K−1‖∇3f‖22 + c5K‖f‖4q
2+6q+2
2(q+1) .
By summing up all contribution to (12.1) we arrive at∫
R2
ϕy|∆(|f |2qf)∆f |
≤ CK−1
∑
m,n
e−|n|
∫
Q(m,n)
|∇3f |2 + C ′K
∑
m,n
e−|n|
(∫
Q(m,n)
|f |2(q+1)
)η
≤ C˜K−1
∫
R2
ϕy|∇3f |2 + C ′′K
∑
n
ne−|n|
(
sup
y
∫
R2
ϕy|f |2(q+1)
)η
= C˜K−1
∫
R2
ϕy|∇3f |2 + C ′′′K
(
sup
y
∫
R2
ϕy|f |2(q+1)
)η
,
which proves Lemma 4.6.
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