Scaling analysis is nowadays becoming a standard tool in statistical signal processing. It mostly consists of estimating scaling attributes which in turns are involved in standard tasks such as detection, identification or classification. Recently, we proposed that confidence interval or hypothesis test design for scaling analysis could be based on non parametric bootstrap approaches. We showed that such procedures are efficient to decide whether data are better modeled with Gaussian fractional Brownian motion or with multifractal processes. In the present contribution, we investigate the relevance of such bootstrap procedures to discriminate between non Gaussian finite variance self similar processes with stationary increments (such as Rosenblatt process) and multifractal processes. To do so, we introduce a new joint time-scale block based bootstrap scheme and make use of the most recent scaling analysis tools, based on wavelet leaders.
INTRODUCTION
Scaling analysis. Scaling analysis is becoming a standard tool in empirical time series analysis. Essentially, it can be summarized as follows. Let X(t) denote the time series to be analyzed and TX (a, t) some multiresolution quantities, that depend jointly on an analysis scale a and time t. Wavelet coefficients are typical examples of such TX (a, t). X is said to possess scaling properties when its structure functions,
S(a, q) = 1/na
behave as power laws with respect to the analysis scale a, for given ranges of analysis scales a ∈ [am, aM ] (aM /am 1) and statistical orders q:
Scaling analysis consists of estimating the scaling exponents, ζ(q), which, in turns, are involved in standard signal processing tasks such as detection, identification or classification. Scaling exponents can be related to the multifractal spectrum and properties of X. This will not be discussed here and the reader is referred to e.g., [1, 2] .
Scaling modeling. A key practical issue consists of deciding which scaling model better fits the data. There exist to major classes of scaling processes: Self similar processes with stationary increments
The authors thank an anonymous reviewer for fruitful comments.
(H-sssi), whose most popular member is fractional Brownian motion (FBM), and multifractal (MF) processes. In most of the literature related to practical analysis of scaling (or multifractal) properties of empirical data, practitioners are trying to assess whether the data they analyze are better described by one class of processes or by the other. Such a systematic concern corresponds to both theoretical and practical preoccupations: First, while self similar processes with stationary increments are deeply tied to additive random walks, the most prominent examples of multifractal processes (such as the celebrated Mandelbrot's cascades) are based on recursive multiplicative constructions. Thus, one can naturally imagine that the physical or biological mechanisms underlying the data are likely to be significantly different for data that can be associated to additive or to multiplicative structures. Second, while the scaling properties of self similar processes are entirely described by a single parameter H, referred to as the selfsimilarity parameter, those of multifractal processes involve a whole collection of such parameters. Since the goal of practitioners consists of relating these scaling parameters to physical parameters controlling the data or the experiment, there is a need to decide on the actual number of independent scaling parameters to be involved. Third, while practitioners often prefer multifractal models whose increased number of parameters brings extra degrees of freedom and hence better fits of the data, this additional flexibility is achieved at the price of significantly increased practical difficulties. Indeed, while self similar processes correspond to a well-defined fully parametric class of stochastic additive processes mostly depending on a single scaling exponent, multifractal processes fall into a much broader and less well-defined class of multiplicative processes involving a larger number of scaling parameters, for which the derivation of estimation or hypothesis test procedures and the assessment of their statistical performance is much more delicate. These arguments (addition vs. multiplication, single vs. many parameters, significant extra technical and practical difficulties in estimation and modeling) underline the need for practical procedures helping in deciding whether MF processes are needed to model data, or whether they are satisfactorily well modeled by self-similar ones.
Self similar versus multifractal processes. In the remainder of the text, we discuss only processes with finite variance. For H-sssi processes, the scaling exponents take the specific form ζ(q) = qH. In contrast, for most MF processes of interest, ζ(q) is a non linear (concave) function of q. We will use this property as a definition for MF processes. Note that such a definition is not strictly correct (cf. [1, 2] for a mathematically correct definition). It is nevertheless sufficient for the context of this contribution and will be seen as a practical or operational definition for MF processes. Therefore, discriminating between these two classes of models mostly amounts to deciding on the linearity of ζ(q) with respect to q. To this end, the scaling exponents can be fruitfully expanded as ζ(q) = P p≥1 cpq p /p!. Indeed, for H-sssi processes, c1 = H and cp ≡ 0, ∀p ≥ 2, while for MF processes c2 = 0. This explains why a key issue in scaling analysis consists of accurately estimating the parameters c2 and c3 and/or of performing hypothesis tests such as cp = 0 vs. cp = 0 (for p = 2, 3). Because scaling processes are characterized by intricate properties (long range dependency, non Gaussianity), it is difficult, and so far unachieved, to derive analytically, even asymptotically, the statistical performance of the estimation and test procedures used in scaling analysis. Hence, the lack of confidence intervals for estimates or performance for tests constitutes a major practical limitation in empirical scaling analysis.
Time-scale block Bootstrap. To overcome such difficulties, we studied, in a previous work (cf. [3] ), how non parametric bootstrap based approaches can provide the practitioners with both accurate confidence intervals for the estimation of scaling attributes, ζ(q) and cp, and meaningful hypothesis tests. To do so, we made use of both wavelet coefficients and wavelet Leaders for scaling analysis [1] and applied (time-block) bootstrap schemes in these wavelet domains. This enabled us to derive efficient procedures for discriminating between (Gaussian) FBM and non Gaussian MF processes [3, 4] . In the present contribution, we further investigate the performance of bootstrap based approaches when applied to non Gaussian finite variance self similar processes with stationary increments, and compare them to those obtained from Gaussian FBM. The Rosenblatt process [5] (ROS) will be used as a very example for such processes. Wavelet coefficients are usually characterized by a joint time and scale dependence structure, which theoretically needs to be taken into account in bootstrap procedures. Our previous scheme consisted of time-block bootstrap for each given scale a = 2 j independently, hence accounting for the time dependence structure of the wavelet coefficients but neglecting the scale one. For Gaussian FBM, it has been shown (see e.g., [6] ) that correlation and hence dependence between and amongst scales decreases fast. For non Gaussian Hsssi, while inter-scale correlations decrease as that of Gaussian FBM, inter-scale dependence are likely to remain larger. This may decrease the performance of time-only block bootstrap procedures. To correct for this weakness, we introduce, in the present contribution, a wavelet domain joint time-scale block bootstrap procedure. We study the performance of such bootstrap schemes and show that they provide practitioners with satisfactory confidence intervals for scaling attributes and powerful hypothesis tests aiming at discriminating between potentially non Gaussian H-sssi and MF processes.
FINITE VARIANCE SELF SIMILAR PROCESSES
Self similar processes with stationary increments, and self-similarity parameter H, 0 < H < 1, referred to as H-sssi processes, satisfy:
where fdd = stands for the equality of all finite dimensional distributions [7] . FBM is the only Gaussian H-sssi process [7] . There also exist finite variance non Gaussian H−sssi processes, the most well known being the Rosenblatt process (ROS) [5] . The Rosenblatt process, with H ∈ (1/2, 1), is defined as where kH is a normalizing constant (e.g. such that EZH (1) 2 = 1), R R 2 denotes the double Wiener-Itô integral, x+ = max{x, 0} for x ∈ R and B(t), t ∈ R, is a standard Brownian motion. For further technical details on the definition, properties and numerical simulation procedures, the reader can consult e.g., [8] and references therein. Its two major properties of interest are as follows: ROS has exactly the same covariance function as FBM but more complex higher order dependence. Also, ROS has a non Gaussian highly skewed marginal distribution (as illustrated from numerical simulations in Fig. 1 ). Such characteristics (complex dependence and non Gaussianity) are likely to significantly impair scaling analysis and the capabilities of bootstrap to provide relevant confidence limits and/or hypothesis tests. This is precisely the question under analysis in the present contribution.
SCALING ANALYSIS
Multiresolution quantities. Scaling analysis is nowadays commonly performed using wavelet coefficients as multiresolution quantities. However, it has been shown and explained in [1] that wavelet Leaders can interestingly replace wavelet coefficients, yielding a more relevant, accurate and general multifractal analysis. We will apply bootstrap procedures to both wavelet coefficient and Leaders and compare their performance. The discrete wavelet transform of X is defined as:
is an elementary function, referred to as the mother-wavelet and characterized by its number of vanishing moments N ψ ≥ 1:
It is moreover assumed that ψ0 has a compact time support and that the collection {ψ j,k (t) = 2 −j/2 ψ0(2
Let us define dyadic intervals as λ = λ j,k =ˆk2 j , (k + 1)2 j´, and let 3λ denote the union of the interval λ with its 2 adjacent dyadic intervals:
. Then, following [1] , wavelet Leaders are defined as: shown that the scaling properties of X can be expressed as:
Scaling properties. Both for H-sssi and MF processes, it has been
where S(2 j , q) and C(2 j , p) denote, respectively, the structure functions as defined in Eq. (1), and the cumulant of order p of the logarithm of the multiresolution quantities (i.e., of ln LX (j, k) or ln |dX (j, k)|).
Estimation.
Eqs. (6) and (7) suggest that the estimation of the ζ(q) and cp can be performed by means of linear regressions:
where S(2 j , q) can be read as the standard sample moment estimator andĈ(2 j , p) refers to the standard cumulant estimator of order p for ln LX (j, k) (or ln |dX (j, k)|). The weights wj have to satisfy the usual constraints
wj ≡ 0 and reflect the confidence granted to each log 2 S(j, q) orĈ(j, p). Estimates based on Leaders or wavelet coefficients are denoted aŝ
TIME-SCALE BLOCK BOOTSTRAP
In order to design confidence limits and tests forζ(q) andĉp, we extend here the line of work in [3] , proposing a time block bootstrap procedure in the wavelet domain, by applying a time-scale block bootstrap procedure to either the dX or to the LX . This specific choice of block construction is expected to ensure that both the time and the scale dependencies of the coefficients are reproduced by the bootstrap resamples (cf. [9, 10] for details on resampling methods).
Time-scale block resampling. Let k denote the time index of the sampled signal X[k] = X(kTs) with sampling period Ts and j , k the indices of the dX and LX of X. Then, the time-scale blocks are constructed as stripes of time length 2l in the time-scale plane, overlapping in time :
Each of the bootstrap resamples L * (r)
X , r = 1, · · · , R is obtained by first drawing, randomly, and with replacement B = n 2l such time-scale blocks B k(b) , b = 1, · · · , B, from the available blocks and then concatenating in time the time-circularized coefficients,
, which belong to each of the drawn blocks:
The procedure is illustrated in Fig. 2 (6) and (7) and hence into Eqs. (8) and (9) .
Bootstrap variance estimation and confidence limits. The bootstrap estimation of the variance ofΘ ∈ {ζ(q),ĉp} is obtained as the sample variance over the R bootstrap resamplesΘ
whereΘ * α is the α quantile of the empirical distribution ofΘ * .
Bootstrap hypothesis tests.
We want to test H0 : cp = cp,0 against the double sided alternative cp = cp,0, using the test statistiĉ t =ĉp − cp,0. The bootstrap estimation of the null distribution oft is obtained as the empirical distribution of
with α quantilest * α . The significance (1 − α) percentile bootstrap test dα rejects H0 ift is outside of the acceptance region b
, and dα = 0 otherwise.
RESULTS
Experimental set-up. In order to evaluate the performance of the proposed estimation and test procedures, we apply them to a large number NMC of realizations of length n of FBM and ROS. The simulation parameters are set to NMC = 500, n = 2 15 and H = 0.7 for the processes, N ψ = 3 and [j1, j2]= [3, 8] for estimation, and R = 199 and l = 2 10 for the bootstrap. 
Performance of estimation. Table 1 shows that for q < 0, wavelet coefficient based estimations of ζ(q) exhibit large biases and MSEs and hence are not meaningful, whereas their Leader based counterparts perform satisfactorily well for both FBM and ROS. For q > 0, both the coefficient and the Leader based estimations are satisfactory for both FBM and ROS. Note that in this situation, the Leader based estimations are more biased but have smaller standard deviations, resulting in MSEs similar to those of coefficients based ones. Moreover, we note that for the estimation of the log-cumulants cp, Leader based estimations have smaller standard deviations and MSEs -and significantly so for cp, p = 2, 3, the key attributes in discriminating mono-vs. multi-fractal models. The gains in MSEs are of approximately 1 and 2 orders of magnitude for c2 and c3, respectively. Together with the estimation performance for ζ(q), when q < 0, these gains in MSE indicate clearly that Leaders are to be preferred over wavelet coefficients for investigating the precise multifractal properties of the data under analysis. We further observe that the non Gaussian nature of ROS results in larger standard deviations and MSEs -up to a factor 2 as compared to Gaussian FBM -for both coefficient and Leader based estimations. Nevertheless, the estimation performance remains satisfactory for the non Gaussian process. In particular, we note that the Leader based estimations of cp remain excellent. The non Gaussianity of the wavelet coefficients of ROS is illustrated in Fig. 1 .
Performance of bootstrap confidence intervals. Fig. 3 illustrates the relevance of the bootstrap distribution estimations forĉ2 by comparing the Monte Carlo empirical probability density functions of estimated by bootstrap (shown are the Monte Carlo median and upper and lower 5% quantiles of these bootstrap distributions). We observe that for both coefficients and Leaders and for both FBM and ROS, the bootstrap distributions closely reproduce the Monte Carlo distributions of the estimates. Table 2 (columns 2 to 7) shows that for FBM, bootstrap standard deviation estimations for allĉp and ζ(q), q > 0 and q < 0 are excellent (under-estimation by less than 5%). However, it also indicates that bootstrap standard deviation estimations are more difficult for the non Gaussian ROS process, with under-estimations of up to 25% forĉ1 and ζ(q). Nevertheless, the bootstrap standard deviation estimations forĉ2 andĉ3, the key attributes in discriminating mono-vs. multi-fractal models, are still excellent for ROS. Similar observations are obtained for (bias corrected) confidence interval coverages: They are excellent for all estimates for FBM and forĉ2,ĉ3 for ROS, and remain satisfactory forĉ1, ζ(q) for ROS.
Time block vs. Time-scale block bootstrap. For wavelet coefficients, the time block and the time-scale block procedures perform equivalently well for both processes (results not reported here for space reasons). For wavelet Leaders, Table 2 (columns 8 and 9) show the standard deviation and confidence interval estimation performance of an ordinary time block bootstrap (cf. [3, 4] ). It is observed that the performance of the time block bootstrap are inferior to those of the time-scale block bootstrap proposed in the present work. Whereas the difference in performance remains small for FBM, it becomes more significant for ROS. Such observations lead us to the conclusion that the non-linear construction of wavelet Lead- The true values cp are (c1, c2, c3) = (0.7, 0, 0), the null values cp,0 are given by the abscissa. It is significantly more difficult to reject a MF hypothesis when data actually are non Gaussian ROS than when they are Gaussian FBM. The target significance of the tests is set to α = 5%.
ers causes an increase of inter-scale dependencies as compared to wavelet coefficients. This justifies the recourse to time-scale block bootstrap procedures when basing scaling (or multifractal) analysis on wavelet Leaders.
Performance of bootstrap tests. Because of the duality of confidence interval and test acceptance region constructions, the significance of the proposed bootstrap tests (in %) for a targeted significance of 5% can be read from Table 2 as 100 − C Θ,(bc) . Thus, the conclusion -performance are excellent for FBM and remain satisfactory for ROS -applies as well to test significance. Rejection rates (powers)β of tests H0 : cp = cp,0 are shown in Fig.  4 for FBM (top row) and ROS (bottom row) for both Leaders (solid red lines) and coefficients (dashed blue lines). The powersβ of the tests equal the probabilities of rejecting cp,0 (given by the abscissa) when the alternatives cp (i.e. {c1, c2, c3} = {0.7, 0, 0}) are true. Thus, for p = 2, 3,β quantifies the capability of the test to reject a multifractal hypothesis when the data are self-similar FBM or ROS. We observe that Leader based tests display larger power than coefficient based ones, and significantly so for the parameters c2 and c3 which discriminate mono-from multi-fractality. However, switching from Gaussian FBM to non Gaussian ROS results in a non negligible decrease in test powers. Therefore, it is significantly more difficult to reject a multifractal hypothesis when the data are non Gaussian H-sssi processes than when they are Gaussian H-sssi.
CONCLUSIONS
In the present contribution, the following results were obtained. First, multifractal parameter estimations work satisfactorily both for Gaussian and non Gaussian H-sssi processes. Wavelet Leader based estimation generally show better performance than those based on coefficients, the difference being significant for the estimation of the parameters enabling discrimination between mono-and multi-fractal models, namely the cps and the ζ(q), when q < 0. Along the same line, the Leader based tests are consistently and significantly more powerful. Second, the proposed time-scale block bootstrap procedure provides reliable confidence intervals and test decisions for both Gaussian and non Gaussian H-sssi processes. It is demonstrated to be preferable to time block bootstrap procedures when the multiresolution quantities display non negligible inter-scale dependencies, as is the case for Leaders. Third, it is observed that, irrespectively of the efficiency of bootstrap, the non Gaussian nature of ROS causes a significant increase in confidence interval sizes and decrease in test powers, and hence increased difficulties in discriminating between multifractality and non Gaussian self-similarity.
