In this paper we derive rigorously amplitude equations for stochastic partial differential equations with quadratic nonlinearities, under the assumption that the noise acts only on the stable modes and for an appropriate scaling between the distance from bifurcation and the strength of the noise. We show that, due to the presence of two distinct timescales in our system, the noise (which acts only on the fast modes) gets transmitted to the slow modes and, as a result, the amplitude equation contains both additive and multiplicative noise.
Introduction
Stochastic partial differential equations (SPDEs) with quadratic nonlinearities arise in various applications in physics. As examples we mention the use of the stochastic Burgers equation in the study of closure models for hydrodynamic turbulence [CY95] and the use of the stochastic Kuramoto-Sivashinsky equation or similar models [CB95, LCM96, BGR02, RML+00] for the modelling of surface phenomena. Very often SPDEs have two widely separated characteristic timescales and it is desirable to obtain a simplified equation which governs the evolution of the dominant modes of the SPDE and captures the dynamics of the infinite-dimensional stochastic system at the slow timescale. The purpose of this paper is to derive rigorously such an amplitude equation for a quite general class of SPDEs (cf (2.1)) with quadratic nonlinearities and, furthermore, to obtain sharp error estimates, in the case where there is only one dominant mode (i.e. the amplitude equation is a one-dimensional SDE).
Consider, as a working example of the class of SPDEs that we will consider in this paper, the following variation on the Burgers equation
x u + u∂ x u + (1 + γ )u + σ φ (1.1) subject to external forcing σ φ and to Dirichlet boundary conditions on [0, π]. Since we are working very far from the inviscid regime, the solutions to this equation in the absence of forcing would decay quickly to 0 were it not for the extra linear instability (1 + γ )u. The constant 1 appearing in this term is taken to be equal to the Poincaré constant for the Dirichlet Laplacian on [0, π] and is designed to render the first mode sin(x) linearly neutral. The constant γ therefore describes the linearized behaviour of that mode. The aim of this paper is to study the behaviour of solutions to (1.1) for small γ over (large) timescales of order γ −1 . It is well known [Blö05, CH93] (see also [Sch94, Sch01] for general results on unbounded domains) that in the absence of forcing, the solution to (1.1) is of the type
where the amplitude a solves the deterministic Landau equation
If the forcing φ is taken to be white in time (actually, any stochastic process with sufficiently good mixing properties would also do), then, provided that σ = O(γ ), the solution to (1.1) is still of the type (1.2), but a now solves a stochastic version of the Landau equation:
where ξ is white noise in time and the constantσ is proportional one the one hand to the ratio σ/γ and on the other hand to the size of the projection of φ onto the 'slow' subspace spanned by the mode sin(x) [Blö05] . In particular, one getsσ = 0 if the projection of φ onto that subspace vanishes. This naturally raises the question of the behaviour of solutions to (1.1) when the external forcing acts only on the orthogonal complement of the 'slow' subspace. Roberts [Rob03] considered for example noise acting only on the second mode sin(2x). Using formal expansions relying on centre manifold type arguments, he derived a reduced model describing the amplitude of the dominant mode. Moreover he demonstrated numerically that additive noise is capable of stabilizing the dominant mode, i.e. the noise eliminates a small linear instability. In turns out that, in order to have a non-trivial effect on the limiting amplitude equation, the strength of the noise should be chosen to scale like √ γ , i.e. σ = O( √ γ ). We show that in this case, one has (after integrating against smooth test functions)
u(t, x) = √ γ a(γ t) sin(x) + O(γ 5/8 ).
(1.3)
To be more precise, we have additional noise terms of order √ γ on higher modes that average out when integrated against test functions, i.e. they are small in some appropriate weak (averaged) sense.
The amplitude a solves a stochastic differential equation of Stratonovich type da = (1 + δ 1 )a dt − 1 12 a 3 dt + δ 2 + δ 3 a 2 • dB(t).
(1.4) Here, the constants δ i , i = 1, 2, 3 are proportional to σ 2 /γ , σ 4 /γ 2 , and σ 2 /γ , respectively, with proportionality constants depending on the exact nature of the noise. The Wiener process B can be constructed explicitly from the external forcing φ, but unless δ 2 = 0, it is not given by a simple rescaling.
In the particular case, where φ(x, t) = sin(2x)ξ(t) with ξ a white noise, one has δ 1 = −σ 2 /88γ , δ 2 = 0 and δ 3 = σ 2 /36γ . Note that δ 1 is negative, so that if σ 2 > 88γ , the solution to (1.4) converges to 0 almost surely. This explains the stabilization effect observed in [Rob03] .
In this paper, we justify rigorously expressions of the form (1.3) for PDEs of the form (1.1) and we obtain formulae for the coefficients in the amplitude equation (1.4). Unlike [Blö05] we are interested in the situation where the noise does not act on the slow degrees of freedom directly but gets transmitted to them through the nonlinear interaction with the fast degrees of freedom. From a technical point of view, one of the main novelties of this paper is that it provides explicit error bounds on the difference between the solution of the original SPDE and the solution of the approximating amplitude equation; this is a key requirement in tackling the infinite-dimensional problem. Thus, our result is stronger in that respect than weak convergence type results in the spirit of, e.g. [EK86, Kur73] . Furthermore, we provide an explicit coupling between the two solutions, which is not trivial in the sense that, unlike in the case where the noise acts on the slow variables directly, the white noise driving the resulting amplitude equation is not a simple rescaling of the noise driving the original equation.
In the case where there are more than one dominant modes and the amplitude equation is a vector valued SDE such an explicit identification of the noise which drives the limiting dynamics does not seem to be possible. As a result, we are not able to prove a strong convergence result, neither are we able to obtain error estimates. We can still, however, prove a weak convergence result. It is important to emphasise that, even in the multidimensional case, the amplitude equation is (although higher dimensional) of the form (1.4), where the cubic and quadratic term are just replaced by terms defined by trilinear or bilinear maps on some R N . Furthermore explicit formulae for all the coefficients that appear in the amplitude equation are obtained using our approach.
The approximation of the original SPDE by a finite-dimensional stochastic system has various interesting applications. First, we can show that additive noise can have a stabilizing effect to solutions of SPDEs. As mentioned earlier, this is proved in this paper for the case of the Burgers equation with only the second mode being forced by noise. In connection to this, detailed properties of the solution to the SPDE can be inferred through the study of the amplitude equation. Furthermore, the amplitude equation can be used to show that, for ε sufficiently small, with very high probability the solution to the SPDE exists over relatively long time intervals.
Finite-dimensional SDEs with quadratic nonlinearities and two characteristic, widely separated, timescales were analysed systematically by Majda, Timofeyev and Vanden Eijnden in a series of papers [MTVE01, MTVE99] . The SDEs that were studied by these authors can be thought of as finite-dimensional approximations of stochastic PDEs with quadratic nonlinearities of the form (1.1) (in fact, the authors consider finite-dimensional approximations of deterministic PDEs and they introduce stochastic effects by replacing the quadratic selfinteraction terms of the unresolved variables by an appropriate stochastic process). In these papers, techniques from the theory of singular perturbation theory for Markov processes were used to derive stochastic amplitude equations with additive and/or multiplicative noise, which can be either stable or unstable. The results obtained by formal multiscale asymptotics can be in principle justified rigorously using the theorem of Kurtz [Kur73] , see also [EK86, theorem 3.1, chapter 12]. However, since these results lack explicit error estimates, it is not clear a priori whether they can be applied to the infinite-dimensional situation that we study in this paper.
The rest of the paper is organized as follows. In section 2 we state the assumptions that we make, and present our main result. Sections 3 to 6 are devoted to the proof of our main theorem. In particular, in section 5 we prove the weak convergence result for the case where there is a finite number of dominant modes. On the other hand, in section 6 we prove the strong approximation theorem, together with the error bounds, for the case where the amplitude equation is one dimensional. Finally, in section 7 we apply our theory to the stochastic Burgers equation.
Notations, assumptions and main result
The main object of study of the present paper is the following SPDE written in the form (cf [DPZ92] ):
Remark 2.1. We could easily allow for a deterministic forcing term εf acting on the fast modes. We omit this for simplicity of presentation.
Throughout this paper, we make the following assumptions. For some of the results that we prove in this paper it will furthermore be necessary to make the following assumption. Remark 2.6. This assumption will not be necessary to obtain the convergence of the 'slow' dynamics to the solution of a limiting amplitude equation, see theorem 5.1. It is only necessary in order to get the strong control over the error bounds and the explicit expression for the driving noise of the limiting equation given in theorem 6.4.
We are interested in studying the behaviour of small solutions to (2.1) on timescales of order ε −2 . To this end, we define v through εv(ε 2 t) = u(t), so that v is the solution to
Remark 2.7. The scaling in ε in equations (2.1) and (2.4) below is dictated by the symmetry assumptions (2.2) and (2.3). If either of these assumptions were to fail, the scaling considered in this paper would not yield a meaningful limit.
Note also that we made an abuse of notation in that the Wiener process W appearing in (2.4) is actually a rescaled version of the one appearing in (2.1), but it has the same distribution. Now we are ready to state the main result of this paper. 
Here, a(t) is the solution to the stochastic amplitude equation 
Remark 2.9. In a weak norm in time (for example H −1 ) one can show that z(t) is well approximated by white in time and coloured in space noise of order ε. Formally, we can write
Of course, for small transient timescales of order O(ε 2 ) the initial value P s v 0 of z(t) has a contribution of order O(1). Thus estimates of the error uniformly in time are out of reach.
Remark 2.10. An immediate corollary of our result is that, under the assumptions of theorem 2.8, we can write
where u(t) is the solution to (2.1) with u(0) = O(ε), a(t) is the solution to the amplitude equation (2.5) with εa(0) = u(0), e 1 and R(t) = z(ε 2 t) is the solution to
The noise that appears in the equation for R is a rescaled version of the noise that appears in the equation for z.
Let us discuss briefly the main steps in the proof of this result. We first decompose the solution of (2.1) into a slow and a fast part:
to obtain a system of SDEs for (x, y), equation (3.1). Our next step is to apply Itô's formula to suitably chosen functions of x and y in order to eliminate the O(1/ε) terms from (3.1). We furthermore show that we can replace the fast process y by an appropriate Ornstein-Uhlenbeck process z. In this way, we obtain an SDE for x that involves only x and the (infinite-dimensional) Ornstein-Uhlenbeck process z. This is done in section 3, see proposition 3.9. A general averaging result (with error estimates) for deterministic integrals that involve monomials of the infinite-dimensional OU process z, see corollary 4.5, enables us to eliminate or simplify various terms in the equation for (x, z) and to reduce the evolution of x to the integral equation
where R(t) = O(ε 1/2−κ ) (for arbitrary κ > 0) and M(t) is a martingale whose quadratic variation has an explicit expression in terms of (x, z). (We made an abuse of notation here and wrotẽ ηx 3 for what should in general really be a trilinear form acting on x.) This is done in section 4. The final step in the reduction procedure is to show that the martingale M(t) can be approximated (pathwise) by the stochastic integral
where B(t) is a suitable one-dimensional Brownian motion and a is the solution to the amplitude equation (2.5). This is done in sections 6.1 and 6.2. We remark that, whereas the derivation of equation (2.7) is independent of the dimensionality of x(t) (provided that it is finite), the third part of the proof is valid only in the case where the kernel of L is one dimensional. This is the price we have to pay in order to obtain rigorous explicit error estimates on the validity of the amplitude equation.
However, it is relatively straightforward, using standard techniques, to show from (2.7) that the process x converges in law as ε → 0 to the solution of a finite-dimensional SDE whose coefficients can be expressed explicitly. This will be done in section 5. It does not seem possible, however, to obtain pathwise convergence in this situation by using our approach, since the time change employed in the proof of lemma 6.1 works only in one-dimension. Neither does it seem straightforward to modify the present proof in such a way that one can obtain explicit error estimates without using lemma 6.1. In the case where the amplitude a(t) is a Brownian motion on R k , one could consider one-dimensional projections, as was done in [HP04] . It is not clear however how to adapt the argument used in that paper to the case where the amplitude a(t) is the solution of a general SDE. Furthermore, the error estimate obtained in [HP04] scales like ε c/n 2 for some appropriate small constant c, which is clearly far from being optimal.
The reduction to finite dimensions
Let us fix a terminal time T and constants κ > 0 and p > 0. Note that these constants are not necessarily the same as the ones appearing in the statement of theorem 6.2, but can get 'worse' in the course of the proof.
Note first that one has Lemma 3.
Under assumptions 2.2-2.4, equation (2.4) has a unique local (mild) solution
Proof. This follows from an application of Picard's iteration scheme for the mild solution, see for example [DPZ92] . One can check that the assumption β < α − 2, together with the continuity assumption on B( · , · ), imply that the solution map has the required contraction properties for sufficiently small time. The fact that the stochastic convolution takes values in H α is a consequence of assumption 2.4.
Remark 3.2. Note that we do not rely on a dissipativity assumption of the underlying SPDE (2.4). Thus we can only establish the existence of local solutions. The existence of solutions on a sufficiently long timescale will be shown later to follow from the dissipativity of the approximating equations.
Substituting the decomposition (2.6) into (2.4), we obtain the following system of equations:
Since lemma 3.1 does not rule out the possibility of a finite time blow up in H α for the quite general system (3.1), we introduce the stopping time
Note that lemma 3.1 ensures that, for a fixed initial condition v 0 and for ε sufficiently small, one has τ * > 0 almost surely. Let us fix now some notation.
Definition 3.3. For a real-valued family of processes
We say that 
Approximation of the stable part by an Ornstein-Uhlenbeck process
In this subsection we show that the 'fast' process y(t) is actually close to an OrnsteinUhlenbeck process, at least up to time τ * . We have the following result.
Lemma 3.4. Let z(t) be the N ⊥ -valued process solving the SDE
Proof. It follows from the mild formulation of (2.4) that
where we have used the notation N(x, y) = ενy + P s B(x + y, x + y). From the properties of L we deduce that there exist positive constants C, c such that
Since on the other hand assumption 2.3 implies that
the claim follows from the definition of τ * and the fact that the right-hand side of (3.6) is integrable for β > α − 2.
The above approximation result enables us to obtain estimates on the statistics of the stopping time τ * . For this we will need an estimate on the Ornstein-Uhlenbeck process (3.4). .7), and the triangle inequality.
Note that the value of κ 0 appearing in the statement above can be chosen independently of the value κ appearing in the definition of τ * . Thus, with high probability, the event τ * < T is caused by x(t) getting too large. To be more precise:
Corollary 3.7. Under assumptions 2.2 and 2.3, for every p > 0 and for every K > 1, there exists a constant C such that
Proof. Follows from corollary 3.6 and the Chebyshev inequality. Ax ⊗ By + By ⊗ Ax for the symmetric tensor product of two linear operators.
Elimination of the O(
Let us recall that the scalar product in the tensor product space
With a slight abuse of notation, we write ·, · α := ·, · α,α . Furthermore, we extend the bilinear form B to the tensor product space by
With this notation, one can check that 5 :
Proof. It suffices to note that I ⊗ s L is diagonal with eigenvalues (λ j + λ k )/2 in the basis e j ⊗ s e k . Note that ker(I ⊗ s L) = N ⊗ s N . Now we are ready to present the main result of this subsection.
Proposition 3.9. Let x and z be as above and let assumptions 2.2-2.4 hold. Then, there exists a process R = O(ε 1− ) such that, for every stopping time t with t τ * almost surely, one has
An immediate corollary is Corollary 3.10. Under the assumptions of proposition 3.9, define the process x R (t) by x R (t) = x(t) − R(t). Then for every p > 0 and everyα < 1/2, one has
Proof. It follows immediately from (3.9), using the definition of τ * . The conditionα < 1/2 arises from the two stochastic integrals in the right-hand side of (3.9).
Proof of proposition 3.9. Applying Itô's formula to B(x, L −1 y), we get the following identity in
Combining this with lemma 3.4 and the continuity properties of B stated in assumption 2.3, it follows that, for every stopping time t with t τ * almost surely, one has
where
(y ⊗ y), we get the following identity in
Note however that all terms but the second one actually belong to
to both sides of (3.11). Noting that P c B(e i ⊗ e i ) = 0 by assumption 2.3, we get
where R 2 (t) = O(ε 2− ). Collecting both terms and inserting them into (3.1a) concludes the proof.
Averaging over the fast Ornstein-Uhlenbeck process
In this section, we simplify the equation for x further by showing that one can eliminate all terms in (3.9) that contain odd powers of z. Furthermore, concerning the terms that are quadratic in z, there exists a constant Q ∈ H α ⊗ s H α so that one can make the formal substitution z ⊗ z → Q. We start with a number of bounds on the integrals of products of Ornstein-Uhlenbeck processes.
An averaging result with explicit error bounds
Recall that QW can (at least on a formal level) be written as ∞ k=2 q k e k w k (t) for some independent standard Wiener processes w k . For ε > 0 and k > 1, we defineẑ k (t) to be the stationary solution of
This is a Gaussian process with covariance
Sinceẑ k (t) fluctuates very rapidly, one would expect from the law of large numbers that as
weakly. This is made precise by the following bounds:
Lemma 4.1. For every p > 0 there exists a constant C p such that, for every t > s > 0 and every k, , m > 1, the bounds
hold. Here we denoted by δ kl the Kronecker symbol.
Proof. The first bound can be checked explicitly in the case p = 1 by using (4.1). The case p > 1 follows immediately from the fact that t sẑ k (r) dr is Gaussian.
In order to obtain the other bounds, we recall first the fact that for an R 2p -valued Gaussian random variable X = (X 1 , . . . , X 2p ), we have
where (2p) is the set of all permutations of {1, . . . , 2p}.
Turning to the second claim, consider first the case where k = , so thatẑ k andẑ are independent. Thus 
where the sum runs over 2 (A), the space of all permutations of numbers in A, where each number is allowed to appear twice. Now it is possible to check that all terms in the double sum where |A| < 2p are cancelled by a term with a largerÃ, where t τ2i = t τ2i−1 for some i. All remaining terms have |A| = 2p. It follows from (4.1) that there exists a constant C such that
The bound then follows immediately by integrating over t 1 , . . . , t p . The last term can be bounded in a similar way. Proof. It follows from (4.3) that, for every q > 0, there exists a constant C such that
holds for every K > 0. Note now that if a positive random variable X satisfies P(X > x) C /x q for every x > 0, then, for p < q, one has
Combining this with (4.4) and choosing q sufficiently large yields the required bound.
Proposition 4.4. Let K be a Hilbert space, let f be a K-valued random process with almost surelyα-Hölder continuous trajectories, let G ε be a family of K-valued processes satisfying (4.3), and let
Assume furthermore that, for every κ > 0 and every p > 0, there exists a constant C such that
Then, for every γ < 2α/(1+2α), there exists a constant C depending only on p and γ such that 
The second term in the right-hand side can be bounded by
The first term of this expression is in turn bounded by
Collecting all these expressions yields
Choosing δ = ε 2/(1+2α) , applying lemma 4.3, and using (4.5) easily concludes the proof.
We are actually going to use the following corollary of proposition 4.4.
Corollary 4.5. Letẑ be as above and let α be as in assumptions 2.3 and 2.4. Fix T > 0 and let f i with i ∈ {1, 2, 3} beα-Hölder continuous functions on [0, T ] with values in (H α )
⊗i * , respectively. Let F ε be given by
Then, for every γ < 2α/(1+2α), there exists a constant C depending only on p and γ such that Proof. Note thatẑ satisfies (4.5) with K = H α . This follows for example from the proof of [DPZ92, theorem 5.9]. The statement is then a consequence of corollary 4.2 and of proposition 4.4.
The reduction of the slow modes
We now use the results of the previous subsection in order to show that most of the terms that appear on the right-hand side of equation (3.9) are of order O(ε 1/2− ). Note first that we can replace all occurrences of z in (3.9) by the stationary processẑ without changing the order of magnitude of the remaining term R. We are now ready to state the main result of this section. Proof. First we replace all instances of z byẑ on the right-hand side of equation (3.9), which results in an error of order O(ε 1− ) which is absorbed into R. This is a straightforward but somewhat lengthy calculation which we do not reproduce here. We rely on
Proposition 4.6. Under assumptions 2.2-2.4 and with x andẑ defined as above, we obtain
Note that obviously z −ẑ = O(ε 1− ), as bounds uniformly in time are not available due to transient effects on timescales smaller than O(ε 2 ). Nevertheless, we only bound the error in integrated form, which is sufficient for our application. Actually, it is possible to check that the error terms which result from this substitution are of O(ε 2− ). The only exception to this is the stochastic integral, where we apply the Burkholder-Davies-Gundy inequality in order to get a remainder term of O(ε 1− ). Once this substitution has been performed, the proposition follows from an application of corollary 4.5 to the modified equation (3.9). The fact that, for everyα > 1/2, the various integrands are indeedα-Hölder continuous functions with values in (H α ) ⊗i * and Hölder norm of order O(ε 0− ) follows from corollary 3.10.
Remark 4.7. An alternative way of formulating propositions 3.9 and 4.6 would be to take t deterministic, but to change the definition of x so that x remains constant once the stopping time τ * is reached. Since we only claim bounds on the error R(t) for t τ * , equation (4.6) would then be satisfied for that modified process x up to the deterministic time t.
Convergence to a limiting equation
We are now going to show that the process x converges in law, as ε → 0, to the solution of a finite-dimensional SDE, without requiring the one dimensionality of the kernel of L. The price that we have to pay is that we do not obtain any convergence rate. This is because the argument that we use is a tightness argument to show the existence of convergent subsequences, combined with the characterization of the solution of the limiting SDE as the (unique in law) solution to the appropriate martingale problem. Since this technique is fairly standard (see for example [PSV77] , [BLP78, chapter 3]) we do not enter into exhaustive details. The main deviation from the standard procedure concerns the fact that we do not assume global existence of solutions to the original equation, which leads to some technical difficulties.
In order to formulate the main theorem of this section, we introduce first the function F : N → N given by F (x) =νx −η(x, x, x) , whereν andη are defined in (4.7) and (4.8). We furthermore define the symmetric, L (N , N ) 
2). Denote furthermore by π : C([0, T ], H α ) → C([0, T ], N ) the projection onto the kernel of L and assume thatη is such that
Then, the sequence of measures π * P ε converges weakly to the measure P, the law of the solution to the SDE The claim of the theorem (that π * P ε converges weakly to P as ε → 0) is then an immediate consequence of the following two claims whose proofs will be given below:
1. The sequence of probability measures π * P ε is tight. 2. Every accumulation point of (π * P ε ) ε>0 is a solution to the martingale problem associated with (5.1). Let us start with the proof of tightness of π * P ε . Consider (4.6) and define x R (t) = x(t * )−R(t * ), where R is as in (4.6) and where we used the notation t
, it follows from the version of Kolmogorov's continuity test given in [RY99] that tightness of π * P ε follows if we can show that
2) with a constant C independent of ε. We first show the boundedness of x R 2p in expectation for every integer p 1. Applying Itô's formula to (4.6), we get
It then follows from the bounds on R, combined with the fact that moments ofẑ are uniformly bounded and that, by assumption, x,η(x, x, x) c x 4 for some c > 0, that
It follows from Gronwall's inequality that E x R (t) 2p < C for every t ∈ [0, T ], uniformly in ε > 0. The bound (5.2) now follows easily from (4.6), combined with the Burkholder-DavisGundy inequality.
Let φ ∈ C ∞ 0 (N ) now be a smooth and compactly supported function. Applying Itô's formula to (4.6) and defining x R (t) = x(t * ) − R(t * ) as before, we find that, under P ε , one has the almost sure identity
Combining the bound obtained above on x with corollary 3.7, we obtain
It follows furthermore form corollary 4.5 that the second term in (5.3) converges to 1 2
where we identify D 2 φ with a linear map from N to N . This, together with the existing bounds on R and the smoothness of the test function φ, shows that there exists a processR ε and a martingaleM φ ε (under P ε and with respect to the filtration generated by x) such that
If we stop the martingaleM φ ε at the time τ * (which is also the time at which the process x is stopped), we can verify that the stopped error termR ε satisfies in that case
were L is the generator of (5.1). LetP be an arbitrary accumulation point of P ε and choose a sequence ε n → 0 such that P εn →P weakly. If we can show that M φ is aP-martingale, the proof of the theorem is complete. Fix t > s > 0 and choose an arbitrary continuous function
The first equality is a consequence of weak convergence and the continuity of both M φ and f (in x). The second equality follows from (5.5) and the third equality follows from the fact thatM φ εn is a martingale under P εn . Since (5.6) holds for every continuous f , this shows that
is a martingale underP. ThereforeP is a solution to the martingale problem associated with (5.1). Since this solution is unique [SV06] , we conclude thatP = P.
Approximation of the martingale term
This section deals with the final reduction step for the general system (3.1) in the case where the kernel of L is one dimensional. We start by eliminating the stochastic integral of the type t 0ẑ ⊗ Q dW (s) from (4.6). In fact, we show that we can replace the martingale part in equation (4.6) by a single stochastic integral of the type
against a one-dimensional Wiener process B. Note that this section is superfluous in the particular case where the first stochastic integral in (4.6) vanishes. This is the case for example in the situation considered in [Rob03] . See theorem 7.1 in the next section.
We emphasize again that the argument presented in the remainder of this paper is valid only under the assumption that the kernel of L is one dimensional.
An abstract martingale approximation result
We start with the following lemma; we will use it to approximate the martingale part of equation (4.6) by a stochastic integral against a one-dimensional Brownian motion. 
Proof. Define the adapted increasing process h by
note that one has h g almost surely. Furthermore, one has
for every t s, so that one has 0 (dh/df ) 1 almost surely. Define a martingaleM(t) with quadratic variation h by the Itô integral
Define now an increasing sequence of random times T t by
Note that since h g almost surely, the times T t are actually stopping times with respect to F t , so that the time-changed processM(t) =M(T t ) is a martingale with quadratic variation g. Note thatM(t) is a martingale with respect to the filtrationF t induced by the stopping times T t . Note also that F t ⊂F t as a consequence of the fact that T t t almost surely.
It remains to show thatM satisfies the required bound. Let us start by defining the martingale as the difference = M −M. The quadratic variation of is then bounded by
Applying the Burkholder-Davies-Gundy inequalities [RY99, corollary IV (4.2)] to this bound yields the existence of a universal constant C such that
Before we turn to bounding the difference betweenM andM, we show that if F is an arbitrary positive random variable, B is a Brownian motion, γ < 1/2, and q > p > 1, then there exists a constant C depending only on p, q and γ , such that
where we defined
One has indeed for every K > 0 and every L > 0 the bound
Applying Chebyshev's inequality and using the Brownian scaling together with the fact that the γ -Hölder norm of a Brownian motion on [0, 1] has moments of all orders, this yields for every q > 0 the existence of a constant C such that
K q . The bound (6.1) then follows immediately from the fact that if a positive random variable X satisfies P(X > K) (a/K) q for some a, some q and every K > 0 then, for every p < q, there exists a constant C such that E|X| p Ca p . Note now that it follows from our construction that there exists a Brownian motion B such thatM(t) = B(h(t)) andM(t) = B(g(t)). Noting that h g and setting G = g(T ), we have
and the result follows from (6.1) and Young's inequality.
Application to the SPDE
Before we state the next result, we introduce some notation. Let γ ∈ H and : H α → H be defined by
The facts that γ ∈ H and is bounded follow from lemma 3.8 together with the fact that assumption 2.4 implies in particular that Q is a bounded operator from H to H α−1 . Note that is actually bounded as an operator from H α−1 to H, but we will not need this fact. Proof. From proposition 4.6 we have that, with the notations introduced above,
where R 2 = Oy(ε 1/2−κ ). Denote by M(t) the martingale
Its quadratic variation is given by
It now follows from corollary 4.5 that
Denote byM(t) the martingale with quadratic variation g(t) given by lemma 6.1 and byx the solution to
It follows from lemma 6.1 that M(t)−M(t) = O(ε 1/4− ). Therefore, using a standard estimate stated below in lemma 6.3,
The martingale representation theorem [RY99, theorem V.3.9] ensures that one can enlarge the original probability space in such a way that there exists a filtrationF t , and anF t -Brownian motion B(t), such that both x(t) andx(t) areF t -adapted and such that
Note that in general the σ -algebraF t is strictly larger than the one generated by the Wiener process W up to time t. This is a consequence of the construction of lemma 6.1 where one has to 'look into the future' in order to constructM. We finally define the process a as the solution to the SDE da(t) =νa(t) dt −ηa
Denote ρ = a −x and G(x) = σ b + σ a x 2 . Then, one has
Using the fact that G is globally Lipschitz, this yields the existence of a constant C such that
It is now easy to verify, using Itô's formula, (6.6), and the Burkholder-Davies-Gundy inequality, that
which is the required result.
Let us finally state the a priori estimate used in the previous proof. 
Proof. This is a straightforward a priori estimate which relies on the stable cubic nonlinearity in (6.7). First, one easily sees from Itô's formula that x i (t) = O(ε 0− ). Then using the transformationx i (t) = x i (t) − M i (t) to random ODEs forx i (t), we can write down an ODE for the differencex 1 (t) −x 2 (t), which we can bound pathwise by direct a priori estimates. We will omit the details.
Main result
Let us finally put the results obtained in this and the previous two sections together to obtain our final result for the system of SDEs (3.1). 
then for all T > 0, R > 0, p > 0 and κ > 0 there is a constant C such that for all ε ∈ (0, 1) and all x(0) α < R and y(0) α < R we have that It is straightforward to see thatν and σ a are unchanged under this transformation, whereasη is mapped to c Note that the second term in the expression forν gives the Itô-Stratonovich correction. However, the claim does not follow immediately, since we wish to get an error estimate of order ε 3/2 instead of ε 5/4 . Retracing the proof of theorem 6.4, we see that the claim follows if we can show that |f − g| = O(ε − ), where f and g are as in (6.4) and (6.5). In our particular case, one has γ = 0, so that The result now follows from lemma 7.2 below. 
