A new transform over finite fields, the finite field Hartley transform (FFHT), was recently introduced and a number of promising applications on the design of efficient multiple access systems and multilevel spread spectrum sequences were proposed. The FFHT exhibits interesting symmetries, which are exploited to derive tailored fast transform algorithms. The proposed fast algorithms are based on successive decompositions of the FFHT by means of Hadamard-Walsh transforms (HWT). The introduced decompositions meet the lower bound on the multiplicative complexity for all the cases investigated. The complexity of the new algorithms is compared with that of traditional algorithms.
INTRODUCTION
Discrete transforms defined over finite fields, such as the finite field Fourier transform (FFFT), pivotal tools in coding theory [2] and signal processing [1] . Another interesting example is the finite field Hartley transform (FFHT), a self-inverse transform (involution operator) introduced in [3, 4, 5] . Recent promising applications of discrete transforms concern the use of the FFHT to design digital multiplex systems, efficient multiple access systems [6] and multilevel spread spectrum sequences [7] . A decisive factor for applications of discrete transforms has been the existence of the so-called fast transforms (FT) for computing it. Since the FFHT is a more symmetrical version of discrete transform, in this paper this symmetry is exploited so as to derive new FTs that require less operations. These FTs, derived for short blocklengths (N ≤ 24), are based on successive decompositions in a similar way as the multilayer Hadamard decomposition employed [8] to compute the discrete Hartley Transform (DHT) [9] . This new approach, which is based on decomposition of the FFHT by means of Hadamard-Walsh transforms (HWT), meets the lower bound on the multiplicative complexity of a discrete Fourier transform (DFT) [10] . Each HWT implements pre-additions and post-additions. These schemes are easy to implement using digital signal processors (DSP) or low-cost The inverse FFHT is given by the following theorem. 
Theorem 1 The vector v
for i = 0, 1, . . . , N − 1.
HADAMARD DECOMPOSITION OF THE FFHT
The Hadamard decomposition was employed in [8] as a tool to compute the discrete Hartley transform. This approach allows the minimization of the multiplicative complexity of the DHT for some blocklengths. Since all the properties and symmetries of the DHT are also observed for the FFHT, the application of this algorithm to finite fields should be expected. The minimal multiplicative complexity of a DFT with blocklength N-denoted by µ(DFT (N))-can be calculated by converting the DFT in a set of cyclic convolutions. A lower bound on µ(DFT (N)) is presented in [10] . Table 1 shows a few values of µ(DFT (N)) for short blocklengths.
Considering with finite field transforms, the following comments are worthwhile:
(i) The minimal multiplicative complexity, µ(FFFT (N)), for a FT over the finite field GI(p r ), is the same as µ(DFT (N)), evaluated over the real field.
(ii) The relationship between the multiplicative and additive complexity over a finite field strong depends on implementation. For small p, the total complexity (additive plus multiplicative) must be taken into account since their difference is small.
New algorithms for computing the FFHT are introduced in the next section.
COMPUTING THE 4-POINT FFHT
Let v ←→ V be a FFHT transform pair over GI (7) . The FFHT, assuming a cas(·) kernel with ζ = j, is computed by:
Indeed, no multiplication is needed. Observing further symmetries, columns can be combined through Hadamard blocks in order to reduce the number of additions. Let
It follows that:
The number of additions is reduced from 12 to 8 (4 pre-additions and 4 post-additions).
COMPUTING THE 6-POINT FFHT
Let v ←→ V be an FFHT transform pair over GI (7) . Considering ζ = 3, the FFHT can be computed by
Observing the symmetries, a first column combination can be made. Let
Therefore,
Going on with this procedure, a second pre-addition layer is derived: 
Since there is only one multiplication (by the same factor) in columns 1 and 4, there will be two multiplications. The total number of additions required to compute a 6-blocklength FFHT is 16 (10 pre-additions and 6 post-additions).
COMPUTING THE 8-POINT FFHT
Let v ←→ V be an FFHT transform pair over GI (7) . Let ζ = 2 + 2 j, so the corresponding matrix formulation is, 
Defining a 1st order pre-addition layer: 
Defining a 2nd pre-addition layer,
Consequently, we obtain: 
Since there is only one multiplication (by the same factor) in columns 1 and 2, there are two multiplications. The number of additions is 22 (14 pre-additions and 8 post-additions). It is worthwhile to remark that the additive complexity is less than the one for an 8-DFT calculation by the Winograd algorithm.
COMPUTING THE 12-POINT FFHT
Let v ←→ V be an FFHT transform pair over GI(p). As an example, let p = 7 and ζ = 3 j. Then V = T v where,
Defining a 1st order pre-addition layer, we obtain:
A second order pre-addition layer can be defined according to, 
Going further, a 3rd order pre-addition layer is defined: 
Thus V = T (3) S(3), where
Since there is just one multiplication by the same factor in columns 2, 3, 5 and 8, the total number of multiplications is 4. The number of additions required to compute the FFHT is 44 (32 pre-additions and 12 post-additions). The multiplicative complexity reaches the minimum theoretical complexity and again the additive complexity is the same as the one obtained for the DHT [8] .
COMPUTING THE 16-POINT FFHT Let v ←→ V a FFHT pair over GI(p).
Assuming p = 7 and ζ = 2 + 4 j, the corresponding transform is V = T v, where
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Now we consider the first order pre-addition layer according to:
Therefore, V = T (1) S (1), where 
By defining a 2nd order pre-addition layer, we have:
Then, V = T (2) S(2), where 
The columns do not cope. However, multiplying both the 5 and 6 columns by 2 ∈ GF(7), they can be combined with columns 13 and 14, respectively. Defining then a 2nd order pre-addition layer (with two multiplications in columns 10 and 11), we have: 
Finally, V = T (3) S(3), where
There is only one multiplication in columns 1, 2, 3, 4, 5 and 6, besides two pre-multiplications, so the total complexity is 8. The number of additions is 50 (40 pre-additions and 16 postadditions). In this case, the number of multiplications is less than 10, the minimum expected multiplication complexity [10] . It can be concluded that there are two trivial multiplications. It is not simple to identify which are the trivial multiplications from the observation of matrices over GI (7) . Carrying on the same analysis over another finite field, the same combination of columns was observed, i.e. the approach does not depend on the finite field but on the length. Let v ←→ V be an FFHT pair over GI (p) . Considering now p = 31, ζ = 7 + 13 j, the transform matrix T will be, 1 1 1 1 1 1 1 1 1 1 1 1 1 (2), where 
Again, some columns do not cope. But, multiplying both columns 5 and 6 by 4 ∈ GF(31), they can be combined with columns 14 and 13, respectively. The same occurs with columns 9 and 10, which combine with columns 2 and 1, respectively. A third layer of pre-additions, including four pre-multiplications in columns 1, 2, 5, and 6, is given by:
Therefore, we have that V = T (3) S(3), where In the above examples, the Hadamard decomposition algorithm presents a lower complexity to compute an FFHT compared to existing FFFT/DFT algorithms. Multiplicative complexity saving regarding classical CooleyTukey is 50% (N = 16 and N = 8).
The total complexity saving regarding the same algorithm is roughly 25% (N = 16), 20% (N = 8).
CONCLUSIONS
Fast algorithms for the finite field Hartley transform based on Walsh-Hadamard decompositions were developed and applied to short blocklengths. The theoretical multiplicative complexity lower bounds were achieved. The total complexity (additive and multiplicative) of the algorithms was compared to that of popular algorithms and the lower values were obtained for the FT. These FTs are attractive and easy to implement using low-cost high-speed dedicated circuitry.
