ABSTRACT A hierarchical distributed control structure is proposed for the optimal operation of a hybrid energy storage array system (HESAS) composed of multiple battery units and supercapacitor units. A grouping control strategy is established for multiple battery units. The upper layer is the coordinated control layer. To realize the coordinated and safe operation of a battery energy storage system (BESS) and supercapacitor energy storage system (SCSS), a two time-scale optimization model based on model predictive control (MPC) is proposed. The long time-scale model provides reference values for the short time-scale model, whereas the short time-scale model optimizes the real-time power demand based on the reference values to ensure that the state of charge and power of the BESS and SCSS are within the safe operation region. The lower layer is the distributed control layer. To quickly decompose the power commands sent by the upper layer, the weighted discrete consensus algorithm based on MPC is used to realize the adaptive allocation of power between the units with the same energy storage. The convergence speed of the proposed algorithm is improved by shrinking the weighted matrix. The results show that the proposed control structure, model, and grouping strategy have certain advantages in terms of control performance, convergence speed, and in extending battery life.
I. INTRODUCTION
Utilizing the source/load characteristics of the energy storage system can reduce the volatility and randomness of renewable power generation and make renewable power generation easier for the power system. Energy storage technologies can be classified into high energy and high power technologies. In the high energy technologies, battery energy storage technology has been widely used in power systems owing to its high energy density and flexible configuration, and several battery energy storage demonstration projects have been built [1] - [3] .
In [4] and [5] , a novel wind power-battery energy storage system structure was proposed. The wind farm is decoupled from the grid by a dual-battery system, which can achieve a stable output power from the wind farm. However, the new structure requires a large battery energy storage capacity. The conventional structure still operates the energy storage system (ESS) in parallel with the wind farm. Reference [6] has made statistics for long-term wind speed data. By setting reasonable grid-connected target values, the battery energy storage system (BESS) can be used to improve the uncontrollability problem of wind power. However, this method requires high wind power prediction accuracy. Reference [7] also uses a dual-battery structure and the two BESSs are responsible for charging and discharging, respectively. Although the utilization of the battery capacity is improved, the available power of the entire BESS is reduced. All of the above studies adopt a deep cycle strategy for batteries, and it is considered that a depth of discharge (DoD) higher than 80% will have an irreversible impact on battery lifetime. Therefore, this strategy will be followed in this study.
For the application of BESS, there is still the concern of short life cycle. One feasible solution to solve this problem is by combining some high power ESSs with the long life and fast response characteristics and BESS to form a hybrid energy storage system (HESS). Supercapacitors have very high cycle lives, typically above 500000, flexible modular structures, and can cope with complex working environments [8] - [10] . Therefore, research on the application technology of battery-supercapacitor HESS is currently a hot topic [11] , [12] . The battery-supercapacitor HESS can be used for renewable power generation. The aim of reducing power fluctuation and extending battery life can be realized through a reasonable coordinated control strategy. To reduce frequent switching of the battery charge/discharge state, the general control strategy is that the low frequency part of the power is supplied by the battery, while the high frequency part is supplied by the supercapacitor. Common methods include low-pass filtering [13] , [14] , wavelet decomposition [15] , [16] , and wavelet packet decomposition [17] . Most of these methods require relatively complicated feedback adjustment strategies. Especially in the application of HESS, both the SOCs of the two ESSs should be kept in a safe area, and the power of the two ESSs should be prevented from exceeding the limit, making adjustment more difficult. However, using some optimization methods to deal with this problem is often effective. Among these methods, the model predictive control (MPC) has the characteristics of good constraint processing ability and less online optimization calculation. At present, there are many studies on the battery-supercapacitor HESS in the field of electric vehicles [18] - [20] .
In large-scale ESS applications, because of the inconsistency of energy storage cells' parameters, the capacity of ESS, whether high energy ESS or high power ESS, cannot be large. Generally, many energy storage units are connected in parallel to form a large-capacity ESS [21] . Whether single energy storage technology or hybrid energy storage technology is being studied, the same kind of energy storage medium is considered as a whole, and seldom involves the detailed power allocation of multiple energy storage units. In [22] , for the flywheel energy storage matrix system, the distributed algorithm is used to realize the distributed coordinated control between the flywheels. In this study, the research ideas of [7] and [22] will be drawn on and research will be conducted in the following aspects. A hierarchical distributed coordinated control structure was proposed to optimize the operation of the hybrid energy storage array system (HESAS) with multiple energy storage units, and a reasonable grouping control strategy was adopted for BESS to extend the battery life. The upper layer of the control structure is the coordinated control layer. A two time-scale optimization model based on MPC is used to optimize the power of BESS and SCSS, and the SOC and power of the respective systems shall be kept in the safe operation range. The lower layer is the distributed control layer. To realize the adaptive power allocation among the same energy storage units, a weighted discrete consensus algorithm based on MPC is proposed. The calculation and shrinkage methods of the weighted matrix are given to improve the convergence speed of the algorithm.
The rest of the paper is organized as follows. Section II presents the physical structure and control structure of HESAS. In Section III, the proposed two time-scale optimization model based on MPC is introduced in detail.
In Section IV, taking BESS as an example, a weighted discrete consensus algorithm based on MPC and its implementation process are given. The simulation results of hierarchical distributed coordinated control performance are presented in Section V. Finally, Section VI summarizes this work and presents the conclusion.
II. HYBRID ENERGY STORAGE ARRAY SYSTEM STRUCTURE
The HESAS of the wind farm is taken as an example, and its structure is shown in Fig. 1 . HESAS consists of a SCSS and a BESS. The two subsystems also contain several energy storage units, all of which constitute a MW-level HESAS. Owing to the randomness and volatility of wind power, BESS needs to frequently switch the charging/discharging state to meet the power demand, which accelerates the aging of battery life to a certain extent [7] , [14] . At the same time, it is not conducive to making full use of battery capacity. In addition, according to the statistical analysis of a large number amount of wind power data, the probability of positive/negative fluctuation of wind power is approximately equal, and the corresponding fluctuation energy is also very close [23] . Therefore, based on the above considerations, multiple battery units in BESS are divided into two groups, which are set as charging group and discharging group respectively. Then the coordinated control strategy proposed below is used to reduce unnecessary state switching and improve the operating environment of battery energy storage units.
HESAS adopts a hierarchical distributed control structure in order to realize the coordinated optimization operation of BESS and SCSS, and autonomous operation of each energy storage unit in the subsystem, as shown in Fig. 2 .
The HESAS is connected to the grid-connected point of the wind farm. The coordinated control layer of HESAS collects the predicted wind power P f w (k) and the raw wind power P w (t) in real time. The long time-scale model uses the predicted power and the ESSs' SOC to calculate the optimized reference powers P g (k), P b (k), and P sc (k) of the short time-scale model, which represent the grid-connected reference power, BESS reference power and SCSS reference power in k time period respectively. The short time-scale model uses the above reference powers and SOC to optimize the real-time power demand for BESS and SCSS. Then, the control center sends the power demand P b (t) and P sc (t) to a certain energy storage unit in BESS and SCSS, respectively. In the distributed control layer, the same energy storage units are interconnected through a distributed communication network to implement data exchange between adjacent nodes. Then, the distributed algorithm proposed in this paper is used to realize the digestion of the power command, and calculate the power of each unit (P b1 , P b2 , . . . and P sc1 , P sc2 , . . .) in real time. The information such as the SOC of every energy storage unit is uploaded back to the coordinated control layer of the HESAS.
III. COORDINATED CONTROL LAYER OPTIMIZATION MODEL
This study, assumes that the power of ESS is positive when discharging and negative when charging. The grid-connected power P g (t) at time t satisfies the relationship below.
From the perspective of a wind farm, the focus is on determining the appropriate P g (t) to meet grid-connected condition. The conventional method is to use P w (t) smoothed by first-order low-pass filter or wind power predicted value as P g (t), and then calculate the power value P b (t) and P sc (t) of the BESS and SCSS. Although the above method is relatively simple, the SOC and power of the HESAS cannot be well adjusted. In response to these problems, this section will propose a two time-scale optimization model based on MPC, whose specific structure is shown in Fig. 3 .
The predicted step length of wind power is t p . Both the prediction and control horizon length are N = T p / t p . The sampling period is t s . It should be pointed out that because SCSS generally has a small capacity, it is not enough to support high power for a long time, so t p = 5 min in this study. Using the MPC receding horizon optimization in the long time-scale, the power reference values P b (k), P sc (k) and the grid-connected target value P g (k) in the k time period can be obtained, and the optimization period is t p . In the short time-scale, real-time optimization power P b (t) and P sc (t) are calculated by using the above reference values, and the optimization period is t s .
A. LONG TIME-SCALE OPTIMIZATION MODEL
Because MPC adopts the receding horizon strategy, it can correct the controlled variable according to the current system state and future information [24] . Therefore, it is more suitable for dealing with uncertain systems. In this section, the MPC will be used to modify the predicted wind power to obtain the HESAS reference power and the grid-connected reference power that consider SOC of BESS and SCSS. Combining (1) with the SOC relationship and assuming the efficiency of the ESS is ideal in the long time-scale model, the following equation can be obtained:
where E b (k) and E sc (k) are the remaining energy of BESS and SCSS in time k, respectively, and they are equivalent to SOC. To facilitate writing, the above equation is written in the form of a state-space model as follows:
When calculating the kth step predicted output, v(k) is the predicted wind power. x and u contain variables related to BESS and SCSS.
To keep the SOC of ESS in a safe area and ensure that the wind power and the ESS power do not exceed the limit, the following constraints are defined. 1) Wind power constraints (k = 1, 2, . . . , N ). In addition to the power constraint of the wind farm, the difference power constraint should also be included to prevent excessive power change at the adjacent time and not meet the condition of wind power grid-connection.
where P wn is the rated power of wind farm. δ = 10%.
2) ESS energy constraints (k = 1, 2, . . . , N ).
where S oemax and S oemin are the upper and lower limit of stateof-energy, respectively. C bn and C scn are the rated capacity of BESS and SCSS, respectively.
3) SCSS power constraint (k = 0, 1, . . . , N − 1).
where P scn is the rated power of SCSS. 4) BESS power slack constraint (k = 0, 1, . . . , N − 1). BESS adopts grouping control strategy. If the rated power of the BESS is ±P bn , the rated power of the charging group or discharging group is ±0.5P bn . To guarantee the BESS rated power, it is necessary to introduce slack variables in the optimization model. Then, the BESS power slack constraint form is as follows.
The constraints of corresponding slack variables are introduced:
Under the above constraints, in order to achieve long timescale fluctuation suppression and SOC regulation, the objective function of moving horizon strategy is as follows:
where
is the grid-connected power difference between adjacent time periods. u b (k) is power of BESS. h is the ideal energy level of ESS, generally taking 50% of the total capacity. α, β, γ , ρ-and ρ+ are the corresponding penalty coefficients. In this paper, α = 1, β = γ = 2 and ρ-= ρ+ = 15.
By solving the optimization model composed of (4)- (9), the optimal control sequence of the control variable u(k)(k = 0, 1, . . . , N − 1) can be obtained. Then, the first element of this sequence is taken as the optimal controlled variable, that is, the reference power of the short time-scale optimization model in the k time period is obtained.
B. SHORT TIME-SCALE OPTIMIZATION MODEL
According to the optimization results of the long time-scale model, the grid-connected target power P g (k), power reference values P b (k) and P sc (k) in the k time period can be known. These three variables contain the wind power prediction information, which can control the SOC of each subsystem in the HESAS in advance and ensure the sustainability of HESAS. Assume the power demand of HESAS is:
where P(t) is the power demand of HESAS at time t. P w (t) is the raw wind power.
The constraints and objective function of the short timescale optimization model are described below.
1) INEQUALITY CONSTRAINTS
The inequality constraints contain the SCSS power constraint and the BESS power slack constraint, and the specific form is as follows:
where P b (t) and P sc (t) are the decision variables of the optimization model. p − (t) and p + (t) are slack variables. It should be noted that the energy constraints are already included in the long time-scale optimization model, and the MPC control has certain predictability. Therefore, the energy constraints of ESS are not included in (11) . However, SCSS has small capacity and high power, and its energy adjustment will be considered in the objective function.
2) EQUALITY CONSTRAINTS
To satisfy the power demand, the power of BESS and power of SCSS need to satisfy the following equation.
The optimization objective function J is as follows:
where J 1 is the battery power smoothing term. J 2 is the BESS and SCSS power target deviation term. J 3 is the SCSS energy adjustment term. J 4 is the BESS power slack penalty term. The specific expression of each item is as follows.
To ensure that the BESS power variation is small, J 1 can be obtained by using n power data points and the decision variable P b (t) before time t.
When the actual power P b (t) and P sc (t) are close to the reference power P b (k) and P sc (k) in the k time period, the SOC does not easily exceed the limit. Therefore, J 2 can be defined as follows:
2 (15) Given that the raw wind power is changing, the actual power of BESS and SCSS will not be completely equal to the reference power. Especially for the small capacity and high power SCSS, the SOC value changes more significantly, and it is easy to exceed the SOC limit. Therefore, J 3 is as follows:
where E sc (t + 1) = E sc (t) + P sc (t) t s . h is the same as in (9) .
Finally, since BESS adopts the grouping control strategy, the power slack penalty term J 4 is as follows:
In the above equations (14) to (17), α 1 , α 2 , β 2 , α 3 , α 4 and β 4 are the corresponding penalty coefficients. So far, the short time-scale optimization model in k time period is obtained and the power command P b (t) and P sc (t) can be calculated by solving the model. Then, the power commands are sent to BESS and SCSS respectively.
IV. DISTRIBUTED CONTROL LAYER CONSENSUS ALGORITHM
Both BESS and SCSS contain multiple energy storage units. Determining the power command of each unit based on the total power commands P b (t) and P sc (t) is the focus of the following discussion. In this section, a fast distributed consensus algorithm based on MPC is proposed. The adaptive allocation of power commands can be realized only through the communication between the energy storage units. Given that both BESS and SCSS use the same distributed algorithm, and BESS adopts the more complex grouping control strategy, this section will focus on BESS.
A. STANDARD WEIGHTED DISCRETE CONSENSUS ALGORITHM
The matrix form of the standard weighted discrete consensus algorithm model is expressed as follows [25] :
where x ∈ R n is a consensus variable. ε is the iteration step-size. P εw is a row stochastic nonnegative matrix. W is a weighted matrix (w i > 0), W=diag(w 1 , w 2 , . . . , w n ). When W is an identity matrix, the model (18) becomes a standard average discrete consensus algorithm. n is the number of vertices of a graph G. I is the identity matrix. L=D−A. L is the corresponding Laplacian matrix. A is the adjacency matrix. D is the degree matrix [26] .
What needs to be emphasized here is the range of values of the iteration step-size ε. Most of the literature [22] , [25] often takes 0 < ε < 1/d max . d max is the maximum value of D. The range is simple to calculate, but relatively conservative. When the L array is unknown, ε can be limited by this range. When L is known, the iteration step-size ε is as follows:
where ρ(·) is the spectral radius. According to (19) , a corollary about the weighted matrix can be obtained.
Corollary 1:
The eigenvalues of n-order Laplace matrix L satisfy λ 1 ≤ λ 2 ≤ . . . ≤ λ n . When the min(w i ) in weighted matrix W satisfies the inequality min(w i ) > nε 2 , the model (18) can converge.
Proof: The following inequalities can be obtained by using the relevant knowledge of matrix theory.
Inequality is obtained using the upper limit of the maximum eigenvalue of the Laplacian matrix given in the reference [27] :
When the iteration step-size ε is determined, the min(w i ) should satisfy the inequality:
The model (18) adjusts the direction by the state difference between itself and the adjacent unit. It is a simple autonomous system that can make the state variable x tend to a weighted average of the initial state x(0) by iterative calculation.
B. WEIGHTED DISCRETE CONSENSUS ALGORITHM BASED ON MPC
It can be noted that the form of the model (18) is very similar to the predictive control algorithm based on the state-space model, except that there is no control variable u. Therefore, in order to achieve arbitrary consensus rapid convergence, a weighted discrete consensus algorithm based on MPC is proposed.
First, the virtual control variable u(k) and the weighted matrix W are introduced in the model (18) . The specific form is as follows:
This model can be used to predict the future state x. N c is the control horizon and N p is the prediction horizon, N p ≥ N c . The variable u(k) outside the control horizon N c remains unchanged. Taking the current time k as the starting point of the future dynamics of the system, the state of k + 1 to k + N p can be predicted by (21) .
. . .
The purpose of the consensus algorithm is to eliminate the difference between the states of the agents. The following equation is used to calculate the difference between the predicted state variables at each step.
where x i and x j are the ith and jth elements of the state vector x. Defining the k +m(m ≤ N p ) step state vector x is:
The (22) is changed into the differential form of the state variable X.
Through the above derivation process, the MPC model of state deviation is obtained. The objective function of the receding horizon optimization is given below. (27) Note the form of matrix Q and R in the above equation, which is the key to implement the algorithm. (28) where Q and R are the weighted matrix of X and U, respectively. The symbol ⊗ is the Kronecker product. When q is larger or r is smaller, the convergence speed is faster, and vice versa. Here, q > 0, r > 0.
The optimal control sequence U can be obtained by taking the partial derivative of (27) and making it equal to zero.
Take the first element of the vector U as the virtual control variable u(k) of the model (21) .
K mpc is the state feedback control gain matrix. The standard weighted discrete consensus algorithm is only related to the difference between the current state variables. The model (21) not only relates to the difference of the current state variables but also contains the difference information of the future state variables in the control variable u(k). Substitute (30) into (21) , and the form of closed-loop control system is obtained as (31).
The condition that the model (31) can realize the weighted consensus convergence is that in the eigenvalues of the matrix P εw + W −1 K mpc , except that one eigenvalue is located on the unit circle, the other eigenvalues are located inside the unit circle. Section IV-C will use the model (31) to implement distributed coordinated control of BESS.
C. IMPLEMENTATION OF THE DISTRIBUTED ALGORITHM
To implement the BESS grouping coordinated strategy using the algorithm proposed in Section IV-B, it is necessary to determine the adjacency matrix A and the weighted matrix W associated with the distributed communication network. 
where the symbol ''•'' is the Hadamard product. When 0.5P bn < |P b (t)| ≤ P bn , it is necessary to provide short time power support from the battery units in another group. At this point, the number set is temporarily adjusted, and the process of calculating A is the same as above. The temporarily added battery unit can exchange information with the battery units in the original group to participate in power allocation.
During operation, when the SOC of a battery unit in any group reaches the preset upper or lower threshold, the state exchange of the charge/discharge group is triggered, and the charge/discharge group number sets are exchanged.
2) CALCULATION AND SHRINKAGE OF WEIGHTED MATRIX W
To realize the adaptive power allocation of each battery unit, the diagonal element of the weighted matrix W is defined as (34).
where C bn is the rated capacity of battery unit i. S ocmax and S ocmin are the upper and lower thresholds of SOC, respectively. The weighted coefficient w i is determined by its own remaining capacity or absorbable capacity. According to the above definition of weighted coefficient, the throughput power of each battery unit will be allocated according to the maximum power that unit can provide. Too much or too little power on a battery unit should be avoided.
When discharging (charging), if the battery unit SOC is too high (low), the calculated weighted coefficient w i will be too large, and a large or small weighted coefficient will result in a slower convergence rate (see Appendix A). To account for the condition w i ≥ 0 at the same time, (35) is adopted in this study to shrink the weighted coefficient.
For each control period, any battery unit can be selected to accept the total power signal P b (t).
where the superscript is indicated as the ith battery unit. N b represents the number of battery units. P 0 (t) is an N b -dimensional column vector. Substituting x 0 into the algorithm in Section IV-B and setting the convergence precision, the convergence value x * can be calculated. Then, the power command P bi (t) of each battery unit can be obtained, as in (37).
Finally, the SOC of the corresponding battery unit can be updated by (38) and the SOC calculation of supercapacitor is similar [28] . The η b is the charging/discharging efficiency. The SOC and wind power predicted value obtained at the end of the time period are substituted into the optimization model in Section III-A, and the value of the k + 1 time period is continuously calculated. Taking BESS as an example, the flow chart of the above distributed algorithm is as follows.
V. CASE STUDY
The wind power data used in the case study comes from a wind farm with a rated capacity of 84 MW in northwestern China. t p = 5 min, t s = 10 s, N = 3, N p = 5, N c = 3, ε = 0.1. The related parameters of the configured HESAS system are listed in Table 1 communication network of BESS is a Q 3 graph and SCSS is a complete graph.
To verify the rationality and effectiveness of the hierarchical distributed control structure proposed in this paper, the upper layer coordinated control performance and the lower layer distributed control performance will be analyzed respectively.
A. COORDINATED CONTROL LAYER PERFORMANCE Fig. 5 shows the performance of the coordinated control layer. Fig. 5(a) shows the comparison of the raw wind power for 24 hours with the optimized grid-connected power. It can be seen that the optimized result P g of the long time-scale model is smoother than the raw wind power P w . Fig. 5(b) shows the BESS and SCSS optimized power of the short time-scale model. Obviously, the power of the two ESSs do not exceed their rated power. The SCSS shows the characteristics of high power energy storage and bears large power. Fig. 5(c) is a result of spectral analysis corresponding to the P b and P sc in Fig. 5(b) . The figure shows that the energy of the BESS is mainly concentrated within 0.01 Hz, which bears the low frequency part of the power demand. The energy of the SCSS is distributed in each frequency band. Especially in the high frequency band, the spectrum difference from the BESS power is more obvious. Fig. 5(d) shows the average SOC curves of the BESS and SCSS. The initial average SOC of the BESS is 0.5, and the initial average SOC of the SCSS is 0.6. During the 24-hour operation, the SOC of SCSS changes dramatically, mainly because of its small capacity and high power bearing. However, it is still within the security range (0.1, 0.9). The SOC of BESS is approximately 0.5, and the change is relatively flat. By contrast, the capacity utilization of BESS is VOLUME 7, 2019 low, which is why the grouping control strategy is adopted in this study.
To further illustrate the control performance of the two time-scale models based on MPC, it is compared with the case where the predicted value is directly taken as the grid-connected target value, in which the short time-scale optimization model lacks the J 2 term. Fig. 6 shows the SOC curve for the extreme case. The initial average SOC of the SCSS is 0.2 and the initial average SOC of the BESS is 0.15. Fig. 6(a) illustrates the fact that because the objective function in the short time-scale optimization model contains the energy adjustment term J 3 , the SOC of the SCSS quickly recovered to approximately 0.5. However, without MPC, the SOC curve of BESS crosses the lower limit. It can be seen from Fig. 6(b) that MPC is introduced, the SOC curve of BESS is slowly pulled back to approximately 0.5, which ensures the sustainability of BESS. Fig. 7 shows the SOC curve of each energy storage unit in HESAS. Among them, Fig. 7(a) shows the SOC curve of the four supercapacitor units. Owing to the small capacity of the supercapacitor unit and the high power, the SOC of the four supercapacitor units tend to be the same at approximately 01:00, which reflects the adjustment ability of the weighted coefficient. Fig. 7(b) is the SOC curve of the eight battery units. The SOC curves of the two groups of BESS show a trend of convergence, but because of the large capacity of the battery unit, only the SOC curves of the 1#-4# battery units tend to be almost the same until 00:00 on the next day. It can also be seen that the states of the two groups were exchanged at approximately 12:00 because the 4# battery unit first discharges to the lower limit of SOC. Let unit 1#-4# be group A, and unit 5#-8# be group B and Fig. 8 shows the power of two groups. It can be clearly seen from the red circle that when the wind power changes dramatically, the power demand for the BESS is higher than 0.5P bn . At this time, the two groups of BESS will provide power support to each other. Thus, the grouping control strategy does not affect the available power. In order to illustrate the fast convergence speed of the algorithm proposed in this paper, the average iteration number of the model (18) and model (31) in the case of with or without weighted matrix shrinkage are compared respectively. The convergence accuracy is 1e-4. It can be seen intuitively from Fig. 9 that the number of iterations without W shrinkage is much higher than the case with W shrinkage. In particular for the model (18) , the average iteration number without W shrinkage is 14658.66, whereas the average iteration number with W shrinkage decreased by two orders of magnitude, and the average iteration number is 26.15. Comparing the model (18) with the model (31), it can be seen that the average iteration number of the model (31) is significantly smaller than that of the model (18) , and only approximately 3.99 with W shrinkage. From the iteration number, the model (31) based on the MPC framework is better than the model (18) .
B. DISTRIBUTED CONTROL LAYER PERFORMANCE
The rain flow counting method [29] is used to count the SOC curves of each battery unit under the grouping control strategy, the non-grouping control strategy, and the grouping control strategy without SCSS. The SOC curves of each battery unit under the grouping control strategy, non-grouping control strategy and grouping control strategy without SCSS were analyzed respectively by using the rain flow count method. In addition, using the calculation method in [30] , the statistical results are converted into the equivalent cycle number under rated DoD. The statistical results of each cell are shown in Fig. 10 .
Obviously, the lifetime loss of BESS using grouping control strategy is significantly lower than that using non-grouping strategy, and the lifetime loss is the most serious without SCSS. The rated cycle number of the battery is set to 3000 times. Compared with non-grouping strategy and grouping strategy without SCSS, the average number of equivalent cycle for grouping strategy is reduced by 64.18% and 95.20%, respectively. The maximum equivalent cycle number in all battery units under the grouping control strategy is 1.1565, which can be used for approximately 2594 days, ignoring calendrical aging. The maximum equivalent cycle number in all battery units under the non-grouping control strategy is 2.8920, which can be used for approximately 1037 days. In the grouping control strategy without SCSS, the maximum equivalent cycle number is 23.3136, which can only be used for approximately 128 days. The statistical results show that the proposed grouping control strategy can extend the service life of the BESS to some extent. By adding SCSS, the service life of the BESS is considerably extended, which also shows the advantages of HESAS. The main reasons for the above results are as follows. (1) The SCSS bears the high frequency part of the power demand, so the BESS is in a relatively stable operating environment. (2) The grouping strategy is adopted to reduce the state switching times of the battery unit.
VI. CONCLUSION
To smooth the renewable power generation and extend the battery life, this study explores the optimal operation of HESAS. HESAS adopts a hierarchical distributed control structure. The coordinated control layer is used to implement power optimization allocation and SOC regulation between BESS and SCSS. For this reason, a two time-scale optimization model based on MPC is proposed, and the optimization results of the long time-scale model are taken as the reference values of the short time-scale model, to realize the coordinated security operation of BESS and SCSS. The distributed control layer realizes the adaptive allocation of power among the same energy storage units. A weighted discrete consensus algorithm based on MPC is proposed to realize the fast decomposition of power commands that come from the coordination control layer. The calculation and shrinkage method of the weighted matrix are given to improve the convergence speed of the proposed algorithm. Finally, the lifetime loss can be delayed to some extent by adopting the grouping control strategy for BESS. Since 1989, he has been with the Department of Electric Engineering, NCEPU, where he is currently a Professor. His main areas of interest include power system automation, fault diagnosis and optimal maintenance of wind turbine, dynamic analysis of hybrid power system, dynamic analysis of power system discrete events, and the early warning theory of power systems.
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