Mobile object detection is one of the most important steps in computer vision applications such as: medical analysis human-machine interface, robotics, traffic monitoring, and more. In this article, we apply the Gaussian mixing model which is established on the background subtraction. A smoothing method was used for the pre-processing step and a morphological filter was applied to remove unwanted pixels from the background in the other to solve the problem of background noise disturbance. We also demonstrated that filtering foreground segmentation twice with the same morphological structured element but with a different width was used to improve the accuracy of the result. The results show that the proposed method is effective in detecting and tracking moving vehicles, compared to filter segmentation in the foreground only once. Several methods and algorithms have been used to solve this problem. All the methods used before have been effective but also have limits.
Introduction
For many years in computer vision applications, the detection of the moving Open Access Library Journal object is a very important step in the areas of recognition and security. Man by nature can easily detect and distinguish a moving object, but it is difficult for a computer to detect and recognize an object like humans because it does not have the ability to think, which helps detect and recognize moving objects. An object detection system that is not complicated and adaptable is necessary [1] . Moving objects like humans, vehicles, etc. is monitored using a video camera in a visual surveillance scene. The process of extracting the foreground object is an important step in grouping, tracking, and analyzing the activities of the subject object, which is why subtraction of the background plan has been applied in this article [2] .
Many related research can be distinguished such as the search by matching [3] , search by mean shift [4] , search by optical/median flow [5] and bayesian search [6] . Most of the work related to this problem is oriented in terms of the color, size, shape or movement of the mobile, but size plays a very important role in the use of particles. For the extraction of points in the image and the follow-up of these points the algorithm KLT [7] has been much used by many people, it was developed by Kanade and Lucas, it is found in many tasks of tracking of objects. The extraction of points in the first image is done using the Harris detector. To estimate a global motion model in the image, many use the RMRm algorithm developed by J-M Obodez [5] . It allows, from a robust multi-scale estimation, to define a 2D motion model with several Parameters between two images.
Background subtraction has been chosen as one of the preferred methods for real-time segmentation of moving objects in the alternation of images which is the capture of a still camera [7] . Background subtraction is a process by which the background is cut off from the current frame, i.e. each new frame is subtracted from that pattern and the resultant difference and the binary segmented image represent the exit. The threshold is chosen carefully to reduce the number of false negatives and positives [8] [9] . A false positive is obtained when we choose a small value for the threshold, for the case there will be a lot of foreign pixels. On the other hand, when a high value is chosen, it gives a false negative. In general, we can now summarize the subtraction of the background in: Background initialization, Background modelling, Background maintenance, Foreground detection.
By other, there are many challenges to overcome that include the following: change of lighting variation, movement of background objects, initialization of shadows with moving objects and complex dynamic backgrounds such as swaying of trees, ripples in water.
The use of Background Subtraction Methods (BS) could find a way to deal with these problems [10] which is why BS is adopted in this article. The sound of the video or image can make the detection of objects in motion very complicated, which can make detection difficult. duces the effects of the noise of the detected object, which improves the efficiency of the detection process. This article has described a task that has been successful in achieving satisfactory results in detecting and tracking the moving object in the video. The task is to keep an object selected by the user in the center of the image whatever its movements. This algorithm allows good robustness to the very strong disturbances due to video transmission and operates at a bit rate close to the video bit rate. Experimentation in real conditions shows the effectiveness of the proposed system. This document is organized in the following order. Section II presents a brief presentation of our proposed method. Section III presents the results of the simulation and Section IV presents the conclusion.
Proposed Method
The method is structured in five steps which are indicated in the figure below
( Figure 1 ).
The input video smoothes the process where the noise is reduced and the image is blurred. Second, the background subtraction based on the Gaussian mixing model is used to detect the moving object. Third, by using thresholding, the binary image is obtained. Fourth, morphological filtering is applied twice, which has had a considerable effect on noise reduction and merges the separate blobs associated with an object. Fifth, the connected blobs are tagged to the individual object by the bounding box. Etc.
1) Imput video (smoothing):
The smoothing process is used to create a fuzzy image and reduce the noise of an image. This is a method very commonly used in image processing; it is mainly used in pre-treatment for background subtraction that depends on GMM [11] .
In this article, we will use 5 × 5 average box filters, because of the real-time processing. The cost of calculation is reduced, unlike others, for example the Gaussian filter [12] .
2) Gaussian Mixture Model (GMM)
GMM represents a combination of n Gaussian distribution that corresponds to the distribution of the pixel strength in the current frame. The probability of intensity in the frame at time t can be modeled as follows:
,
where, 
The intensity of the pixel t x is evaluated with respect to each of the Gaussian elements at the nearest distribution, the parameters, 
3) Morphological filtering
Background subtraction, using GMM, the output contains a lot of noise and the moving object separates, the two fundamental operations of the morphological filtering are erosion and dilation [14] . In this article we will use the aperture filter, which has been successfully applied to the binary image. Morphological filtering is a process that is mainly used to reduce noise in detected images. A morphological operation gives the best edges to moving vehicles and produces the best performance. Some unwanted noises are part of in the foreground segmentation process, which makes it not perfect. We decided to double-filter foreground segmentation to remove the noise [15] . Using the blob vision analysis object, this one found a link component of the bounding box corresponding to the moving car. Any blob of less than 150 pixels is not accepted.
Results of the Simulations
The video used in this work is that of an automobile in motion along a trajectory, this video is in AVI format (length 60 seconds, frame width 320, frame height 240, data rate 200 kbps, total bitrate 200 kbps, frame rate 25 frame/second) ( Figure 2 ).
Using GMM, Background subtraction, we can notice that the output contain a lot of noise and the detection of the moving object becomes troubled (Figure 3 ).
To remedy this problem, we need to apply the morphological operations to denoise the image. Morphological filtering is used to reduce noise in image detection, by applying that technic, we can see on (Figure 4 ) that all the noises have been removed by the morphological filter. And by that, we obtain a clean foreground. On this image we can see that all the noises have been removed by the morphological filters. This saw us that morphological operation gives the best assets for moving vehicles and produces the best performance.
The Figure 5 shows the result of the algorithm.
Conclusion
The aim of the search is to propose an algorithm allowing to follow an object in motion in a video. In this paper we have shown that the background substraction method detects and tracks the trajectory of a car moving in a video without losing it. Based on all these results, we can conclude that, the background subtraction method gives us a better and more accurate result for the detection of moving vehicles and produces a good performance due to the elimination of noise which now makes the blob analysis to produce a precise delineation to each of the vehicles. The result of the simulation shows the effectiveness of the proposed method.
Discussions
Despite the fact that the results obtained are satisfactory, this work can be improved for more performance. In the future, it will be interesting to make projects, to resume the work done and to complete it. So that it can first improve its speed of execution by simplifying it, improving its result by improving the techniques, or by facilitating its use. For this, it would be possible to study new algorithms that could improve the results of a type of video or object.
