A line in [n] d is a set {x (1) , . . . , x (n) } of n elements of [n] d such that for each 1 i d, the sequence x
Introduction
Although this paper is not concerned with game theory, we start with a brief discussion of Tic-Tac-Toe, since this motivates several of the conjectures that we discuss.
The n-in-a-row d-dimensional Tic-Tac-Toe, or just n d -game, is defined as follows. The board X is [n] d where, as usual, [n] denotes the set {1, 2, . . . , n}. Two players alternately pick points from X, with no point chosen more than once. The winner is the first player to choose all n points of a line, where a line is a set {x (1) , . . . , x (n) } of n elements of [n] d such that for each 1 i d, the sequence x
is either strictly increasing from 1 to n, or strictly decreasing from n to 1, or constant. (Note that, since we demand the line to have n elements, not all such sequences can be constant.) If all the points of X are chosen and no player can claim a line, then the game is a draw. For example, the 3 2 -game is the traditional Tic-Tac-Toe (or Noughts and Crosses).
Trivially, the number of points in X is n d . To count the number of lines, observe that every line is determined from the two points that extend the line linearly to X = {0, 1, . . . , n + 1}
d . Since for every point of X \ X, there exists a unique line extending to it, and |X \ X| = (n + 2) d − n d , we deduce that the total number of lines is (n + 2)
The strategy stealing argument (see e.g. [1] ) shows that the first player has at least a drawing strategy. So the best thing the second player can do against a perfect opponent is to try not to lose. A way to achieve this would be via a 'pairing strategy'. Suppose that a subset of the board can be partitioned into disjoint pairs of points, such that every line contains at least one such pair. Then, whenever the first player picks one point from a pair, the second player replies by picking the other one. Otherwise, the second player picks any point he likes. This certainly guarantees a draw for the second player. Hales and Jewett [4] noted that, by Hall's theorem, a pairing strategy exists if and only if for every set of m lines, the total number of points contained in those lines is at least 2m. Trivially, if the second player can force a draw via a pairing strategy, then there are at least twice as many points as lines. They conjectured that this condition is also sufficient:
, then the second player can force a draw in the n d -game by a pairing strategy.
Note that for a pairing strategy to exist, it is necessary that d
n. However, it is worth mentioning that Beck showed that the second player can force a draw for d much larger than the above bound. To be more precise, he has shown (see e.g. [2] ) that the second player can force a draw whenever d c n 2 log n , for some constant c > 0.
Since the second player can force a draw even when a pairing strategy cannot exist, the following beautiful generalization of the Pairing Conjecture made by Patashnik [6] , and popularized by Beck [3] , is perhaps of more interest than the Pairing Conjecture itself.
Conjecture 2 (Ratio Conjecture [6] ). The ratio of the number of lines spanned by a set S of points in [n] d to the size of S is maximized when
We begin Section 2 by considering some highly believable statements concerning the maximum number of lines contained in a set S. These are statements that would imply the Ratio Conjecture. Unfortunately, they turn out to be false. We then proceed to disprove the Ratio Conjecture in [n] d for every n 3.
We also disprove the corresponding conjecture for 
Disproving the Ratio Conjecture
It will be convenient to consider elements of [n] d as lines, called constant lines, and also count each non-constant line twice, once for each of the two points of X \ X it determines. In this way, there is a natural one to one correspondence between elements of X and lines in [n] d . Denoting by L(S) the number of lines under this convention spanned by the set S, we have L(X) = (n + 2) d . The Ratio Conjecture then says that for a set S in [n]
d we have
Firstly we discuss some stronger results that would imply the conjecture. For simplicity, we consider only the case n = 3; we will return to general n later. It seems reasonable to hope that for every set
where λ = log 5 log 3
. Note that this is tight when S is a complete subcube, i.e. there is a partition
whenever i, i ∈ I l for some l and x i = 3 − x j whenever i ∈ I l and j ∈ J l for some l .
If (1) were true we would have
implying the Ratio Conjecture. However, (1) is false in [3] 4 . Figure 1 shows an example of 39 points in [3] 4 with L(S) = 217 > 39 λ .
The next matrix will hopefully help the reader verify our claim. The above examples are not good enough to disprove the Ratio Conjecture. However, they suggest that the conjecture might be false, and in fact it is.
We begin by presenting a counterexample to the conjecture for the case n = 3. We remove all points from [3] d which have exactly k 1's and 3's, and d − k 2's, for some k to be determined later. Clearly, the number of points removed is
The number of lines removed is
Indeed, the first summand counts the number of lines removed with exactly k sequences of the form 1,1,1 and 3,3,3, while the second summand counts the number of lines removed with exactly k sequences of the form 1,1,1, 3,3,3, 1,2,3 and 3,2,1, with at least one of them being non-constant.
So to disprove the Ratio Conjecture it is enough to find an integer k such that
Note that it is enough to choose an α ∈ (0, 1) such that
Then, we will be done by putting k = αd for some large enough d. But any α in the interval log (9/5) log 3
, log (5/3) log 2
will do. (Note that this is a non-empty interval!)
Note also that once we have a counterexample in dimension d, then we can get a counterexample in any dimension greater than d. Indeed given a set
We do not know the smallest dimension d for which there is a counterexample. Our method gives d 8. We did not try to optimize this. (Removing all points with the number of 1's and 3's in the interval [k, k ] can give even larger ratios, but does not give a counterexample for d < 8.) It is tedious but routine to check that d must be at least 4.
We now return to general n. Similar counterexamples work for every n 3 provided d is large enough. Indeed, remove all points from [n] d with exactly k 1's and n's. The number of points removed is
and the number of lines removed is
As before, it is enough to find an integer k such that
Working as above, one just needs to check that
This can be easily checked for 3 n 6. For n > 6, one uses the fact that for x > 0,
We define d(n) to be the smallest integer d for which there is a counterexample to the Ratio Conjecture in [n] d . It would be interesting to know the asymptotic behaviour of d(n). Refining the above counterexample we have:
Proof. It is enough to show that if d = Cn log n for some large enough C, and if k = αd for some α = α(n) satisfying
then (2) holds. Note that, for example, we can take α =
2n
provided n is large enough. We will show that
In fact, to simplify the calculations we will take in advance x = n and y = 1 + 1 n−1
. But then, we may take any
In proving their famous theorem, Hales and Jewett [4] considered only combinatorial lines; non-constant lines with all their coordinate sequences either constant, or strictly increasing from 1 to n. For example, in [3] 2 , there are only 7 combinatorial lines, since we are not considering {(1, 3), (2, 2), (3, 1)} as a line. The corresponding conjecture for combinatorial lines is also false. Note that there are exactly (n+1)
As before, it will be simpler to also count the constant lines, giving us a total of (n + 1) d lines. By removing all points with exactly k 1's, we remove
lines. To disprove the conjecture we need to choose a k such that
To finish the counterexample, one may proceed exactly as before, or just note that this is (2) with n replaced by 2n.
Given this argument, one might wonder whether the fact that the Ratio Conjecture for the usual Tic-Tac-Toe lines is false for 2n directly implies that the Ratio Conjecture for combinatorial lines is false for n. This is actually 'almost' true. 
Upper Bounds on the Number of Induced Lines
What is the maximum number of lines a set S in [n] d of a given size can contain? Observe that every ordered pair of points of S determines at most one line, whence L(S) |S| 2 . How small can one hope to make the exponent here?
For simplicity, we begin by considering the case n = 3. Recall that in Section 2, we have exhibited sets S with L(S) > |S| log 5/ log 3 . Moreover, as we have already shown, if S provides a counterexample to the Ratio Conjecture, then L(S) > |S| log 5/ log 3 . However, observing that in our counterexamples of the Ratio Conjecture, we have removed only an asymptotically small fraction of the number of points, it is natural to ask whether L(S) |S| log 5 log 3 +o(1) holds for every set S.
However, a moment's thought shows that this is false. Indeed, let T be any set in [3] d with L(T ) = |T | λ for some λ > log 5 log 3
, and consider T k ⊆ [3] kd . The fact that The number of points in S is
It follows that
Note also that, (ignoring the constant lines,)
We claim that, for any ε > 0, (
if d is large enough, contradicting the maximality of k. We deduce that for any ε > 0 and any large enough d, that L(S) 1+ε
|S|
(1+α−ε ) , as required.
Given this result, it is very natural to ask whether there is an ε > 0 such that L(S) |S| 2−ε+o (1) . We now prove this fact. We first study the related question for combinatorial lines, since the idea of the argument is the same but the proof is much cleaner. We write L (S) for the number of combinatorial lines spanned by the set S.
Theorem 5. For every set S ⊆ [3] d , the number of combinatorial lines spanned by S is at most |S| 3/2 .
We wish to prove Theorem 5 by induction. However, a direct approach by induction does not seem to work. The key is to generalise the statement to a stronger result which is more amenable to an inductive approach. To this end, given sets S 1 , S 2 , S 3 in [3] d we denote by L (S 1 , S 2 , S 3 ) the number of (combinatorial) lines in [3] d+1 which contain exactly one point from each of {1} × S 1 , {2} × S 2 and {3} × S 3 . Note that L (S) = L (S, S, S). Hence Theorem 5 will follow from:
d of sizes s 1 , s 2 and s 3 we have
Proof. Induction on the dimension, the result being immediate for d = 1. For the induction step, let us be given (3) remains the same, while the right hand side increases by at least
which is non-negative by Cauchy-Schwarz. Similarly, we may assume that s 12 = s 32 = 0 and s 13 = s 23 = 0. But then the inequality becomes trivial.
We now prove upper bounds for general n 3, but still for combinatorial lines. The proof is essentially the same as above. Instead of the Cauchy-Schwarz inequality, we will need to make use of the following extension of Hölder's inequality, see e.g. [5, Theorem 2.8.3].
Lemma 6. Let a ij (1 i n; 1 j 2) be positive numbers and let p 1 , . . . , p n be positive numbers such that
Theorem 7. For every set S ⊆ [n] d , the number of combinatorial lines spanned by S is at most |S| n/(n−1) .
Proof. With the obvious extension of notation, given sets
By the induction hypothesis this reduces to
Fix a j, and replace each s ij (i = j) by 0 and each s ii (i = j) by s ii + s ij . Then the left hand side of (4) remains the same, while the right hand side increases by at least
which by Lemma 6 is non-negative. Hence, we may assume that s ij is 0 for every i = j. This completes the proof of the inequality and hence of the theorem.
Note that by similar reasoning as in the beginning of this section, we cannot reduce the exponent n/(n − 1) in Theorem 7 to anything lower than log (n+1) log n .
We now turn our attention back to the usual Tic-Tac-Toe lines and our main aim of showing that L(S) |S| 2−ε+o(1) for some ε > 0. We begin yet again with the case n = 3. The idea of the proof is similar to the proof for combinatorial lines, however the analogue of (3) does not seem that easy to prove.
d we denote by L(S 1 , S 2 , S 3 ) the number of (Tic-Tac-Toe) lines in [3] d+1 which contain exactly one point from each of {1} × S 1 , {2} × S 2 and {3} × S 3 . Note that this time L(S) = 2L(S, S, S). Hence, Theorem 5 will follow from: 1.
To handle this, we make use of the following inequality.
Lemma 9. Let a, b, c be non-negative real numbers satisfying a + b + c = 1 and let 0 < λ < 1. Suppose A, B, C are non-negative. Then,
Proof. We may assume that at least one of A, B, C is non-zero. Consider the Lagrangian
For every fixed µ, this is maximized when
If for example a = 0, this should be understood as saying that A = 0, etc. Choosing µ = A Since these values of a, b, c satisfy the constraint, the original expression is maximized there. The lemma follows.
Applying the lemma to (5) , it is enough to show that
where x, y are positive reals. Putting z = y/x (note that we have assumed x = 0), and then replacing x by x 2 and z by z 10 to get rid of (most of) the rational powers we are left with is the real root of the equation Unfortunately, we have not been able to do so. This would be proved if one could show that the left hand side in (5) with 3/5 replaced by x, is maximized when s 11 = s 13 = s 31 = s 33 = 1/2. However, we see no analogous reason to believe what the 'right' value for the exponent in Theorem 8 should be.
Given all this trouble to find an upper bound for the case n = 3, finding upper bounds for general n might seem a difficult task. However it is intuitively believable that one should have even better bounds for general n. It is therefore not surprising that by adapting the above proof one can show that L(S) |S| 1.8+o (1) for every S ⊆ [n] d and every n 3. Proof. This will follow by proving the following two facts:
1. L(S 1 , . . . , S 2m+1 ) (s 1 s m+1 s 2m+1 ) 3/5 if n = 2m + 1 is odd;
2. L(S 1 , . . . , S 2m ) (min {s 1 s m s 2m , s 1 s m+1 s 2m }) 3/5 if n = 2m is even.
The proofs of these statements are very similar to the proof of Theorem 8, and so we omit them.
