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The inverse statistical problem of finding direct interactions in com-
plex networks is difficult. In the context of the experimental sciences,
well-controlled perturbations can be applied to a system, probing the
internal structure of the network. Therefore, we propose a general
mathematical framework to study inference with iteratively applied
perturbations to a network. Formulating active learning in the lan-
guage of information geometry, our framework quantifies the diffi-
culty of inference as well as the information gain due to perturba-
tions through the curvature of the underlying parameter manifold as
measured though the empirical Fisher information. Perturbations are
then chosen that reduce most the variance of the Bayesian posterior.
We apply this framework to a specific probabilistic graphical model
where the nodes in the network are modeled as binary variables,
"spins" with Ising-form pairwise interactions. Based on this strat-
egy, we significantly improve the accuracy and efficiency of infer-
ence from a reasonable number of experimental queries for medium
sized networks. Our active learning framework could be powerful in
the analysis of complex networks as well as in the rational design of
experiments.
Network | Inference | Active Learning | Information Geometry
A significant property of complex systems is the convo-luted interaction between different parts. Describing the
structure of interactions in the network is critical to under-
standing and predicting its behavior. Numerous models have
been developed to characterize complex networks, and many
different methods are used to infer network interactions from
the data generated by a network, for example, methods based
on variable correlation, mutual information between variables,
likelihood, and temporal dynamic relationships (1).
However, difficulties are always confronted while solving
the problem of deducing direct interaction from correlation,
as many alternative causal relations all can explain the same
observed correlations. Many disciplines in scientific research,
especially biology, rely on perturbations to tackle the inference
problem. For example, gene functions are studied by their
mutants, and signaling pathways are decoded from carefully
designed knock-in/out experiments. Recent developments
in molecular biology provide high-throughput technology to
perform perturbation experiments, such as CRISPR/Cas9
in gene editing (2, 3) and optogenetics in neuron activity
control (4). With these methods, it is natural to ask how to
design perturbation experiments and extract information from
the data to make the best possible inference.
There have been studies of optimal design (5, 6) and analy-
sis (7) of perturbation experiments, and efforts to connect the
two in an iterative process. Boolean networks were studied,
for example, when there were only population average data
available (8). Moreover, active learning of Bayesian networks
on directed acyclic graphs has been studied from many facets
in causal inference. Interventions are modeled as pinning down
node values to distinguish between Markov equivalent mod-
els (9–12). Nonetheless, previous works address specific classes
of models, and a general mathematical framework to under-
stand how perturbations facilitate inference is still absent.
To formulate the problem and demonstrate the framework,
we constrain ourselves to a specific probabilistic graphical
model of complex networks: spin networks. Nonetheless, the
framework developed in this paper tries to capture a ubiq-
uitous structure in physical inference problems and can be
generalized to other probabilistic models without difficulty.
Among modeling approaches, spin network models are one of
the simplest and most natural in the sense that such models
provide the maximum entropy inference of a network given
the means and correlations of nodes in the network (13). The
inference problem involved in parametrizing a spin network
model from data is known in physics as the inverse Ising
problem (or spin glass inverse problem), and has been widely
applied to many fields such as computational biology (14, 15),
neuroscience (16), data science (17), and so on (13).
A spin network is a probabilistic graphical model with
each node taking value in {1,−1}. For a p-node network, the
probability distribution over 2p configurations is the induced
Boltzmann distribution from an Ising-type interaction energy.
Then the probability of a configuration s given an interaction
matrix J and local field h is
P (s|J ,h) = exp[−E(s)]Z ,
E(s) = −
∑
i<j
Jijsisj −
∑
i
hisi , [1]
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Fig. 1. The difficulty of inferring a three-node network. (a) During network infer-
ence, two common types of error could occur. Type I error occurs when some correct
edges are missing and the inference may contain incorrect edges in compensation.
This is because different interaction topologies may result in a similar correlation
pattern in data. Type II error occurs when the inferred network includes extra incorrect
interaction edges, which is related to correlations between nodes caused by indirect
interactions. (b) The spin-spin correlations in data generated by the three different
networks from (a) with high interaction strengths are nearly identical. The `2 differ-
ence of spin-spin correlation vectors caused by the two types of incorrect structures
is plotted as a function of J , where all interaction strengths are set to J . The `2
difference decreases exponentially with J , so distinguishing different structures is
extremely difficult with finite sampling.
where Z = ∑{s} exp[−E(s)] is the partition function. For
simplicity, the inverse temperature factor β is absorbed into the
parameters for interactions and field strengths. The learning
or inference of the model consists of finding the best J and h to
describe the observed data, which can be solved by maximum-
likelihood estimation (MLE), pseudo-likelihood (18) or other
approximate optimization methods (19).
To solve the inverse Ising problem is hard both in sampling
complexity and computational cost (20, 21). Even though
solving for MLE is a convex optimization problem, the Hes-
sian matrix can be close to singular (22), making it difficult
to distinguish alternatives of parameter values. A canonical
demonstration is a three-node network whose three nodes are
all strongly correlated, as shown in Fig. 1 (a). All interactions
have the same strength J > 0, so the correlation between
any pair of nodes is close to 1 for large J . The difference in
correlation caused by different network structures decreases ex-
ponentially with the coupling strength, as shown in Fig. 1 (b).
Considering that the correlations and means are sufficient
statistics of the problem, it is almost impossible to find the
correct structure without extra information. Formally, de-
tailed analysis of sampling complexity shows that the number
of samples needed to distinguish different structures grows
polynomially with the number of edges, but exponentially
with the `∞ norm of J , which represents the coupling strength
between nodes (20). Further, specific examples can be con-
structed to show that any algorithm acting on observations
of correlations alone has a high probability to fail for some
networks (21).
In this paper, we propose a framework to perform para-
metric estimation with the ability to perturb the system so
that we can iteratively update our knowledge through different
perturbation experiments. In the context of the inverse Ising
problem, we learn the coupling matrix J while controlling
the field term h. We demonstrate procedures for designing
experiments and a learning process to achieve significant im-
provement in inference accuracy on medium-sized networks
with strong couplings. This method provides new insights
into the spin network model, and can be applied to complex
networks in real systems.
Formulation of Inference with Perturbations
The most common perturbations applicable in practice are
individually activating/deactivating different nodes, such as
knockdown of genes, induced activation of neurons, etc. In a
spin network, the local field h describes a tendency of activa-
tion for every node. Specifically,
P (si = 1)
P (si = −1)
∣∣∣∣
hi=h
= P (si = 1)
P (si = −1)
∣∣∣∣
hi=0
exp(2h) . [2]
Therefore, it is natural to consider a scenario where we are
able to control h to facilitate the inference of J . For simplicity,
we assume that we have full control of the field, namely the
system does not have an unknown intrinsic field. The case
with an intrinsic field can be dealt with similarly using our
framework.
Quantification of the difficulty of inference is necessary to
design a field that alleviates it, and information geometry
provides such a measure. Information geometry defines a geo-
metric structure to characterize the change in a probability
distribution with changes in underlying parameters. For a
parametric family of distributions P (x|θ), the difference be-
tween any two distributions measured by Kullback-Leibler
divergence can be expanded as a series of the differential
parameters change δθ
KL(P (x|θ), P (x|θ + δθ)) = 12δθ
TIδθ +O(δθ3)
I = −
〈
∂2 logP (x|θ)
∂θi∂θj
〉
=
〈
∂ logP
∂θi
∂ logP
∂θj
〉
. [3]
The Fisher information matrix (FI) I describes how the para-
metric density manifold curves. For independent samples, FI is
additive. Small FI corresponds to a small change in the proba-
bility distribution given a change in parameter values, making
the inference difficult. This phenomenon is characterized
by the Cramér–Rao bound which states that the covariance
C  I−1 for any unbiased estimator, in the sense of C − I−1
being positive semidefinite. One corollary is that Ω(−1λ−1)
samples are needed to achieve error  in expectation on the
projection of the parameters onto the eigenvector of FI with
eigenvalue λ. On the other hand, FI is also the expectation of
the Hessian matrix of the log-likelihood function, represent-
ing the difficulty of numerical optimization of the likelihood
function.
As the covariance of an estimator is related to the `2 error
of estimation, the following constrained optimization problem
min
h
E(‖J − J˜‖2) [4]
s.t. s ∼ P (s|J ,h)
J˜ = argmax
J′
logP ({s}|J ′,h)
can be tackled by minimizing an asymptotic lower bound, the
trace of the inverse of the FI using the applied field h
min
h
Tr I(P (s|J ,h))−1 . [5]
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For inverse Ising inference, the FI can be derived from proper-
ties of the exponential family of distributions
I{ij},{kl} = 〈sisjsksl〉 − 〈sisj〉 〈sksl〉 , [6]
where {ij} corresponds to interaction term Jij . For the diago-
nal terms, I{ij},{ij} = 1− 〈sisj〉2, the maximum is achieved
when the correlation between two spins si, sj is close to 0.
There is a lower bound of Tr I−1 given by
Tr I−1 ≥ p
2
Tr I ≥ p , [7]
which would be achieved when all configurations have the
same probability in the p-node network. The optimal value
of Tr I−1 can also be achieved by other distributions, and the
existence of an h producing such a distribution depends on
the structure of the network. In some cases, suitable external
fields can be analytically or numerically solved.
For the simplest case, FI of two-spin inference is a scalar, so
the optimum is achieved at the maximum of I, where 〈s1s2〉 =
0. Without the field (h = 0) , I = 1− tanh2 J = 1/ cosh2 J ,
which decays exponentially with J . The solution of 〈sisj〉 = 0
is (SI Appendix, Supplementary text)
h2 =
1
2 log
1− exp(2J + 2h1)
exp 2J − exp 2h1 . [8]
The optimal I = 1 can be achieved by an infinite number of
(h1, h2), and one special approximate solution is h1 = −h2 =
J + log
√
2 for large positive J . By introducing the field, FI
is increased by a factor exponential in J , which means the
sampling complexity is reduced exponentially.
Fig. 2 (a) shows the landscape of I as a function of h1, h2
for J = 1. Note that this landscape is nonconvex and the max-
imum is not unique. The point without field (h1 = 0, h2 = 0)
is a saddle point, with two principal-axis directions (1, 1) and
(1,−1), and I along these two directions are shown in Fig. 2 (b).
Intuitively, the difficulty of inference is caused by the high
probability of ground-state configurations and the correspond-
ing diminishing probability of higher energy excited states.
Fields in the direction of (1,−1) make one of the previous
high energy states more accessible, thus increasing FI. On
the other hand, the direction of (1, 1) makes the distribution
more concentrated on one state, and the FI decreases, thus
(h1 = 0, h2 = 0) forms a saddle point.
Another canonical model is the finite ferromagnetic Ising
chain with periodic boundary conditions, namely an Ising ring.
For an analytical solution, we restrict ourselves to the case of
knowing the chain structure and inferring the magnitude of
individual interaction strengths. The energy function is
E = −
p∑
i=1
Jisisi+1 −
p∑
i=1
hisi , [9]
where the convention of sp+1 ≡ s1 is used. The FI can be
solved approximately when Ji > 0 are all equal to J , and
hi = 0 (SI Appendix, Supplementary text)
I{i,i+1}{j,j+1} =
{
4(p− 1) exp(−4J) i = j
4 exp(−4J) i 6= j [10]
The FI is a circular matrix so its eigenvectors have the form
(1, ωj , . . . , ωp−1j ), where ωj = exp(j 2pii/p). There is one larger
eigenvalue λ1 = 8(p−1) exp(−4J) and (p−1) degenerate small
eigenvalues λ2 = 4(p − 2) exp(−4J), as shown in Fig. 2 (c).
By the symmetry of the system and motivation from the two-
node case, a possible good perturbation h(1) can be chosen
as h(1)j = h
(1)
0 (−1)j , and h(1)0 is obtained by numerical opti-
mization. The resulting eigenvalues are shown in Fig. 2 (c).
Most eigenvectors have increased eigenvalues except one, which
provides significant improvement for inference, but the remain-
ing one eigenvalue may still cause difficulty. This example
shows that a single perturbation sometimes is not sufficient
to obtain large eigenvalues for all eigenvectors. Effects of per-
turbation strongly depend on network structure, as illustrated
in a complete analysis of three-node networks (SI Appendix,
Supplementary text, Fig. S1−3). However, as FI is additive
for independent samples, we can combine the information
from many samples with different choices of local fields. In the
geometric viewpoint, eigenvectors with small eigenvalues in
the FI represent flat, singular valleys with diminishing second-
order derivative near the maximum and, therefore, low local
curvature in the likelihood landscape. Combining samples
taken from different conditions is equivalent to adding these
landscapes together. As the singular dimensions will differ
with different perturbations, combining the landscapes can
make the overall landscape well-behaved. In the Ising chain
example, another field h(2) with h(2)j = h
(2)
0 cos(pij/2) can be
used to improve the eigenvalue on the previous degenerate
direction. Neither h(1) nor h(2) alone improves eigenvalues in
all eigenvectors, but the combination of the two perturbations
improves all eigenvalues, as shown in Fig. 2 (c).
Iterative Bayesian Inference
To perform inference across a combination of different per-
turbations in a general setting, information obtained from
different perturbations must be integrated. The inside argmax
optimization problem in Eq. 4 is difficult, as the partition func-
tion Z in the objective function involves exponentially many
terms. For optimization, the gradient of the log-likelihood has
a closed-form expression
∂ logL
∂Jij
= 〈sisj〉o − 〈sisj〉 , [11]
where the 〈sisj〉o is the average over the observed samples,
and 〈sisj〉 is the average over the distribution generated by
the current parameters. Even though exact evaluation still
involves exponentially many terms, the gradient can be ap-
proximated by samples taken from Markov chain Monte Carlo
sampling. In general, the inference cannot converge to the
ground truth because of the accumulation of sampling error
and the singularity of FI, and that is where perturbations can
help.
Updating MLE with the latest round of samples can be
viewed as maximizing a Bayesian posterior, using posterior
of all previous samples as prior. The inference process not
only finds the most probable parameters, but also updates
the posterior probability of each parameter given the samples
observed. The difficulty is that Bayesian inference can be
computationally intractable if we need to compute and save
the whole posterior each time. However, the gradient of log
posterior can be computed by the recursive formula Eq. 14. In
the equation, Ln is just the same likelihood function as in single
round learning, while Pn−1 is the posterior of the previous
Jiang et al. | 3
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Fig. 2. Examples of two-node inference and Ising chain inference. The interaction J = 1 in (a)(b). (a) Landscape of the Fisher information I with different applied field
perturbations h1, h2. Two arrows show the two principal-axis directions (eigenvectors of the Hessian matrix) of the saddle point at the origin, along which the FI is plotted
in (b). (b) Fisher information as a function of h1 when setting h1 = −h2 ≥ 0 or h1 = h2 ≥ 0. In the first case the maximum I = 1 is achieved at h1 = J + log
√
2.
(c) Eigenvalues of 1-dimensional ferromagnetic Ising model with p = 8, J = 3. When no field is applied, all eigenvalues are very small. When the field h(1) applied, all
eigenvalues increase significantly except one. Combined with another field h(2), all eigenvalues are within a suitable range for precise inference.
Pn ≡ P (J |
n⋃
i=1
{s}i,hi) =
P ({s}n|J ,hn)P (J |
⋃n−1
i=1 {s}i,hi)∑
J
P ({s}n|J ,hn)P (J |
⋃n−1
i=1 {s}i,hi)
[12]
logPn = logLn + logPn−1 − logZn [13]
∂ logPn
∂Jij
= 〈sisj〉on − 〈sisj〉n +
∂ logPn−1
∂Jij
. [14]
round. The normalizing factor Zn does not contribute to the
gradient. The computational cost of the Bayesian gradient
only depends linearly on the number of learning rounds. The
log likelihood is additive, and the final landscape defined by
the posterior is the superposition of the landscapes for each
individual perturbation.
Intuitively, our knowledge of the system will increase in this
process, which can be proved by properties of FI. According
to the Cramér-Rao bound, the `2 error of unbiased inference
is bounded by Tr I−1. By properties of positive semidefinite
matrices, A  B ⇔ A−1  B−1. Therefore
Tr(I1 + I2)−1 − Tr I−11 = Tr((I1 + I2)−1 − I−11 ) ≤ 0 . [15]
Thus, the lower bound of the `2 error of the estimator decreases
with more training rounds.
The choice of perturbation h is critical to improving the
inference accuracy. As mentioned, Tr I−1 serves as a asymp-
totic lower bound for the `2 error of any unbiased estimator.
With hi, i = 1, . . . , n− 1 already set, the optimal choice of hn
in the n-th round is the solution of the optimization problem
min
hn
Tr I−1n
s.t. Ii = Ii−1 + I(J ,hi) i = 1, . . . , n [16]
I0 = 0 ,
where In is defined recursively. However, when using the
method to uncover the structure of networks in applications,
I(J ,hi) cannot be evaluated directly as J is unknown. So
we need to approximate I(J ,hn) with our current estimate
J˜ . For i = 1, . . . , n− 1, we already acquired samples from the
real system, thus Ii can be approximated using the empiri-
cal average to replace the true distribution average in Eq. 6.
The procedure runs in an iterative way between computation
and experiments: new perturbations are designed based on
previous samples and our resulting estimate J˜ . Each time
with new samples taken from the system, solving the opti-
mization Eq. 16 gives the most informative perturbation to
execute in the next experiment. This framework could also be
expanded to perform multiple new perturbations each time,
with multiple hn set as free decision variables each round.
As the previous examples show, this optimization problem
is highly complex and non-convex. In applications, we use a
quasi-Newton method to find a reasonable choice of h.
Results
Inference with oracle fields. First, we demonstrate that good
perturbations can dramatically improve the precision of infer-
ence. Specifically, a medium-sized network can be deciphered
with a few fields provided by an oracle that has a model of
the underlying network. The oracle finds good perturbations
by numerically optimizing Eq. 16 using the ground truth net-
work, J , and provides these perturbations to the inference
procedure.
In many real systems, networks are composed of several
communities or modules (23). One common form is a network
that has activation inside each module and repression between
different modules. For such systems, samples obtained from
the natural condition are always inadequate to infer the exact
position of these interactions. We performed our method on
a 16-node network with three modules, which is amenable to
4 | Jiang et al.
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Fig. 3. Inference of a modular network with fields provided by an oracle. (a) The structure of the network to be inferred. Red edges represent Jij > 0 and blue edges
represents Jij < 0. The width of each edge is proportional to |Jij |. (b) Eigenvalue spectrum of Fisher information matrix of the inference problem without perturbation and
with a given number of perturbations. Legend for (b)(d)(e) shown below panel (a). (c) Heatmap visualization of the applied perturbations across learning rounds. Perturbation
magnitude indicated by color. In the first round no perturbation is applied so there are 5 perturbations in total. The black dashed lines separate different modules in the network,
and the modular structure can also be seen in (a). (d) Mean estimation error of Jij as a function of training steps. The total number of samples for each experiment is the
same. (e) Edge prediction precision as a function of training steps. The strongest K edges in the prediction are compared with all the K edges of the real J to quantify the
ratio of correct edges in the prediction. (f) Interaction matrix J and the estimate J˜ with different number of perturbations are presented as heatmaps with p× p pixels.
numerical analysis while being large enough to model cases of
interest. The structure of the network is shown in Fig. 3 (a),
and the weights are set as random numbers to avoid special
symmetry. As shown in Fig. 3 (b), some FI eigenvalues of
the original inference problem are as small as 10−10. We take
5× 106 samples from the distribution each time, so there is no
possibility to achieve accurate inference on the eigenvectors
with 10−10 eigenvalues.
To demonstrate the existence of informative perturbations,
h, we perform numerical optimization of h with the true
I and J in Eq. 16, and provide the resulting optimal field
to the learning procedure as an oracle. The oracle fields
are illustrated by a heatmap in Fig. 3 (c). After applying
the field, the eigenvalues of FI are significantly increased
by orders of magnitude. With only two perturbations, the
smallest eigenvalue is ∼ 10−4, which is reasonable to infer
with our sample size. We define two measures to quantify
the improvement of inference after applying the perturbations.
The mean estimation error is defined as
∑
i6=j |Jij− J˜ij |/n(n−
1), the training curve of which is shown in Fig. 3 (d). Denote
the number of edges in the true network as K. We define the
edge prediction precision to be the normalized overlap between
the most significant predicted K edges and the ground truth,
as shown in Fig. 3 (e).
Without perturbation, the average prediction error of J˜
does not decrease, as the improvement on correct edges is ac-
companied by false links in wrong edges. The edge-prediction
results can also be visualized by the heatmap of links shown in
Fig. 3 (f). Prediction without perturbation produces roughly
all positive connections inside each module, and negative con-
nections between modules. This phenomenon agrees with our
intuition, that for strongly coupled networks we can only know
the composition of modules, but not the exact interactions
inside and between modules. With two perturbations, the
mean prediction error decreased to around 0.3, which is 10%
of the mean interaction strength. Also, the edge prediction
precision increased from 0.6 to ∼ 1 compared with the case
of no perturbation. So we could learn the structure of the
network qualitatively with two perturbations. Moreover, with
five perturbations, we could obtain quantitative knowledge
of the network. The mean edge prediction error goes down
to 2% of the mean interaction strength, and prediction pre-
cision converges to 1 very quickly in the training, as shown
in Fig. 3 (c)(e). The perturbations provided by the oracle do
not have an obvious pattern. In general, the perturbations
try to break the strong coupling inside the module by forcing
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the nodes to have different values. Also, stronger fields are
applied to nodes that have more links in general.
Inference with inferred fields. The oracle method cannot be
applied in real systems, as the structure of the network is
unknown and an oracle that provides good perturbations is
generally unavailable. In real systems, to perform inference, we
need to infer informative h using the empirical FI and our esti-
mate J˜ in Eq. 4. To validate that our active learning method
is still effective to find good perturbations with empirical FI
and J˜ , we perform the procedure in 49 randomly generated
networks. Some examples of network structure are shown in
Fig. 4 (a). The smallest eigenvalues of the original inference
problem are around 10−7 − 10−10, therefore the inference is
almost impossible with only 5× 106 samples each round.
The results show that the perturbations discovered using
estimation from data can still reveal network structure. After
each round of sampling, the training results of the original
problem and the perturbed problem are shown in Fig. 4 (b)(c).
The mean training curves are shown in the opaque lines with
standard deviation as error bar, and individual training curves
are shown as transparent lines in the background. Without
perturbation, after each round of sampling, the mean estima-
tion error does not have observable change, and the prediction
precision only improves slightly. In contrast, the training
curves with the inferred perturbations improve significantly as
we get more samples taken with different perturbations. For
most networks, the edge prediction precision converges to 1
but with a different number of perturbations.
Even though inference in all networks is improved, the effect
of 9 rounds of perturbation has some variation across networks.
The final mean estimation error varies between 1%− 10% of
the mean interaction strength. This is because our design of
perturbation relies on the estimation quality of empirical FI
and J˜ . For harder problems, our inference is less accurate,
so the designed field is not as effective. The relation between
the mean estimation error after 9 rounds of perturbation
and the smallest eigenvalue of the inference problem without
perturbation is shown in Fig. 4 (d). For inference without
perturbation, the mean estimation error is insensitive to the
smallest eigenvalues, as information of these directions is never
captured under the given sample size. In comparison, the final
error with perturbations decreases significantly with larger
smallest eigenvalues. For smallest eigenvalues around 10−9,
even though the number of samples is not sufficient to find
the network structure, certain directions are pinned down
where the inference is hard, so that we can use additional
perturbations to improve accuracy. Previously (Eq. 15), we
showed that our knowledge of the system only increases with
more perturbations, so we would expect convergence after
enough rounds of perturbation.
In the process of finding a good h, several approximations
are made with some implicit assumptions. We argue that these
approximations are valid in the sense of finding good perturba-
tions. First, empirical FI is used instead of the true FI. By the
theory of random matrices, the empirical FI converges to FI
with increasing number of samples, and the convergence rate
for different eigenvectors is proportional to the exponential of
the eigenvalues (24). So we will have accurate FI estimation
along those "easy" directions. Also, In is computed using the
estimate J˜ in place of J . As FI is the expected Hessian of the
log-likelihood function, by the theory of optimization, the con-
vergence rates of the estimation is proportional to eigenvalues
along different eigenvectors (25). In both cases, we will have
accurate estimation along the eigenvectors whose eigenvalues
are large, which is also supported by the numerical results (SI
Appendix, Supplementary text, Fig. S4). These eigenvectors
represent network components for which inference is accurate
based on current samples, such as the positive interactions
inside the module and negative interactions between modules.
When designing new perturbations, we would like the new
perturbation to reveal the information we have not obtained
yet. Even though we do not have accurate knowledge for
certain parts of a network, the inferred perturbations provide
information that helps identify the directions along which our
estimation is inadequate.
Discussion
In this paper, we developed a framework to rationally design
and analyze perturbation experiments for parameter estima-
tion. Our results show that perturbations designed to minimize
the trace of the inverse of FI of the inference problem can
provide significant improvements in both qualitative structure
prediction and quantitative interaction strength estimation.
Our framework combines statistical inference with active ex-
ploration, and thus mimics the scientific discovery process.
Our method differs from traditional active learning methods,
which typically select new samples with uncertainty-related
criteria. Instead, we select perturbations that manipulate a
given system to reveal information about the most uncertain
properties. Also, compared with previous work on causal infer-
ence using Bayesian networks, our framework does not depend
on specific properties of the model, but interprets the role
of perturbation as "curving" previously singular dimensions.
Many interesting statistical questions arise in this framework
and need further exploration.
In practical situations where information about optimal
perturbations is not available (Fig. 4), we use approximation
in our optimization Eq. 16 to find a good choice of h. Even
though we have numerical evidence and empirical arguments to
show that the discovered perturbations will still be informative
under these approximations, strict analyses are still lacking.
FI is widely recognized as a measure of the uncertainty in
parametric inference, but the uncertainty in FI estimation
is not as well-studied, which is essential in our case to know
how good our proposed h will be. Moreover, the sampling
complexity of such a learning scheme has not been established.
Results on specific examples studied here show exponential
improvement, but generalization to arbitrary networks needs
more sophisticated analyses.
We demonstrate that good choice of h (using an oracle)
yields dramatic improvements in inference in Fig. 3. In prac-
tice, as we only have the samples taken from the system itself,
the best possible perturbation should be defined in the sense
of posterior distribution on all possible J . Even though oracle
h enable more efficient inference depending on J , trying to
find such h is in some sense impossible as we do not have
the required information in J . We can use the expected de-
crease of Tr I−1 on the posterior, or maximize the minimum
improvements for a subset of the most likely J .
Except for a few special cases, we find optimal fields numer-
ically by finding fields that optimize the trace of the inverse of
FI given the current estimate of network parameters. When
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Fig. 4. Inference of random networks with inferred
fields. (a) Examples of some 16-node random networks
used in numerical experiments. (b) Mean estimation er-
ror after training is shown as a function of the number
of applied perturbations. The opaque line and error bar
represents the mean and standard deviation over all 49
tested random networks. The control group is set as taking
the same extra number of samples but without perturba-
tion. The transparent lines in the background show all
trajectories for these networks. Legend for (b)(c)(d) shown
below panel (a). (c) Edge prediction precision is shown
as a function of the number of applied perturbations. The
definition is the same as in Fig 3 (e). Definition of opaque
and transparent lines is the same as (b). (d) Log-log plot
between the final mean estimation error and the smallest
eigenvalue of FI of the system without perturbation.
applied to large networks, the optimization might be compu-
tationally intractable, and it would be more efficient if we
could design h directly from J and I without estimating the
FI after hypothetical perturbation. Intuitively we would like
the applied field to improve the probability of states that
have not appeared before, as demonstrated in examples of
three-node networks (SI Appendix, Supplementary text, Fig.
S2−3). Preliminary results on finding h based on principal
components analysis of the correlation matrix show some util-
ity, but further investigation is required to make this approach
practical.
All the above analyses are based on the framework we
proposed where we have full control of the field term, and can
apply any possible field to the studied network. Generally in
applications, our ability to perturb the system might be more
constrained. For example, perturbations might be constrained
in magnitude or in `0 norm, which brings more challenges
to theoretical analysis and optimization. Additionally, some
central nodes could be essential to the proper function of
the system and cannot be perturbed. Another possibility is
that our control of h is imprecise, that the actual applied h
includes a random component. Even though the illustrated
example, spin networks, may not fully characterize the studied
systems, the framework and procedure could be extended to
other models of complex networks, such as Bayesian networks
or dynamical systems. We believe that our framework provides
an interesting approach to design and analyze perturbations
in order to improve inference. The theoretical questions that
arise in the process might provide new insights into statistical
learning theory.
Materials and Methods
Numerical experiments were performed in MATLAB (26).
Learning of network parameters. For each round of learning, 5× 106
examples are taken from the network by MCMC sampling. The
optimization is performed by gradient ascent, and 5× 103 samples
are used in each step to estimate the gradient. The step size is
chosen as η = λt−α, where λ = 0.1, α ∈ [0.2, 0.5] depending on
learning stages. To avoid over-fitting, `2 regularization is used
during the training.
Generation of random networks. The random networks are generated
by cutting off Gaussian random variables. Each edge is assigned a
weight from the standard normal distribution, and we only keep the
weights larger than 1.4 in magnitude. Then all remaining weights
are rescaled to make their mean absolute value equal to 2.5.
Optimization of applied fields. For 16-node networks, accurate Fisher
information was used in the computation. When computing the
trace of the inverse, an identity matrix with 10−6 weight was added
to avoid numerical instability. The optimization was performed by
the optimization toolbox in MATLAB (26).
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Analytical solutions of specific models
Optimal Fisher information for two-node inference. In two-node case, the maximum of FI is achieved when Ès1s2Í = 0, which
requires
1
Z
!
eJ+h1+h2 + eJ≠h1≠h2 ≠ e≠J≠h1+h2 ≠ e≠J+h1≠h2
"
= 0 . [1]
Solving the equation gives
h2 =
1
2 log
1≠ exp(2J + 2h1)
exp 2J ≠ exp 2h1 . [2]
Note that the equation is well-defined when h1 < J or h1 > J , corresponding to the hyperbolic structure shown in main text.
Fisher Information of Ferromagnetic Ising Chain.The correlation Èsisi+1Í and quadruple correlation Èsisi+1sjsj+1Í can be
computed by the methods of transfer matrix. The partition function without an external field can be written as
Z =
ÿ
s1,...,sp
exp(J
pÿ
i=1
sisi+1) = TrP p , [3]
where
P =
5
eJ e≠J
e≠J eJ
6
. [4]
The eigenvalues of transfer matrix are
⁄1 = eJ + e≠J ⁄2 = eJ ≠ e≠J . [5]
By symmetry of the Ising chain with periodic boundary conditions,
Èsisi+1Í = Ès1s2Í = 1Z
ÿ
s1,...,sp
s1s2 exp(J
pÿ
i=1
sisi+1) [6]
= 1Z Tr(
ˆP
ˆJ
P p≠1) = TrQP
p≠1
TrP p =
⁄1⁄
p≠1
2 + ⁄2⁄
p≠1
1
⁄p1 + ⁄
p
2
,
where Q is defined as
Q = ˆP
ˆJ
=
5
eJ ≠e≠J
≠e≠J eJ
6
[7]
For the quadruple correlation function, noticing that
PQ = QP = ⁄1⁄2diag(1, 1) , [8]
we have
Èsisi+1sjsj+1Í = 1Z Tr
#
P i≠1QP j≠i≠1QP p≠j
$
= ⁄
2
1⁄
p≠2
2 + ⁄22⁄
p≠2
1
⁄p1 + ⁄
p
2
, i ”= j . [9]
Then the series expansion at eJ æŒ of I{i,i+1},{j,j+1} = Èsisi+1sjsj+1Í ≠ Èsisi+1Í Èsjsj+1Í will give the result
I{i,i+1}{j,j+1} =
;
4(p≠ 1) exp(≠4J) i = j
4 exp(≠4J) i ”= j . [10]
Additional examples of three-node inference
To help understand the mathematical framework and its implications, we provide a global analysis of three-node networks and
detailed analysis of optimal perturbations for two specific three-node networks. In general, there are 7 di erent topologies
of connected three-node networks up to a permutation, as shown in Fig. S1 (a), where the topology is defined as the signed
edge connectivity. For three-node networks, the optimal perturbation can be found numerically by grid search of all possible
directions, and so the networks provide a tractable set of examples in which we can explore the impact of perturbation on
inference comprehensively.
Setting the absolute value of all interactions equal to 2, Tr I≠1 for each topology without perturbation and with one
numerically optimal perturbation is shown for each topology in Fig. S1 (b). From this analysis, we can draw two general
conclusions. First, the di culty of inference depends, as represented by Tr I≠1, depends on network topology. Network 2, 4
and 6 are not fully connected and have smaller Tr I≠1 compared to other networks without perturbation. Therefore, these
networks are intrinsically "easier" to learn by observation. Second, network topology also impacts on the optimal Tr I≠1 with
perturbation. All of the not-fully-connected networks and network 3 and 7 achieve the lower bound 3 after 1 perturbation.
Conversely, the perturbation only decrease Tr I≠1 of network 1 and 5 from 103 to 102. Therefore network 3 and 7 are "easy" to
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infer with optimal perturbation, while network 1 and 5 are "hard" even with one optimal perturbation, which demonstrates the
necessity of performing multiple rounds of perturbations for certain classes of networks. The di erent behavior of Tr I≠1 is
determined by the energy landscape defined by J , and we take network 3 and 1 for detailed analysis.
By the symmetry of the system, FI is the same if the sign of the field is flipped, so we can set h1 > 0 without loss of
generality. Then the applied field can be parametrized as
h = |h|
Ë
1≠ h22 ≠ h23, h2, h3
ÈT
, [11]
where |h| is the Euclidean norm of h. Given the direction of perturbation, the minimal of Tr I≠1 over |h| can be shown as a
heatmap of [h2, h3], as shown in Fig. S2 (b) and Fig. S3 (b).
For the network in Fig. S2 (a), the optimal FI achieves the lower bound Tr I≠1 = 3, and the optimal perturbation is
approximately [2J,≠2J,≠2J ]. However, for the network in Fig. S3 (a), the minimum of Tr I≠1 is far larger than 3. As shown in
Fig. S2 (b) and Fig. S3 (b), the direction of perturbation is crucial to the resulting optimal FI. The eigenvectors and eigenvalues
without and with perturbation are shown in Fig. S2 (c) and Fig. S3 (c). These eigenvectors and eigenvalues can be interpreted
in the network structure. For example, the smallest eigenvalue in inferring network 3 is the same as the signed edge connectivity.
This is because increasing the edge intensity proportionally does not change the distribution much and is hard to determine.
The e ect of the perturbation on the distribution can be visualized by comparing the energy of all configurations, as shown in
Fig. S2 (e) and Fig. S3 (e). Blue (orange) dots represent energies without (with) perturbation. The e ect of perturbation is to
create multiple low-energy states, in other words, to make some "informative" configurations have high probabilities to be
observed.
Convergence of empirical Fisher information spectrum
In the main text, we argued that the empirical FI is a good estimation of FI on the eigenvectors with large eigenvalues. These
arguments are supported by the numerical evidence shown in Fig. S4. As shown in Fig. S4 (a)(c)(e), the estimated FI gives a
good estimation of eigenvalues of real FI when the eigenvalue is larger than around 10≠5. This is related to our sample size
5◊ 106. The samples do not contain information about very small eigenvalues, so the corresponding eigenvalues in estimated FI
are close to 0 up to the magnitude of numerical error. The estimation quality of eigenvectors can be quantified by computing
the inner product between any eigenvectors in real FI and estimated FI. Examples of the absolute value of the inner product
are shown in the inset plots of Fig. S4 (b)(d)(f). The eigenvectors are ranked by the magnitude of its eigenvalues, with an
increasing order from left to right, and from top to bottom. There are two features of the estimation of eigenvectors. First,
the estimation of eigenvectors is relatively precise for eigenvector with large eigenvalues. Second, the "mixing" of di erent
eigenvectors happens between those with similar eigenvalues. Furthermore, the relation between estimation spread as a function
of eigenvalues are shown in Fig. S4 (b)(d)(f). The spread is defined as the variance of a random variable X defined by
Pvi(X = j) = Èvi, ujÍ2 , [12]
where vi (wj) is an eigenvector in the estimated (real) FI. The distribution is well-defined as vi and wj are taken from
orthonormal basis. Generally, the spread is smaller with large eigenvalues. After 5 perturbations, most values of variance are
around 100 ≥ 101, that is, mixing only happens to a few "neighbor" eigenvectors. The spread does not converge to 0 as there
are near degenerate eigenvalues, and estimated FI only have the information of the spanned eigenspace by the corresponding
eigenvectors. Even if the eigenspace estimation is accurate, the estimated eigenvectors are spanning over the whole eigenspace
and thus di erent from the eigenvectors of the real FI. But the estimation of eigenvectors is still good, as visualized in the inset
plot in Fig. S4 (f).
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Fig. S1. The effect of perturbation on three-node networks. (a) All possible topologies of connected three-node network. Red (blue) edges represent positive (negative)
connections. (b) Every magnitude of interaction strength is set to 2. Based on Tr I≠1 without and with 1 perturbation, these networks can be classified into three groups. The
indexes of networks in each group are shown in the legend.
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Fig. S2. Optimal perturbation of an "easy" three-node network (a) The structure of the network and the found optimal perturbation. Interaction strengths are set to 2 and the
sign is indicated by the color as previously mentioned. The direction and length of the arrow represent the applied field on each node. (b) Minimal of Tr I≠1 as a function of
the directional vector specified by h2 and h3 as in Eq.11. (c) Eigenvectors and eigenvalues of FI without and with perturbation. Each eigenvector is represented as a column in
the heatmap, and the logarithm of the corresponding eigenvalue is shown below. (d) Tr I≠1 as a function of |h| along the best perturbation direction. (e) The energy of each
state without and with optimal perturbation. Blue (orange) dots are energies without (with) perturbation.
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Fig. S3. Optimal perturbation of a "hard" three-node network. All other captions are the same as Fig. S2. ¸2-regularization is used in finding the optimal perturbation to avoid
some singularity issues.
6 of 7 Jialong Jiang, David A. Sivak and Matt Thomson
Fig. S4. Spectrum of estimated FI (a) The relation between ranked eigenvalues of real FI and estimated FI is shown as a scatter plot. Each color is a different network in the 49
tested random networks. The black dashed line is a reference x = y line. (b) The spread of estimated eigenvectors is shown as a function of corresponding FI eigenvalues.
Black lines are contours of the density of all points. The inset plot is an example of the absolute value of the inner product between eigenvectors of estimated FI and real FI. The
corresponding eigenvalues of eigenvectors follow an increasing order from left to right, and from top to bottom. (c)(d) The same plot as (a)(b) for the estimated FI and real FI
with one round of perturbation. (c)(d) The same plot as (a)(b) for the estimated FI and real FI with 5 rounds of perturbation.
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