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Abstract
If L1 and L2 are linear equations, then the disjunctive Rado number of the set {L1, L2} is the
least integer n, provided that it exists, such that for every 2-coloring of the set {1, 2, . . . , n} there
exists a monochromatic solution to either L1 or L2. If such an integer n does not exist, then the
disjunctive Rado number is inﬁnite. In this paper, it is shown that for all integers a1 and b1, the
disjunctive Rado number for the equations x1 + a = x2 and x1 + b = x2 is a + b + 1 − gcd(a, b) if
a
gcd(a,b) + bgcd(a,b) is odd and the disjunctive Rado number for these equations is inﬁnite otherwise.
It is also shown that for all integers a > 1 and b> 1, the disjunctive Rado number for the equations
ax1 = x2 and bx1 = x2 is cs+t−1 if there exist natural numbers c, s, and t such that a = cs and b= ct
and s + t is an odd integer and c is the largest such integer, and the disjunctive Rado number for these
equations is inﬁnite otherwise.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let N represent the set of natural numbers and let [a, b] denote the set {n ∈ N| anb}.
A function  : [1, n] → [0, t − 1] is referred to as a t-coloring of the set [1, n]. Given a
t-coloring  and a system L of linear equations or inequalities in m variables, a solution
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(x1, x2, . . . , xm) to the system L is monochromatic if and only if
(x1) = (x2) = · · · = (xm).
In 1916, Schur [21] proved that for every t2, there exists a least integer n = S(t) such
that for every t-coloring of the set [1, n], there exists a monochromatic solution to
x1 + x2 = x3.
The integers S(t) are called Schur numbers. It is known that S(2) = 5, S(3) = 14 and
S(4) = 45, but no other Schur numbers are known [22]. In 1933, R. Rado generalized the
concept of Schur numbers to arbitrary systemsof linear equations.Rado foundnecessary and
sufﬁcient conditions to determine if an arbitrary system of linear homogeneous equations
admits a monochromatic solution under every t-coloring of the natural numbers [5,14–16].
For a given system of linear equations L, the least integer n, provided that it exists, such
that for every t-coloring of the set [1, n] there exists a monochromatic solution to L is called
the t-color Rado number (or t-color generalized Schur number) for the system L. If such an
integer n does not exist, then the t-color Rado number for the system L is inﬁnite. In recent
years the exact Rado numbers for several families of equations and inequalities have been
found, but almost entirely for 2-colorings [4,8–12,20].
Recently, several other problems related to Schur numbers and Rado numbers have been
considered [1–3,6,7,13,17,19]. In 2001, Robertson and Schaal introduced the concept of
off-diagonal Rado numbers (or off-diagonal generalized Schur numbers) [18]. Given two
linear equations, L0 and L1, the least integer n, provided that it exists, such that for every
2-coloring of the set [1, n] there exists either a solution to L0 that is monochromatic in the
color 0 or a solution to L1 that is monochromatic in the color 1 is called the off-diagonal
Rado number for the equations L0 and L1. If such an integer n does not exist, then the
off-diagonal Rado number for the equations L0 and L1 is inﬁnite.
In this paper we introduce another variation of Rado numbers that we call disjunctive
Rado numbers (or disjunctive generalized Schur numbers). Given a set S of linear equations,
the least integer n, provided that it exists, such that for every 2-coloring of the set [1, n]
there exists a monochromatic solution to at least one equation in S is called the disjunctive
Rado number for the set S. If such an integer n does not exist, then the disjunctive Rado
number for the set S is inﬁnite. Given a set of two equations, it is clear that the disjunctive
Rado number for these two equations is less than or equal to the off-diagonal Rado number
for these two equations and is also less than or equal to the 2-color Rado numbers for either
equation. As will be illustrated in both Theorems 1 and 2, it is possible for a set of two
equations to have a ﬁnite disjunctive Rado number while each individual equation has an
inﬁnite 2-color Rado number. In this paper we ﬁnd the disjunctive Rado numbers for the
two sets deﬁned below.
Deﬁnition 1. For all integers a1 and b1, let S1(a, b) represent the set containing the
equations
x1 + a = x2 and x1 + b = x2
and let R1(a, b) represent the disjunctive Rado number for this set.
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Deﬁnition 2. For all integers a > 1 and b > 1, let S2(a, b) represent the set containing the
equations
ax1 = x2 and bx1 = x2
and let R2(a, b) represent the disjunctive Rado number for this set.
2. Main results
Theorem 1. For all integers a1 and b1,
R1(a, b) =
⎧⎪⎨
⎪⎩
a + b + 1 − gcd(a, b) if agcd(a,b) + bgcd(a,b) is odd,
∞ if agcd(a,b) + bgcd(a,b) is even.
Proof of Theorem 1. First we will consider the case where a = b. Since every x ∈ N can
be uniquely expressed as x = qa + r , where 0ra − 1, we can deﬁne  : N → [0, 1]
by
(x) =
{
0, q is even,
1, q is odd.
If (x1, x2) is a solution to an equation in S1(a, b), it is easy to see that (x1) = (x2).
Hence,  avoids a monochromatic solution to both equations in S1(a, b), implying that
R1(a, b) = ∞. Since a = b implies that agcd(a,b) = bgcd(a,b) = 1, Theorem 1 is satisﬁed
when a = b.
For the remainder of this proof we will assume that a < b. We will prove the following
four claims.
Claim 1. If a and b are relatively prime and a + b is odd, then R1(a, b) = a + b.
Proof of Claim 1. Assume that a, b ∈ N are relatively prime and a + b is an odd integer.
First we will deﬁne a string  of positive integers such that a pair (k, l) is a solution to an
equation in S1(a, b) if and only if k and l are consecutive integers in . For every i ∈ [1, a],
let
Ti = [1, a + b] ∩ {i, i + a, i + 2a, . . .}.
It is clear that the sets T1, T2, . . . , Ta are pairwise disjoint and that their union is [1, a + b].
For every i ∈ [1, a] let i be the string consisting of the elements of Ti listed in increasing
order. Now, there exists a unique natural number n such that (n − 1)a < b < na. Let
t = na − b.
It is clear that t ∈ [1, a − 1] and t and a are relatively prime. Hence, t generates the cyclic
group Za . We will now deﬁne integers r1, r2, . . . , ra that will deﬁne . First, let r1 = 1.
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Since t generates Za , for every i ∈ [2, a], there exists a unique ri ∈ [2, a] such that
ri ≡ ri−1 + t (mod a). (1)
Note that the string r1r2 . . . ra is a permutation of the string 1 2 3 . . . a and that
1 ≡ ra + t (mod a). (2)
Let  be the string
 = r1r2 · · · ra1.
Note that each integer in the set [2, a + b] occurs exactly once in  and that the integer 1
occurs exactly twice, once at each end. Now, we will show that two integers in [1, a + b]
form a solution to one of the equations in S1(a, b) if and only if they are consecutive integers
in .
First, assume k and l are consecutive integers in . Without loss of generality, assume k
is to the left of l.
Case 1: Assume l ∈ [a + 1, a + b]. In this case, there exists an ri ∈ [1, a] such that l is
in the string ri but is not the ﬁrst number in ri . Therefore, k must be l − a, so (k, l) is a
solution to x1 + a = x2.
Case 2: Assume l ∈ [2, a]. In this case, there exists an ri ∈ [2, a] such that l is the ﬁrst
integer in the string ri , meaning that
l = ri . (3)
Therefore, k is the last integer in ri−1 . From the deﬁnition of t, we have
t ≡ −b (mod a). (4)
This implies that
ri + t + b ≡ ri (mod a).
From (1) and (4) we have that
ri + b ≡ ri−1 (mod a). (5)
Since k is in ri−1 , we have that
k ≡ ri−1 (mod a). (6)
From (3), (5), and (6), we have that
l + b ≡ k (mod a). (7)
Since k is the last integer in ri−1 , we have that 1 + bka + b. Since l ∈ [2, a], we have
that 2 + b l + ba + b. Now, the previous two inequalities, together with (7), gives
l + b = k,
so (l, k) is a solution to x1 + b = x2.
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Case 3: Assume l = 1. Since l is to the right of k, l cannot equal the ﬁrst 1 in the string
. Thus, l must be the last integer in . Now, we know that k ∈ ra , which implies that
k ≡ ra (mod a). (8)
From (2) and (4), we have that
1 ≡ ra − b (mod a).
From (8), we now arrive at 1 ≡ k − b (mod a), or
1 + b ≡ k (mod a). (9)
Since k is the last integer in ra , we know that
1 + bka + b.
This and (9) give
l + b = k.
Therefore, (l, k) is a solution to x1 + b = x2. Hence, we have shown that if k and l are
consecutive integers in the string , they form a solution to one of the equations in S1(a, b).
Conversely, let us assume that (k, l) is a solution to one of the equations in S1(a, b). We
will show that k and l must be consecutive integers in the string .
First, let us assume that k + a = l. Then, there exists i ∈ [1, a] such that k and l are
consecutive integers in ri . This implies that k and l are consecutive integers in .
Second, let us assume that k+b = l. It is clear that the solutions to the equation k+b = l,
where k, l ∈ [1, a + b], are
(1, b + 1), (2, b + 2), . . . , (a, b + a).
Thus, there are exactly a distinct solutions to k + b = l. In Cases 2 and 3 from above,
we have shown that there are exactly a distinct solutions to k + b = l where x1 and x2
are consecutive integers in . Thus, every solution to k + b = l is formed by consecutive
integers in .
Thus, we have shown that integers x1 and x2 will be a solution to one of the equations in
S1(a, b) if and only if they are consecutive integers in .
Proceeding with the proof of Claim 1, we will now show that
R1(a, b)a + b.
Let  : [1, a + b] → [0, 1] be an arbitrary coloring of the set [1, a + b]. Without loss of
generality, assume (1) = 0. We will show that  contains a monochromatic solution to
one of the equations in S1(a, b). Since consecutive integers in  form solutions to one of the
equations in S1(a, b), for to avoid amonochromatic solution to both equations in S1(a, b),
it must be that no two consecutive integers in  are colored the same color. Since (1) = 0,
this would mean that all integers in an odd position in  are colored 0 and all integers in an
even position are colored 1. Since a + b + 1 is even, there are an even number of integers
in the string , which implies that the last integer 1 will be colored 1. This is impossible by
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our previous assumption of (1) = 0. Thus, a monochromatic solution cannot be avoided
and we conclude that
R1(a, b)a + b.
We will now show that
R1(a, b)a + b.
Since the integer a + b occurs exactly once in , we can express  as  = ′(a + b)′′ . That
is, ′ consists of the integers in  that occur before the integer a + b, and ′′consists of the
integers in  that occur after the integer a + b, both in their respective orders. Let ∗ be the
string 
′′
in reverse order. So, ′ and ∗ both begin with the integer 1 and every integer in
[2, a+b−1] occurs exactly once in either ′ or ∗. Let us deﬁne : [1, a+b−1] → [0, 1]
by
(x) =
{
0 if x is in an odd position in either ′ or ∗,
1 if x is in an even position in either ′ or ∗.
We will show that avoids a monochromatic solution to both equations in S1(a, b).Assume
(x1, x2) is a solution to an equation in S1(a, b). Then, we have that x1 and x2 must be
consecutive integers in , which implies that they must be consecutive integers in either
′ or ∗. Thus, (x1) = (x2). Therefore,  does not admit a monochromatic solution to
either equation in S1(a, b), which implies that
R1(a, b)a + b.
Now, since R1(a, b)a + b and R1(a, b)a + b, we can conclude that
R1(a, b) = a + b
and the proof of Claim 1 is complete. 
Claim 2. If a, b ∈ N are relatively prime and both are odd integers, then R1(a, b) = ∞.
Proof of Claim 2. Assume a and b are relatively prime and both are odd integers. We
will show that R1(a, b) = ∞ by exhibiting a coloring  : N → [0, 1] that avoids a
monochromatic solution to both equations in S1(a, b). Let the coloring  : N → [0, 1] be
deﬁned by
(x) =
{
0 if x is an even integer,
1 if x is an odd integer.
Assume (x1, x2) is a solution to an equation in S1(a, b). We will show that the solution
(x1, x2) is not monochromatic. We have that either
x2 = x1 + a or x2 = x1 + b.
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Since a and b are both odd, it follows that x2 is odd if x1 is even and x2 is even if x1 is
odd. Hence, (x1, x2) is not a monochromatic solution in . Since  : N → [0, 1] avoids a
monochromatic solution to both equations in S1(a, b), it follows that
R1(a, b) = ∞
and the proof of Claim 2 is complete. 
Claim 3. If R1(a, b) = k where k ∈ N, then for every c ∈ N we have that R1(ca, cb) =
ck − c + 1.
Proof of Claim 3. Let a, b, k ∈ N be given such that R1(a, b) = k and let c ∈ N also be
given. We will show that R1(ca, cb) = ck − c + 1. First, we will show that
R1(ca, cb)ck − c + 1
by exhibiting a coloring  : [1, c(k − 1)] → [0, 1] that avoids a monochromatic solution
to both equations in S1(ca, cb). Since R1(a, b) = k, it follows that there exists a coloring
′ : [1, k−1] → [0, 1] that avoids a monochromatic solution to both equations in S1(a, b).
Note that for every x ∈ N there exists a unique y ∈ N such that
c(y − 1) + 1x < cy + 1.
Hence, we may deﬁne  : [1, c(k − 1)] → [0, 1] by
(x) = ′(y) where c(y − 1) + 1x < cy + 1.
We will now show that  avoids a monochromatic solution to both equations in S1(ca, cb).
Assume that (x1, x2) is a solution to one of the equations in S1(ca, cb). Without loss of
generality, assume (x1) = 0. We will show that (x2) = 1.
Since (x1) = 0, it follows that ′(y) = 0 where c(y − 1) + 1x1 < cy + 1. We have
that either x2 = ca + x1 or x2 = cb + x1. First we will assume that x2 = ca + x1. From
c(y − 1) + 1x1 < cy + 1, it follows that
c(y − 1) + 1 + cax1 + ca < cy + 1 + ca
or equivalently,
c(y + a − 1) + 1x2 < c(y + a) + 1.
From the deﬁnition of , it follows that (x2) = ′(y + a). Since (y, y + a) is a solution
to an equation in S1(a, b) and ′ avoids a monochromatic solution to both equations in
S1(a, b) and ′(y) = 0, we have that ′(y +a) = 1. Thus, (x2) = 1. In a similar manner,
it can be shown that (x2) = 1 when x2 = cb + x1. Since in both cases (x2) = 1, it
follows that (x1, x2) is not a monochromatic solution to an equation in S1(a, b). Therefore
we can conclude that the coloring  : [1, c(k − 1)] → [0, 1] avoids a monochromatic
solution to both equations in S1(ca, cb). Hence,
R1(ca, cb)ck − c + 1.
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We will now show that
R1(ca, cb)ck − c + 1
by showing that every coloring of the set [1, ck−c+1] contains a monochromatic solution
to an equation in S1(ca, cb). Let an arbitrary coloring  : [1, ck − c + 1] → [0, 1] be
given. We will deﬁne a coloring ′ : [1, k] → [0, 1] as
′(x) = ((x − 1)c + 1).
Since R1(a, b) = k, it follows that ′ contains a monochromatic solution (y1, y2) to an
equation in S1(a, b). That is, there exist integers y1 and y2 such that
′(y1) = ′(y2)
and either
y1 + a = y2 or y1 + b = y2.
Let
x1 = (y1 − 1)c + 1 and x2 = (y2 − 1)c + 1.
We will show that (x1, x2) is a monochromatic solution to an equation in S1(ca, cb). First
we will show that (x1, x2) is a solution to an equation in S1(ca, cb). If y1 + a = y2, then
we have that
x1 + ca = (y1 − 1)c + 1 + ca = (y1 + a − 1)c + 1 = (y2 − 1)c + 1 = x2.
In a similar manner, if y1 + b = y2, then we have that x1 + cb = x2. Thus, in both cases
(x1, x2) is a solution to an equation in S1(ca, cb). Now, since
(x1) = ((y1 − 1)c + 1) = ′(y1) = ′(y2) = ((y2 − 1)c + 1) = (x2),
it follows that (x1, x2) is a monochromatic solution to an equation in S1(ca, cb). Since 
was an arbitrary coloring, it follows that
R1(ca, cb)ck − c + 1.
Hence,
R1(ca, cb) = ck − c + 1
and the proof of Claim 3 is complete. 
Claim 4. If R1(a, b) = ∞, then for every c ∈ N, we have that R1(ca, cb) = ∞.
Proof of Claim 4. This follows from Claim 3 quite easily, where if R1(a, b) > k−1, then
R1(ca, cb) > c(k − 1). 
We will now ﬁnish the proof of Theorem 1. Assume a, b ∈ N with a < b.
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First, consider the case where gcd(a, b) = 1. Since this implies that a and b cannot both
be even, we have that either a + b is an odd integer or a and b are both odd. When a + b is
an odd integer we appeal to Claim 1. When a and b are both odd we appeal to Claim 2.
Next, consider the case when gcd(a, b) = 1. Let us consider the two integers agcd(a,b)
and bgcd(a,b) . Since these two integers are relatively prime, they cannot both be even. Thus
we have that either agcd(a,b) + bgcd(a,b) is an odd integer or agcd(a,b) and bgcd(a,b) are both odd.
When agcd(a,b) + bgcd(a,b) is an odd integer, we can use Claim 1 to arrive at
R1
(
a
gcd(a, b)
,
b
gcd(a, b)
)
= a
gcd(a, b)
+ b
gcd(a, b)
.
Now, using Claim 3, we let c = gcd(a, b) and k = agcd(a,b) + bgcd(a,b) , and conclude that
R1(a, b) = R1
(
gcd(a, b) · a
gcd(a, b)
, gcd(a, b) · b
gcd(a, b)
)
= a + b + 1 − gcd(a, b).
Thus, the theorem has been satisﬁed. When agcd(a,b) and
b
gcd(a,b) are both odd integers we
can appeal to Claims 2 and 4.
Thus, the theorem has been satisﬁed for all possible cases and the proof of Theorem 1 is
complete. 
Theorem 2. For all integers a > 1 and b > 1, if there exist natural numbers c, s and t
such that a = cs and b = ct , where c is the largest such integer, and s + t is an odd integer,
then
R2(a, b) = cs+t−1.
For all other integers a > 1 and b > 1,
R2(a, b) = ∞.
Proof of Theorem 2. Let natural numbersa > 1andb > 1begiven and letp1, p2, . . . , pn
be all the prime numbers that occur in the prime factorization of either a or b. Thus, we can
write
a = pa11 pa22 · · ·pann and b = pb11 pb22 · · ·pbnn ,
where ai and bi are nonnegative integers for 1 in. We will consider two cases.
Case 1: Assume there exist integers c, s, and t such that a = cs and b = ct , and choose
these integers so that c is as large as possible. Thus,
a = pa11 pa22 · · ·pann = (pc11 pc22 · · ·pcnn )s = cs
and
b = pb11 pb22 · · ·pbnn = (pc11 pc22 · · ·pcnn )t = ct ,
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where ci = gcd(ai, bi) for every i ∈ [1, n] because of the choice of c. Consequently,
gcd(s, t) = 1. It is clear that for all i ∈ [1, n], we have ai = cis and bi = ci t . Also note
that for all i ∈ [1, n], ai = 0 and bi = 0. Now, it cannot be the case that both s and t are
even since gcd(s, t) = 1. Therefore, we can consider the two subcases where s and t are
both odd and where s + t is an odd integer.
Subcase 1: Assume s + t is an odd integer. It will be shown that
R2(a, b) = cs+t−1.
First we will show that
R2(a, b)cs+t−1
by exhibiting a coloring  : [1, cs+t−1 −1] → [0, 1] that avoids a monochromatic solution
to both equations in S2(a, b). By Theorem 1, there exists a coloring ′ : [1, s + t − 1] →
[0, 1] that avoids a monochromatic solution to both equations in S1(s, t). Also, for every
positive integer x, there exists a unique nonnegative integer nx such that cnx x < cnx+1.
Let  : [1, cs+t−1 − 1] → [0, 1] be deﬁned by
(x) = ′(nx + 1) where cnx x < cnx+1.
We will show that any solution to an equation in S2(a, b) will not be monochromatic under
.
Let (x1, x2) be a solution to an equation in S2(a, b). Then
x1 · a = x2 or x1 · b = x2.
If x1 · a = x2 and cnx1 x1 < cnx1+1, then cnx1 · csx1 · cs < cnx1+1 · cs . This implies that
cnx1+sx2 < cnx1+s+1, so nx2 = nx1 + s. Let
y1 = nx1 + 1 and y2 = nx1 + s + 1.
Note that y1 + s = y2, so (y1, y2) is a solution to an equation in S1(s, t). Now we have that
(x1) = ′(nx1 + 1) = ′(y1)
and
(x2) = ′(nx2 + 1) = ′(nx1 + s + 1) = ′(y2).
Since (y1, y2) is a solution to an equation in S1(s, t) and′ avoids amonochromatic solution
to both equations in S1(s, t), we have that ′(y1) = ′(y2). This implies that
(x1) = (x2).
In a similar manner, if x1 · b = x2, it follows that (x1, x2) is not monochromatic in . Thus,
there does not exist a monochromatic solution to an equation in S2(a, b) in  and
R2(a, b)cs+t−1.
We will now show that
R2(a, b)cs+t−1.
B. Johnson, D. Schaal / Journal of Combinatorial Theory, Series A 112 (2005) 263–276 273
Let  : [1, cs+t−1] → [0, 1] be an arbitrary coloring. We will show that this coloring
contains a monochromatic solution to an equation in S2(a, b). Deﬁne a coloring′ : [1, s+
t] → [0, 1] by
′(x) = (cx−1).
From Theorem 1, there exists a monochromatic solution to an equation in S1(s, t) in ′.
That is, there exist integers y1 and y2 such that ′(y1) = ′(y2) and either y1 + s = y2 or
y1 + t = y2. Let
x1 = cy1−1 and x2 = cy2−1.
We will show that (x1, x2) is monochromatic under  and a solution to an equation in
S2(a, b). Now,
(x1) = (cy1−1) = ′(y1) = ′(y2) = (cy2−1) = (x2).
Thus, (x1, x2) is monochromatic in the coloring .
If y1 + s = y2, then y1 − 1 + s = y2 − 1, which implies that cy1−1+s = cy2−1. This
means that cy1−1 · cs = cy2−1, so x1 · a = x2. In a similar manner, if y1 + t = y2 we have
that x1 · b = x2. Therefore, since (y1, y2) is a solution to an equation in S1(s, t), we have
that (x1, x2) is a solution to an equation in S2(a, b).
Thus, since we know there exists a monochromatic solution in ′ to an equation in
S1(s, t), we have shown that there also exists a monochromatic solution in  to an equation
in S2(a, b). We conclude that
R2(a, b)cs+t−1.
Now we have shown that R2(a, b)cs+t−1 and R2(a, b)cs+t−1, so
R2(a, b) = cs+t−1.
Subcase 2: Assume s and t are both odd integers. It will be shown that
R2(a, b) = ∞
by exhibiting a coloring  : N → [0, 1] that avoids a monochromatic solution to both
equations in S2(a, b). Deﬁne the coloring  : N → [0, 1] by
(x) =
{
0 if nx is even,
1 if nx is odd,
where cnx x < cnx+1. We will show that any solution to an equation in S2(a, b) is not
monochromatic in . Assume (x1, x2) is a solution to an equation in S2(a, b). First we will
assume that (x1) = 0. Then cnx1 x1 < cnx1+1, where nx1 is a nonnegative even integer.
Now, either
x2 = ax1 or x2 = bx1
or equivalently,
x2 = csx1 or x2 = ctx1.
274 B. Johnson, D. Schaal / Journal of Combinatorial Theory, Series A 112 (2005) 263–276
First, let us assume that x2 = csx1. Since cnx1 x1 < cnx1+1, we have that cscnx1 csx1 <
cscnx1+1, or equivalently,
cs+nx1 x2 < cs+nx1+1.
Since s is odd and nx1 is even, s + nx1 is an odd integer. But, from the above inequality,
we have that nx2 = s + nx1 , so (x2) = 1. Thus, (x1, x2) is not monochromatic in . In a
similar manner, we can show that if x2 = ctx1, then (x1, x2) is not monochromatic in .
Hence, we have shown that when (x1) = 0, the solution (x1, x2) is not monochromatic
in .
In a similar manner, we can show that when (x1) = 1, the solution (x1, x2) is not
monochromatic in . Thus, we have shown that  avoids a monochromatic solution to both
equations in S2(a, b), implying that
R2(a, b) = ∞
and the theorem is satisﬁed.
Case 2: Assume that there do not exist integers c, s, and t such that a = cs and b = ct .
Recall that we can express a and b as
a = pa11 pa22 · · ·pann and b = pb11 pb22 · · ·pbnn ,
where p1, p2, . . . , pn are all of the primes that occur in either a or b. In this case, it is
possible for some of the integers a1, a2, . . . , an and b1, b2, . . . , bn to be zero. It must be
the case that there exist integers
i, j ∈ [1, n] such that aibj − ajbi > 0
for otherwise, if aibj − ajbi = 0 for all i, j ∈ [1, n], then there would exist integers c, s
and t such that a = cs and b = ct , which contradicts the above assumption. We will show
that in this case
R2(a, b) = ∞
by exhibiting a coloring  : N → [0, 1] that avoids a monochromatic solution to both
equations in S2(a, b). For every prime number p, let P(p, x) represent the power of p in
the prime factorization of x. Let the function f : N → Z be deﬁned by
f (x) = (bj − aj )P (pi, x) − (bi − ai)P (pj , x).
We will now deﬁne the coloring  : N → [0, 1]. For every x ∈ N, let rx ∈ [0, 2(aibj −
ajbi) − 1] be such that
f (x) ≡ rx
(
mod 2(aibj − ajbi)
)
,
and let
(x) =
⎧⎨
⎩
0 if rx ∈
[
0, aibj − ajbi − 1
]
,
1 if rx ∈
[
aibj − ajbi, 2(aibj − ajbi) − 1
]
.
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We will show that  avoids a monochromatic solution to both equations in S2(a, b). Notice
that
f (ax) = (bj − aj )(P (pi, x) + ai) − (bi − ai)(P (pj , x) + aj )
= (bj − aj )P (pi, x) − (bi − ai)P (pj , x) + (bj − aj )ai − (bi − ai)aj
= f (x) + aibj − ajbi
and
f (bx) = (bj − aj )(P (pi, x) + bi) − (bi − ai)(P (pj , x) + bj )
= (bj − aj )P (pi, x) − (bi − ai)P (pj , x) + (bj − aj )bi − (bi − ai)bj
= f (x) + aibj − ajbi .
Thus,
f (ax) = f (bx) = f (x) + aibj − ajbi .
Assume that (x1, x2) is a solution to an equation in S2(a, b) and that(x1) = 0. This implies
that
f (x1) ≡ rx1
(
mod 2(aibj − ajbi)
)
where rx1 ∈
[
0, aibj − ajbi − 1
]
.
Since (x1, x2) is a solution to an equation in S2(a, b), it follows that x2 = ax1 or x2 = bx1,
so f (x2) = f (ax1) = f (bx1) = f (x1) + aibj − ajbi . This implies that
f (x2) ≡ rx2
(
mod 2(aibj − ajbi)
)
where rx2 ∈
[
aibj − ajbi, 2(aibj − ajbi) − 1
]
.
Thus, (x2) = 1, and (x1, x2) is not monochromatic in .
The case (x1) = 1 is similar. Since  does not contain a monochromatic solution to an
equation in S2(a, b), we can conclude that
R2(a, b) = ∞
and the theorem is satisﬁed. 
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