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Zusammenfassung. F

ur die L

osung von komplexen, sehr rechenintensiven Aufgabenstellungen aus
dem technisch-naturwissenschaftlichen Bereich werden immer h

auger hochparallele Mehrprozessor-
systeme eingesetzt. Diese Rechner bestehen aus RISC-Prozessoren, die nur dann ihre volle Leistung
nutzen k

onnen, wenn die Daten im Cache-Speicher des Prozessors gehalten werden und nicht bei je-
dem Zugri aus dem Speicher geladen werden m

ussen. F

ur die eektive Nutzung der hohen theore-
tischen Peak-Performance dieser modernen superskalaren und superpipelined RISC-Prozessoren spielt
die gemeinsame Betrachtung von Prozessor, Speicher und Compiler eine Schl

usselrolle. Zu dem glei-
chen Ergebnis kommt auch der vorliegende Artikel, in dem stellvertretend f

ur einige neuartige RISC-
Prozessor-Architekturen der DEC Alpha-Chip AA-21064 als Repr

asentant untersucht wird. Auf diesem
Prozessortyp basiert auch der massiv-parallele Rechner T3D der Firma CRAY Research Inc.
1 Einleitung
Der DEC Alpha-Chip ist der erste 64-Bit RISC-Prozessor, den der Hersteller Digital Equipment in eigener
Produktion herstellt. Seiner Entwicklung ging die

Uberlegung voraus, da in n

achster Zeit die bisherigen
32-Bit-Architekturen nicht mehr in der Lage sein werden, die immer gr

oer werdenden Speicher zu adres-
sieren. Neben der realisierten 64-Bit-Architektur ist insbesondere die hohe Taktrate von bis zu 150 MHz ein
charakteristisches Merkmal. Aufgrund der parallelen Anordnung der internen Funktionseinheiten kann theo-
retisch pro Takt eine Fliepunktoperation durchgef

uhrt werden, was eine Peak-Performance von maximal
150 MFLOPS entspricht. Da jedoch die Zugriszeit der verwendeten Speicherbausteine keine entsprechende
Verbesserung aufweist, mu untersucht werden, welche Rechenleistung tats

achlich erreichbar ist.
2 Aufbau des DEC Alpha-Chip AA-1064
Die Alpha-AXP-Architektur [2] ist eine 64-Bit RISC Load/Store-Architektur: Alle Datenbewegungen zwi-
schen dem Speichersystem und den Registern werden ausschlielich durch Lade- und Speicherinstruktionen
ausgef

uhrt, alle Operationen werden auf den Registerinhalten durchgef

uhrt. Der DEC Alpha-Chip AA-21064
[6] ist die erste Implementation der Alpha-AXP-Architektur. Er besteht, wie in Abbildung 1 dargestellt, aus
folgenden Komponenten:
 Das Leitwerk des Prozessors (IBOX) enth

alt eine doppelt ausgef

uhrte statische Leitwerk-Pipeline,
die das Laden, Dekodieren und die Weitergabe von Instruktionen an die entsprechenden Funktions-
einheiten (EBOX, FBOX und ABOX) durchf

uhrt. Die Ressourcen-Koniktlogik ermittelt den aktuel-
len Belegungszustand der jeweils anzusprechenden dynamischen Pipeline der Funktionseinheiten. Die
Pipeline-Kontrolleinheit dient zur Steuerung der Leitwerk-Pipeline und verz

ogert im Koniktfall die In-
struktionsausgabe. Zur schnelleren Zuordnung von virtuellen und physikalischen Instruktionsadressen ist
ein Puer vorgesehen. Der Programmz

ahler beinhaltet die Adresse der aktuell bearbeiteten Instruktion.
Die Prefetching-Einheit steuert das Laden von Instruktionen in die erste Stufe der Leitwerk-Pipeline.
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Abb. 1. Komponenten des DEC Alpha-Chip AA-21064
 Der interne Instruktions-Cache-Speicher (ICACHE) ist ein 8 KByte groer, einfach-assoziativer,
physikalisch adressierter Cache-Speicher f

ur die Zwischenspeicherung der zuletzt durchgef

uhrten Instruk-
tionen.
 Die Integer-Funktionseinheit (EBOX) f

uhrt arithmetische und logische Integer-Operationen aus.
Alle Instruktionen, auer der Division und Multiplikation, werden in einer dreistugen dynamischen
Pipeline ausgef

uhrt und verarbeiten ausschlielich 64-Bit-Daten aus den 32 Integer-Registern. Die Mul-
tiplikation ist als Assembler-Befehl vorgesehen, wird aber nicht in der Pipeline abgearbeitet. Die Integer-
Division wird durch ein Unterprogramm realisiert, welches vom Compiler zur

Ubersetzungszeit einge-
bunden wird.
 Die Fliepunkt-Funktionseinheit (FBOX) enth

alt eine sechsstuge dynamische Pipeline zur Durch-
f

uhrung von Fliepunktaddition und -multiplikation. Divisionsinstruktionen werden nicht in der Pipeline
abgearbeitet und beanspruchen einen hohen Zeitaufwand zur Durchf

uhrung. Alle Fliepunktoperationen
verarbeiten ausschlielich 64-Bit-Daten aus den 32 Fliepunktregistern.
 Der Fliepunkt-Registersatz verf

ugt

uber zwei Schreib- und drei Lesepfade, zwei davon zur EBOX.
Es sind keine vier Lesepfade wie bei den Integer-Registern notwendig, da kein Instruktionspaar existiert,
welches auf vier Fliepunktregister lesend zugreift.
 Der Integer-Registersatz verf

ugt

uber zwei Schreibpfade und vier Lesepfade zur ABOX und EBOX.
 Der interne Daten-Cache-Speicher (DCACHE) ist ein 8 KByte groer, einfach-assoziativer Cache-
Speicher f

ur die Zwischenspeicherung der zuletzt referenzierten Daten. Er ist physikalisch adressiert und
nach der write-through Strategie ausgelegt.
 Die Adre-Funktionseinheit (ABOX) f

uhrt in einer dreistugen Pipeline die Adreberechnung und
den Datenaustausch zwischen den Registern und dem

ubrigen Speichersystem aus. Die in Abbildung
1 angef

uhrten Komponenten Lade- und Schreibpuer dienen als Zwischenspeicher zur Erweiterung der
Datentransfer-Bandbreite. Im Datenadrepuer sind die zuletzt genutzten virtuellen und zugeh

orige
physikalischen Speicheradressen abgelegt. Die External Bus Interface Unit (BIU) bildet die Schnittstelle
zum externen Speichersystem.
2
Die Performance-Analysen wurden auf den Rechnern
 DEC 3000, Model 400S AXP (Server) und
 DEC 3000, Model 300 AXP
 CRAY T3D, 1 Prozessor
durchgef

uhrt, deren Daten in Tabelle 1 aufgelistet sind. Die Unterschiede zwischen den Systemen bestehen
im wesentlichen in der unterschiedlichen Taktfrequenz, der Speichergr

oe und der Breite der Datenwege.
DEC 3000 DEC 3000
CRAY T3D
Modellbezeichnung
Model 400S AXP Model 300 AXP
CPU DECchip 21064 RISC Microprocessor
Taktfrequenz 133 MHz (7.5 ns) 150 MHz (6.6 ns) 150 MHz (6.6 ns)
CPU Datenbusbreite 128 Bit 64 Bit 64 Bit
Instruktionsinitiierung Maximal 2 Instruktionen pro Takt
Maschinenwortl

ange 64 Bit
Hauptspeicher 128 MByte 32 MByte 64 MByte
ICache-Speicher 8 KByte, einfach-assoziativ
DCache-Speicher 8 KByte, einfach-assoziativ, write-through
512 KByte 256 KByte
Externer
einfach-assoziativ einfach-assoziativ
nicht
Cache-Speicher
write-back write-back
vorhanden
Speicherbusbreite 256 Bit 64 Bit 128 Bit
Speicherlatenzzeit
int. DCache-Speicher 3 Takte 3 Takte 3 Takte
ext. Cache-Speicher 8 Takte 8 Takte
Hauptspeicher 24-30 Takte 30-67 Takte CRAY Prop.
Tabelle 1: Hardware-Daten der untersuchten Prozessor-Realisierungen
3 Optimierung
Um die hohe theoretische Leistungsf

ahigkeit von superskalaren und superpipelined Prozessoren zu erreichen,
mu das

ubersetzte Programm sowohl den internen Parallelismus des Prozessors als auch das hierarchische
Speichersystem eektiv ausnutzen. Existierende parallelisierende Fortran-Compiler benutzen in der Regel
zwei verschiedene Programmrepr

asentationen: Auf Hochsprachenebene werden Optimierungen f

ur das Spei-
chersystem, auf der Instruktionsebene Optimierungen f

ur eine bessere Ausnutzung des prozessorinternen Par-
allelismus durchgef

uhrt. Die

Ubersetzung des Programms erfolgt dann in zwei Stufen. Dies hat den Nachteil,
da die notwendigen Programmanalysen zweifach durchgef

uhrt werden m

ussen und die Optimierungen nur
eingeschr

ankt aufeinander abgestimmt werden k

onnen. Zur Zeit wird daran gearbeitet, die Optimierungen
auf einer gemeinsamen Abstraktionsebene durchzuf

uhren [9]. Die Optimierungen des zur Verf

ugung stehen-
den DEC Fortran-Compilers (Version 3.3) [3] sind in erster Linie auf die Instruktionsebene ausgerichtet, was
besonders bei Algorithmen mit hoher Datenlokalit

at zu Performance-Werten f

uhrt, die weit unterhalb der
erreichbaren Performance liegen.
3.1 Optimierung auf Instruktionsebene
Die Untersuchung des DEC Fortran-Compilers ergibt, da neben den Optimierungen, die auch bei skalaren
Prozessoren zu einer Performance-Steigerung f

uhren (common subexpression elimination, dead code elimina-
tion etc.), insbesondere der eektiven Ausnutzung des Parallelismus auf Instruktionsebene (Instruction-Level
3
Parallelism, ILP) ein besonderes Gewicht zuf

allt. Das Instruktions-Scheduling zielt darauf ab, eine m

oglichst
eziente Instruktionsreihenfolge zu generieren [8]. Zur Verdeutlichung dient der folgende Programm-Code
1
.
DO J = 1, N DO J = 1, N
DO I = 1, 4*N DO I = 1, 4*N-3, 4
A(I) = A(I) + B(J) A(I) = A(I) + B(J)
ENDDO A(I+1) = A(I+1) + B(J)
ENDDO A(I+2) = A(I+2) + B(J)
A(I+3) = A(I+3) + B(J)
ENDDO
ENDDO
Den Quelltext auf der linken Seite

ubersetzt der benutzte DEC Fortran-Compiler bei Angabe der Opti-
mierungsstufe -O2 in einen Basisblock, der inklusive Verzweigungsbefehl sieben Assembler-Instruktionen
umfat. Unter der Voraussetzung, da alle referenzierten Daten im internen Cache-Speicher enthalten sind,
ben

otigt der DEC Alpha-Chip zur Durchf

uhrung einer Iteration der Schleife neun Takte. Auf der rechten
Seite des Beispiels ist die vierfach entfaltete Schleife dargestellt, die vom Compiler bei Angabe der Optimie-
rungsstufe -O3 bzw. -O4 generiert wird. Der entsprechende Basisblock (4 Iterationen) enth

alt insgesamt 26
Assembler-Instruktionen die innerhalb von 15 Takten ausgef

uhrt werden. Dies entspricht einer Leistungs-
steigerung von
94
15
= 2; 4.
Die Vergr

oerung des Basisblocks wird durch die Entfaltung der inneren Schleife eines Schleifennestes er-
reicht. Eine st

arkere Entfaltung w

urde in dem obigen Beispiel zu einer weiteren Leistungssteigerung f

uhren.
Dies kann jedoch nur durch explizite Programmierung des Anwenders erfolgen, da der Compiler lediglich
eine vierfache Entfaltung der inneren Schleife ausf

uhrt. Dabei resultiert eine zweifach entfaltete program-
mierte Schleife bei Angabe der Optimierungsstufen -O3 bzw. -O4 in einer achtfach entfalteten Schleife. Die
obere Grenze der sinnvollen Entfaltung ist durch die Anzahl der zur Verf

ugung stehenden Fliepunktregister
bestimmt. Hierauf wird im Abschnitt Anwendungen n

aher eingegangen. Die Auswirkungen von Lesefehlern
im Cache-Speicher auf die Rechenzeit soll an dem obigen Beispiel exemplarisch betrachtet werden. Unter der
Annahme, da alle von A(I) referenzierten Daten aus dem Hauptspeicher geladen werden m

ussen, erh

oht
sich die Berechnungszeit um den Betrag der Speicherlatenzzeit. Im Fall der Workstation Model 300 bedeu-
tet dies ein Zuwachs von mindestens 30 Takten. Vergleicht man wiederum die Ausf

uhrungszeit der obigen
Programmst

ucke, so l

at sich eine Verminderung der Leistungssteigerung auf einen Wert von 1.4 errechnen.
Hieraus ergibt sich, da die Verminderung der Cache-Speicherlesefehler, neben der Ausnutzung des internen
Parallelismus, die zweite wichtige Voraussetzung f

ur das Erreichen h

oherer Performance-Werte darstellt. Die
ungewollte Verdr

angung von Cache-Speicherinhalten kann durch die folgenden Manahmen vermindert wer-
den:
 Ezientes Ausrichten der Felder zur

Ubersetzungszeit (Padding).


Anderung der Schleifeniterationsfolge durch Schleifentransformationen.
Die Schleifentransformationen werden im n

achsten Abschnitt am Beispiel der Matrixmultiplikation beschrie-
ben.
Zur Erl

auterung des ersten Punktes soll der Programm-Code in Abbildung 2 betrachtet werden. Aus dem
oberen Teil der Abbildung geht hervor, da die jeweils 4096 Byte groen Felder A, C und B hintereinander
im Hauptspeicher abgelegt sind und die Ausdr

ucke A(I) und B(I) in derselben Iteration Feldelemente refe-
renzieren, die 8192 Byte weit auseinander liegen, was exakt der Gr

oe des internen Daten-Cache-Speichers
entspricht. Bei der Ausf

uhrung dieses Programmst

ucks ist bei der

Ubersetzung mit niedrigeren Optimie-
rungsoptionen als -O4 eine starke Erh

ohung der Lesefehler im internen Cache-Speicher zu beobachten, da
die Referenzierungen von A(I) und B(I) dieselbe Cache-Speicherzeile adressieren und damit B(I) in jeder
Iteration aus dem externen Speicher geladen werden mu. Bei der Benutzung der Optimierungsstufe -O4
1
Bei Schleifengrenzen, die nicht ganzzahlig durch den Entfaltungsfaktor (in diesem Fall 4) teilbar sind, ist eine
zus

atzliche Clean-Up-Schleife einzuf

uhren, in der die verbleibenden Iterationen ausgef

uhrt werden.
4
REAL*8 A(512),C(512),B(512)
DO I=1, 512
  A(I)=A(I)+B(I)
ENDDO
0 4096 8192
A(512) B(512)
0 4096 8192
A(512) B(512)
Ausrichtung bei Option -O3
Ausrichtung bei Option -O4
C(512)
C(512)
Abb. 2. Verminderung von Lesefehlern im Cache-Speicher durch

Anderung der Feldausrichtung im Hauptspeicher
werden die Felder A, C und B durch den Compiler ezient ausgerichtet, wie im unteren Teil der Abbildung
2 dargestellt. Werden COMMON-Bl

ocke verwendet und wird bei der

Ubersetzung der Parameter -align
dcommons angegeben, so wird das erste Feld eines Blockes auf eine 32-Byte-Grenze ausgerichtet und die
folgenden Felder dieses COMMON-Blockes sequentiell im Hauptspeicher abgelegt. Durch das Einf

ugen von
zus

atzlichen Datenfeldern oder der Vergr

oerung der einzelnen Felddimensionen kann ein ezientes Ausrich-
ten der Felder auch manuell durch den Benutzer erfolgen. Die Ausrichtung von COMMON-Bl

ocke wird vom
Compiler in keinem Fall ge

andert.
3.2 Optimierung auf Hochsprachen-Ebene
Durch eine zu hohe Wartezeit bei dem Zugri auf Daten aus dem Hauptspeicher wird der Parallelismus auf
Instruktionsebene aufgehoben, und die erreichbare Rechenleistung ist nicht gr

oer als im skalaren Fall. Eine
L

osung zur Vermeidung dieses Datenengpasses besteht in der Reduktion der notwendigen Hauptspeicher-
zugrie durch die Ausnutzung der Datenlokalit

at in den Cache-Speichern. Dies kann durch die Anwendung
von Programmtransformationen auf Hochsprachenebene (Schleifenentfaltung und Schleifenblockung) erreicht
werden, die im n

achsten Abschnitt am Beispiel der Matrixmultiplikation beschrieben werden.
Unter der Datenlokalit

at in Rechnern mit verteiltem Speicher versteht man die Pr

asenz von Daten in den
lokalen Speichern der einzelnen Prozessoren. Im folgenden wird als Datenlokalit

at die Anwesenheit der Da-
ten in der betrachteten Speicherhierarchieebene (Register und interner Cache-Speicher) deniert. Die Da-
tenlokalit

at im Cache-Speicher f

uhrt an sich noch nicht zur Reduktion von Hauptspeicherzugrien. Sind
beispielsweise mit einem Ladebefehl vier 64-Bit-Daten in eine Cache-Speicherzeile geladen worden, aber auf
nur ein Datum wird zugegrien, so besteht f

ur die anderen drei Daten zwar Datenlokalit

at, sie wird jedoch
nicht ausgenutzt. Erst mit der Ausnutzung der Datenlokalit

at sind Performance-Gewinne zu erzielen, da
Hauptspeicherzugrie eingespart werden. Das Ausma der m

oglichen Datenlokalit

at ist abh

angig von der
verwendeten Speicherarchitektur bzw. von der Gr

oe der betrachteten Speicherhierarchieebene: Je gr

oer
beispielsweise der Cache-Speicher ist, desto mehr Daten k

onnen gleichzeitig lokal sein.
Das Ziel ist es nun, bereits zur

Ubersetzungszeit beurteilen zu k

onnen, welche Feldreferenzen auf dasselbe
Feldelement zugreifen und durch welche

Anderung der Iterationsfolge diese Referenzen zeitlich n

aher zu-
sammengebracht werden k

onnen. Um festzustellen, welche Feldelemente zu welcher Zeit lokal sind, kann
die Datenabh

angigkeitsanalyse zur Erkennung der Wiederverwendung von Feldelementen benutzt werden.
Es existieren mehrere Arten der Wiederverwendung, von denen die selbst-zeitliche und selbst-

ortliche im
folgenden erl

autert werden.
 Es besteht selbst-zeitliche Wiederverwendung, wenn eine Feldreferenz auf dasselbe Feldelement in
verschiedenen Iterationen zugreift.
 Es besteht selbst-

ortliche Wiederverwendung, wenn eine Feldreferenz auf Feldelemente innerhalb
einer Cache-Speicherzeile in verschiedenen Iterationen zugreift.
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Abb. 3. Selbst-zeitliche und selbst-

ortliche Wiederverwendung
In Abbildung 3 werden mit dem Ladebefehl A(1) in der Iteration (1,1) auch das Element A(2) in dieselbe
Cache-Speicherzeile geladen
2
. Da jedoch in der inneren Schleife s

amtliche Elemente des Feldes B(J) in den
Cache-Speicher geladen werden und N als so gro angenommen wird, da nicht alle Daten von B(J) in den
internen Cache-Speicher passen, wird A(2)

uberschrieben sein, bevor die Datenlokalit

at ausgenutzt werden
kann
3
. Im Gegensatz dazu kann die Datenlokalit

at des Datums B(2) in der Iteration (1,2) ausgenutzt und
die Anzahl der notwendigen Ladezugrie f

ur B(J) um den Faktor 1/Z (Z=2) reduziert werden, wobei Z die
Cache-Speicherzeilenl

ange ist. Die bestehende Wiederverwendung der Feldreferenzen A(I) und B(J) ist in
Abbildung 3 dargestellt. Wiederverwendung, die zu ausnutzbarer Datenlokalit

at f

uhrt, ist mit durchgezoge-
nen Linien gekennzeichnet, Wiederverwendung von Feldelementen, die zu keiner ausnutzbaren Datenlokalit

at
f

uhrt, ist gestrichelt eingetragen. In dem n

achsten Abschnitt werden Schleifentransformationen vorgestellt,
die die Iterationsfolge

andern und damit die ausgenutzte Datenlokalit

at der Feldelemente erh

ohen.
4 Anwendungen
Anhand von zwei Beispielen, der Matrixmultiplikation und einem Simulationsalgorithmus, wird in diesem
Abschnitt das Optimierungspotential von Programmen beschrieben, die mit der h

ochsten Optimierungsstufe
des Fortran-Compilers

ubersetzt worden sind. Dabei stellt die Matrixmultiplikation zur Anwendung der
Transformationen Schleifenvertauschen, -blocken und -entfalten ein geeignetes Beispiel dar, weil keine Da-
tenabh

angigkeiten die Permutation der Schleifen verhindern und eine hohe Wiederverwendung besteht, die
wesentliche Performance-Verbesserungen gegen

uber dem untransformierten Code erwarten l

at. Im Fall der
realen Anwendung ist die Wiederverwendung geringer, dennoch kann eine erhebliche Performance-Steigerung
durch Schleifenentfalten erzielt werden.
2
Unter der Voraussetzung, da A(1) im Hauptspeicher auf einer 32-Byte-Grenze ausgerichtet ist.
3
Dabei wird angenommen, da A(1) w

ahrend der Iterationen (1,1),...,(1,N) in einem Register gehalten wird und
somit kein Cache-Speicherzugri bez

uglich A(I) erfolgt. Ohne diese Annahme w

urde die Datenlokalit

at von A(2)
ausgenutzt werden, da A(1) in Iteration (1,N) im Cache-Speicher resident ist und damit auch A(2) in der folgenden
Iteration (2,1).
6
4.1 Matrixmultiplikation
Welche Performance-Steigerung bei der Matrixmultiplikation auf der untersuchten Alpha-Workstation erzielt
werden kann, wird deutlich, wenn man den nichtoptimierten Code mit der DEC DGEMM-Routine
4
aus der
Digital Extended Math Library f

ur DEC OSF/1 AXP vergleicht.
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Abb. 4. Performance-Messung Matrixmultiplikation
Aus Abbildung 4 geht hervor, da der Mittelwert der erreichten Performance f

ur quadratische Matrizen
mit 64-Bit-Fliepunktwerten auf der Alpha-Workstation Model 300 f

ur N > 130 bei ca. 60 MFLOPS liegt,
was eine Leistungssteigerung gegen

uber der nichttransformierten Version um den Faktor 6 bedeutet. Der
Performance-Abfall bei der Dimension N = 130 kann auf die schlechtere Ausnutzung des internen Cache-
Speichers zur

uckgef

uhrt werden. Die Schwankungen in demVerlauf der Kurven l

at sich auf das unterschiedli-
che Ausl

oschungsverhalten bei unterschiedlichen Feldgr

oen aufgrund der anderen Abbildung auf den Cache-
Speicher zur

uckf

uhren. Da die Alpha-AXP Architektur bisher keine Instruktionen vorsieht, die eine Kontrolle
der Cache-Speicherbelegung erm

oglichen, ist die ungewollte Aufnahme von Daten in den Cache-Speicher nicht
zu vermeiden. Dies f

uhrt zu einer erheblichen Reduktion der eektiv ausnutzbaren Cache-Speichergr

oe und
damit zur Verringerung der erreichbaren Performance. Die nicht transformierte JKI-Version der Matrixmul-
tiplikation zeigt f

ur N > 200 einen konstanten Performance-Wert von ca. 8 MFLOPS. Der Verlauf der Kurve
ist deshalb so glatt, weil f

ur keine Problemgr

oe die zeitliche Wiederverwendung von A(I,K) und C(I,J)
ausgenutzt wird und somit Interferenzen in beiden Cache-Speichern keine sichtbaren Auswirkungen haben.
In dem Bereich bis N = 200 macht sich die unterschiedliche Ausnutzung der Datenlokalit

at bemerkbar.
Der Vergleich der Performance-Kurven f

ur die beiden unterschiedlichen Workstation-Modelle ergibt, da
auch der optimierte Matrixmultiplikation-Code in der Performance von der Schnelligkeit des Datentransfers
zwischen den einzelnen Speicherhierarchien begrenzt ist: Trotz der niedrigeren Taktrate von 133 MHz werden
auf der Workstation Model 400S h

ohere Performance-Werte erzielt als auf dem mit 150 MHz getakteten
Rechner. Desweiteren ist zu erkennen, da auf beiden Rechnern der vom Benutzer optimierte Programm-
Code hinsichtlich der Performance-Werte nahe an die DEC DGEMM-Routine heranreicht. Die Gr

unde f

ur
diese Performance-Verbesserung werden im folgenden n

aher erl

autert.
In Abbildung 5 ist dargestellt, auf welche Weise das Blocken von Schleifen bei der Matrixmultiplikation zu
einer Erh

ohung der Datenlokalit

at f

uhrt und damit die Grundlage f

ur eine erhebliche Performance-Steigerung
bildet. Am Beispiel der JIK-Form soll die graphische Darstellung und die Berechnung der Wiederverwendung
erl

autert werden. Dabei wird angenommen, da die Datenlokalit

at nur in der inneren Schleife besteht, d.h.
N  1.
Das Feld B(K,J) wird spaltenweise durchlaufen. Die Spaltenelemente werden in der mittleren Schleife N-
fach wiederverwendet, was jedoch nicht ausgenutzt werden kann, da das erste Element B(1,1), welches in
4
DGEMM berechnet das Matrix-Matrix Produkt f

ur 64-Bit-Werte (Double Precision).
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C(I,J) A(I,K) B(K,J)
DO 10 II = 1, N, IB
   DO 10 KK = 1, N, KB
      DO 10 J = 1, N
        DO 10 I = II, MIN(II+IB-1, N)
           DO 10 K = KK, MIN(KK+KB-1, N)
              C(I,J)=C(I,J)+A(I,K)*B(K,J)
10 CONTINUE
C(I,J) A(I,K) B(K,J)
JJ
I
K
I K
J
I
K J
I K
Zugriff Wiederverw.
zeitl. örtl.
Loka-
lität
C(I,J)
A(I,K)
B(K,J)
K I
J I
I K
Gesamt:
K
K
K
1/N
1
1/4
1+1/4
Zugriffe
Iteration
1<<N
Zugriff Wiederverw.
zeitl. örtl.
Loka-
lität
C(I,J)
A(I,K)
B(K,J)
K I
J I
I K
Gesamt:
J,K,I
J,K,I
J,K,I
1/4KB
1/4N
1/4IB
2/4B
Zugriffe
Iteration
1<<IB=KB=B<<N
Abb. 5. Matrixmultiplikation: JIK-Form, ungeblockt bzw. innere und mittlere Schleife geblockt
der Iteration (1,1,1) geladen wurde, sich zum Zeitpunkt der selbst-zeitlichen Wiederverwendung in (1,2,1)
aufgrund der obigen Annahme nicht mehr im Cache-Speicher bendet. Dagegen f

uhrt die selbst-r

aumliche
Wiederverwendung zu ausnutzbarer Lokalit

at: Mit B(1,1) werden gleichzeitig die n

achsten Spaltenelemente
B(2,1), B(3,1) und B(4,1) in dieselbe Zeile geladen, so da der externe Speicherzugri f

ur diese Elemente
in den n

achsten drei Iterationen entf

allt. Damit reduziert sich die Anzahl der notwendigen Ladeoperationen
f

ur B(I,J) von 1 auf 1/4 Ladeoperationen pro Iteration. Das Feld A(I,K) wird zeilenweise durchlaufen und
die Feldelemente erst in der

aueren Schleife N-fach wiederverwendet. F

ur die Ausnutzung der Datenlokalit

at
durch die selbst-zeitliche Wiederverwendung mu die gesamte Matrix im Cache-Speicher Platz nden, was
laut Annahme nicht m

oglich ist. Das Feld C(I,J) wird spaltenweise durchlaufen. Der Index von C(I,J)

andert sich in der inneren Schleife nicht, so da der Wert in einem Register gehalten werden kann. Die
Ausnutzung der resultierenden Datenlokalit

at reduziert die Hauptspeicherzugrie pro Iteration f

ur C(I,J)
um den Faktor 1/N. Das Auftreten des Ausdrucks C(I,J) auf der rechten Seite der Anweisung hat keine
Auswirkung auf die Berechnung der Hauptspeicherzugrie, da die Datenlokalit

at von Daten im Cache-
Speicher nur die Anzahl der Ladeoperationen reduziert. Auf Speichervorg

ange hat die Datenlokalit

at keinen
Einu. Beim Addieren der Zugrie kann der Faktor 1/N gegen

uber 1/4 gem

a der Voraussetzung N  1
vernachl

assigt werden. Durchschnittlich sind also pro Iteration nur 0.5 Ladeoperationen aus dem externen
Speicher notwendig.
Auf der rechten Seite der Abbildung 5 ist die Iterationsfolge des doppelt geblockten Programm-Codes dar-
gestellt. Die Blockung der beiden inneren Schleifen erm

oglicht den maximalen Grad an ausgenutzter Da-
tenlokalit

at. Anstelle zweier identischer Blockfaktoren k

onnen auch unterschiedliche Werte benutzt werden,
so da das Zugrismuster f

ur das Feld A(I,K) eine rechteckige Form annimmt. Dies hat den Vorteil, da
das Zugrismuster auf die Felder noch feiner variiert werden kann. Die Ezienz dieser Manahme und der
Einu unterschiedlicher Blockfaktoren wird in [5] n

aher untersucht.
Schleifentransformationen allein ergeben jedoch noch nicht die erw

unschte Performance-Steigerung. Mes-
sungen ergaben f

ur die alleinige Anwendung der Blocktransformationen Performance-Werte von nur 20
MFLOPS. Erst mit der zus

atzlichen Entfaltung der Schleifen k

onnen Performance-Werte von 60 MFLOPS
erreicht werden.
Die g

unstigsten Entfaltungsfaktoren ergeben sich aus mehreren Randbedingungen.
 Um m

oglichst viele Speicher- und Schreibzugrie zu vermeiden, sollten w

ahrend der Ausf

uhrung der
inneren K-Schleife m

oglichst viele Feldelemente von C(I,J) in Registern gehalten werden.
 Die I-Schleife sollte vierfach entfaltet werden, damit die

ortliche Wiederverwendung der Feldelemente
C(I+1,J),...,C(I+3,J) und A(I+1,K),...,(I+3,K) ausgenutzt werden kann.
 Die Anzahl der zur Verf

ugung stehenden Fliepunktregister bildet die obere Grenze f

ur die Wahl der
Entfaltungsfaktoren.
Diese Forderungen f

uhren zu dem Ergebnis, die J-Schleife f

unffach und die I-Schleife vierfach zu entfalten.
Damit werden die Register im Basisblock der K-Schleife wie folgt belegt:
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 4 Register mit Daten aus A(I,K),
 5 Register mit Daten aus B(K,J) und
 20 Register mit Daten aus C(I,J).
Eine st

arkere Entfaltung der Schleifen w

urde eine Zwischenspeicherung der Registerinhalte im Speicher not-
wendig machen und die Performance entsprechend vermindern. Bei Anwendung aller beschriebenen Trans-
formationen sind dann die Performance-Werte aus Abbildung 4 gemessen worden. Die Durchf

uhrung der
gleichzeitigen Schleifenblockung und -entfaltung hat sich als sehr m

uhsam und fehleranf

allig herausgestellt.
Zudem vergr

oerte sich der einfache Programm-Code inklusive der Variablendeklaration von 9 auf 222 Zei-
len, was einen erheblichen Zuwachs an Speicherbedarf bedeutet und eine Wartung des Programm-Codes
nahezu unm

oglich macht. Die neu entstandenen Programmzeilen werden durch die starke Entfaltung und
die notwendigen zus

atzlichen Clean-Up-Schleifen verursacht.
4.2 Simulation des Kristallwachstums
Als Beispiel f

ur das Optimierungspotential von realen Applikationen wurde der Programm-Code f

ur die Si-
mulation von Kristallwachstumsprozessen untersucht [7], der bereits von anderen Mitarbeitern des Instituts
f

ur Angewandte Mathematik parallelisiert wurde [1, 4]. Die Z

uchtung von Silizium-Einkristallen geschieht in
der Regel nach dem Czochralski-Verfahren. Siliziumwird in einem rotierenden Quarztiegel erhitzt und w

achst
um einen ebenfalls rotierenden Kristallisationspunkt zu einer Siliziumscheibe, von der sp

ater die Wafer f

ur
die Halbleiterproduktion abgeschieden werden. Eine St

orquelle beim Herstellungsproze stellt der Sauersto
dar, der laufend aus den Quarztiegelw

anden herausgel

ost und durch Diusion und Str

omungsprozesse in
die Schmelze und in den wachsenden Kristall transportiert wird. Aufgrund der zeitlichen Schwankung der
Str

omungsvorg

ange schwankt auch der Einbau von Sauersto in den wachsenden Kristall. Da der Sauerstof-
feinbau in den Wafer von entscheidender Bedeutung f

ur die sp

atere Qualit

at der integrierten Schaltkreise ist
und das Auftreten von Sauersto nicht vermieden werden kann, sollte der Einbau in m

oglichst gleichm

ai-
ger Konzentration erfolgen. Da experimentelle Information

uber die Transportprozesse aufgrund der hohen
Temperaturen in der undurchsichtigen Schmelze auerordentlich schwierig zu erhalten sind, k

onnen diese
Vorg

ange derzeit im wesentlichen nur durch rechnerische Simulation erforscht werden. Das mathematische
Modell, welches f

ur diesen Proze erstellt wurde, ist durch ein System von gekoppelten partiellen nichtlinea-
ren Dierentialgleichungen deniert, das nur numerisch gel

ost werden kann.
Der simulierte Tiegel, er mit 3 cm im Radius und 4 cm in der H

ohe, wird in 30 x 90 x 40 Elemente
diskretisiert. Der Algorithmus besteht aus Initialisierungsphase, Zeitschleife und Ausgabe. Die Zeitschleife,
in der f

ur jeden Zeitschritt die Temperatur, der Druck und die Geschwindigkeit neu berechnet werden,
beansprucht den gr

oten Anteil der gesamten Ausf

uhrungszeit. In diesem Programmteil wird das lineare
Gleichungssystem, das aus der Diskretisierung der partiellen Dierentialgleichungen hervorgeht, gel

ost. Die
wesentlichen Operationen bilden, neben den Datenbewegungen zum Austausch der Randbedingungen, Dif-
ferenzensterne auf den Datenfeldern, d.h. zur Berechnung eines Feldelementes werden nur die Werte der
Nachbarelemente ben

otigt. Die selbst-zeitliche Wiederverwendung berechnet sich aus der Gr

oe des Die-
renzensterns bzw. der Anzahl der beteiligten Feldelemente, beim Austauschen der Randbedingungen ndet
keine Wiederverwendung statt. Zusammengenommen ist die Wiederverwendung deutlich geringer als bei der
Matrixmultiplikation. Die Vermutung, da durch das Blocken der Schleifen keine Performance-Steigerung
zu erreichen sind, konnte durch Messungen belegt werden. Durch Schleifenentfaltung und Padding konnten
dagegen signikante Verbesserungen erzielt werden, wie die Werte in Tabelle 2 belegen.
DEC 3000 DEC 3000
CRAY T3D
Modellbezeichnung
Model 300 AXP Model 400S AXP
Optimierung -O4 150 s 84 s 91 s
+ Schleifen entfalten 60 s 40 s 65 s
+ Padding 54 s 36 s 61 s
Tabelle 2: Performance-Ergebnisse des Simulationsprogramms
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Es ist anzumerken, da die Programme f

ur den CRAY T3D mit dem CRAY Fortran-Compiler

ubersetzt
wurden. Die geringeren Performance-Werte imVergleich zu den Workstations sind auf den fehlenden externen
Cache-Speicher zur

uckzuf

uhren.
5 Zusammenfassung
Der Trend zu immer schneller getakteten Prozessoren mit wachsendem prozessorinternen Parallelismus l

at
das I/O-Verhalten zum kritischen Engpa eines Rechners werden. Unter Beibehaltung herk

ommlicher Spei-
chertechnik ohne ausreichend groe Cache-Speicher f

uhrt dies auch bei massiv-parallelen Rechnern mit mo-
dernen superskalaren und superpipelined RISC-Prozessoren zu unbefriedigender Performance, auch wenn
dies durch die Verwendung von Speed-Up-Werten zur Charakterisierung der Performance oft verborgen
bleibt.
Die Reduktion der Hauptspeicherzugrie durch Ausnutzung der Datenlokalit

at kann, wie in diesem Ar-
tikel gezeigt, zu einer Performance-Steigerung f

uhren, die f

ur die Matrixmultiplikation einem Faktor von
ca. 6 und f

ur eine reale Applikation immerhin einem Faktor von 1,5 bis 2,8 entspricht. Jedoch sind die
durchzuf

uhrenden Programm

anderungen sehr fehleranf

allig und zeitaufwendig. Daher besteht die Forde-
rung, wichtige Schleifentransformationen, wie etwa Schleifenentfaltung und Schleifenblockung, vom Compiler
automatisch durchf

uhren zu lassen. Vergleicht man die Performance-Ergebnisse der untersuchten Rechner
miteinander, so wird dar

uberhinaus die Wichtigkeit eines der Prozessorleistung angepaten Speichersystems
deutlich.
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