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CRITICAL RADIUS AND SUPREMUM OF RANDOM
SPHERICAL HARMONICS (II)
RENJIE FENG, XINGCHENG XU, AND ROBERT J. ADLER
Abstract. We continue the study, begun in [6], of the critical radius
of embeddings, via deterministic spherical harmonics, of fixed dimen-
sional spheres into higher dimensional ones, along with the associated
problem of the distribution of the suprema of random spherical har-
monics. Whereas [6] concentrated on spherical harmonics of a common
degree, here we extend the results to mixed degrees, obtaining larger
lower bounds on critical radii than we found previously.
1. Introduction
The spherical harmonics, of level n ≥ 1, on the d-dimensional unit sphere
Sd, are the collection of eigenfunctions {φn,dj }k
d
n
j=1 of the Laplacian ∆gSd on
Sd, satisfying
(1.1) ∆g
Sd
φn,dj (x) = n(n+ d− 1)φn,dj (x),
where kdn is defined below at (2.2).
In [6], we studied the map
(1.2) i˜dn : S
d → Skdn−1, x→
√
sd
kdn
(
φn,d1 (x), · · · , φn,dkdn (x)
)
,
defined by the spherical harmonics of level n, where, sd denotes the sur-
face area of the unit sphere Sd. For large enough n, the image i˜dn(S
d) is
diffeomorphic to Sd if n is odd, and to RP d if n is even.
As shown in [6], and explained again below, the behavior of this deter-
ministic map has significant implications for random spherical harmonics of
the form
Φ˜dn(x) =
kdn∑
j=1
anj φ
n,d
j (x),(1.3)
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where the anj are either standard Gaussian variables (in which case we talk
about the “Gaussian ensemble”) or (an1 , . . . , a
n
kdn
) is uniform on Sk
n
d−1 (in
which case we talk about the “spherical ensemble”). In particular, one
of the most important aspects of the deterministic mapping vis a vis the
random process is the critical radius, or reach, of its image in the ambient
sphere. (For a definition of the notion of critical radius, which plays an
important role in integral geometry and Weyl’s tube formula, and for some
of its basic properties relevant to our setting, see Section 3 of [6].)
What made the study in [6] most interesting is the fact that the pull
back of the standard round metric under i˜dn grows with order n
2, indicating
that the image i˜dn(S
d) in Sk
d
n−1 becomes more and more ‘twisted’ as n grows.
Intuitively, if a sequence of sets become more twisted in their ambient space,
it seems natural that their critical radii, as a measure of smoothness, will
tend to zero. (Think of the critical radii of the graphs of (x, sinnx) in R2,
which tend to 0 as n → ∞.) Rather surprisingly, the main results of [6]
showed that there is a lower bound for the critical radius of the i˜dn(S
d) in
Sk
d
n−1, as n → ∞. In some sense, this was a result of competition between
the ‘twistiness’ of the image and the ‘extra space’ available as the ambient
spaces Sk
d
n−1 changed.
As a direct consequence of these deterministic results [6] derived an ex-
plicit formula for the distribution of the suprema of the random spherical
harmonics Φ˜dn of (1.3) under the spherical ensemble, by exploiting Weyl’s
tube formula. (For the Gaussian ensemble, see [1, 10, 11] on the connections
between spherical and Gaussian ensembles, Weyl’s tube formula, suprema
of random fields, and the expected Euler characteristic of excursion sets.)
The aim of the present paper is to extend the analysis of [6] to a related,
but somewhat different embedding, given by the deterministic map
(1.4) idn : S
d → Spidn−1, x→
√
sd
pidn
(
φ`,dj (x)
)
`=0,...,n, j=1,...,kd`
,
where pidn =
∑n
`=0 k
d
` . For large enough n (either odd or even) this map is
an embedding; viz. idn(S
d) ∼= Sd. (cf. [7, 14].) Following the ideas and proofs
in [6], we will prove the existence of a lower bound for the critical radius
of idn(S
d) in Spi
d
n−1. This will allow us to also derive an exact formula for
the distribution of the suprema of the family of spherical ensemble, random
spherical harmonics,
Φdn(x) =
n∑
`=0
kd∑`
j=1
a`jφ
`,d
j (x),(1.5)
with (a`j)`,j uniform on S
pidn−1. (cf. Section 2.2 below for details.)
The differences between the two random processes Φdn and Φ˜
d
n are subtle
but important, and best understood in spectral terms. For a fixed `, all
the spherical harmonics φ`,dj are associated with the same eigenvalue, often
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called ‘frequency’. In these terms, Φ˜dn is a single, or ‘pure’ frequency random
process, whereas the spectrum of Φdn contains (a discrete collection of) fre-
quencies between 0 and n(n+d− 1). In terms of the original motivation for
studying random spherical harmonics (the ‘Berry conjecture’ of [4]), mixed
spectra processes play a more central role than pure spectra ones. This is
one of the main motivations behind the current paper.
The second motivation is a purely mathematical one. As described above,
the existence of a lower bound for the critical radius of i˜dn(S
d) involves
a delicate balance between the contortions of the set itself and the high
dimension of the space in which it is embedded. It was not at all clear,
a priori, how these results would extend to the reach of idn(S
d). On the
one hand, the addition of lower frequencies might be expected to have a
smoothing effect, so that, together with the larger dimension of the ambient
space, (pidn rather than k
d
n) it seemed reasonable to expect a larger critical
radius for idn(S
d) than for i˜dn(S
d). On the other hand, it would also be not
unreasonable that the highest frequencies dominate, and that there be no
difference between the two cases. Back-of-the-envelope calculations are not
accurate enough to enable one to make even a reasonable conjecture as to
which is the case, but the detailed calculations of this paper show that the
first scenario is, in fact, the correct one.
In the following section we set up some necessary notations, and then
formally state all the main results of the paper. Section 3 provides proofs
for the case d = 2, and Section 4 describes the extensions needed for the
general d cases.
2. Main results
2.1. Spherical harmonics and the deterministic embedding. Let the
unit sphere Sd be equipped with the round metric gSd , and write ∆gSd for
the associated Laplacian. The spherical harmonics φ`,dj of level ` ≥ 0 are
the eigenfunctions
(2.1) ∆g
Sd
φ`,dj (x) = `(`+ d− 1)φ`,dj (x).
Write H d` for the eigenspace spanned by these eigenfunctions. Then the
dimension of H d` is
kd`
∆
=
2`+ d− 1
`+ d− 1
(
`+ d− 1
d− 1
)
.(2.2)
Since L2(Sd) = ⊕`≥0H d` , if we normalize the eigenfunctions so that their
L2-norm is 1, the expansion of L2(Sd) functions in the orthonormal basis
of spherical harmonics provides a natural generalization of Fourier series
expansions.
Now set
H d`≤n
∆
=
n⊕
`=0
H d`
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to denote the space of spherical harmonics of degree at most n. Then the
dimension pidn of H
d
`≤n is [2]
(2.3) pidn
∆
=
n∑
`=0
kd` =
2n+ d
d
(
n+ d− 1
d− 1
)
.
Consider now the map
(2.4) idn : S
d → Rpidn , x→
√
sd
pidn
(
φ`,dj (x)
)
`=0,1,··· ,n, j=1,··· ,kd`
.
For n large enough, this map is an embedding [7, 14] i.e., idn(S
d) ∼= Sd.
Furthermore, it follows from the properties of spectral projection kernels
that the Rpidn norm of idn(x) is identically 1, so that idn is actually a map
between spheres; viz.
(2.5) idn : S
d → Spidn−1.
In addition, the pull-back of the Euclidean metric satisfies [14]
(2.6) (idn)
∗(gE) ∼= cdn2gSd
where cd is a constant depending only on d.
Our interest in this section lies in the critical radius of in(S
d) in Rpidn .
Recall that if M is a smooth manifold embedded in an ambient manifold
M˜ , then the local critical radius, or reach, at a point x ∈M is the furthest
distance one can travel, along any geodesic in M˜ based at x but normal to
M in M˜ , without meeting a similar vector originating at another point in
M . The (global) critical radius of M is then the infimum of all the local
ones. We refer the reader to Section 3 of [6] for additional background and
for formal definitions.
We can now state our first result.
Theorem 2.1. For sufficiently large n, the critical radius of the embed-
ding in(S
d) in Rpidn has a strictly positive, uniform in n, lower bound which
depends only on d.
Let
Tubepidn(i
d
n(S), ρ)
∆
=
{
x ∈ Rpidn : min
p∈idn(S)
‖x− p‖ ≤ ρ
}
be the tube around in(S
d) in Rpidn , where ρ is less than the critical radius of
idn(S) in Rpi
d
n . Then, by (2.5), the intersection Tubepidn(i
d
n(S), ρ)∩Spi
d
n−1 will
be a tube of in(S
d) in Spi
d
n−1 without self-intersection. This fact immediately
implies
Corollary 2.2. Theorem 2.1 continues to hold, with a similar lower bound,
when in(S
d) is considered as an embedding in Spi
d
n−1.
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2.2. Random spherical harmonics and exceedence probabilities. In
this section we turn our attention to the random spherical harmonics under
the spherical ensemble. These are defined by
Φdn(x)
∆
=
n∑
`=0
kd∑`
j=1
a`jφ
`,d
j (x),(2.7)
where the random vector a = (a`j)`=0,...,n, j=1,...,kd`
is distributed uniformly
over the sphere Spi
d
n−1. As opposed to the simpler Φ˜dn of (1.3), Φdn has a
broad spectrum.
If we now let ρd denote the uniform lower bound for the critical radius
of idn(S
d) in the ambient space Spi
d
n−1 appearing in Corollary 2.2, then this
corollary and the same arguments as adopted in Section 6 of [6] prove the
following result.
Theorem 2.3. Let Φdn be the random spherical harmonics under the spheri-
cal ensemble as defined above. Then there exists constants ρd > 0 such that,
for sufficiently large n, and for all u >
√
pidn
sd
cos(ρd),
Pµdn
{
sup
Sd
Φdn(x) > u
}
=
1
spidn−1
d∑
j=0
fpidn,j
cos−1
u/√pidn
sd
(n(n+ d)
d+ 2
)j/2
Lj(Sd),
(2.8)
where spidn−1 is the surface area of the unit sphere S
pidn−1, the fpidn,j(ρ) are
explicit functions given in Theorem 10.5.7 of [1] and (6.6) of [6], and the
Lj(Sd) are the standard j-th Lipschitz-Killing curvatures of the unit sphere
Sd, given explicitly, for example, in (6.10) of [6].
Note that although Theorem 2.3 gives an exact result under the spherical
ensemble, analogous (but approximate) results can also be formulated un-
der the Gaussian ensemble (i.e. when the a`j are all independent, standard,
Gaussian random variables). This follows from the rich literature relating
mean Euler characteristics of excursion sets and exceedence probabilities for
Gaussian processes; e.g. [1, 5, 10, 11, 12]. We will not repeat this here.
2.3. Remark. Before turning to proofs, we want to make a comment about
the possibility of extending the results above to a setting of manifolds other
than the sphere.
Let (M, g) be an m-dimensional Riemann manifold and ∆g its Laplace-
Beltrami operator. Fix λ > 0 (typically large) and consider the map
iλ : M → Rdλ , x→ 1
Πλ(x, x)
(φ1(x), · · · , φdλ(x)),
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where the φj , j ≤ dλ, are the eigenfunctions of ∆g corresponding to eigen-
values less than λ, and Πλ is the spectral projection kernel.
Following the strategy in the proofs to follow, in order to establish a
uniform estimate for the critical radius of iλ(M) in Rdλ , one needs to consider
the on and off-diagonal estimates of the spectral projection kernel Πλ and
its derivatives. In the case of the round sphere, we have explicit expressions
for the kernel by the Christoffel-Darboux formula. Furthermore, the local
behavior of the kernel is encoded by a Hilb’s type formula, giving Mehler-
Heine estimates. On the other hand, for general manifolds, globally, we only
have Ho¨rmander’s classical estimate (Theorem 21.1 in [8]) that
|Πλ(x, y)| ≤ c(1 +
√
λ)m−1,
if the pair (x, y) belongs to a compact set in M ×M disjoint from the diag-
onal. On the diagonal, there is a universal limit for the spectral projection
kernel in the ball of the length scale 1/
√
λ; viz.
1
λm/2
Πλ
(
p+
x√
λ
, p+
y√
λ
)
has a λ→∞ limit, which can be expressed in term of Bessel functions [9].
However, there are regions for which we do not have general bounds on
Πλ(x, y), a typical example being when ‖x − y‖ lies in the length scale
[λ−1/3, 1]. It is this lack of useful bounds that makes tackling the same
problems, but on general manifolds, currently intractible. Nevertheless, we
hope to establish extensions of this kind in the future.
3. Proof of Theorem 2.1 for S2
In this section, we will first collect some standard results regarding spher-
ical harmonics on the 2-sphere that we will need later, and then prove The-
orem 2.1 for the 2-sphere.
3.1. Spectral projection kernels. We will drop the index 2 in this section
whenever it does not lead to ambiguities. Thus H`≤n is now the space of
spherical harmonics of S2 of degree at most n. Its dimension is pin = (n+1)
2
by (2.3). The spectral projection kernel is now given, for x, y ∈ S2, by the
Christoffel-Darboux formula [2],
Kn(x, y) =
n∑
`=0
∑`
j=−`
φ`j(x)φ
`
j(y) =
n+ 1
4pi
P (1,0)n (cos Θ(x, y)),
where Θ(x, y) is the angle between the vectors x and y on S2, and P
(1,0)
n is
a Jacobi polynomial. In general, the Jacobi polynomials are defined by
P (α,β)n (x) =
n∑
s=0
(
n+ α
s
)(
n+ β
n− s
)(
x− 1
2
)n−s(x+ 1
2
)s
.
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We will need the following facts about P (1,0):
P (1,0)n (1) = n+ 1, P
(1,0)
n (1)
′ =
n(n+ 1)(n+ 2)
4
.
We will also need the fact that, on the diagonal, the kernel Kn is given by
Kn(x, x) =
n+ 1
4pi
P (1,0)n (1) =
(n+ 1)2
4pi
.
Defining the normalized kernel
Πn(x, y)
∆
=
4pi
(n+ 1)2
Kn(x, y) =
1
n+ 1
P (1,0)n (cos Θ(x, y)),
we have that the norm of in(x), defined at (2.4), is given by
‖in(x)‖2 = 4pi
(n+ 1)2
∑
j,`
|φ`j(x)|2 = Πn(x, x) = 1,
so that in is actually a map
(3.1) in : S
2 → Sn2+2n.
Following the computations in [6], the pull back of the Euclidean metric
under this mapping is
(3.2) gn = i
∗
n(gE) =
n2 + 2n
4
gS2 .
3.2. Critical radius of in(S
2). A useful formula for the critical radius of
a smooth manifold embedded in Euclidean space was derived in [11]. For
the case of the embedding of in(S
2) this gives the critical radius as
(3.3) rn = inf
x,y∈S2
‖in(x)− in(y)‖2
2‖P⊥in(y)(in(x)− in(y))‖
,
where P⊥y (x− y) is the projection of the x− y to the normal bundle at y.
Following the calculations in Section 3 of [6], this can be rewritten as
(3.4) rn = inf
θ∈[0,pi]
1− 1n+1P
(1,0)
n (cos θ)√
2− 2n+1P
(1,0)
n (cos θ)− 1n+1 [(P
(1,0)
n (cos θ))′ sin θ]2
(P
(1,0)
n (1))′
.
3.3. Proof of Theorem 2.1 for S2. For simplicity, we use Pn to denote
the Jacobi polynomial P
(1,0)
n for the remainder of this section. The proof is
then based on classical asymptotic estimates for Jacobi polynomials.
We start with an asymptotic formula of Hilb’s type ([9], Theorem 8.21.12):
(3.5) Pn(cos θ) =
(
sin
θ
2
)−1{( θ
sin θ
) 1
2
J1((n+ 1)θ) +R1,n(θ)
}
,
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where
(3.6) R1,n(θ) =
{
θ3O(n), 0 ≤ θ ≤ c/n,
θ
1
2O(n−
3
2 ), c/n ≤ θ ≤ pi − ,
and c,  are uniform constants, independent of n.
We also have the Darboux formula ([9], Theorem 8.21.13):
(3.7) Pn(cos θ) =
1√
n
k(θ) cos
(
(n+ 1)θ − 3
4
pi
)
+R2,n(θ),
if c′/n ≤ θ ≤ pi − c′/n, where c′ is a uniform constant and
k(θ) =
1√
pi
(
sin
θ
2
)−3/2(
cos
θ
2
)−1/2
,(3.8)
R2,n(θ) =
1√
n
k(θ)
1
n sin θ
O(1).(3.9)
Near the right end point pi, the asymptotic behavior of the Jacobi poly-
nomials is given by the Mehler-Heine formula
(3.10) lim
n→∞Pn
(
cos
(
pi − x
n
))
= J0(x),
where the limit is uniform on compact subsets of R (see equation (3) in [3])
and the Jν are the Bessel functions of the first kind of order ν.
In order to prove Theorem 2.1, we divide [0, pi] into the four subintervals
[0, c/n], [c/n, n−4/5], [n−4/5, pi − c′/n], [pi − c′/n, pi],(3.11)
and replace the global infimum in (3.4) as a minimium, in self-evident no-
tation, as
(3.12)
min {In, IIn, IIIn, IVn} ∆= min
{
inf
[0,c/n]
, inf
[c/n,n−4/5]
, inf
[n−4/5,pi−c′/n]
, inf
[pi−c′/n,pi]
}
.
We now treat each of the four infima in (3.12), starting with
In = inf
[0,c/n]
1− 1n+1Pn(cos θ)√
2− 2n+1Pn(cos θ)− 1n+1 [P
′
n(cos θ) sin θ]
2
P ′n(1)
.
To treat this term, we study a rescaling limit via a new parameter x,
where x = nθ, so that x ∈ [0, c]. By the Hilb’s type asymptotic (3.5) on
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0 ≤ θ ≤ c/n,
1
n
Pn
(
cos
x
n
)
=
1
n
(
sin
x
2n
)−1( x/n
sinx/n
) 1
2
J1
(
x+
x
n
)
+O(n−2)
=
1
n
( x
2n
+O(n−3)
)−1 (
1 +O(n−2)
)1/2
× (J1(x) +O(n−1))+O(n−2)
=
2
x
J1(x) +O(n
−1).
Next, for the rescaling of P ′n
(
cos xn
)
, note the following two standard facts
about Jacobi polynomials and Bessel functions:
P ′n(x) =
n+ 2
2
P
(2,1)
n−1 (x), ([9], (4.5.5))(
2
x
J1(x)
)′
= −2
x
J2(x). ([9], (1.71.5))
Applying these facts and the Hilb’s asymptotic for P
(2,1)
n (cos θ) given below
in (4.3), we have
1
n2
P ′n (cos θ) (sin θ)
=
1
n2
{
1
2
sin θ · (n+ 2)P (2,1)n−1 (cos θ)
}
=
n+ 2
n2
(
sin
θ
2
)−1{ n
n+ 1
(
θ
sin θ
) 1
2
J2((n+ 1)θ) +O(n
−2)
}
=
n+ 2
n2
(
sin
x
2n
)−1{ n
n+ 1
(
x/n
sinx/n
) 1
2
J2
(
x+
x
n
)
+O(n−2)
}
=
2
x
J2(x) +O(n
−1)
= −
(
2
x
J1(x)
)′
+O(n−1).
We rescale
1
n+ 1
[P ′n(cos θ) sin θ]2
P ′n(1)
to obtain
4
((
2
xJ1(x)
)′
n2 +O(n)
)2
n(n+ 1)2(n+ 2)
= 4
((
2
x
J1(x)
)′
+O(n−1)
)2
.
Hence, as n→∞, In is asymptotic to
(3.13) I∞ = inf
[0,c]
1− 2xJ1(x)√
2− 4xJ1(x)− 4(( 2xJ1(x))′)2
.
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As an aside, note that the ratio here is well defined as x → 0, as follows
from the expansion J1(x) =
1
2x− 116x3 + 1384x5 +O(x7) of the Bessel function
around x = 0.
For the second term, IIn, we again use the Hilb’s type asymptotic formula
(3.5), this time on the interval [c/n, n−4/5] ⊂ [c/n, pi− ]. We also rescale to
x = nθ, so that x ∈ [c, n1/5], and will need the following three basic proper-
ties of Bessel functions ([9], Pages 15–16), for ν real but ν 6= −1,−2,−3, . . . .
Jν(x) =
(
2
pix
) 1
2
cos(x− piν
2
− pi
4
) +O(x−
3
2 ), as x→∞,
Jν(x) ∼ xν , as x→ 0+,
J ′1(x) =
1
x
J1(x)− J2(x).
Applying these properties, we have, uniformly in x ∈ [c, n1/5],
(3.14) J1(x+
x
n
) = J1(x) +
x
n
J ′1(x) + . . . = J1(x) +O(n
−4/5).
Consequently,
1
n
Pn
(
cos
x
n
)
=
1
n
(
sin
x
2n
)−1( x/n
sinx/n
) 1
2
J1(x+
x
n
) +O(n−
19
10 )
=
1
n
( x
2n
+O(n−12/5)
)−1 (
1 +O(n−8/5)
)1/2
×
(
J1(x) +O(n
−4/5)
)
+O(n−
19
10 )
=
2
x
J1(x) +O(n
−4/5).
Hence, we have the rescaling limit
(3.15)
1
n+ 1
Pn
(
cos
x
n
)
=
2
x
J1(x) +O(n
−4/5),
for x ∈ [c, n1/5]. Similarly, the rescaling of
1
n+ 1
[P ′n(cos θ) sin θ]2
P ′n(1)
will be dominated by the leading term 4(( 2xJ1(x))
′)2 for n large enough.
Thus IIn will converge, as n → ∞, to the same expression that we had for
In, viz.
(3.16) II∞ = inf
[c,∞]
1− 2xJ1(x)√
2− 4xJ1(x)− 4(( 2xJ1(x))′)2
.
For IIIn, since θ ∈ [n−4/5, pi − c′/n] ⊂ [c′/n, pi − c′/n], we can apply the
Darboux formula (3.7) on [n−4/5, pi − c′/n] and define
Mn(θ) =
1√
n
k(θ) cos
(
(n+ 1)θ − 3
4
pi
)
,
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giving
Pn(cos θ) = Mn(θ) +R2,n(θ).
Since k′(2pi3 ) = 0 and k
′′(θ) > 0 for θ ∈ (0, pi), it is simple to check that
max k(θ) = max{k(n−4/5), k(pi − c′/n)} = O(n6/5),
so that
1
n
Mn(θ) = n
−3/2 ·O(n6/5) = O(n−3/10).
Similarly, we have
1
n
R2,n(θ) = n
−5/2 ·O(n2) = O(n−1/2),
so that
1
n+ 1
Pn(cos θ) = O(n
−3/10).
Note now the fact that, for c′/n ≤ θ ≤ pi − c′/n, it follows from bounds on
the derivatives of Jacobi polynomials ([9], P. 236, 8.8.1) that
d
dθ
Pn(cos θ) = n
1
2k(θ)
{− sin((n+ 1)θ − 3pi/4) + (n sin θ)−1O(1)} .
Also, on the interval [n−4/5, pi − c′/n], we have
d
dθ
Pn(cos θ) = n
1
2 ·O(n6/5) = O(n17/10).
This implies that
1
n+ 1
[P ′n(cos θ) sin θ]2
P ′n(1)
= O(n−3/5).
Thus the n→∞ limit of IIIn is
(3.17) III∞ =
1√
2
.
We treat the final term, IVn, a little differently, bounding it from below.
Firstly, we have
IVn = inf
[pi−c′/n,pi]
1− 1n+1Pn(cos θ)√
2− 2n+1Pn(cos θ)− 1n+1 [P
′
n(cos θ) sin θ]
2
P ′n(1)
≥ inf
[pi−c′/n,pi]
√
1
2
(
1− 1
n+ 1
Pn(cos θ)
)
= inf
[0,c′]
√
1
2
(
1− 1
n+ 1
Pn(cos(pi − x
n
))
)
.
By the Mehler-Heine formula (3.10), we have the uniform estimate
1
n+ 1
Pn(cos(pi − x
n
)) → 0
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for x ∈ [0, c′]. Hence, as n→∞, we have
(3.18) IV∞ ≥ 1√
2
.
The limits and lower bound for In–IVn established above show that the
critical radius of the in(S
2), as n→∞, have a non-zero lower bound in the
ambient space R(n+1)2 . That a similar lower bound holds in the ambient
space Sn
2+2n is implied by the discussion before Corollary 2.2, and this
completes the proof of Theorem 2.1 for S2. 
Before moving on to the proof for the general case, it is interesting to
actually compute the asymptotic lower bound to the critical radius for the
two-dimensional case. The necessary information for this is contained in the
three functions of in Figure 1.
The red curve in Figure 1 is the plot of
f(x)
∆
=
1− 2xJ1(x)√
2− 4xJ1(x)− 4(( 2xJ1(x))′)2
.(3.19)
The black one is the plot of
g(x)
∆
=
1− J0(x)√
2− 2J0(x)− 2[J0(x)′]2
,(3.20)
and the blue one is the plot of
h(x)
∆
=
1 + J0(x)√
2 + 2J0(x)− 2[J0(x)′]2
.(3.21)
Figure 1. Graphs of the functions (3.19)–(3.21). See text
for details.
However, from the proof of Theorem 2.1 above we know that the critical
radius of the embeddings of in(S
2) in R(n+1)2 is asymptotic to
min
{
inf
x∈[0,∞)
f(x),
1√
2
}
.
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On the other hand, we know from (4.9)(4.10) in [6] that, for n odd where
we have i˜n(S
2) ∼= S2 (1.2), the limit is
min
{
inf
x∈[0,∞)
g(x), inf
x∈[0,∞)
h(x),
1√
2
}
;
for n even where the map is an immersion i˜n(S
2) ∼= RP 2, the limit is
min
{
inf
x∈[0,∞)
g(x),
1√
2
}
.
It thus immediately follows from the Figure 1 that the asymptotic lower
bounds for the critical radii of the embeddings of S2 by in we established
here are larger than those for the embeddings i˜n treated in [6]. This is
consistent with the expectations discussed in the Introduction.
4. Proof of Theorem 2.1 for the general case
The arguments for S2 can be generalized to higher dimensions in a straight-
forward fashion, which we now describe.
The kernel Kdn(x, y) of H
d
`≤n can now be expressed as [3]
Kdn(x, y) =
n∑
`=0
kd∑`
j=1
φ`j(x)φ
`
j(y) =
pidn/sd(
n+d/2
n
)P (1+λ,λ)n (cos Θ(x, y)),
for x, y ∈ Sd, where λ = d−22 . We first note that [2],
P (1+λ,λ)n (1) =
(
n+ d/2
n
)
=
Γ(n+ d/2 + 1)
Γ(n+ 1)Γ(d/2 + 1)
;
and
P (1+λ,λ)
′
n (1) =
n+ d
2
(
n+ d/2
n− 1
)
.
We define the normalized spectral projection kernel as
Πdn(x, y) =
sd
pidn
Kdn(x, y) =
(
n+ d/2
n
)−1
P (1+λ,λ)n (Θ(x, y)).
Thus the norm of the map (2.4) is ‖idn(x)‖2 = Πdn(x, x) = 1, i.e.,
(4.1) idn : S
d → Spidn−1.
Following the arguments of [6], the pull-back of the Euclidean metric is
(4.2) (idn)
∗(gE) =
(
n+ d/2
n
)−1
P (1+λ,λ)
′
n (1)gSd =
n(n+ d)
d+ 2
gSd .
Following the computations in [6], the critical radius of the embedding is
inf
θ∈[0,pi]
1− (n+d/2n )−1P (1+λ,λ)n (cos θ)√
2− 2(n+d/2n )−1P (1+λ,λ)n (cos θ)− (n+d/2n )−1 [P (1+λ,λ)′n (cos θ) sin θ]2P (1+λ,λ)′n (1)
.
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We still have the following classical asymptotic estimate about the Jacobi
polynomials. Firstly, we have the asymptotic formula of Hilb’s type below
([9], Theorem 8.21.12):
P (α,β)n (cos θ) =
(
sin
θ
2
)−α(
cos
θ
2
)−β
×
{
N−α
Γ(n+ α+ 1)
n!
(
θ
sin θ
) 1
2
Jα(Nθ) +R1,n(θ)
}
,
(4.3)
where N = n+ (α+ β + 1)/2,
(4.4) R1,n(θ) =
{
θα+2O(nα), 0 ≤ θ ≤ c/n,
θ
1
2O(n−
3
2 ), c/n ≤ θ ≤ pi − ,
and c,  are uniform constants, independent of n. In our case α = 1 +λ and
β = λ.
On the subinterval c′/n ≤ θ ≤ pi − c′/n, another asymptotic estimate is
given by the Darboux formula ([9], Theorem 8.21.13)
(4.5) P (1+λ,λ)n (cos θ) =
1√
n
k(θ) cos((n+ λ+ 1)θ + γ) +R2,n(θ),
where c is a large enough, but uniform, constant, γ = −(λ+ 3/2)pi/2 and
k(θ) =
1√
pi
(
sin
θ
2
)−λ−3/2(
cos
θ
2
)−λ−1/2
,
R2,n(θ) =
1√
n
k(θ)
1
n sin θ
O(1).
Near the end points, the asymptotic behavior of the Jacobi polynomials
is given by the Mehler-Heine formulas ([9], p. 192)
lim
n→∞n
−1−λP (1+λ,λ)n
(
cos
x
n
)
=
(x
2
)−1−λ
J1+λ(x),
lim
n→∞n
−λP (1+λ,λ)n
(
cos
(
pi − x
n
))
=
(x
2
)−λ
Jλ(x),
where the limits are uniform on compact subsets of R and the Jν are Bessel
functions of the first kind with order ν.
Again, following the arguments in Section 3.3, the global infimum is de-
rived by breaking the argument up into the same four subintervals used in
the two-dimensional case and given in (3.11).
Using the estimates given above, one can then argue as for the two-
dimensional case. This leads to the following lower bound for the critical
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radius, as n→∞:
inf
[0,∞]
1− (x2)−d/2 Jd/2(x)√
2− (x2)−d/2 Jd/2(x)− 2Γ(d2 + 2)(((x2)−d/2 Jd/2(x))′)2
.
Again the expression does not diverge at x = 0, as follows by considering
the full expansion of the Bessel function around 0. This completes the proof
of Theorem 2.1 for the general case. 
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