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Abstract
Binary neural networks have attracted numerous attention in
recent years. However, mainly due to the information loss
stemming from the biased binarization, how to preserve the
accuracy of networks still remains a critical issue. In this pa-
per, we attempt to maintain the information propagated in the
forward process and propose a Balanced Binary Neural Net-
works with Gated Residual (BBG for short). First, a weight
balanced binarization is introduced to maximize information
entropy of binary weights, and thus the informative binary
weights can capture more information contained in the acti-
vations. Second, for binary activations, a gated residual is fur-
ther appended to compensate their information loss during the
forward process, with a slight overhead. Both techniques can
be wrapped as a generic network module that supports vari-
ous network architectures for different tasks including classi-
fication and detection. We evaluate our BBG on image clas-
sification tasks over CIFAR-10/100 and ImageNet and on de-
tection task over Pascal VOC. The experimental results show
that BBG-Net performs remarkably well across various net-
work architectures such as VGG, ResNet and SSD with the
superior performance over state-of-the-art methods in terms
of memory consumption, inference speed and accuracy.
Introduction
Deep neural networks (DNNs), especially deep convolution
neural networks (CNNs), have been well demonstrated in
a wide variety of computer vision applications such as im-
age classification (He et al. 2016), object detection (Ren et
al. 2015) and re-identification (Han et al. 2019). Traditional
CNNs are usually of massive parameters and high compu-
tational complexity for the accuracy reason. Subsequently,
most of these advanced deep CNN models requires expen-
sive storage and computing resources, and cannot be easily
deployed on portable devices such as mobile phones, cam-
eras, etc.
In recent years, a number of approaches have been pro-
posed to learn portable deep neural networks, including
multi-bit quantization (Benoit et al. 2018; Cai et al. 2017;
Hou and Kwok 2018), pruning (Han, Mao, and Dally 2015;
Wang et al. 2017), low-rank decomposition (Yu et al. 2017),
∗Corresponding author
hashing (Chen et al. 2015), and lightweight architecture
design (Zhang et al. 2018b), knowledge distillation (Hin-
ton, Vinyals, and Dean 2015; Zagoruyko and Komodakis
2016). Among them, quantization based methods (Benoit
et al. 2018; Hou and Kwok 2018) represent the weights
and activations in the network with a very low precision,
and thus can yield highly more compact DNN models com-
pared to those floating-point counterparts. In an extreme
case where both the weights and activations are quantized
(i.e. binarized) into one-bit values, the conventional convo-
lution operations can be efficiently achieved via bitwise op-
erations (Rastegari et al. 2016; Hubara et al. 2016). The re-
sulting decrease in the storage and acceleration in the in-
ference are therefore appealing to the community. Since the
proposition of binary neural network (Hubara et al. 2016),
many works have been done to address the performance drop
and improve expression ability of binarized networks, e.g.
by Bireal-Net (Liu et al. 2018) and taking more bits into ac-
counts by DoReFa-Net (Zhou et al. 2016), LQ-Net (Zhang
et al. 2018a).
Although much progress has been made on binarizing
DNNs, the existing quantization methods still cause a sig-
nificantly large accuracy drops, compared with the full-
precision models. This observation indicates that the infor-
mation propagates through the full-precision network are
largely lost, when using the binary representation. On the
one side, the weights act as filters that extract features layer
by layer, which are expect to be diverse for powerful fea-
ture representation. The biased weight binarization like sign
function usually ignores the variations among the floating-
point weights, and thus lead to the severe information loss.
For instance, if all the binary weight is degenerated into 1 or
-1, the convolution layers or fully-connected layers certainly
degenerate into an identity map, which inevitably reduces
the representation learning capability of the binary network
and makes it hard to train in practice. On the other side, the
activations convey the useful information for network pre-
diction, while binarizing them into 1-bit causes the large de-
viations from the original full-precision feature maps, and
thus greatly increases the information loss during the layer-
wise propagation.
To address this problem and maximally preserve the in-
ar
X
iv
:1
90
9.
12
11
7v
1 
 [c
s.C
V]
  2
6 S
ep
 20
19
11
1
-1 0 1 -1 0 1
Floating-Point Weight
Balanced 
Floating-Point Weight
Balanced 
Binary Weight
-1 0 1
STEDifferentiable
…
Gated Residual Gated Residual
…
Balanced Binary Conv
Figure 1: The diagram of the proposed method for learning binary neural networks by exploiting balanced weights binarization
and gated residual to reconstruct information loss.
formation, in this paper we propose the Balanced Binary
Network with Gated Residual (BBG for short), which learns
the balanced binary weights by maximizing their informa-
tion entropy, and reduce binarization loss for activations by
a gated residual path. Figure 1 demonstrates the whole struc-
ture of our BBG. In BBG, we fortunately find that by simply
removing the mean in the floating point weight, our method
can roughly eliminate the redundancy among binary weights
with the maximum entropy. To accomplish this goal in the
deep network, we re-parameterize the weight and devise a
linear transformation to replace the standard one, which can
be easily implemented and learnt. To compensate the infor-
mation loss when binarizing activations, the gated residual
path employs a lightweight operation to use the channel at-
tention information of floating-point activations to further
reconstruct the information flow across layers. Our approach
is fully compatible with bitwise operations, owning the ben-
efits of rapid inferring for the wide spectrum of deep net-
work architectures. We evaluate our BBG method on the
image classification and object detection benchmarks, i.e.
CIFAR-10, CIFAR-100, ImageNet datasets and Pascal VOC
datasets, and the experimental results show that it performs
remarkably well across various network architectures, out-
performing state-of-the-arts in terms of memory consump-
tion, inference speed and accuracy.
Related Work
To reduce the space and computational complexities of deep
neural networks simultaneously, a number of quantization
and binarization methods have been proposed for processing
both weights and activations in neural networks.
The BinaryNet (Hubara et al. 2016) first proposes binary
neural networks and the performance drop is not obvious in
shallow networks in small dataset. XNOR-Net (Rastegari et
al. 2016) adopts some scale factors in each layer and min-
imize the quantization error of the output matrix to solve
the scale factors. TBN (Wan et al. 2018) enhances the ex-
pression ability of neural networks with ternary activations.
ABC-Net (Lin, Zhao, and Pan 2017) proposes to use more
binary weight and activation bases to increase the accuracy,
while the compression and seep-up ratios will be reduced
accordingly. LQ-Net (Zhang et al. 2018a) further proposes
low bit-width quantization function by minimize quantiza-
tion error, which achieved comparable results on the Ima-
geNet benchmark by increasing the memory overhead.
In contrast to conventional model compression methods
with sophisticated pipelines such as pruning (Han, Mao,
and Dally 2015; Wang et al. 2017) and matrix decomposi-
tion (Yu et al. 2017), etc, neural network binarization can
be efficiently implemented though logic and counting op-
erations. However, the performance of existing neural net-
work binarization methods is still lower than that of orig-
inal baseline models due to some inaccurate quantization
procedures, which decrease the network expression ability
and make network hard to train. Therefore, Bireal-Net (Liu
et al. 2018) proposes using additional shortcut and differ-
ent approximation of sign function in the backward pass.
PCNN (Gu et al. 2019) employs a projection matrix to help
with the network training. CircConv (Liu et al. 2019) rotate
binary weight by three times and calculate feature map with
four binary weights and merge them together. BENN (Zhu,
Dong, and Su 2019) ensembles multiple standard binary net-
works to improve performance. AutoBNN (Shen et al. 2019)
employs genetic algorithm to search for binary neural net-
work architectures. Most of these work have complicated
training pipeline and some of them increase the FLOPs to
achieve better results.
The Proposed Method
In this section, we first give the preliminaries about binary
neural networks, then present the technical details about our
BBG method, with respect to the weights and activations.
Binary Neural Networks
Consider w ∈ Rd×d and x ∈ Rd as the floating-point weight
and activation of a fully-connected layer in the neural net-
works, respectively. d is the dimension of weight and ac-
tivations. The quantization of weight w and activation x is
beneficial for reducing the memory cost and accelerating the
computation in the inference phase. Denote wb = sign(w)
and xb = sign(x) as the binary base for w and x, respec-
tively. The output feature z ∈ Rd can be obtained by
z = wb
>
xb, (1)
where the inner product for vectors can be calculated ef-
ficiently with bit-wise operations AND and Bitcount. To
deal with the zero gradient problem of the sign function
in the backward propagation process, we adopt the STE
method (Bengio, Leonard, and Courville 2013) to estimate
the gradient. The sign function without considering distribu-
tion of floating-point weights generate biased binary weights
makes the binary network hard to train.
Maximizing Entropy with Balanced Binary
Weights
For training deep neural networks on training dataset with
N samples D = {(Ii,Yi)}Ni=1, the goal is to minimize the
loss L(Y, f(I; Θ)) between true label Y and the predicted
label f(I; Θ) and get a bunch of training parameter Θ∗ to
fit in original training data and have a good generalization
ability on test data:
Θ∗ = arg min
Θ
E(I,Y)∈D[L(Y, f(I; Θ))] (2)
In Binary Neural Networks, the most important training
parameter is the non-differentiable discrete binary weights
wb of fully-connected layers and convolution layers. In
quantized convolution layers, how to generate a binary
weight is crucial to improve network’s performance. This
discrete property of binary weights brings troublesome prob-
lems to the training of the network.
To this end, we aim to preserve the information of
weights in the binarization process by differentiable and
time-saving methods. The value of each binarized weight
wbi ∈ {−1,+1} obeys Bernoulli distribution whichwbi takes
the value 1 with probability pi and the value −1 with prob-
ability 1 − pi, where 0 ≤ pi ≤ 1. For each kernel w in
the neural networks, the information contained in its binary
weights wb can be measured by the entropy:
H(wb) = −
d∑
i=1
pi log2(pi) + (1− pi) log2(pi). (3)
To preserve the information of binary weights, thus the tar-
get of training binary neural networks should maximize en-
tropy of binary weights. Directly optimize the above regu-
larization is hard due to the hardness to estimate the prob-
ability pi. Instead, we approximate the optimal solution for
it by making the expectation of binary weights to be zero
to, i.e. wb>1 = 0. Therefore, the binarized network should
be optimized by jointly minimizing the task-related object
Algorithm 1 Feed-Forward and Back-Propagation proce-
dures for learning each filter in the proposed BBG-Nets.
1: Require: the input activation x ∈ Rd, pre-activation
z ∈ Rd, and parameters to be learned: v ∈ Rd×d.
2: Feed-Forward
3: Compute binary input data (Eq. 7, 8):
4: xb = q(x);
5: Compute balanced binary weight (Eq. 5, 6):
6: w = v − 1d1(1>v);
7: wb = sign(w)× E(|w|);
8: Calucate the output neuron: z = wb>xb.
9: Back-Propagation
10: Calculate the gradients w.r.t. x and w with STE:
11: ∂L∂x =
∂L
∂xb
I0<x<1 = wb ∂L∂z I0<x<1;
12: ∂L∂w =
∂L
∂wb
= xb ∂L∂z ;
13: ∂L∂v =
∂L
∂w .
14: Parameters Update
15: Update v: v = v − η ∂L∂v , where η is learning rate.
function, e.g. the cross entropy function for classification
task, and the information loss passed through each layer (i.e.
maximizing the entropy):
wb
∗
= arg min
wb
E(I,Y)∈D[L(Y, f(I; wb))]
s.t. wb ∈ {−1,+1}, wb>1 = 0.
(4)
Hence, we first center the real-valued weights and then
quantize them into binary codes. More specifically, we use
a proxy parameter v ∈ Rd×d to get w and then quantize it
into binary codes wb. In the convolutional layer, we express
the weight w in terms of the proxy parameter v using:
w = v − 1
d
1(1>v), (5)
After balanced weight normalization, we can perform binary
quantization on the floating-point weight w. Subsequently,
the forward pass and backward pass of binary weights are as
follows:
Forward:wb = sign(w)× E(|w|),
Backward:
∂L
∂wb
=
∂L
∂w
,
(6)
where sign(·) is sign function that outputs +1 for positive
numbers and −1 otherwise and E(| · |) calculates the mean
of absolute value.
In our balanced weight quantization, the parameter updat-
ing is completed based on the proxy parameters v, and thus
the gradient signal can back-propagate through the normal-
ization process. In the whole process, v and w are floating-
point, and we update v on training process and only wb is
needed on inference. Since balanced normalization from v
to w is differentiable, we can update proxy parameter v eas-
ily. The SGD or other alternative techniques such as ADAM
can be directly applied to the optimization with respect to
the proxy parameter v.
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Figure 2: The four different kinds of modules are utilized to
construct ResNet networks.
Reconstructing Information Flow with Gated
Residual
In the binarization of activation, we first clip the value range
of activations x into [0, 1] and use a round function to bina-
rize activations which equals the following equations:
q(x) =
{
0, x ≤ 0.5
1, x > 0.5
(7)
Therefore, the forward pass and backward pass for binary
activations are as follows:
Forward:xb = q(x),
Backward:
∂L
∂xb
=
∂L
∂x
I0<x<1,
(8)
where I0<x<1 means if elements of x is in the range of [0, 1],
then it is 1, otherwise 0. Therefore, the whole binarization
process of a fully-connected layer can be written in Algo-
rithm 1
Binarizing activations results in much larger loss of pre-
cision than binary weights. Moreover, usually all activation
values of different channels are quantized to 0 or 1, with-
out considering the differences among the channels. The
quantization error caused by binary layers is accumulated
layer by layer. To address this problem, we further propose
a new module named gated residual to reconstruct informa-
tion flow in channel-wise manner, during the forward prop-
agation. Our gated residual employs the floating-point acti-
vations to reduce quantization error and recalibrate features.
In our gated residual module, we propose a new designed
layer named gated layer, with gate weights s = [s1, ..., sc] ∈
Rc that learn the channel attention information of floating-
point input feature map x = [x1, ...,xc] ∈ Rc×h×w in a
binary convolution layer (c, h,w means channels, height and
width respectively). The operation on the ith channel of the
input feature map xi is defined as follows:
r(xi, si) = sixi (9)
Based on the gated residual, the output feature map y ∈
Rc×h×w can be recalibrated, enhancing the representation
power of the activations. The operation in the gated module
can be written in the following form:
y = F(x) + r(x, s) (10)
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Figure 3: The visualization of Gated Weight in last binarized
convolution of ResNet-18
where F(x) means the operation in the main path includ-
ing activation binarization, balanced convolution and Batch-
Norm in total.
With gated residual layer, the overall structure of gated
module is shown in the Figure 2(d). Similarly, we construct
our balanced module with gated residual as Bireal-Net (Liu
et al. 2018), we add shortcut to each layer rather than one
shortcut for one basic block. We initialize weight of gated
residual with 1 which is the same with identity shortcut of
vanilla ResNet. In Figure 3, we visualize the weight values
in a gated residual layer, where they have the peak around
1, but vary in a large range indicating the different impacts
on different channels. This proves that the gated residual can
also help distinguish the channels and eliminate the less use-
ful channels.
Beside reconstructing the information flow in the forward
process, this path also acts as an auxiliary gradient path for
activations in the backward propagation. Usually, the STE
used in the backward pass to approximate discrete binary
functions results in severe gradient mismatch problem. For-
tunately, with learnable gated weights, our gated residual
can also reconstruct gradient in the following way:
∂y
∂x
=
∂F(x)
∂x
+ s (11)
In terms of computational complexity and memory lim-
itation in the nature of the binary networks, the additional
operations for designing a new module need to be as small
as possible. The structure of HighwayNet (Srivastava, Gr-
eff, and Schmidhuber 2015) requires a full-precision weights
that is as large as the weight in the convolutional layer,
which is unacceptable. Compared to SENet (Hu, Shen, and
Sun 2018), SE module is a correction to the output after the
convolution layer, however the information has already been
corrupted because of the binary convolution layer. And we
argue that it is better to make use of the unquantified in-
formation. Similarly, our FLOPs is only c × w × h and is
still much smaller than the SE module. When the number of
channels increases and the reduction decreases, the amount
of FLOPs required by the SE module will be much more.
In comparison with Bireal-Net, the channel-wise scalars in
Bireal-Net are exactly the same as the number of weights
in the gated layer. These scalars are computed through the
mean of absolute floating-point weights, which are not in-
dependent parameters and can be replaced by the following
BatchNorm layer. However, our learnable gated residual lay-
ers help reconstruct the activation and gradient information,
subsequently enhancing the network representation ability.
Experiments
In this section, to verify the effectiveness of our proposed
BBG-Net, we conduct experiments on both image classifi-
cation and object detection task, over on several benchmark
datasets, and compare BBG-Net with other state-of-the-art
methods.
Datasets and Implementation Details
Datasets. In our experiments, we adopt three common im-
age classification datasets: CIFAR-10/100 (Krizhevsky and
Hinton 2009), and ILSVRC-2012 ImageNet (Russakovsky
et al. 2015). The CIFAR-10/100 dataset consists of 60,000
color images with 10/100 classes, which is composed of
50,000 training and 10,000 validation images. ImageNet is a
large-scale dataset with 1.2 million training images and 50k
validation images belonging to 1,000 classes. For the evalu-
ation, we employ the widely used metrics for the classifica-
tion task: Top-1 and Top-5 validation accuracies, and use the
letter W and A to stand for weights and activations respec-
tively. We also evaluate our proposed method on the object
detection task with a standard detection benchmark, Pascal
VOC datasets named VOC2007 (Everingham et al. 2007),
and VOC2012 (Everingham et al. 2012). Following previous
work, we train our models on the combination of VOC2007
trainval and VOC2012 trainval set and test on VOC2007 test
set. The standard mAP metric is used for comparison.
Network Architectures and Setup. We conduct our ex-
periments on popular and powerful network architectures
VGG-Small (Cai et al. 2017), ResNet (He et al. 2016) and
Single Shot Detector(SSD(Liu et al. 2016)). For fair com-
parison with the existing methods, we respectively choose
VGG-Small, ResNet-20, ResNet-18 and ResNet-34 as the
baseline model on CIFAR-10/100 and ImageNet datasets.
And we verify SSD with different backbones, i.e. VGG-
16 (Simonyan and Zisserman 2014) and ResNet-34 in Pas-
cal VOC datasets. As for hyper-parameter, we mostly follow
the same setup in the original papers and all our models are
training from scratch.
On CIFAR-10/100 datasets, the padding downsample lay-
ers are used for shortcut instead of learnable convolutional
layers for ResNet-20. we train 400 epochs and employs
learning rate starting at 0.1 and decays by 0.1 at the epoch
of 200, 300 and 375. For VGG-Small, we train 400 epochs
and employs learning rate starting at 0.02 and decays by 0.1
at the epoch of 80, 160 and 300. We apply SGD with mo-
mentum of 0.9 as our optimization algorithm.
On ImageNet datasets, we train 120 epochs and employs
learning rate starting at 0.001 as and reduce by 0.1 at epoch
70, 90 and 110. we apply ADAM as our optimization al-
gorithm. Note that we do not quantize the first and last
Table 1: Performance comparison of our proposed meth-
ods with vanilla binary networks on ResNet-20 networks on
CIFAR-10 validation set.
W/A Weight Residual Acc.(%)
32/32 FP FP 92.1
1/1 Vanilla Identity 84.13
1/1 Balanced Identity 84.71
1/1 Vanilla Gated 84.89
1/1 Balanced Gated 85.34
Table 2: Performance comparison with binarization methods
on VGG-Small models on CIFAR-10 validation set.
Method Bit-Width(W/A) Acc.(%)
FP 32/32 93.2
QNN 1/1 89.9
XNOR-Net 1/1 89.8
DoReFa-Net 1/1 90.2
BBG 1/1 91.8
layer as most binary neural networks and we also do not
quantize down-sample layers as suggested by many previous
work (Bethge et al. 2019). The accuracy drop is far too much
if we quantize these layers, moreover, most binary networks
like Bireal-Net (Liu et al. 2018) does not binarize these lay-
ers either.
On Pascal VOC datasets, we binarize all convolutional
layers in the backbone except the first convolutional layer
and down-sample layers in ResNet-34. In VGG-16, we bi-
narize all convolution layers in the backbone except the first
and last layer and we only add gated residual to those con-
volution layers with the same input and output channels to
avoid additional computation. BatchNorm layers are used in
the backbone and the learning rate starts at 0.05.
FLOPs and Memory Analysis. Binary neural networks
are made up of two kind of network layers, floating-point
layers and binary layers. In the calculation of FLOPs, the bi-
nary layer is divided by 64 following Bireal-Net(Liu et al.
2018). This could be the actual acceleration ratio of binary
layers with the support of certain hardware design. Simi-
larly, the weights in floating-point layer should be multiplied
by 32, as we need 32 bits to store one single floating-point
weight and we only need 1-bit to store binary weight. In the
comparison with different networks or network width and
resolution experiments, we calculate FLOPs and memory to
show our advantages over other state-of-the-art results.
Ablation Study
Now we study how our balanced weight quantization and
gated residual module affects the network’s performance. In
Table 1, we report the results of ResNet-20 on CIFAR-10,
with and without balanced quantization or gated residual. In
the performance comparison from the first two rows, the net-
work with balanced quantization can obtain 0.6% accuracy
than that without this operation. From the whole table, we
can easily observe that, balanced weights or gated residual
brings accuracy improvement and together they work even
better with 1.2% accuracy improvement. It reveals that our
proposed method faithfully helps pursue a highly accurate
binary network.
Table 3: Performance comparison of 4 different modules on
ResNet-20 models on CIFAR-10/100 validation set.
Method Kernel Stage CIFAR-10 CIFAR-100
FP 16-32-64 92.1 68.1
Vanilla 16-32-64 84.71 53.37
Vanilla Gated 16-32-64 84.96 55.24
Bireal 16-32-64 85.54 55.07
Gated 16-32-64 85.34 55.62
Vanilla 32-64-128 90.22 65.06
Vanilla Gated 32-64-128 90.71 66.15
Bireal 32-64-128 90.27 65.6
Gated 32-64-128 90.68 66.47
Vanilla 48-96-192 92.01 68.66
Vanilla Gated 48-96-192 92.31 69.11
Bireal 48-96-192 91.78 68.5
Gated 48-96-192 92.46 69.38
Comparison with the State-of-the-Art
CIFAR-10/100 Dataset. In VGG-Small on CIFAR-10
dataset, we compared our quantization method with
BNN (Courbariaux et al. 2016), XNOR-Net (Rastegari et
al. 2016) and DoReFa-Net (Zhou et al. 2016). We do not
add gated residual here. In Table 2, with our proposed bi-
narization methods, we consistently obtain higher accuracy
than other 3 methods with over 2% accuracy improvement.
It only brings a less than 2% accuracy drop compared with
the full-precision networks.
In ResNet-20 on CIFAR-10/100 datasets, we further com-
pare four different kinds of modules in Figure 2 which are
utilized to construct the network structure of ResNet. In this
experiment, the binarization methods of weights and acti-
vations are fixed with our proposed methods. We only care
about the influence caused by different construction mod-
ules. Vanilla is the basic block which are originally used in
full-precision ResNet networks. The kernel stage of standard
ResNet-20 is 16-32-64, and the three number represents the
number of channels in each stage. Inspired by recent Effi-
cientNet (Tan and Le 2019), we employ network width ex-
pansion to pursue higher accuracy of binary networks which
we expand all the number of channels to 2× or 3× of the
standard ResNet-20.
The results of different modules with different kernel
stage are shown in Table 3. In CIFAR-10 datasets, the ac-
curacy improvement caused by Gated or module is less
than 1% while in a more challenging CIFAR-100 dataset,
it adds up to over 2%. Through the whole experiments, we
can conclude that Vanilla Gated and Gated show superior-
ity over Bireal and Vanilla modules. Especially when the
network grows wider, Bireal Module even performs worse
than Vanilla while Vanilla Gated and Gated consistently per-
forms better. With the kernel stage of 48-96-192, our binary
network matches the accuracy of full-precision networks
in both CIFAR-10 and CIFAR-100 datasets. In CIFAR-100
datasets, with the kernel stage increasing, Gated consistently
performs the best among the four different modules. There-
fore, we use the Gated module in the following experiments
Table 4: Performance comparison of binarized ResNet-18 on
ImageNet classification dataset.
Method FLOPs(M) Memory(Mbit) Top-1 Top-5
FP 1820 374 69.3 89.2
BNN 149 278 42.2 67.1
ABC-Net 149 278 42.7 67.6
XNOR-Net 169 332 51.2 73.2
DoReFa-Net 149 278 52.5 76.9
Bireal-Net 169 332 56.4 79.5
PCNN 169 332 57.3 80
ResNetE 169 332 58.1 80.6
BBG 169 332 59.4 81.3
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Figure 4: Performance comparison with state-of-the-arts
methods and our network width and resolution exploration
experiments.
of ImageNet dataset and Pascal VOC dataset.
ResNet-18 on ImageNet Dataset. The experimental re-
sults of ResNet-18 are shown in Table 4.We compare our
method with many binarization methods of recent years
including BNN (Courbariaux et al. 2016), ABC-Net (Lin,
Zhao, and Pan 2017), XNOR-Net (Rastegari et al. 2016),
DoReFa-Net (Zhou et al. 2016), PCNN (Gu et al. 2019),
and it further reveals stability of our proposed BBG-Net on
larger datasets. Compared with Bi-Real Net, we still obtain
2.6% improvement. And it is easy to see that in terms of
Top-1 accuracy, our method significantly outperforms all the
other methods, with 1.3% performance gain over the state-
of-the-art ResNetE (Bethge et al. 2019). In comparison with
the full-precision baseline, the Top-1 classification accuracy
using our method is reduced by about 10%, and the Top-
5 classification accuracy declines less than 8%. Note that
BNN (Courbariaux et al. 2016), ABC-Net and DoReFa-Net
binarize downsample layers to 1-bit and all the other con-
volutional layers except the first and last layers. However,
all the rest methods including our methods does not binarize
downsample layers. From the FLOPs and memory compar-
ison, our method is only slightly higher than DoReFa-Net,
while our accuracy can increase up to about 7%.
We also improve the accuracy of binary networks by ex-
ploring network width and resolution in a simple but effec-
tive way. In the network width experiments, we expand all
channels of the original ResNet-18 by 2× and 3×. In Fig-
ure 4, compared with the full-precision networks, our 3×
width models can achieve almost the same accuracy while
we only need a third of FLOPs of full-precision networks.
We also compare with ABC-Net which utilize multiple bi-
nary bases to represent weights and activation where 5/3
means 5 binary bases for weight and 3 bases for activa-
tions. In the comparison of ABC-Net with multiple bases,
our methods consistently perform better than ABC-Net by
a large margin. In resolution exploration, we employ a sim-
ple strategy that we remove the max pooling layer after the
first convolution, and then change the feature map height
and width to 1 with global average pooling before the fully-
connected layer, which makes all hidden layers have 2× fea-
ture maps compared with the original ones. Compared to
CircConv (Liu et al. 2019) which employs four times binary
weights, we have better results with 1.6% accuracy improve-
ment, while we have slightly higher FLOPs but the same
memory. Our resolution accuracy is 2.3% higher while the
FLOPs is only 1.1× of the FLOPs of DenseNet-28 (Bethge
et al. 2019). BENN (Zhu, Dong, and Su 2019) ensembles
6 standard binary ResNet-18 which has nearly three times
FLOPs of our resolution while the accuracy declines by 2%.
Table 5: Performance comparison of binarized ResNet-34
network on ImageNet classification dataset.
Method FLOPs(M) Memory(Mbit) Top-1 Top-5
FP 3673 697 73.3 91.3
TBN 235 433 58.2 81.0
Bireal-Net 199 433 62.2 83.9
DenseNet-37 294 420 62.5 83.9
BBG 199 433 62.6 84.1
ResNet-34 on ImageNet Dataset. We also conduct exper-
iments on ResNet-34 to verify the advantages of our pro-
posed methods when the network grows deeper. Our method
gets much higher accuracy than TBN, with 4.4% perfor-
mance gain. And TBN employs binary weights and ternary
activations while we adopts binary weights and binary acti-
vations. In computing FLOPs of TBN, the FLOPs of layer
with ternary activations and binary weights is 2× of FLOPs
of layer with binary activations and binary weights. We
also performs better than Bireal-Net (0.4% improvement)
and slightly better than DenseNet-37 (Bethge et al. 2019).
Note that DenseNet-37 consumes more running memory
than ResNet-34 due to dense connections and the FLOPs is
1.5× of ours, which makes it difficult to speed up in actual
hardware and applied to edge devices. The results demon-
strates the effectiveness of our proposed methods in deeper
networks.
SSD on Pascal VOC Dataset. In object detection task,
we compare our method with XNOR-Net (Rastegari et al.
2016), TBN (Wan et al. 2018), and BDN (Bethge et al. 2019)
which includes DenseNet37 and DenseNet-45.In the com-
Table 6: Performance of binarized SSD on Pascal VOC
dataset.
Method Backbone Resolution FLOPs mAP(%)
FP VGG-16 300 29986 74.3
FP ResNet-34 300 6850 75.5
XNOR ResNet-34 300 362 55.1
TBN ResNet-34 300 464 59.5
BDN DenseNet-37 512 1530 66.4
BDN DenseNet-45 512 1960 68.2
BBG ResNet-34 300 362 62.8
BBG VGG-16 300 1062 68.5
parison of ResNet-34 as its backbone, we outperform XNOR
and TBN by 6.9% and 2.5%. It proves that our solution us-
ing 1-bit can preserve the stronger feature representation and
maintain the better generalization ability than ternary neural
networks. As for VGG-16, we only need half of FLOPs of
binary DenseNet-45 to achieve slightly higher results and
our model outperforms DenseNet-37 by 2% with one thirds
fewer FLOPs. The accuracy of our VGG-16 is only 5.8%
less than full-precision counterparts. The significant perfor-
mance gain further demonstrates that our method can better
preserve the information propagated in the network and help
extract the most discriminative features for detection task.
Table 7: Comparison of inference time of full-precision
ResNet-18 and binary ResNet-18.
Model Full-Precision DoReFa BBG
time(ms) 1457 249 251
Deploying Efficiency
Finally, we implement our method on mobile devices using
a framework named daBNN (Zhang et al. 2019). The mobile
device we use is Rasberry Pi 3B, which has a 1.2GHz 64-bit
quad-core ARM Cortex-A53. As shown in Table 7, we im-
plement DoReFa which binarizes downsample layers while
we do not, the difference in inference time is only 2ms which
can be ignored. Our proposed method can run 5.8× faster
than full-precision counterparts. This acceleration ratio can
be further improved by better design or some customized
hardware like FPGA.
Conclusion
Binarization methods for establishing portable neural net-
works are urgently required so that these networks with mas-
sive parameters and complex architectures can be launched
efficiently. In this work, we proposed a novel Balanced Bi-
nary Neural Network with Gated Residual, namely BBG-
Net. The new framework introduces a linear balanced trans-
formation module for maximizing the information entropy
of weights in deep neural networks, which can be easily
implemented in any deep neural architectures. In addition,
our gated residual reconstruct information loss and recali-
brate feature maps from the binary layers. Experiments con-
ducted on benchmark datasets and architectures demonstrate
the effectiveness of the proposed balanced weight quantiza-
tion and gated residual for learning binary neural networks
with higher performance but lower memory and computa-
tion consumption than the state-of-the-art methods.
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