This paper continues the work by Molchan (1990 Molchan ( , 1991b, who has considered earthquake prediction as a problem of the optimization of a certain loss function -y. FUnction -y is defined by specific social, economic, and geophysical goals. This problem can be fully solved for the loss function -y dependent on only two parameters: fraction of alarm time, r, and fraction of failures to predict, v. For such a loss function the tasks of geophysicists and decision makers are clearly defined and can be separated; the requirements of the prediction algorithm can be completely formulated in terms of hazard function. We also consider a more complex model of the loss function, introducing a finite number of various alarms. For each of these alarms, -y depends on three parameters; in addition to r and v, we take into account the total number of alarms, A. For this model we find strategies which optimize the losses for each time unit (locally optimal). Contrary to the simple case of -y(v',y), such strategies may not be optimal globally (for the entire time interval). We determine the conditions under which the locally optimal strategy becomes globally optimal. We illustrate our results using the model of a short-term earthquake prediction for central California. We emphasize that for this complex case, the tasks of geophysicists and decision makers in prediction are intertwined. Prediction and mitigation of many other natural disasters may benefit from the alert strategies discussed here.
INTRODUCTION tain function -•, which depends on two parameters: fraction of alarm time, r, and fraction of events missed by an
The appearance of several different algorithms and meth-algorithm, y. Two similar parameters to evaluate the pre- before target earthquake with given magnitude and location, we would tell people that the probability of the occurrence of this earthquake is one per IT years]." Aid [1989, p. 198] defines, therefore, the task of a geophysicist in earthquake prediction "as estimating objectively the probability of occurrence of an earthquake with a specified magnitude, place, and time window under the condition that a particular set of precursory data was observed. In this program it is not clear whether the ideal forecast is useful for the solution of certain social and economic problems. These problems are purposely left outside the purview of physical scientists [Aki, 1989] . However, consideration of the problem of earthquake prediction viewed as a whole is always beneficial since it may contribute to development of rational strategies for earthquake mitigation and to analysis of the stability of these strategies. Molchan [1990 Molchan [ , 1991b has attempted to analyze earth-trophe. In De Mare's and Lindgren's interpretation, the catastrophe corresponds to a (high) level crossing by some continuous stochastic process. In the first (KolmogorovWiener's) interpretation, our goal is extrapolation of each sequence value with the least squares errors (vertical prediction), whereas in the latter case it is important to forecast the moment of a disaster (horizontal prediction). In the horizontal prediction case, the error in forecasting a value of a stochastic variable is less important; we are more interested in a compromise between the total length of an alarm period and the number of failures to predict. Forecasting air temperature is an example of the "vertical" prediction, whereas predicting the moment of adverse weather (like frost, etc.) is an example of the "horizontal" prediction.
The difference between the vertical and the horizontal predictions is especially obvious in the case of stochastic point processes (earthquakes or explosive volcanic eruptions [Tilling, 1989 ]) which are temporary sequences of 5 functions. Murphy [1985] , as well as Winklet and Murphy [1985, and references therein] discuss probabilistic weather predictions and statistical decision strategies based on these forecasts. Some solutions developed therein may be useful for understanding statistical decision making in earthquake prediction problems. Molehah [1990 Molehah [ , 1991b A two-dimensional criterion (r,v) only partially orders all of the possible prediction methods according to their efficiency. Fortunately, however, the set G of all points on the (v',v) plane corresponding to various methods of prediction and using the same predictive information 1(6)is always convex (Figure 1 ). The set G has a center of symmetry (1/2,1/2) and two limit points (1,0) and (0,1). The first point stands for total "pessimism" (continuous alarm), and the second point corresponds to total "optimism" (no alarm ever). The lower boundary I' of the set G connects the points (1,0) and (0,1) and corresponds to the minimum set of the "optimal" strategies. It means that for each point on the error curve I', (1) the optimal strategy which minimizes 7 is completely determined by the error curve F [Molchan, 1990 [Molchan, , 1991b 
and all isolines of this function form a bundle of lines through point (w, v) = (0,1) of curve F (see Figure 1 ). This means that the trivial "optimist strategy" or strategies which are close to the optimist strategy are maximally efficient (see also section 4). Function r(t) is easy to calculate, if information I(t) available at time t is defined only by the time t_ elapsed since the last large earthquake on a particular fault or a fault segment. In this case, if the distribution of interevent times is known, complete optimization of the prediction and a computation of curves F is possible [Molchan, 1990 [Molchan, , 1991b if I(t) consists of all the earthquake catalog data up to moment t, the ratio r(t)/g in geophysics is called the "predictive ratio" [Kagan and Knopo•, 1977] or the "risk enhancement factor" [irere-Jones, 1978]. ,4i ½11½d simnr ratio "probability gain" for the case when I(t) includes information on all precursors found in interval (t-T, t). The importance of the ratio r(t)/g is determined by the fact that log[r(t)/g] can be interpreted as the amount of Shan- 
Equation ( The approach discussed in the previous section has a certain defect. If we have two strategies with the same errors (w,v), the strategy which has fewer connected intervals of alarm is preferable from the practical point of view, since most earthquake mitigation measures require an initial period during which valuable resources are spent but no mitigation effect is produced. Therefore it is important to consider a model of alarm systems which go beyond the scheme of two parameters. Otherwise, (2) the alarm phases can be in arbitrary order.
As an example of alarms where ordering is imposed by a priori considerations, let us consider possible earthquake alerts at a nuclear power station. Suppose the highest, the i-th level, of alert involves evacuating the personnel from the station; this cannot be accomplished before potentially dangerous processes are safeguarded. Thus an (i-1)-th phase may involve shutting down the reactor; this phase may for technological reasons also require an implementation of some additional preparatory measures. These preliminary alarm phases require time and expense, but they must be performed regardless of cost and earthquake risks, before the i-th alert is called on. The execution of preliminary alerts may be canceled or modified if the probability of a strong earthquake diminishes. As another example, before deployment of civil defense units we need to mobilize and transport them to the place of a forecasted disaster. In section 3.4 below, we consider an additional example of ordered alarms. If {nt, •rt} form a stationary ergodic process, the limit (6) is reached with probability 1, and
where for the whole interevent period [Molchan, 1990] . In other words, on the half •.is z = t-tl > 0 it is possible to show time moments when alarms need to be declared (alarm set). From these examples it becomes clear that we need to know the structure of the hazard function r(:) in much more detail than for the case discussed in section 2, where it is sufficient to know only the time moments when r(:) intersects a fixed threshold r, (see (1)).
This set is based on information I(ti) and II(tl); the set is reconstructed after each event ti+l (the moment when information I(t) is updated). Information I(tl) = If yields

Optimal Strategy/'or Disordered Alarms
Globally optimal strategies in section 3.1 can be successfully described if the initial cost of alarms is zero (Bi = 0), and alarms are not ordered, i.e., alarms can be declared in an arbitrary order or combination. The information on which the predictions are based can include any data, not just an earthquake catalog.
On plane (r,y) let us consider a set of points U, which satisfy relations (Figure 4 In Table 1 Figure 7) . We measure v as the fraction of earthquakes which fall into nondangerous areas (open areas in Figure 7) , and ? is the fraction of the time-space stippled areas (see Figure 7 ) as compared to the total time-space area for the catalog (7 yearsx363 km).
We also calculate the average number of alarms • per one point of the San Andreas fault (last column in Table 1 ).
Unlike ? and •, the number ,!, is not normalized in these calculations. We cannot use for normalization purposes a magnitude-frequency relation since it is defined for a unit of area, and ,!, is defined for a point in space. We could, however, normalize I using intensity-frequency or maximum acceleration-frequency distributions. Then I would represent a fraction of alarms compared to the number of destructive earthquake ground motions affecting an average Table 1 even those alarms which are separated by less than 1 min are taken as distinct alerts. (The duration of an earthquake with Mz; = 1.5 is of the order of 20 s, increasing for stronger events to a few minutes.) We could have calculated A for the case of alerts having a "dead" time, i.e., alerts separated by less than a certain time interval At are considered as one alert, and At may be related to the time scale of protective measures; but since we presently lack data on At size, we refrained from doing this. In our discussion in section 3.2, we assumed that the time is discretized in units of A; thus we take in this example A = 1 min.
As an illustration, we take the cost of initiating an alarm B = $9, the cost of sustaining an alarm per 1 min/• = $1.01, and the prevented loss due to the alarm a = $1,000,000; since only ratios of these quantities enter (13) and (14), B, fl, and a can be multiplied by an arbitrary factor. Applying the above formulas, we obtain the threshold for initiating the alert, •1 = 1.001 x 10 -s eq/min, and the threshold for terminating it, •2 = 1.01 x 10 -s eq/min. These thresholds correspond to line 3 in the bottom part of Table 1 . Using (9), and the values of errors from Table I We find that one of these complex subproblems is, however, relatively close to the problem of the simple loss function 7(•',v) discussed in section 2: the finite number of alarms which can be called in arbitrary order and without any initial costs. In this case a locally optimal prediction is at the same time globally optimal, the strategy being a natural generalization of simple alarm systems introduced by Em• [•9s5] and by Lindgren [1985] . That prediction uses only a finite number of levels for hazard function ?(t), and therefore it may be useful in practical applications [Bakun, 1988; Brantley, 1990 ]. Before such applications are possible, several additional problems need to be solved. We need to know ?(t) and economic parameters ai and/5i. We feel that general methods for evaluation of the function ?(t) are not sufficiently developed at present.
In conclusion, we would like to note that the methods and strategies discussed in this paper may be used in prediction and mitigation of natural disasters other than earthquakes. Actually, results of section 3.3, in which only minimal information about the one-dimensional process is used, may be more applicable, for example, to prediction of volcano eruptions [Tilling, 1989; Brantley, 1990 
