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Abstract
Atomic sensors are among the best devices for precision measurements of time, electric
and magnetic fields, and inertial forces. However, all atomic sensors that utilise uncorrelated
particles are ultimately limited by quantum projection noise (QPN), as is already the case for
state-of-the-art atomic clocks. This so-called standard quantum limit (SQL) can be overcome
by employing entanglement, a prime example being the spin-squeezed states. Spin squeezing
can be produced in a quantum non-demolition (QND) measurement of the collective spin,
particularly with cavity quantum electrodynamical (QED) interactions.
In this thesis, I present the second-generation trapped-atom clock on a chip (TACC) ex-
periment, where we combine a metrology-grade compact clock with a miniature cavity-QED
platform to test quantum metrology protocols at a metrologically-relevant precision level. In
a standard Ramsey spectroscopy, the stability of the apparatus is confirmed by a fractional
frequency Allan deviation of 6×10−13 at 1 s. We demonstrate spin squeezing by cavity QND
measurement, reaching 8(1) dB for 1.7 × 104 atoms, currently limited by decoherence due
to technical noise. Applying these spin-squeezed states in the clock measurement is within
reach.
Cold collisions between atoms play an important role at this level of precision, leading
to rich spin dynamics. Here we find that the interplay between cavity measurements and
collisional spin dynamics manifests itself in a quantum amplification effect of the cavity
measurement. A simple model is proposed, and is confirmed by initial measurements. New
experiments in this direction may shed light on the surprising many-body physics in this
sytem of interacting cold atoms.
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Introduction
The redefinition of the international system of units (SI) – a revolutionary endeavour that
redefines all base units based on the constants of nature [1, 2] 1 – has come into effect this
very year. Finally realising the spirit of “à tous les temps, à tous les peuples”, the new
SI is not only elegant, but will also foster future technological innovations. Historically,
precision measurements and standards have been crucial for scientific discoveries, which
led to improvements in technology and instrumentation, again enabling measurements at a
higher precision level.
As a prime example, time (frequency) measurement is at the very heart of the SI. Al-
though the SI second is not redefined this time – it has been based on a constant of nature,
the Caesium hyperfine transition, since 1967 [3]2 – frequency measurement is by far the most
precise measurement, and it is also closely related to the realisation (mises en pratique) of
other base units like length and electric voltage.
Centuries ago, navigation over seas was enabled by the best clocks at the time, transform-
ing the landscape of humanity. In the last fifty years, ever since clocks entered the atomic
era, the precision of frequency measurement has been improved by 6 orders of magnitude,
forming the basis of e.g. the global positioning systems (GPS) and high-speed telecommuni-
cation – technologies that we might take for granted today. Nowadays, atomic clocks based
on optical transitions have reached a precision of 10−18 [5, 6] – an error less than a second
in the age of the universe. The ever increasing precision not only promises future appli-
cations such as cm-level geodesic measurements, including positioning and gravity field [7];
but will also shed light on some of the most fundamental questions in physics, such as the
test of fundamental constants and general relativity, as well as the search for new forces and
matter [8].
Atoms are not only perfect frequency standards for timekeeping – as nature provides
us with infinite numbers of identical copies3 – we also realised that atoms’ internal state is
susceptible to the environment, which allows us to use atoms as sensors for external fields
and forces. Atomic sensors have shown great promises, achieving state-of-the-art precision
in measuring magnetic field [10], electric field [11], gravity [12], gravity gradient [13] and
rotations [14]. Similar to clocks, extreme precision enables new horizons for fundamental
physics studies [15].
In a broader sense, atomic sensors (including clocks) are attracting more and more interest
and efforts to bring them out of the laboratory. At the forefront of applications are the
developments of second-generation compact clocks (compared to e.g. those used in GPS
1Precisely speaking, fixing the numerical values of the constants based on received physical laws.
2New definition based on optical transitions is underway [4].
3An idea that dates back to Maxwell and Lord Kelvin [9]
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satellites) [16, 17, 18, 19], and chip-scale atomic devices [20]. Commercial solutions have also
emerged [21, 22].
The standard quantum limit However, all atomic sensors are ultimately limited by
a fundamental noise source – the quantum projection noise (QPN). Generally, atoms are
prepared in a quantum superposition state to probe the quantities to be measured, e.g. in
the simplest form of a qubit α |0〉 + β |1〉, where |0〉 and |1〉 are the basis states and the
measured quantities are encoded in complex numbers α and β (|α|2 + |β|2 = 1). But atoms
are finally detected projectively in the eigenstates |0〉 and |1〉, leading to the QPN – we are
measuring a continuous variable (e.g. |β|2) with digital outcomes. The QPN is then given
by a binomial distribution that limits the measurement precision to 1/
√
N , if we have N
independent atoms to measure at a time. This limit, the best one can do with uncorrelated
atoms (or classical states), is called the standard quantum limit (SQL).
The SQL is a limit for a given resource (atom number), which is in reality always finite and
maybe expensive. In fact, state-of-the-art primary frequency standards – atomic fountain
clocks – are already limited by the QPN [23], while optical clocks [6] and magnetometers [24]
are coming near. As a fundamental limit, the SQL will eventually be the dominant noise for
many other atomic sensors in the near future as technical noise being reduced.
Spin squeezing and QND measurement It turns out that with N quantum objects
(atoms) at hand the ultimate limit is the Heisenberg limit (error ∼ 1/N). The SQL, despite
its name, is a classical limit and can be overcome with non-classical states [25] or non-
trivial protocols [26]. For the former, atoms are entangled such that we can gain more
information (Fisher information) for the measured quantitiy compared to classical states.
Notably, employing non-classical states and protocols for sensing and metrology – quantum
sensing – is a major theme of the emerging quantum technologies, as reflected in the recently
launched European quantum flagship [27].
Among the metrologically useful non-classical states, one example, arguably the most
practical one, is the spin-squeezed state. Like the photonic forerunner, squeezed states in
general, redistribute the uncertainty in two conjugate observables (as opposed to an even
distribution for independent particles) to have a “squeezed” uncertainty for one observable,
which can be eventually used for measurements beyond the SQL [28, 29]. Applications of
squeezed state in sensing have been demonstrated in various systems: squeezed light improves
the gravitational wave detectors [30] and biological measurements of living cells [31]; spin-
squeezing has been demonstrated in trapped ions [32] and with ensemble of neutral atoms
in the context of atomic clock, which is the focus of this thesis.
Generating spin-squeezed states in atomic ensembles relies on entangling the atoms
through either direct (collisional) interactions or light-mediated interactions. The former
has been achieved in Bose-Einstein condensates (BECs) [33, 34] and applied to magnetom-
etry [35, 36]; the latter has been extensively explored with optical quantum non-demolition
(QND) measurements [37]. A QND measurement in this context only measures the collective
atomic state without projecting each atom. A measurement with sub-QPN precision then
effectively squeezes the atomic state as the uncertainty of the latter is reduced to that of the
measurement. It can be implemented via the optical response of an atomic transition. Dis-
persively coupled photons experience the atomic-state-dependent refractive index, leading to
a phase shift or polarisation rotation.
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QND measurements have long been explored with free-space probes in optical magnetom-
etry, and spin squeezing has been demonstrated to improve the sensor sensitivity [24, 38].
While in the context of atomic clocks (two-level systems), the first spin-squeezed state is
also demonstrated with a free-space Mach-Zehnder interferometer [39]. One challenge of the
QND measurements is to protect the atoms from decoherence induced by the light, charac-
terised by the optical depth or the ratio between coherent photon scatterings which entangle
the atoms and incoherent ones that project individual atoms.
The employment of optical cavities for interfacing the atoms can greatly increase the opti-
cal depth, entering the realm of the so-called cavity-quantum electrodynamics (cavity-QED)
[40]. After the first spin squeezing demonstration in cavity-QED systems [41], squeezing
records have been rapidly refreshed. A remarkable 100 times noise reduction below the SQL
has been recently demonstrated [42]. Moreover, cavity feedback can also efficiently produce
spin-squeezed states [43, 44, 45].
A few spin squeezing experiments based on cavity-QED have also demonstrated clock
operations [46, 42], showing up to 10 dB improvement below the SQL. However, these ex-
periments remain at the proof-of-principle level – in terms of clock stability, they cannot even
match a good quartz oscillator. Applying spin squeezing in real atomic clocks remains exper-
imentally challenging. To bring the successful demonstrations to a metrologically relevant
level is precisely the major motivation of this thesis.
TACC-2: a test bed for quantum metrology In this thesis, I present the second-
generation Trapped-Atom Clock on a Chip (TACC-2) experiment and the first results. The
first-generation setup is conceived as one of the possible future compact clocks [47] and as
a test bed for atomic interactions that are important for trapped-atom clocks [48, 49]. A
metrologically-relevant performance has been demonstrated [50]. TACC-2 aims at applying
spin squeezing and other quantum technologies to this metrology-grade clock by upgrading
it with on-chip fibre-based Fabry-Pérot cavities. This cavity-QED system in principle allows
up to 20 dB measurement-based squeezing for ∼ 5 × 104 atoms (see Ch. 1). We realised
this new setup and achieved preliminary results showing 8 dB conditional spin squeezing for
1.7× 104 atoms, currently limited by decoherence due to technical noise. At the same time,
we confirmed that the new setup remains “metrology-grade”, reaching a fractional frequency
instability of ∼ 6 × 10−13 at 1 s in a standard clock operation. Spin squeezed states are
readily applicable to a real atomic clock.
At this stability level and with long coherence time, unexplored physics may become
relevant to the spin-squeezing interaction. For example, cold collisions among the atoms -
well known for trapped-atom systems – lead to non-trivial spin dynamics. A particular effect,
the identical spin rotation effect (ISRE) can correlate an atom’s external and internal degrees
of freedom [51], entangling the atoms in a different way. Similar effects originated from cold
collisions are also seen in the state-of-the-art fermionic optical lattice clocks [52, 53], showing
relevance to the ultimate clock precision and the study of many-body physics. Combining
spin dynamics and entangling interactions from the cavity, QND measurements or cavity
feedback, may lead to unexplored non-classical states. As a first manifestation, we observed
a quantum amplification effect of the QND measurement, similar to the interaction-based
readout schemes using one-axis-twisting interactions [54, 55].
Another motivation of TACC-2, more specific to clocks, is to employ QND measurements
as a technical advantage to reduce the dead time of the clock cycle, hence alleviating the clock
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degradation by the phase noise of the local oscillator (so-called Dick effect) [56]. The Dick
effect is a major noise source for atomic clocks, particularly relevant to compact clocks which
have stringent requirements on the weight, size, and power consumption. For example, QND
measurements allow to reuse the atoms in several short Ramsey cycles, permitting the use
of moderate local oscillators without compromising the clock duty cycle. TACC-2 allows to
test these quantum technologies that are relevant to broader applications at a metrologically
relevant stability level.
Structure of the manuscript
• We start with an introduction to atomic clocks, focusing on TACC and its major noise
sources of clock instability. I will introduce spin squeezing more formally and discuss
in detail squeezing generations in a cavity-QED system, either by QND measurement
or by cavity feedback.
• Chapter Two describes the experimental setup for preparing and manipulating cold
atoms. I dedicate a section to the techniques for stabilising the on-chip fibre Fabry-
Pérot cavities.
• Chapter Three presents the characterisation of our stable cavity-QED system. After
a detailed assessment of clock stability in the standard configuration, we proceed to
characterise atom-light interactions, through the iconic vacuum Rabi splitting, and in
the dispersive regime where spin squeezing will be performed.
• Due to inhomogeneous coupling, spin echo needs to be applied to preserve the coherence
after a cavity measurement. The careful implementation of spin-echoed measurements
allows a demonstration of 8 dB conditional squeezing, presented in Chapter Four.
• Chapter Five demonstrates the observation of quantum amplification of cavity mea-
surements induced by ISRE. I briefly review the ISRE and give an intuitive picture to
understand the observations. Preliminary numerical simulations are also presented.
• Finally I discuss further improvements of the presented work, as well as future experi-
ments.
Chapter 1
Spin squeezing for metrology
This thesis aims to apply spin squeezing to an atomic clock at a metrologically relevant level.
This chapter gives a brief introduction to both aspects: atomic clocks and their stabilities
on one hand, and spin squeezing of neutral atoms in cavity-QED systems on the other. The
experimental setting of the thesis is introduced in a metrological context, and we will discuss
the prospects of this new apparatus in terms of achievable squeezing.
1.1 Atomic clocks and clock stability
Generally, the extreme sensitivity of atomic sensors is commonly achieved in interferome-
ters: the measured quantity is mapped to a phase shift between two modes (two atomic
states) and is read out using interferometric techniques (Fig. 1.1). For example, certain
types of atomic clocks are interferometers with two internal states (|↑〉 and |↓〉) whose tran-
sition frequency serves as a frequency standard. The interferometer phase shift is set by
the frequency of the electromagnetic field that composes the interferometer, realising an
ultra sensitive frequency measurement. Another prime example is atomic inertial sensors
measuring gravity (gravimeter), AC acceleration (accelerometer), or rotations (gyroscope).
They are matter-wave interferometers: the atomic wave packets are spatially separated (two
modes of momentum states) and then recombined such that the phase difference between
the states in different trajectories is sensitive to inertial forces.
In practice, the most common working scheme of atomic clocks is a servo loop to lock
a local oscillator (LO) – a continuously running clock signal – on the atomic transition
frequency. The frequency of the LO is repeatedly compared with the atomic transition by
“interrogating” an atomic sample and is subsequently corrected. The spectroscopic mea-
surement of the local oscillator can be performed in various ways, all based on the coherent
evolution of the clock states under a driving field, which will be explained in this section.
While this interrogation scheme is known as “passive”, an “active” scheme also exists
such that a clock signal is directly generated from the atomic transition through a resonant
cavity. The most important example would be the active hydrogen maser [57], which plays
an important role in timekeeping and dissemination of time reference.
In this section, I will be focusing on atomic clocks based on two-mode interferometer.
After some basic formalism in the language of pseudo-spin (spin-1/2 or N spin-1/2), we
discuss the figures of merit of clocks in a context relevant to our experiment – trapped-atom
1
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clocks, among which are some of the state-of-the-art apparatuses.
1.1.1 Basic notions
1
1 2
2
3
3
(a) (b)
BS BS
Figure 1.1 Two-mode Mach-Zehnder interferometer (a) and Ramsey interferometer in
the Bloch sphere representation (b). The interferometers can be separated into three steps:
1) a prepared mode is split into superposition by a beamsplitter (BS), or a pi/2 rotation on
the Bloch sphere; 2) a phase θ is accumulated between the two paths or the two internal
states; 3) the final BS or pi/2 rotation transforms the phase shift into a probability difference
of detection in the two eigenmodes.
1.1.1.1 The Bloch sphere representation
A pure quantum state of a two-level system (spin-1/2 or qubit) can be written as |ψ〉 =
cos ϑ2 |↑〉+ eiϕ sin ϑ2 |↓〉, therefore pictorially represented as a “spin vector” s of unity length
forming the so-called Bloch sphere, with the two eigenstates |↑〉 and |↓〉 on the poles, 0 ≤
ϑ ≤ pi and 0 ≤ ϕ ≤ 2pi the polar and azimuthal angles, respectively. The projections in the
Cartesian coordinates, s = (sinϑ cosϕ, sinϑ sinϕ, cosϑ), are the expectation values of the
Pauli matrices s = 〈σˆ〉 = (〈σˆx〉, 〈σˆy〉, 〈σˆz〉). More generally, a mixed state can be depicted
with a reduced spin length |s| < 1.
Any unitary transformation of a qubit can be represented as a rotation on the Bloch
sphere, e−iθσˆn/2, where n is the rotation axis such that σˆn = n · (σˆx, σˆy, σˆz) and θ the
rotation angle.
For an ensemble of N distinguishable qubits, one can define the collective spin vector
Sˆ = (Sˆx, Sˆy, Sˆz), where
Sˆx =
1
2
N∑
l=1
σˆ(l)x , Sˆy =
1
2
N∑
l=1
σˆ(l)y , Sˆz =
1
2
N∑
l=1
σˆ(l)z (1.1)
with σˆ(l)x,y,z the Pauli vector of the lth qubit. These operators satisfy the commutation
relations:
[Sˆx, Sˆy] = iSˆz, [Sˆy, Sˆz] = iSˆx, [Sˆz, Sˆx] = iSˆy. (1.2)
The 2N dimensional Hilbert space has the well-known angular momentum basis |S, Sz〉,
satisfying Sˆ2 |S, Sz〉 = S(S + 1) |S, Sz〉 and Sˆz |S, Sz〉 = Sz |S, Sz〉, with the eigenvalues
0 ≤ S ∈ {N/2, N/2− 1, . . .} and Sz ∈ {−S,−S + 1, . . . ,+S}.
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We shall introduce the coherent spin state (CSS), constructed from the product of N
qubits all aligned in the same spin state along s:
|θ, φ,N〉 =
N⊗
l=1
(
cos θ2 |↑〉l + e
iφ sin θ2 |↓〉l
)
(1.3)
It is the eigenstate of Sˆs with the maximum eigenvalue S = N/2, and it remains in a subspace
with maximum spin S = N/2 under a collective rotation ⊗Nl=1e−iθσˆn/2 = e−iθSˆn .
This particular subspace with maximum S = N/2 is spanned by the states symmetric
under particle exchange, with dimension N + 1. Angular momentum operators can be
transformed to bosonic creation and annihilation operators in the two modes |↑〉 and |↓〉
[58]. Briefly speaking, one finds a basis formed by the eigenstates of Sˆz (also eigenstates of
Sˆ2), the so-called Dicke states:
|n〉z =
∣∣∣∣S = N2 , Sz = −N2 + n
〉
(1.4)
where n ∈ {0, 1, . . . , N} corresponds to the number of “excitations” from mode |↓〉 to |↑〉. It
can be visualised as the “circles of latitude” on the Bloch sphere with a specific Sz, but has
no information in Sx and Sy, The Dicke states are therefore highly entangled states.
The Dicke states of Sˆz, |n〉z, can be extended to any spin projection Sˆn = n·Sˆ. The eigen-
states |n〉n of Sˆn result from a collective rotation of |n〉z: for example, |n〉x = e−i(pi/2)Sˆy |n〉z.
Remarkably, the CSS can be written as a superposition of the Dicke states [58]: – a product
state is decomposed in the highly entangled basis states.
1.1.1.2 Rabi rotation
In the following, our discussion of an ensemble of N qubits will be limited to a CSS under
the idealised collective rotations, since a CSS resembles a single qubit and is very close to
what we prepare in the lab. For simplicity I will continue in the notion of a single qubit, but
bearing in mind the collective nature of the experimental realisations.
Let us consider how a spin rotation results from the interaction between the qubit and a
LO driving field. The LO field couples |↑〉 and |↓〉, like e.g. the coupling of an electric dipole
to an electric field, or that of a magnetic dipole to a magnetic field. The system Hamiltonian
can be written as
Hˆ = ~ωat2 σˆz + ~ΩRf(t) cos(ωLOt+ φ)σˆx
= ~ωat2 σˆz +
~ΩR
2 f(t)(e
iωLOt+φ + e−iωLOt−φ)(σˆ+ + σˆ−)
where σˆ± = 12(σˆx ± iσˆy). ΩR quantifies the coupling between the qubit and the field. We
also introduced f(t) as a slow-varying envelope function of the interaction. In the rotating
frame of the LO, and under rotating wave approximation (RWA), we can ignore the term
oscillating at 2ωLO as long as ΩR,∆LO  ωat, with ∆LO = ωLO − ωat. the Hamiltonian
becomes
Hˆ = −~∆LO2 σˆz +
~ΩR
2 f(t)(e
iφσˆ+ + e−iφσˆ−)
= ~2Ω · σˆ (1.5)
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where
Ω =
 ΩRf(t) cosφ−ΩRf(t) sinφ
−∆LO
 (1.6)
will be referred to as the Rabi vector. We can see for a constant field f(t) = 1, the state
evolves as |ψ(t)〉 = e−i(Ωt/2)nR·σˆ |ψ(0)〉. It is a rotation with angle Ωt around the axis nR,
where we call Ω ≡ |Ω| =
√
Ω2R + ∆2LO the Rabi frequency, and nR = Ω/Ω.
Under a near-resonant field, the rotation axis lies on the equator. One transfers the
population between the eigenstates |↓〉 and |↑〉. Starting from |↓〉 for instance, the transi-
tion probability in eigenstate |↑〉, P↑ (or particles numbers for many qubits under collective
rotation) results in the so-called Rabi oscillation:
P↑ =
∣∣∣〈↑| e−i(Ωt/2)nR·σˆ |↓〉∣∣∣2
=
∣∣∣∣〈↑| cos Ωt2 I − i sin Ωt2 nR · σˆ |↓〉
∣∣∣∣2
= Ω
2
R
Ω2 sin
2
(Ωt
2
)
(1.7)
In the laboratory, the LO field is pulsed to interrogate the atoms. For example, a sim-
ple square pulse of duration τ , with ΩRτ = pi implements a so-called pi pulse. The ∆LO
dependence of P↑ allows to perform the Rabi spectroscopy to determine the LO frequency
with respect to the atomic transition. The spectrum exhibits a “sinc”-like shape due to the
convolution with a square pulse (window), therefore the linewidth is Fourier limited to the
inverse pulse length ∼ 2pi/τ .
The maximum sensitivity of the transition probability to the LO detuning dP↑/d∆LO
can be obtained close to the half-maximum of the spectrum. However, as we can see in-
tuitively, this sensitivity is not constant during the pulse as the spin rotates, and it is also
not optimum. In addition, the longer interrogation pulse required for higher sensitivity is in
general experimentally difficult, especially when the atoms are moving.
1.1.1.3 Ramsey spectroscopy
The Ramsey spectroscopy is a two-pulse sequence, implementing a two-mode interferometer
with the internal states [57]. Prepared in an eigenstate, the first pi/2 pulse (or a beam splitter)
puts the qubit into a superposition state, which is maximally sensitive to the LO frequency
noise; a phase θ is accumulated between the two states, in proportion to the LO detuning
∆LO and the free evolution time TR (dubbed the Ramsey time); a final pi/2 pulse closes the
interferometer arms, transforming the phase θ into a measurable population difference in the
final particle-counting detection (Fig. 1.1(b)).
The state evolution during a Ramsey sequence can be written down as (assuming LO
phase φ = 0):
Rˆ = exp
[
−iΩτp σˆx2 − i∆LOτp
σˆz
2
]
exp
[
i∆LOTR
σˆz
2
]
exp
[
−iΩτp σˆx2 − i∆LOτp
σˆz
2
]
∆LOΩ' exp
[
−ipi2
σˆx
2
]
exp
[
iθ
σˆz
2
]
exp
[
−ipi2
σˆx
2
]
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where τp = pi/(2ΩR) is the duration of the pulse, and the phase θ = ∆LOTR. For small
detuning compared to the Rabi frequency as we developed in the second line, the pi/2 pulses
are almost perfect, and the first pulse transfers |↓〉 to (|↑〉 + i |↓〉)/√2, which evolves into
(|↑〉 + ie−θ |↓〉)/√2 after Ramsey time TR and the second pulse produces the final state
cos(θ/2) |↑〉+ sin(θ/2) |↓〉 to be detected. The transition probability in |↑〉 then reads
P↑ = cos2
θ
2 =
1
2 +
cos(∆LOTR)
2 (1.8)
This shows the “central fringes” of the Ramsey spectrum, with its linewidth limited by the
inverse Ramsey time pi/TR. It’s worth noting that these narrow fringes are under a broad
envelope similar to the Rabi spectrum (when ∆LO  Ω breaks down), with a width again
set by the pulse duration 2pi/τp.
The maximum sensitivity to the LO detuning for spectroscopy is again at the half-
maximum of the central fringe with ∆LO = ±pi/2TR:
dP↑
d∆LO
∣∣∣∣
max
= ±TR2 =
pi
2ωat
Qc (1.9)
where we have referred to the quality factor Qc of the clock – clock frequency divided by the
full-width-at-half-maximum (FWHM) of the central fringe – which is sometimes useful for
comparing oscillators.
The Ramsey interferometer offers superior sensitivity compared to the Rabi spectroscopy.
The pulses can be performed in short time, while the quality factor of the clock is only limited
by the free evolution time, during which the atoms are free from the interrogation field.
It is appreciably at the heart of the ingenious design of atomic fountain clocks, where
cold atoms are launched upwards in a parabolic flight and traverse a microwave cavity twice,
implementing the two pi/2 pulses of the Ramsey interferometer. The Ramsey free evolution
time is then determined by the height of the trajectory, limited by the size of the apparatus.
Many atomic inertial sensors are also based on the atomic fountain configuration. Simi-
larly, the sensitivity to inertial forces scales with the interferometer time which is determined
by the size of the trajectories [59]. To achieve higher sensitivities, one has to enlarge the
apparatus, but also to fight against the free expansion of the cloud, requiring colder samples.
An extreme example is the pico-Kelvin temperature required in a 10 m tall atomic fountain
interferometer [60].
1.1.2 Trapped-atom clocks and TACC
With trapped atoms, limitations of the free-falling and expanding atoms can be alleviated.
Long Ramsey evolution times and at the same time a compact setup make trapped-atom
clocks extremely attractive. Similarly, trapped-atom inertial sensors, or with atoms in
a “waveguide” for guided matter-wave interferometry, are promising for various applica-
tions [61].
However, trapping the atoms might seem contradictory to metrology that measures an
unperturbed transition by definition. A trap is an inhomogeneous energy potential, which
is in general different for the two clock states. The trap can then induce shift on the clock
transition frequency that compromises the clock accuracy and stability. The inhomogeneous
shift also deteriorates the coherence in the spectroscopic measurement. Luckily, “magic”
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traps are found in various systems, in which the two clock states are perturbed equally such
that the clock transition is unaffected. As a prime example, the discovery and realisation of
“magic wavelengths” for various narrow-line optical transitions lead to the rapid development
of optical lattice clocks, reducing the uncertainty by two orders of magnitude in merely a
decade [62, 63].
Atomic clocks suffer not only from single-atom uncertainties, such as the perturbations
from the trap, but also from the ensemble uncertainties from collisional interactions among
atoms, leading to density dependent frequency shift. The latter has been a major issue of
trapped-atom clocks in which the atomic density is generally high.
In fermionic optical lattice clocks, strong interactions contrarily suppress collisional shift
[64], leading to the recent development of 3D lattice clocks with degenerate Fermi gases [65].
But this is not the case for microwave clocks with Rb or Cs atoms, which are currently closer
to broader applications. Then the QPN is harder to mitigate as increasing the atom number
has a price to pay. In this context, spin-squeezing beyond the SQL is particularly relevant
for trapped-atom clocks.
We will from now on focus on our experiment – trapped-atom clock on a chip (TACC) at
SYRTE. It is a microwave clock using magnetically trapped, ultra-cold 87Rb atoms. TACC
has been a unique realisation of metrology-grade trapped-atom clock based on atom chip
technologies.
1.1.2.1 Atom chips
Since their invention eighteen years ago, atom chips [66] have enabled experiments from fast
preparation of BECs to the zero-g experiments in a drop-tower [67]. Atom chips continue
to attract tremendous efforts with the prospects not only as compact and robust platforms
for atomic sensors and clocks, but also allowing to trap molecules, charged particles and
Rydberg atoms for the study of quantum technologies and fundamental physics. A recent
review can be found in [68].
Like conventional magnetic traps, atom chips create magnetic field minima (static or
dynamic) that can trap atoms with positive magnetic moment (low-field seekers). Various
types of traps can be generated by a combination of bias fields and electric currents running
on the chip in various geometries. Here, I shall only mention two common types of static
traps concerned in this thesis.
Quadrupole traps Commonly generated simply by a pair of anti-Helmholtz coils,
quadrupole traps can provide tight confinement, due to non-vanishing field gradient at the
trap centre. However, zero-field at the trap centre leads to spin-flip losses (Majorana losses)
[69], more significant for the colder atoms.
For atom chips, the building block of micro-traps is the 2D quadrupole trap created by a
single wire and a homogeneous bias field perpendicular to it [66]. Confinement in the third
dimension while maintaining a finite field gradient at the trap centre can be achieved by
bending the wire in a U-shape. This is widely used for the magneto-optical trap (MOT) in
atom chip experiments. A pedagogical demonstration can be found in [70].
Ioffe-Pritchard traps The Ioffe-Pritchard traps alleviate the Majorana losses by having
a finite B-field at the minimum (field gradient also vanishes). The trap potential near
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the trap centre then approximates a harmonic potential. Ioffe-Pritchard traps are realised
on atom chips by a Z-shape wire, or more versatilely by dimple traps – two wires cross
perpendicularly. The latter is commonplace for ultra-cold atoms and is predominantly used
in TACC experiment.
1.1.2.2 A pseudo-magic trap for TACC
In the 87Rb ground state manifold, states |1,−1〉, |2, 1〉 and |2, 2〉 are magnetically trappable.
Luckily, The energy difference between |1,−1〉 and |2, 1〉 – a function of magnetic field –
exhibits a minimum at a “magic field” Bm ' 3.229 G, where the transition frequency is
first-order insensitive to the magnetic field. |1,−1〉 → |↓〉 and |2, 1〉 → |↑〉 are then used as
the clock states, with the Zeeman shift near Bm given by
∆νB = b(B −Bm)2 ≡ b∆B2 (1.10)
where b ' 431.356 Hz/G2 [71].
We will consider an atomic cloud trapped in a harmonic trap. We shall see that a
pseudo-magic trap can be found, in which the inhomogeneity in the transition frequency can
be largely cancelled, resulting in very long coherence times.
Zeeman shift In a harmonic trap with trapping frequencies ωx, ωy and ωz, the Zeeman
shift (Eq. 1.10) is position dependent (r = (x, y, z)) [47]:
∆νB(r) =
bm2
µ2B
(
ω2xx
2 + ω2z
(
y2 + z2
)
− 2gz + ∆BµB
m
)2
(1.11)
where m is the atomic mass , g the gravitational acceleration, and µB the Bohr magneton.
The gravity shifts the cloud away from the trap centre, the so-called “gravitational sag”. It
has a considerable influence which will become clear later. The curvature of the shift at the
trap centre can have different signs depending on the bias field ∆B.
Collisional shift On the other hand, with (cold) thermal cloud, we consider that the
ensemble can be treated classically and the atomic density is given by the Maxwell-Boltzmann
distribution at temperature T :
n(r) = N
(2pi)3/2xT yT zT
exp
[
− x
2
2x2T
]
exp
[
− y
2
2y2T
]
exp
[
− z
2
2z2T
]
(1.12)
where N is the number of atoms, kB the Boltzmann constant, and xT =
√
kBT/(mω2x)
(similar for yT and zT ).
The collisional interactions induce a frequency shift that depends on the density. It can
be described in a mean-field manner [71]:
∆νmf(r) =
2~
m
n(r) [(a↑↑ − a↓↓) + f (2a↑↓ − a↓↓ − a↑↑)] (1.13)
where aij , i, j ∈ {↑, ↓} are the s-wave scattering lengths. f = (n↓(r) − n↑(r))/n(r) is the
population imbalance. We will consider f = 0 for a standard Ramsey sequence. For 87Rb,
a↓↓ = 100.44a0, a↑↑ = 95.47a0 and a↑↓ = 98.09a0 with a0 = 0.529 Å [71]. So ∆νmf is
negative. We will also refer to the collisional shift as density shift later.
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Figure 1.2 The clock transition and pseudo-magic trap in TACC, Adapted from [72].
(a) Energy of the 52S1/2 hyperfine ground states of 87Rb in magnetic field, calculated using
the Breit-Rabi formula [73]. (b) Energy difference between the clock states |1,−1〉 and
|2, 1〉 showing a magic field at Bm ' 3.229 G. (c) Two-photon transition implemented in
TACC, with ∆i ≈ 500 kHz. (d) Mutual compensation between the inhomogeneous Zeeman
shift ∆νB and the mean-field collisional shift ∆νmf , at bottom field slightly lower than Bm
(∆B < 0). The compensation is slightly compromised due to gravitational sag that shifts
the cloud away from the trap centre.
Spatial inhomogeneity compensation While the collisional shift is stronger towards
the cloud centre (a positive curvature), the Zeeman shift can be tuned (∆B < 0) to have
the opposite curvature that almost cancels the inhomogeneity close to the trap centre. The
imperfections are twofold: different forms of the magnetic potential (quadratic) and the den-
sity (Gaussian); and the fact that gravitational sag displaces the centre of the density profile
away from that of the magnetic potential (Fig. 1.2(c)). Nevertheless, this mutual compen-
sation between the two inhomogeneity sources allows a coherence time of a few seconds in
TACC [47].
Two-photon transition To drive the clock transition, two photons are needed via an
intermediate state |1, 0〉 or |2, 0〉. In the experiment we use a microwave (MW) field ∼
6.834 GHz and a radio-frequency (RF) field ∼ 1.7 MHz with Rabi frequencies Ωmw and Ωrf
respectively, with a detuning ∆i/(2pi) ∼ 500 kHz to the intermediate |2, 0〉. The two-photon
Rabi frequency is given by
ΩR =
ΩmwΩrf
2∆i
(1.14)
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under the assumption Ωmw,Ωrf  ∆i for a negligible population of the intermediate state.
An AC-Zeeman shift (or light shift) arises as (considering only a 3-level system) [70]:
δωAC =
Ω2rf − Ω2mw
4∆i
(1.15)
rendering the clock frequency sensitive to the power fluctuations in the excitation fields.
Taking into account all Zeeman sublevels in the ground state manifold, and assuming an
equal mixture of σ+ and σ− polarisations of the excitation field, Ωrf vanishes [70]. But
in reality it persists and actually allows to compensate the shift induced by the MW (if
they have opposite signs). However, this compensation does not eliminate the sensitivity to
differential power fluctuations in the MW and RF fields. More theoretical discussions about
the clock trap in TACC can be found in [70, 72].
1.1.3 Clock stability
In this subsection, after a general introduction to the metrics of evaluating a clock, we will
briefly discuss some common noise sources of our clock. A detailed analysis of the TACC-2
stability is given in Sec. 3.1.
1.1.3.1 Figures of merit
In general, locking the LO to the atomic transition realises a clock signal
νclk(t) = ν0at(1 + + y(t)) (1.16)
where ν0at denotes the unperturbed atomic frequency. We will use frequencies in Hz for
convenience. We identify two terms that are commonly used for evaluating clocks.
Accuracy  denotes a systematic shift from the unperturbed atomic frequency. It de-
pends on the particular realisation and its uncertainty quantifies the accuracy of the clock.
It is less of a concern for secondary standards for applications, as long as the systematic
inaccuracies can be calibrated with the primary standards. However, the uncertainty of the
systematic error cannot be distinguished from the random error of a measurement, therefore
also contributes to the clock instability. The clock accuracy is not studied in this thesis.
Stability y(t) is the fractional frequency fluctuation and quantifies the stability of the
clock. More specifically, one also distinguishes short-term (seconds) and long-term (hours,
days) stability, depending on the application. The noise mechanisms and limits are also very
different. In this thesis, we focus on the applications of quantum technologies, which target
on improving the short-term stability.
Allan variance The Allan variance is the standard way to characterise the clock stability.
It resolves the problem that the standard variance is not well defined at low frequencies if
the clock signal has flicker noise or drift. Specifically, the Allan variance (AVAR) is defined
as [74]:
σ2y(τ) =
1
2(M − 1)
M−1∑
i=1
(y¯i+1 − y¯i)2 (1.17)
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It is the expectation value of the two-sample variance, where y¯i(τ)’s are contiguous samples
averaged over time τ :1
y¯i(τ) =
1
τ
∫ iτ
(i−1)τ
y(t)dt (1.18)
which reveals the noise at different time scales.
If we consider the noise spectrum (a function of the Fourier frequency), the Allan variance
can be understood as a bandpass filter near the frequency 1/(2τ). The scaling of σ2y(τ) as a
function of τ then reflects different noise sources in the power spectrum of the clock signal
[75]. For example, white frequency noise, which usually dominates in timescales between
seconds to hours, scales as τ−1. The flicker frequency noise appears flat in σ2y versus τ , and
random walk frequency noise diverges as ∼ τ .
We will be later using the Allan deviation which is the square root of the Allan variance.
We assume that the clock has white frequency noise in the timescale of interest such that
σy(τ) = σy,shot
√
Tc
τ
(1.19)
where σy,shot is the Allan deviation of one clock cycle, with cycle time Tc.
In each clock cycle, the atomic frequency is only probed by the LO during the Ramsey
time. The frequency difference is affected by the sensitivity function g(t) of the Ramsey
sequence [76]:
∆ν =
∫ Tc
0 (νat(t)− νLO(t)) g(t)dt∫ Tc
0 g(t)dt
(1.20)
with
g(t) =

a sin Ωt if 0 ≤ t < τp
a sin Ωτp if τp ≤ t < τp + TR
a sin Ω(TR + 2τp − t) if τp + TR ≤ t < TR + 2τp
0 otherwise
(1.21)
A normal Ramsey sequence Ωτp = pi/2 operating at half fringe gives a = 1. Here νat(t)
includes shift of the ensemble atomic frequency that is subject to fluctuations, contributing
to clock instability. Overall, the uncertainty of a clock measurement (one cycle) is given by
the uncertainty of ∆ν, σ∆ν , and the uncertainty in the detection (of P↑), σP↑ :
σy,shot =
√(
σ∆ν
νat
)2
+
(2σP↑
piQc
)2
(1.22)
where Qc is the clock quality factor (Eq. 1.9). We will briefly discuss some major noise
sources in the following.
1.1.3.2 Noise in P↑ measurement
Uncertainties in determining P↑ originate from different mechanisms:
1In practice, for limited clock measurement samples, one uses the overlapping Allan variance or Total
variance [74].
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Quantum projection noise As we have already discussed in the introduction, projec-
tive measurements of uncorrelated atoms lead to the binomial distribution of the outcome.
Operating at mid-fringe with P↑ = 12 , the variance of N↑ from measuring N atoms reads:
Var(N↑) = P↑(1 − P↑)N = N/4. Hence the noise in P↑ due to QPN reads σP↑ = 1/(2
√
N).
One can only fight with it by increasing the atom number in an unfavourable scaling N−1/2.
Moreover, density-related frequency shift and technical difficulties also limit this approach,
as we will see in particular for TACC (Sec. 3.1).
Detection noise The error in counting atoms in the two states also leads to an uncertainty
in P↑. It is usually of technical origin and is subject to the experimental methods. It may
also boil down to some form of shot noise: for example, the photon shot noise of the imaging
beam or the fluorescence. In TACC, the primary detection is absorption imaging. The
detection noise is nearly limited by the photon shot noise.
Other technical noise In a Ramsey sequence, we assume two pi/2 pulses. However, noise
in the pulse area of the pi/2 pulses due to e.g. power fluctuations of the LO field directly
leads to error in the final P↑.2 Apart from technical improvements, slow variations can be
rejected by e.g. probing alternately on both sides of the Ramsey fringe and only extracting
the frequency from the differential signal.
1.1.3.3 Local oscillator noise
Most naively, as a phase modulo pi is measured in a Ramsey scheme, the phase is subject
to an ambiguity when its deviation might exceed pi. Moreover, a large frequency deviation
reduces the sensitivity of the Ramsey spectroscopy (cf. Eq. 1.9, with P↑ different from 1/2).
In other words, the clock has a fairly narrow bandwidth in correcting the LO frequency.
More profoundly, as we can see from Eq. 1.20, how precisely the LO frequency is measured
is also determined by the sensitivity function. The clock is blind to the LO noise outside the
Ramsey time. With the TR only a small fraction of the cycle time Tc, the clock resembles
a discrete data acquisition that periodically samples the LO frequency and its fluctuations,
suffering from aliasing such that high frequency LO noise (multiples of the sampling frequency
1/Tc) can further degrade the clock stability.
This is known as the Dick effect, which has been one of the most important noise sources
for optical clocks today. The Cs fountain clock at SYRTE is supported by a cryogenic
sapphire oscillator, which is not accessible for broader metrological applications. In fact, the
Dick effect can be the most prominent limit for compact devices where only a quartz crystal
is affordable.
This also motivates new techniques such as non-destructive measurements to use the
same atoms in multiple clock measurements [56]. In the case where the excess LO noise
limits the Ramsey time, multiple short Ramsey sequences sharing a single phase of atom
preparation effectively improve the clock duty cycle (TR/Tc), alleviating the Dick effect.
In TACC, the Dick effect is a major contribution to clock instability. Although recycling
atoms with non-destructive measurements has not been studied in this thesis, it is one of
the two major objectives of TACC-2 and experiments will be carried out in the near future.
2Although in principle errors in the preparation also influence the collisional shift during the Ramsey
sequence, see e.g. [77].
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1.1.3.4 Collisional shift
As introduced in Eq. 1.13, the collisional shift is one of the most important systematic effects
in atomic fountains and has a major contribution to the uncertainty [78, 79]. The situation
is much severer for trapped-atom clocks in which the density can be 4 orders of magnitude
higher.
Correction to the systematic error can be applied shot-to-shot based on the measurement
of the total atom number which determines the atomic density. However, this correction is
compromised by the detection noise in the atom number. Furthermore, in the presence of
atom loss, only the final atom number is known. The statistical nature of atom loss imposes
an uncertainty in the average atom number during the interrogation time, hence in the
collisional shift. In fact, as we will see, for TACC-2 the uncertainty of this correction can be
an important source of clock instability, if a large part of the atoms is lost.
1.1.3.5 Other instabilities in TACC
There are other technical fluctuations which deteriorate the clock stability in TACC. Here I
only take an overview and a detailed analysis will be given in Sec. 3.1.
Magnetic field fluctuations As I mentioned, the pseudo-magic trap for TACC requires
a bias field slightly lower than the magic field. In this case, however, the Zeeman shift is
more sensitive to magnetic field variations. Further is the bias field away from the magic
field, the bigger the contribution from the magnetic field fluctuation. As we will see, this is
one of the major noise sources in TACC.
Atom temperature and its fluctuations Both the Zeeman shift and the density shift
depend on the atom temperature, but an optimum field exists at which the total shift is first-
order insensitive to temperature fluctuations. However, this optimum field differs from the
magic field hence the insensitivity to the temperature fluctuation and that to the magnetic
field fluctuation can not reconcile. The overall optimum bias field inevitably suffers from
noise both in magnetic field and in atom temperature.
1.2 Concepts of spin squeezing
1.2.1 Surpassing SQL with spin-squeezed state
We resume from section 1.1 and consider the quantum uncertainties in the collective spin in
a theoretical setting. A Heisenberg uncertainty relation between the spin operators directly
results from the commutation relations (Eq. 1.2):
∆Sn∆S⊥ ≥ |〈Sˆs〉|/2 (1.23)
where n is an axis perpendicular to the mean spin direction s, and ⊥ is orthogonal to
both n and s. ∆Sn =
√
〈Sˆ2n〉 − 〈Sˆn〉2 denotes the standard deviation of an ensemble of
measurements of Sˆn.
For the CSS, |θ, φ,N〉, a projective measurement along any direction ⊥ orthogonal to s
will project each qubit into the two eigenstates with equal probability. Therefore 〈Sˆ⊥〉 = 0
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and the variance of the measurement (∆S⊥)2 = N/4, coming from the sum of all qubits.
This can be seen for example from
(∆Sz)2 =
1
4
N∑
i=1
〈x|σˆ2z |x〉i =
N
4
where |x〉 = (|↑〉+ |↓〉)/√2, and knowing that 〈x|σˆz|x〉i = 0.
It can be shown that the CSS is the optimal separable state for metrology [25], as it
saturates the Heisenberg inequality. It exhibits an equal distribution of the uncertainty
∆Sn = ∆S⊥ =
√
N/2. This isotropic minimum uncertainty is known as the standard
quantum limit (SQL), which leads to the QPN in the clock measurements. In terms of a
phase measurement, we are interested in the angular resolution on the Bloch sphere:
∆θSQL =
∆S⊥,CSS
|〈Sˆs〉|
= 1√
N
, (1.24)
Nevertheless, the isotropic uncertainty distribution originates from the separable state,
but the uncertainty relations do not prevent a single projection from being more precise than
the SQL. It turns out that entanglement between particles can lead to such “redistribution”
of the uncertainty, resulting in a “squeezed” state, namely ∆S⊥ <
√
N/2. Using the squeezed
quadrature therefore enables measurement precisions beyond the SQL.
Certainly, many other entangled states exhibit metrological gain, generally described
using Quantum Fisher information (see e.g. [25]), which is beyond the scope of this thesis.
Squeezing measures Without knowing the details of the entanglement, spin squeezing
can be simply assessed by the standard uncertainty. The minimum uncertainty normalised
to the SQL,
ξ2N =
(
∆S⊥,min
∆S⊥,CSS
)2
= 4(∆S⊥,min)
2
N
(1.25)
is sometimes referred to as the number squeezing if ξ2N < 1 [28]. It is more metrologically
relevant to assess the angular resolution ∆θ, in which the length of the spin |〈Sˆs〉| measures
the “resource” in a practical squeezing process – taking into account the coherence, or the
contrast of the Ramsey fringes. This metric, known as the Wineland criterion for spin
squeezing [29], is defined as
ξ2 =
(
∆θ⊥,min
∆θSQL
)2
= N(∆S⊥,min)
2
|〈Sˆs〉|2
(1.26)
ξ2 < 1 signals a metrological spin squeezing, it is shown to be a sufficient condition of certain
types of entanglement [80]. ξ−2 is commonly reported in dB, as it shows the effective gain
in atom number to achieve the same resolution.
While as the noise distribution is squeezed in one axis, the other quadrature is necessarily
anti-squeezed to satisfy the Heisenberg uncertainty relation (Eq. 1.23). But the latter is
not always saturated. Squeezed states that saturate the uncertainty are called minimum
uncertainly states or optimal squeezed states. A lower bound of ξ2 can be found for these
states [25]:
ξ2 ≥ 2
N + 2 (1.27)
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which is essentially the ultimate Heisenberg limit. For a detailed review of many other
squeezing measures, see for example [81, 25].
Motivations for trapped-atom clocks As we know, the SQL is not a remote theoretical
limit. The state-of-the-art atomic fountains have long reached a short-term stability limited
by the QPN [23]. Here I would like to emphasise that spin squeezing surpassing the SQL is
particularly relevant for trapped-atom clocks:
• For trapped-atom clocks in which the collisional shift can impose a large uncertainty
due to high density, the number of atoms is often limited. Employing spin-squeezed
states can mitigate the severe SQL.
• In recently developed 3D lattice clocks in which collisional interactions are suppressed
by keeping a single atom per lattice site [65], increasing atom number becomes techni-
cally difficult and the QPN limit is expected to be approached soon.
• More generally, squeezed states can benefit compact applications where the number of
atoms is limited, either technically or fundamentally.
1.2.2 Overview of spin-squeezing generation
With all these prospects, there have been tremendous experimental efforts over a decade to
demonstrate and study spin squeezing in atomic systems. Here I give a brief summary of
the most studied methods for squeezing generation.
As a particular type of entanglement, spin squeezing correlates the local spin observables
of the atoms. Let us distinguish two categories of entanglement creation, namely by dynamics
due to interactions between atoms or by a partial projection of the collective state.
1.2.2.1 Squeezing by inter-atomic interactions
Described in terms of collective spin operators, entanglement requires non-linearity. A bench-
mark model is the so-called one-axis twisting (OAT) Hamiltonian, with the simplest non-
linearity:
HˆOAT = ~χSˆ2z (1.28)
The collective operator Sˆ2z actually means that each atom interacts with all others. But it
also gives a very intuitive picture: the precession rate is itself proportional to Sz, distorting
the Bloch sphere (Fig. 1.3(b)). The initially isotropic noise distribution is twisted under
the dynamics. It can be shown that the process almost preserves the minimum uncertainty
area and exhibits squeezing along a certain axis [28]. The dynamics reaches a maximum
squeezing parameter around tmax ∼ χ−1N−2/3 and later loses the squeezing as the state
wraps around the Bloch sphere, but the entanglement keeps increasing, and the assessment
of which requires more complex measures like the nonlinear squeezing [82]. The maximum
squeezing at tmax scales with ξ2 ∼ N−2/3.
Collisional interactions in BECs As widely explored, collisional interactions in a BEC
lead to an OAT Hamiltonian, in which χ depends on the scattering lengths and the overlap
of the wavefunctions of the condensate modes. By controlling the scattering lengths via
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Feshbach resonances [33, 36] or modifying the wavefunction overlap via state-dependent
potentials [34, 35], substantial spin squeezing has been achieved. However, strong interactions
in a BEC generally limit their application for clocks.
Cavity feedback As will be detailed below, light-mediated interactions between atoms
in an optical cavity can also produce an effective OAT Hamiltonian [43, 44]. The χ term
now depends on the dispersive coupling between atoms and cavity photons, and can be very
large in a strong-coupling cavity-QED system. However, there is usually excessive noise
enhancement in the anti-squeezed quadrature that far exceeds the squeezing due to cavity
decay. This so-called non-unitary anti-squeezing compromises possible metrological gain in
clock applications [83], but recent progress has approached near unitary squeezing [84, 45].
Beyond OAT A few other schemes show metrological advantages compared to the OAT,
including the “twist-and-turn” [85] and two-axis-counter-twisting (TACT) [28]. The for-
mer has been demonstrated in a BEC [86], while the TACT, despite extensive theoretical
studies, remains experimentally challenging. Ideally, the TACT, described by a Hamiltonian
HˆTACT = ~α(Sˆ2θ−Sˆ2θ+pi/2) can achieve maximum squeezing at the Heisenberg limit ξ2 ∼ 1/N ,
and it squeezes faster compared to OAT (ξ2 ∼ N−2/3). However, the benefits can be lost in
the presence of decoherence [87].
(a) (b) (c)
Figure 1.3 Conceptual representation of squeezing by QND measurement and by OAT
dynamics. (a) depicts a CSS prepared on the equator with its spin uncertainty. (b) illus-
trates the OAT dynamics: the precession rate depends on Sz. The twisted noise distribution
exhibits minimum uncertainty along the axis of ~z rotated by α0. (c) shows the squeezing
by QND measurement. 〈Sˆz〉 after each measurement depends on the measurement re-
sult, which itself fluctuates as the SQL, but ∆Sz is deterministically reduced after the
measurement, limited by the measurement uncertainty. The squeezing is revealed by ∆Sz
conditioned on the measurement outcome unless feedback correction is applied. In both (b)
and (c), the dashed outer spheres indicate the possible coherence loss due to the squeezing
process.
1.2.2.2 Squeezing by quantum non-demolition measurement
A QND measurement is a measurement that preserves the measured observable. For exam-
ple, if the Hamiltonian of the measurement process satisfies [Sˆz, HˆQND] = 0, meaning that
Sz is a constant of motion, measuring an observable in HˆQND (that couples to Sˆz) can realise
a QND measurement of Sˆz.
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The measurement projects the collective spin Sˆz but not individual atoms. In fact, this
partial projection leads to entanglement that can modify the noise distribution, e.g. ∆Sz. In
another point of view, the collective observable (Sˆz) is known to the limit of the measurement
uncertainty, which can be more precise than the SQL.
Since the squeezed state after the measurement (e.g. Sz) depends on the measurement
result, the squeezing is “conditional” if one looks at the measurement outcomes. But af-
ter each measurement, ∆Sz is deterministically reduced. Unconditional squeezed can be
achieved by correcting Sz after each measurement using the information of the measurement
result [88, 89].
QND measurements of atomic systems are generally realised by atom-light interactions.
The measurement uncertainty is then limited by the photon shot noise (PSN) of the probe
light, before reaching the maximum achievable squeezing that is set by non-ideal effects such
as decoherence due to photon scattering and Raman spin-flip processes.
Free-space QND measurements can be implemented in free-space, based on i) the phase
shift induced by the dispersive coupling, as shown in one of the first demonstrations of spin
squeezing [39]; ii) and the Faraday rotation of light [90, 38, 91], a promising candidate for
quantum-enhanced magnetometry. Nevertheless, high level of squeezing is generally difficult
due to weak coupling (optical depth) in a single-pass geometry.
Cavity-QED The optical depth of the atoms is strongly enhanced in an optical cavity
as each photon travels many round-trips interacting with the atoms, entering the realm
of (collective) strong coupling. Since the early demonstration of conditional spin-squeezing
based on cavity measurements [41], squeezing records have been quickly updated [92, 89], and
reached lately almost 20 dB [42]. These include atom-light coupling both in the dispersive
regime [41, 42] and in the resonant regime [93, 89].
We will discuss the cavity measurement scheme in more detail. The squeezing results in
this thesis are conditional squeezing by cavity measurement, which belongs to this category.
QND measurements for clocks On the other hand, QND measurements in their on
right are of great interest for clocks. Here even a coherence-non-preserving quantum non-
destructive measurement can be employed to perform multiple Ramsey cycles reusing the
same atoms, which will improve the duty cycle of the clock. It is particularly interesting for
clocks suffering from Dick effect such as many current optical clocks [94, 95], and compact
clocks (like ours). For true QND measurements, atoms are not only recycled but also stay
in coherence. For example, (weak) QND measurements only lock the LO (in presence of
phase noise) roughly in phase with the atoms to ensure the phase sensitivity. It has been
demonstrated that QND measurements outperform uncorrelated Ramsey sequences with
recycled atoms [96, 56], opening ways to improving clocks and interferometer-based sensors.
1.3 Spin squeezing in cavity-quantum electrodynamics
In this section, We briefly review some basic concepts in cavity-QED and the realisation of
spin squeezing. After introducing some general properties of the coupled system, I will focus
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on the far-detuned dispersive regime in which our experiments are performed. I also briefly
discuss the limits to achievable squeezing in general and in our system.
1.3.1 Real-world cavities
We focus here on Fabry-Pérot (F-P) cavities, formed by two highly reflective mirrors sep-
arated by length L. The resonance condition gives equally spaced resonances in frequency
domain separated by νfsr = c/2L – the free spectral range (FSR) – where c is the speed of
light. It is also the inverse of the round trip time.
The cavity enhancement for atom-light interactions comes from the amount of round-
trips a photon travels before it leaves the cavity. This is precisely the cavity finesse F , which
is defined as the ratio between photon lifetime (the inverse of loss rate κ) and the time for
one round-trip:
F = 2piνfsr
κ
= 2piLtot '
pi
T + L (1.29)
where the total loss Ltot is assumed to consist of the transmission T and loss L in each
of the two identical mirrors. F is effectively the quality factor of the resonator. For high
finesse cavities, L, including scattering and absorption, can be comparable to T , significantly
limiting the maximum power transmitted on resonance:
Tmax =
T 2
(T + L)2 (1.30)
One can find the spectral response of a F-P cavity, to an incoming field at ωp with
detuning δp = ωp − ω0  2piνfsr, where ω0 is the cavity resonance:
T =
(
κt
κ
)2 1
1 +
(
δp
κ/2
)2 (1.31)
R =
(κl
κ
)2 + ( δpκ/2)2
1 +
(
δp
κ/2
)2 (1.32)
where κt and κl denote the decay rates due to transmission and loss, respectively:
κt
κ
' TT + L ,
κl
κ
' LT + L (1.33)
We recognise the Lorentzian shape of the spectrum, with linewidth κ (2pi×FWHM in fre-
quency). The phases of the transmitted and reflected light, with respect to the input field
read
tanφt =
δp
κ/2 , tanφr =
κt
κl
δp
κ/2 (1.34)
In the end, coherent interaction between the photon and an atomic transition should compete
with the decay rate of the atomic transition Γ and that of the cavity κ.
18 Chapter 1. Spin squeezing for metrology
Detection limit The cavity frequency can be generally determined by measuring the
cavity response to a probe field. Information is contained in the photons that leave the
cavity, both in transmission and reflection. If one uses coherent field, as in most experiments,
the measurement is ultimately limited by the quantum fluctuation of the field, or the PSN
of the detected photons.
A general measurement can be viewed as performed on the phase, e.g. in the phase of
the transmitted light φt. The PSN limit on this phase is ∆φt = 1/(2
√
nd), where ∆ stands
for standard deviation and nd is the average detected photon number. The uncertainty in
knowing the cavity resonance is therefore
∆δPSN =
dδp
dφt
∆φt =
κ
2 (secφt)
2∆φt =
κ
4ηd
√
nd
(1.35)
where we have defined the detection sensitivity ηd = 1/(1 + (2δp/κ)2). As a comparison,
a homodyne detection measuring the imaginary part of the signal near resonance, δp ' 0,
gives a maximum sensitivity ηd = 1. However, this maximum sensitivity is obtained only
when the phase of the signal is almost known.
A heterodyne detection, sampling both the real and imaginary part, is therefore more
robust to an unknown signal [97]. But the overall sensitivity is reduced to 1/2.
One can also simply measure the transmitted photon number at δp = κ/2. This gives a
sensitivity of 1/2, same to that of the heterodyne detection. This can also be seen from the
Lorentzian transmission profile:
∆nd = ∆δp
∣∣∣∣∣ ∂∂δp
(
2nd
1 + (2δp/κ)2
)∣∣∣∣∣
δp=κ/2
= 2nd
κ
∆δp (1.36)
PSN: ∆nd =
√
nd
⇒ ∆δPSN = κ2√nd (1.37)
In addition, the detector efficiency plays a crucial rule, as no remedy exists to the loss of
information.
1.3.2 Cavity-QED in the dispersive regime
1.3.2.1 Jaynes-Cummings model
Similar to Eq. 1.5, but with a well-defined cavity mode, we can describe the interaction
between a single atom and cavity photons by the famous Jaynes-Cummings Hamiltonian
[98]. In the RWA, with the coupling rate g  ωa, ωc, it reads
HˆJC/~ = ωa |e〉〈e|+ ωccˆ†cˆ+ g(|e〉〈g| cˆ+ |g〉〈e| cˆ†) (1.38)
where ωa and ωc are frequencies of the atomic transition and of the cavity, respectively. Here
we consider an electronic transition between ground state |g〉 and excited state |e〉, with a
decay rate Γ of the excited state. cˆ† (cˆ) is the creation (annihilation) operator of photons in
the cavity mode.
This can be extended to N atoms, resulting in the Tavis-Cummings Hamiltonian [99].
Assuming the same g for all atoms, the system resembles that of a single atom with the
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collective coupling G = g√N . In the manifold of a single excitation, the eigenfrequencies of
the coupled system is given by
ω± − ωa = ∆c ±
√
∆2c + 4G2
2 =
∆c ±
√
∆2c + 4g2N
2 (1.39)
where ∆c = ωc − ωa is the cavity detuning. This gives the so-called Vacuum-Rabi splitting
of 2G at ∆c = 0. At far detuning, the bare-cavity frequency feels a shift, linear to the atom
number N : ω− ' ωc + g2N/∆c. It is precisely this dependence on N that is utilised to
perform QND measurements of the atomic population.
Note that the eigenstates of the system are superpositions of photonic and atomic state.
The linewidth of the eigenmodes,
κ′± =
κ+
(
G
ω±−ωa
)2
Γ
1 +
(
G
ω±−ωa
)2 (1.40)
is determined by both decay channels. We find that in the good cavity limit κ  Γ, the
natural linewidth of the atomic transition will set the limit of the system decay.
1.3.2.2 Collective QND measurement
Probing the eigenfrequency of the system through the cavity provides a measurement of the
collective coupling which depends on N . This is the basis of spin-squeezing by measurement
in cavity-QED systems.
A cavity measurement can be arbitrarily precise with more photons, but it is never
perfectly QND and the imperfections, which generally scale with the number of photons,
will eventually limit the squeezing by measurement. From an information point of view,
measuring the atomic state relies on the fact that atoms reveal their states through scattering
probe photons, but only the coherent scattering into the cavity mode ensures the QND
character on the collective state, without distinguishing individual atoms. In practice, only
these photons can be collected. The scattering into free space either collapses an atom or
changes its state, leading to loss of coherence or spin flip errors.
Therefore, squeezing by measurement is ultimately limited by the number of scattered
photons (into free space) ns per atom. One figure of merit in cavity-QED systems is the
cooperativity C = (2g)
2
κΓ , which characterises the coherent interaction strength with respect
to the decay channels. C > 1 marks the strong coupling regime. In fact, for a measurement
of the collective state, it is the collective cooperativity NC that determines the measurement
precision.
In reality, the coupling g, an electric dipole coupling, depends on the field strength. The
maximum coupling g0 at the anti-node at the center of the cavity is quantified as
g0 =
√
ωa
2~0Vm
· µ (1.41)
where µ is the dipole matrix element for the particular transition. Vm is the mode volume
of the photon. For a Gaussian mode in a cavity, Vm = piw20L/4, where L is the cavity length
and w0 the waist. We see here the coupling is only determined by the atomic properties
20 Chapter 1. Spin squeezing for metrology
and the cavity geometry. Increasing g0 by reducing Vm brings the advantages of fibre-based
micro-cavities [100].
QND measurements for spin squeezing can be implemented at different cavity detunings
∆c, which do not solely determine the squeezing limit. In general, the optimum choice
of detuning depends on the cavity linewidth. For example, in the bad cavity limit κ 
Γ, to achieve a cavity measurement precision that reveals the QPN of the atoms (a good
benchmark), ns doesn’t depend on ∆c. The resonant regime may be beneficial due to the
reduced technical requirements [97]. However, in the good cavity limit κ Γ, it is desirable
to go to the far-detuned regime. The squeezing is eventually limited by the atomic level
structure (for hyperfine states as clock states).
In the following, we will focus on the far-detuned regime, namely the maximum detuning
in a hyperfine ground-state manifold. More details about the resonant regime can be found
in the experiments from the Thompson group at JILA (see for example [101, 89]). I will also
give further discussions in the context of vacuum-Rabi splitting experiments in Sec. 3.2.1.
1.3.2.3 Effective spin model in the alkali ground state manifold
In the context of atomic clocks with alkali atoms (87Rb in particular), the qubit states are
two hyperfine ground states with transition frequency ωat/2pi (∼ 6.8 GHz). For simplicity,
the hyperfine manifold of the excited states (e.g. of the D2 transition) can be regarded as
a common excited state. We shall consider both ground states |↑〉 and |↓〉 in the coupled
system with the cavity (cf Eq. 1.38):
Hˆs/~ = ωccˆ†cˆ+
N∑
i=1
[
ωat
2 σˆ
(i)
z + ωa |e〉i〈e|i + g (c |e〉i〈↑|i + c |e〉i〈↓|i + h.c.)
]
(1.42)
where we consider N atoms and assume an equal coupling g for both transitions and for
all atoms. In the far-detuned regime, the optimal cavity detuning is an equal detuning
from either ground state: ∆c = ωat/2. If the intra-cavity photon number is very low
〈cˆ†cˆ〉  (∆c/g)2, the excited state can be adiabatically eliminated, resulting in an effec-
tive Hamiltonian [102]:
Hˆs/~ = ωccˆ†cˆ+
N∑
i=1
[(
ωat
2 +
g2
∆c
cˆ†cˆ
)
σˆ(i)z
]
= ωccˆ†cˆ+
2g2
∆c
cˆ†cˆSˆz + ωatSˆz (1.43)
The second term describes the dispersive interaction between the spin and the cavity. Group-
ing it with the first term, we see that the cavity experiences a frequency shift proportional
to Sˆz:
δωc =
2g2
∆c
Sz (1.44)
while grouping it with the third term, we find the AC Stark shift experienced by the atom:
δωat =
2g2
∆c
〈cˆ†cˆ〉 (1.45)
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(a) (b)
Figure 1.4 Schematics of the cavity-QED system in TACC-2. (a) The cavity-QED sys-
tem with cavity decay rate κ, atomic decay rate Γ, and atom-light interaction at rate g.
The dashed curve indicates that atoms are trapped magnetically in a shallow trap elongated
along the cavity axis. (b) The energy diagram of the dispersive coupling. The cavity is
equally detuned from the clock states – two hyperfine ground states of 87Rb. An AC Stark
shift δωat is experienced by the atoms in the presence of a cavity photon.
1.3.2.4 Inhomogeneous coupling
As g is position dependent, the coupling for N atoms in a thermal distribution is inhomo-
geneous. The real collective observable therefore differs from Sˆz, and is instead a weighted
sum of σˆ(i)z depending on the coupling:
Sˆz = 12Z
N∑
i=1
ηiσˆ
(i)
z (1.46)
where ηi ≤ 1 and Z some normalisation factor. It can be shown that this observable is
equivalent to a symmetric spin operator (homogeneous coupled) with a reduced length S
[103], once the normalisation factor is chosen properly to preserve the commutation relations
(Eq. 1.2). Specifically, the variance is given by the SQL:
(∆Sz)2 = S/2 = Sz,max/2 (1.47)
1
4Z2
N∑
i=1
η2i =
1
2 ·
N
2Z
N∑
i=1
ηi (1.48)
we have
Z =
∑N
i=1 η
2
i∑N
i=1 ηi
(1.49)
We can find an effective coupling for this effective spin, such that the cavity shift is
properly produced:
δωc =
N∑
i=1
g2i
∆c
σˆ(i)z =
2Zg0
∆c
(
1
2Z
N∑
i=1
ηiσˆ
(i)
z
)
= 2g
2
eff
∆c
Sˆz (1.50)
where we let ηi = g2i /g20, and
g2eff = g20
∑N
i=1 η
2
i∑N
i=1 ηi
=
∑N
i=1 g
4
i∑N
i=1 g
2
i
(1.51)
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This homogeneously coupled spin S has an effective atom number
Neff = 2S = N (
∑N
i=1 ηi)2∑N
i=1 η
2
i
= N (
∑N
i=1 g
2
i )2∑N
i=1 g
4
i
(1.52)
In the following, we will nevertheless assume homogeneous coupling and continue to use
Sz and S for simplicity.
1.3.3 Squeezing by QND measurement
1.3.3.1 Scattering, phase shift, and PSN
As the cavity frequency is determined by Sˆz, which appears as a constant of motion in
the effective Hamiltonian (Eq. 1.42), a cavity measurement with weak photonic excitation
qualifies as a QND measurement of Sˆz.
Starting with an initial CSS along x (〈Sz〉 = 0) The uncertainty of Sz after a cavity
measurement is determined by the uncertainty of the measurement. However, it is crucial
to consider the incoherent scattering of the off-resonant cavity photons. The detrimental
scattering rate per atom is given by
Γs = 〈cˆ†cˆ〉 g
2
∆2c
Γ (1.53)
As these photons are eventually lost, we can define a decay rate due to the scattering
κs =
NΓs
nc
= N g
2
∆2c
Γ = NC
( Γ
ωat
)2
κ (1.54)
where nc is the average intra-cavity photon number, and we have set ∆c = ωat/2 and used
the cooperativity C. The cavity now decays at a rate κ′ = κ + κs. We find similarities
in Eq. 1.40. Note that despite the far detuning, the cavity linewidth can be significantly
modified if NC approaches (ωat/Γ)2.
For a collective measurement, the scattered photon per atom is an important benchmark:
ns =
∫
dt Γs =
Γ
2∆c
2g2
∆c
∫
dt nc = φac
Γ
ωat
(1.55)
which is totally determined by the accumulated phase due to the AC Stark shift
φac =
2g2
∆c
∫
dt nc (1.56)
It also serves as a good measure of the measurement strength.
The detected photon in transmission (half of the total decay) can be related to φac as
nd =
qdκt
2
∫
dt nc =
qdκt
2κC
ωat
Γ φac (1.57)
where qd denotes the detector efficiency, including all technical losses.
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Recall that we have derived the uncertainty in determining the cavity frequency by nd
detected photons, but now the cavity decay rate is modified to κ′ (Eq. 1.37):
∆δPSN =
κ′
4ηd
√
nd
, with ηd =
1
1 + (2δp/κ′)2
(1.58)
From the cavity shift per atom (Eq. 1.44), we obtain the uncertainty on spin projection Sz:
∆Sz,PSN = ∆δPSN
/(
2g2
∆c
)
= κ+ κNC (Γ/ωat)
2
4g2/ωat · 4ηd√nd =
1 +NC (Γ/ωat)2
4ηdC(Γ/ωat)
√
nd
(1.59)
= 1 +NC (Γ/ωat)
2√
8cC(Γ/ωat)
1√
φac
(1.60)
where we also express it in term of φac with c ≡ η2dqd(κt/κ). Note that here we assumed
collecting only the transmitted photon (or only the reflection). A factor of 2 can be gained
in nd (or φac) if one collects all outgoing photons. We also see the advantage of a homodyne
detection, as a factor of 2 can be gained in ηd.
While the measurement precision can be improved by more probe photons, PSN limited
spin uncertainty is eventually superseded by the adverse effect of the scattered photons, as
we shall see below.
1.3.3.2 Conditional spin uncertainty
I shall point out that Eq. 1.60 is the uncertainty in the measurement of Sz, better noted as
∆M |Sz , with M the unbiased estimator 〈M〉|Sz = Sz. The conditional uncertainty of Sz on
M can be inferred from ∆M |Sz , through the general relation [104]:
(∆Sz)2|M = Var(Sz)Var(M)(∆M)
2|Sz (1.61)
where Var(·) denotes the unconditional variance. Therefore
(∆Sz)2|M = Var(Sz)(∆M)
2|Sz
Var(Sz) + (∆M)2|Sz
(1.62)
We realise that for a CSS, Var(Sz) = S/2, the conditional variance will remain unchanged
for an imprecise measurement (∆M)2|Sz  S/2, while for a precise measurement below the
SQL, (∆M)2|Sz  S/2, it approaches (but smaller than) the uncertainty of the measurement.
The unintuitive reduction comes from the information of the initial CSS.
We shall assume a precise measurement in the following, such that (∆Sz)2|M ' (∆M)2|Sz .
We then obtain the squeezing parameter for the conditional spin (assuming no coherence
loss):
ξ2 ' (∆Sz)
2|M
Var(Sz)
=
(
1 +NC (Γ/ωat)2
)2
2cNC(Γ/ωat)
1
φac
(1.63)
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1.3.3.3 Limits
The back-action of the scattered photons is twofold: a scattering event causes an atom to
collapse, as the scattering process is in principle distinguishable. The atom will no longer be
in the CSS, causing a reduction in the total spin S (or loss of contrast C of the interferometer
fringes); on the other hand, a Raman process that flips the spin may happen following a
scattering event, bringing additional uncertainty in Sz after the measurement.
Contrast decay Theoretically, the contrast is reduced by
C = C0e−ns (1.64)
with initial contrast C0. It appears to be insignificant compared to the limit imposed by the
Raman flip [97]. Nevertheless, if we assume that the back-action is limited by the contrast
loss, the squeezing parameter becomes (writing Eq. 1.63 in terms of ns)
ξ2 ' (∆Sz)
2|M
Var(Sz)C2 =
(
1 +NC (Γ/ωat)2
)2
2cNC
e2ns
ns
(1.65)
where we set C0 = 1. A minimum is reached with ns = 1/2 when the contrast is reduced to
∼ 61%:
ξ2opt,C '
(
1 +NC (Γ/ωat)2
)2
2cNC
e
ns
(1.66)
Raman flip In a simple model, we assume that an atom that scattered a photon may
return to the opposite spin state with a probability p. This gives rise to a random walk of
Sz, with a variance
(∆Sz,flip)2 = Npns = Np
Γ
ωat
φac =
2pNC
qd(κt/κ)
( Γ
ωat
)2
nd (1.67)
For 87Rb, p can take 1/6 [97]. Precisely, for the clock states of TACC (|1,−1〉 and |2, 1〉),
the probability of a real spin flip is 1/40, while |2, 1〉 can be lost to |2, 2〉 with a probability
of 1/6. The latter is also trappable but will not contribute to the interferometer.
Combining Eq. 1.67 with Eq. 1.60, we have the total spin uncertainty
(∆Sz)2|M ' (∆Sz,PSN)2 + (∆Sz,flip)2 (1.68)
'
(
1 +NC (Γ/ωat)2
)2
8cC(Γ/ωat)
1
φac
+Np Γ
ωat
φac (1.69)
which has a minimum:
(∆Sz,opt)2|M =
√
Np
2cC
(
1 +NC (Γ/ωat)2
)
(1.70)
at the optimal measurement strength
φac,opt =
1 +NC (Γ/ωat)2√
8cNCp(Γ/ωat)
(1.71)
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We obtain the optimal squeezing parameter for the conditional spin (assuming no coherence
loss)
ξ2 ' (∆Sz,opt)
2|M
N/4 '
√
8p
cNC
(
1 +NC (Γ/ωat)2
)
(1.72)
We can identify two regimes: one with low atom number such that NC  (ωat/Γ)2. The
squeezing ξ−2 grows as ∼ √NC; while the squeezing will saturate ∼ √8pc(ωat/Γ) as the
atom number reaches an optimum Nopt = (ωat/Γ)2C. This is the fundamental limit of the
dispersive scheme where the maximum detuning is set by the atomic structure.
Anti-squeezing It can be shown that the anti-squeezing in ∆Sy is enhanced above the
minimum uncertainty area due to free-space scattering and optical losses [105]:
∆Sy∆Sz =
N
4
1√
cκ/κ′
(1.73)
In practice, the measurable anti-squeezing is usually higher than this prediction due to
technical noise. The consequence of the excess anti-squeezing can be twofold: first, the anti-
squeezing leads to an reduction in total spin length (coherence) due to the finite Bloch sphere
curvature. However, this effect is negligible for a reasonably large atom number. Second,
also due to the Bloch sphere curvature, the uncertainty in Sy can leak into Sz if the final
state is not precisely at Sz = 0. After all, a clock is meant to measure such a deviation. In
fact, the record demonstration of 20 dB squeezing has an increase in the uncertainty area of
19 dB, which can completely lose its metrological advantage in a realistic context of clocks
[83].
1.3.3.4 Prospective squeezing in TACC-2
Here I give an estimate of achievable squeezing in the TACC-2 experiment based on typi-
cal parameters that are detailed in the following chapters. For a typical thermal cloud at
200 nK, the average cooperativity is about C = 0.42. We currently probe the cavity through
transmission with the probe laser detuned at δp = κ/2 and a total detection efficiency of
0.5 is realistic. Fig. 1.5(a) shows the calculated squeezing parameter as a function of the
measurement strength for 2 × 104 atoms (a typical number for clock measurements), using
Eq. 1.69. The situation of optimum detection is also plotted for comparison. The squeezing
reaches a maximum of 18 dB for the realistic case, while the ideal detection can give 23 dB.
We also plot this optimum squeezing as a function of atom number (Fig. 1.5(b)), showing
that it is not limited by the atomic structure for the current setup.
1.3.4 Squeezing by cavity feedback
Recalling the effective Hamiltonian of the system (Eq. 1.42), we note that the interaction
terms ∼ cˆ†cˆSˆz can result in the OAT Hamiltonian if the intra-cavity photon number cˆ†cˆ is
engineered to be correlated with Sz. In fact, as Sz determines the cavity frequency, probing
the cavity with a detuning correlates the transmitted photon number (which determines cˆ†cˆ)
with the cavity frequency, hence with Sz.
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Figure 1.5 Achievable squeezing in TACC-2. In both panels, we assume an average
cooperativity Ceff = 0.42, which is typical for the experiment. We assume, for the solid
curves, measurements by cavity transmission with probe detuning κ/2 (ηd = 1/2) and a
detector efficiency of qd = 0.5 which is close to the current setting, while the dashed curves
assume perfect detection with homodyne method (ηd = qd = 1, still collecting half of the
exiting light), representing almost the theoretical limit of the setup. In (a) we plot the
squeezing parameter as a function of φac (and nd) for 2 × 104 atoms. We identify on the
left the PSN limit and on the right the Raman flip limit (we set p = 1/40 for our clock
states). (b) The optimum squeezing as a function of atom number. We see that ultimate
limit NC ∼ (ωat/Γ)2 is rather remote for the current experiment.
Formally, the system Hamiltonian is treated in an open quantum system with an input
coherent field |β〉 and decay channels into free space. The evolution of the spin distribution
can be described through the evolution of the moments of spin operators in the Heisenberg
picture, with the cavity field traced out [43]. We will assume a detuning of κ/2 to have a
near maximum correlation between Sz and cavity transmission.
Since Sz is a constant of motion, 〈Sz〉 and ∆Sz are conserved. But the cavity field induces
correlation between Sy and Sz. Most practically, one evaluates the evolution of the raising
operator Sˆ+ = Sˆx + iSˆy. Following [43], it can be shown that for small φac per photon, the
lowest moments read
〈S˜+〉β = e−
Q
2S ei
Q
S
SzS+(0) (1.74)
〈S˜2+〉β = e−
2Q
S ei
Q
S
(2Sz−1)S2+(0) (1.75)
where 〈 〉β denotes the partial trace over the cavity field, S˜+ denotes Sˆ+(t) after the evolution
time t, and we have defined a dimensionless shearing strength
Q ≡ Snt
(
4g2
∆cκ
)2
(1.76)
with nt = |β|2κt/2 = nd/qd the average transmitted photon number during the evolution.
We notice that the precession rate of Sˆ+ is indeed proportional to Sz. The correlation
between Sy and Sz is given by
〈S˜ySz + SzS˜y〉 = (2S − 1)Se−
Q
2S sin
(
Q
2S
)
cos2S−1
(
Q
2S
)
(1.77)
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and the increased uncertainty in Sˆy due to the OAT reads:
(∆S˜y)2 =
S
4 (2S + 1)−
S
4 (2S − 1)e
− 2Q
S cos2S−1
(
Q
S
)
(1.78)
≈ S2 (1 + 2Q+Q
2) (1.79)
where the approximation is S  1 and |QSz/S|  1. We identify the initial noise of the CSS
in the first term, the noise from the cavity photon shot noise (Q ∝ nt ∝ t) in the second, and
the cavity feedback (∝ t2) in the third. It is the last term that allows the OAT squeezing
in the open quantum system [43], at a price of stretching the uncertainty region beyond the
minimum uncertainty area for Q > 1.
We also have the spin variance after a rotation along S with an angle −α to verify the
squeezing
∆S2α =
1
2
(
V+ −
√
V 2− +W 2 cos(2α− 2α0)
)
(1.80)
where V± = (∆Sy)2 ± (∆Sz)2, W = 〈S˜ySz + SzS˜y〉 and tan 2α0 = W/V−.
The minimum (at angle α0) and maximum (at α0 + pi/2) uncertainties, in terms of the
squeezing parameter, approximately scale as ξα0 ∼ 2/Q and ξ′α0+pi/2 ∼ Q2. The noise
reduction is limited by PSN as for squeezing by QND measurement. But the anti-squeezing
grows more quickly – the back-action of measuring Sz through the cavity feedback. This
increase of the total uncertainty area (
√
2Q) can in principle be recovered by detecting the
light leaking out of the cavity, basically performing a cavity measurement.
Limits The anti-squeezing imposes a severer limit due to the curvature of the Bloch sphere.
More precisely, the squeezing scales as [43, 104]
ξ2α0 ≈
2
Q
+ Q
4
24S2 (1.81)
where the second term is attributed to the Bloch sphere curvature. This gives an optimum
squeezing ξ2curv ≈ 1.5 · S−2/5 (see also [106]). Nevertheless, it is shown more recently that
the excess anti-squeezing can be suppressed by far detuning the probe laser with respect to
the cavity resonance, essentially performing a weak measurement [84].
On the other hand, photon scattering into free space is always detrimental. Scattering
induced Raman flip leads to similar squeezing limit as for QND-measurement based squeezing
(Eq. 1.72). However, these are insignificant compared to the curvature limit, already for a
moderate cooperativity C ∼ 1.
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Chapter 2
Experimental methods
The TACC-2 experiment is built on the know-how of the first generation (later referred to
as TACC-1), which was designed and built under metrological requirements [70, 107]. Major
upgrades have been carried out to reach our new objectives, including a new atom chip
assembly, a new vacuum system to embed a 2D-magneto-optical trap (MOT), and the laser
setup for probing the cavities.
In the first part, I will describe the experimental setup of TACC-2, recalling also some
remarks from the assembling of the experiment. In the second part, I further detail the
procedures for cold atom preparation, manipulation, interrogation and detection. The final
part is dedicated to the stabilisation of our fibre cavities, for which novel techniques have
been employed to realise a unique cavity-QED platform.
2.1 Setup
2.1.1 Atom chip assembly
At the core of our apparatus is a new atom chip that combines conventional elements for
trapping and manipulating atoms with on-chip fibre cavities (Fig. 2.1). The atom chip is
a bonded two-layer structure. Both the base chip and the science chip are on aluminium
nitride substrate with electroplated gold conductors patterned by photo lithography. The
design and fabrication of the chip assembly have been carefully described in the thesis of
K. Ott [108], here I only give an overview and a few remarks.
Cavity assembly Two fibre cavities are mounted on chip, targeting different regimes of
cavity-QED coupling. They are mounted side by side closely on the same pair of piezoelectric
stacks, having a single control of cavity length (detailed properties in Sec. 2.3.1).
The cavity mount that holds the piezo stacks and fibres resembles a “bridge” (Fig. 2.2(a)).
It is glued on one “abutment” to the chip (to avoid excess strain on the bridge), hanging the
cavities very close to the chip surface (∼ 400 µm). Another part of the chip is dedicated to
the capture of atoms in a mirror-MOT [109]. Although designed in a small size to minimise
the obstruction of optical access for the MOT, the bridge still requires a distance of 9 mm
between the MOT site and the cavities, a distance that is bridged by on-chip atom transport
via the central circular “Omega” wire (Section 2.2.2).
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Figure 2.1 (a) atom chip layout. Red patterns are on the science chip, on top of the
yellow patterns of the base chip (apart from those elements high-lighted by other colours).
(b) Zoom-in of the cavity region.
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Figure 2.2 Photograph of the chip assembly before gluing the cell (a), close-in photo of
the cavities (b) and the assembled vacuum cell (c). We can also see the electric connections
and the copper block backing the chip in (c).
Coplanar waveguide (CPW) The key structure on the chip for clock operation is a
coplanar waveguide to deliver microwave (MW) photons (in the evanescent field) to the
atoms. Its central conductor (later referred to as the stripline) also provides a DC current
for the principal confinement of the trap. This design has been tested with success in the
previous chip. In the new chip we are also able to run currents in the “ground” conductors of
the CPW thanks to an on-chip bias-tee (see [108] 5.2.5), indispensable for manipulating the
traps for the atom transport. The CPW is also curved to form crossings with the base-chip
wires both at the MOT site and on top of one fibre cavity.
We measured an attenuation of 13 dB across the waveguide (including two cables on both
sides), much higher than the 9 dB loss in the previous chip.1 The on-chip bias-tee may be
responsible for this excess loss.
Electric connections Due to the spatial constraints, we adopted the same method of
electric connections to the chip wires as in TACC-1. Copper conductors on an “adapter”
19 dB including cables reported in the thesis of Reinhard [70] 5.1.1
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printed circuit board are connected to the chip via silver wires (bonded to the chip conductors
using silver-filled conductive glue and soldered to copper). On the other side they are soldered
to standard ribbon wires (Fig. 2.2(c)).
As in the first generation, the chip is backed by a copper block containing a U-shape
conductor (Macro-U), a bended copper wire (Macro-I) parallel to the stripline at the MOT
site, and conduit for water cooling. The geometry is depicted in Fig. 2.5. This copper block
is installed after the vacuum is set, using a room-temperature-curing thermal glue.2 Due to
the high viscosity of the glue, the thickness of the glue layer is poorly controlled, setting the
limit of thermal conductance for the temperature stabilisation of the chip.
2.1.2 Vacuum system
Vacuum cell and fibre feed-through The “principal” vacuum chamber, following our
traditional design, is simply formed by the chip replacing one wall of a cubic glass cell.3 The
opposite wall has a home-drilled hole, and is glued to a commercial “glass-metal transition”
with a standard CF-40 flange (Fig. 2.2(c)).
The new challenge is to let through our fibres, which involve fragile photonic crystal
fibres. We had to cut two relatively large trenches (1 mm2) on the cell wall, and sealed them
with UHV-compatible glue, the same glue for the chip-cell interface (EPO-TEK 353ND).4
A separate 2D-MOT chamber The vacuum system (Fig. 2.3) is separated by an in-line
valve into two parts – the upper part designed to be compatible with the previous setup, and
the lower part for the 2D-MOT [110]. The 2D-MOT chamber is home made from titanium
alloy with indium sealed windows. An orifice in this chamber allows a differential pumping
between the two chambers. The science chamber is pumped by a 100 l/s getter pumper and
a 5 l/s ion pump (Nextorr D 100-5), and a later added 20 l/s ion pump (Varian StarCell).
The 2D-MOT chamber is pumped by a 50 l/s getter (SEAS GP-50) and a 2 l/s ion pump
(Varian).
The Rb source attached to the 2D-MOT is pure metal sealed in a glass cell, tightly fitted
in a bespoke titanium tube, which can be deformed to break the cell and release rubidium
when the vacuum is set.5
The idea of adding a 2D-MOT with differential pumping is to shorten the MOT loading
time by a strong, pre-cooled, and well-aligned atomic flux, while keeping a good vacuum in
the science chamber. The clock would also benefit from a longer trap lifetime in a better
vacuum. Unfortunately, unsolved vacuum issues eliminate the second benefit.
Vacuum problems Apart from unfortunate malfunctioning and replacement of a few
components, we encountered a mysterious phenomenon after the bake-out. The commercial
parts have been baked properly before the installation of the chip assembly and achieved a
pressure of 1 × 10−10 mbar. The bake-out with the chip assembly, however, is limited to
2Loctite® ABLESTIK 2151
3(outside) AR coated Pyrex
4The first attempt to fill the trenches, when the cell was glued to the chip, was not successful, as small
leaks opened up in the feed-through after curing. It was after a second attempt, placing each glue barrier
horizontally and forcing new glue to flow into the leak under gravity for hours, did we pass the leak test.
5However, this design has a few records of unsuccessful release of Rb, including this experiment. The
remedy was unfortunately replacing the source tube and crossing fingers.
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Figure 2.3 Schematics of the vacuum system.
120℃, by various materials in use (notably the glue to seal the vacuum). We still achieved
a pressure of 3× 10−10 mbar when the chamber was just cooled down to room temperature
after a one-week bake-out. But the pressure started to increase, not stopping even after
days. The same phenomenon occurred after another bake-out for two weeks (Fig. 2.4(a)).
After pressure rose above 1×10−9 mbar in one month, we added another ion pump but only
to see 10% improvement, almost proportional to the added pumping power.6
We fail to understand this slow pressure rise after bake-out. A possible explanation is
some diffusion through the glue layer, notably of Helium. However, this contradicts with the
poor improvement from the added StarCell pump, which would have increased the pumping
speed for noble gases considerably. There could also be trapped minuscule air bubbles in
the various glues (due to imperfection in their preparation or curing) that slowly outgas
into the vacuum, although this could hardly explain the long timescale to reach equilibrium.
Nevertheless, we do know that the dominant outgassing source is located around the chip,
as shown in a strong dependence of the vacuum on the the chip temperature, also seen in
the cold atom lifetime below.
Trap lifetime As a consequence of the vacuum problem, the atom lifetime in the trap
is limited to 2 ∼ 3 s (Fig. 2.4(b)), even worse than the previous setup (∼ 5.7 s). This is
surprising since the vacuum levels measured by the same type of gauge (Leybold IONIVAC)
are comparable in the two setups, around 1.5×10−9 mbar. But the real pressure close to the
chip surface can indeed be much higher than what the gauge measures if the main outgassing
source is the chip itself.
The short lifetime limits us in various aspects. It is then necessary to have a faster (but
maybe compromised) evaporative cooling and faster transport. The achievable Ramsey time
6We added about 10 l/s due to the limited conductance, compared to the existing 100 l/s getter pump.
However, this specified pumping speed is only for nitrogen under certain pressure. The real increased pumping
power is hard to quantify.
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is also reduced, as analysed in the next chapter.
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Figure 2.4 (a) The pressure log of the vacuum chamber after bake-out (readout of a
gauge). The pressure eventually rose to ∼ 1.5 × 10−9 mbar after a few months. (b) Cold
atom lifetime in the clock trap, with the atom chip at different temperatures, controlled by
water-cooling circuit. Clear correlation with the temperature suggests that the out-gassing
of some chip components limits the vacuum level hence the atom lifetime.
2.1.3 Optical system
Here I summarise the optical setup for cooling, pumping and imaging the atoms. The optical
setup for the fibre cavities is described later in the dedicated section.
2.1.3.1 Geometry of fields
Let me start with an overview of the geometry of all relevant optical and magnetic fields,
shown in Fig. 2.5, to facilitate the perception of the experimental details. The reference
frame is consistent with that shown in Fig. 2.1, which we will use throughout the thesis.
The current sources used in TACC-1 are all unipolar, rendering the directions of fields
and polarisations of laser beams almost uniquely determined. In TACC-2, the transport of
atoms, achieved by a rotation of the magnetic trap (see Sec.2.2.2), requires at least one bias
B-field to change sign. In fact, later we found it necessary to switch the directions of multiple
fields, and we do have some freedom in choosing the field configuration in the end.
To illustrate the determination of field directions, I give one example of the optical
pumping. To prepare a pure state in one of our clock states |1,−1〉 and |2, 1〉 (we will note
the ground state manifold as |F,mF 〉), only the former is directly accessible through optical
pumping. Therefore the pumping beam is fixed to σ− polarisation and can only be delivered
through the detection beam path along ~x, due to limited optical access along ~y. The layout
of the optics (Fig. 2.8) determines that the MOT cooling beams along ~x can only have the
orthogonal polarisation. Therefore the MOT B-fields are also determined, et cetera.
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Figure 2.5 Geometry of fields. On the left, the stripline, dimple wire, and the fibre
cavity is sketched in our reference frame. Dimple current is inverted for the traps either
on the MOT site or on the cavity site. The reason is explained in Sec. 2.2.6.3. On the
right, cooling beams and B-fields for the MOT are depicted. For clarity, Macro-I is not
depicted, but its current is locally the same as the Macro-U at the MOT site. Note that
the polarisations are defined with respect to the coordinates, except that for the 45° beams,
the polarisation is defined with respect to the propagation direction. LF: low finesse or the
science cavity, detailed in Sec. 2.3.1. Andor and Ueye are two cameras.
2.1.3.2 Lasers
The optical table and the associated electronics are barely modified from the previous setup
[107]. Two SYRTE-made extended-cavity diode lasers (ECDLs) and a slave diode provide
the four frequencies and all six laser beams needed (as depicted in Fig. 2.5).
Frequency generation The frequency diagram of the lasers and their generations are
sketched in Fig. 2.6. All frequencies are referenced through the repumper laser to a standard
saturated absorption spectroscopy (SAS). The repumper is locked in between |F = 1〉 →
|F ′ = 1〉(1-1) and 1-2 transitions to easily access either transition for pumping and repump-
ing, respectively. The master laser (master in the sense for the slave diode) is locked to the
repumper by beat-note, hence more widely tunable, to generate either the cooling beams
near 2-3 transition, or the pumping beam at 2-2 transition. The layout of the optical table
is shown in Fig. 2.7(a).
Optical power The four cooling beams are powered by the slave diode and can deliver
∼ 10 mW power each. But as an ECDL has only 30 mW output power, for optical pumping
and detection, power is not ample. It is worth noting that the two optical pumping beams are
combined with the detection beams with polarising beam splitters (PBSs) before coupling
into the detection fibres (Fig. 2.7(a)). Therefore the powers of optical pumping and detection
are mutually exclusive in each direction: if all the detection power goes to ~x, then all the
pumping power will be in ~y. It may lead to power shortage in certain imaging configurations.
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acousto-optic modulator
Repumper for detection The repumper is previously only present in the 45° beams, so
that it does not enter the camera if used during the imaging. Otherwise it would compromise
the atom number estimation. In the new setup, imaging the atoms inside the cavity with
this repumper wouldn’t work since the 45° beams don’t enter the cavity. We have to send
repumper colinear with detection beam in ~y. To couple some repumper into the detection
fibres without losing too much power, it is first combined with the master pump beam line
with orthogonal polarisation (Fig. 2.7(a)), therefore mutually exclusive in their powers. This
temporary solution might also limit the available power in certain cases.
2D-MOT The existing laser bench has neither extra space nor power to feed the additional
cooling and repumper beams for the 2D-MOT. A small breadboard is set to have a minimalist
but stand-alone module to power the 2D-MOT. The layout is shown in Fig. 2.7(b).
Due to the relaxed requirement on the frequency or amplitude noise for the 2D-MOT
lasers, we implemented a simpler SAS to lock the repumper ECDL, by directly modulating
the diode current at 70 kHz. The cooling laser is a self-seeded tapered amplifier (TA) laser
(TAL-780-1000)[111], frequency locked by beating with the repumper. The small extended
cavity at the back side of the TA chip is of a cat-eye design. The spectral linewidth and the
output mode are worse than a standard ECDL, while sufficient for our 2D-MOT.
For simplicity, the push beam is split from the cooling beam, incapable of independent
frequency tuning. While a detuning might be optimal (see for example [112]), it works well
for us in this simple configuration. It turned out to be important though to focus the push
beam onto the 2D-MOT, which increases the flux reaching the 3D-MOT by a factor of 10
compared to a collimated push beam. Due to the long distance (∼ 0.7 m) between the
2D-MOT and the atom chip, the MOT loading is very sensitive to the push beam power,
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Figure 2.7 Layout of the optical table. (a) the main bench for cooling, pumping and
detection. (b) the 2D-MOT module. Laser beams are coloured by functionalities: green:
SAS; orange: offset lock; yellow: repumping; blue: optical pumping; purple: imaging; grey:
monitoring; red: cooling and others. ISO: optical isolator; HWP: half waveplate; QWP:
quarter waveplate; (N)PBS: (non-)polarising beam splitter; PD: photodiode.
2.1 Setup 37
exhibiting a clear optimum.
The characteristics of the atomic beam out of the 2D-MOT have not been rigorously
examined. But loading the mirror-MOT works reasonably well so that 107 atoms can bee
loaded in the MOT within 0.5 s, sufficient for our experiments.
2.1.3.3 “Optical hat”
The optical components around the vacuum cell and inside the µ-metal shield are home-
made to meet the spatial constraints and non-magnetic requirement, mostly inherited from
the previous setup. In the elegant design of our predecessors, components were pre-aligned
on an aluminium plate to be put around the vacuum cell as a hat. In our new situation
with the fragile fibres in place, the “hat” can only be assembled around the cell with great
caution.
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Figure 2.8 Schematics of the optics on the optical hat. The magnification in either
direction can be easily modified by changing the last lens (therefore not specified).
Imaging through cavity The layout of the optics has been adapted to the presence of
the cavity. The imaging beam along ~y axis, i.e. through the cavity, needs to be shaped to
avoid scattering on the fibres or the bridge. Beam shaping is done by imaging an aperture
(which properly cuts a collimated beam) to the atoms’ plane in the cavity. This plane is
again imaged to the CCD camera, completing the absorption imaging. At the same time,
however, atoms at the MOT site cannot be properly imaged with this camera. The imaging
scheme and other optics on the optical hat are sketched in Fig. 2.8.
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MOT fluorescence Having a real-time monitor of the MOT7 has been an omnipresent
and indispensable tool in many cold-atom labs. We managed to fit on the optical hat a
“finger” camera and a photodiode, to obtain a MOT image together with a fluorescence
signal on the photodiode during the MOT phase. This signal allows us to perform feedback
control of the MOT loading time, obtaining a more stable atom number in the molasses
phase.
2.1.4 Magnetic fields
The magnetic field stability in the trap centre is obviously crucial to the magnetically-trapped
atomic clocks. The optimal B-field differs from the magic field due to gravity and the
density shift, rendering the clock frequency even first-order sensitive to B-field fluctuations.
The fluctuation comes from the background field and the trapping field. For the former,
magnetic shielding and a careful control of materials present inside the shield are necessary.
For the latter, one requires highly stable current sources to generate the trap.
Shielding The two-layer µ-metal shields provide at least an attenuation of 3000 of the
ambient field, sufficient to bring the background fluctuation below a few µG, which can be
neglected at our target stability level. The design and characterisation of the shields have
been reported in Reinhard’s thesis [70] 4.5.
Magnetic materials Materials inside the shield will directly contribute to the magnetic
fluctuation. They also experience strong field variations from the coils that generate the
trap. Therefore ferromagnetic materials should be avoided as their hysteric response to the
field can compromise the B-field stability.
The TACC team has been meticulous about putting things inside the µ-metal, such as
designing all mirror mounts without springs, and measuring each screw with a gaussmeter.
But we noticed that in the previous setup several magnetic materials did escape the scrutiny,
including specially ordered (non-magnetic specified) but still magnetic fibre connectors (Di-
amond E-2000), and some nickel-containing thermistors. The residual magnetic field of the
E-2000 is from the spring that holds the mechanism, and can reach ∼ 100 mG in the vicinity.
But since the fibre connectors are relatively far from the atoms, we kept the springs for their
mechanical stability.
The thermistors pose a bigger problem as some are mounted on the copper block on the
chip, close to the atoms. Seemingly harmless when they are new, they can be magnetised
up to 1 G in their vicinity. Unfortunately, we initially installed this type of thermistors in
TACC-2, then suffered from a large residual field of ∼ 80 mG and a gradient of ∼ 50 mG/cm
in the molasses phase, with a slow decay. After discovering their evil effect and replacing
them with non-magnetic platinum-film thermistors, we reduced the residual field to 1.6 mG
(Fig. 2.9).
In the previous experiment a similar slow decay of B-field in the molasses phase was
observed, which was attributed to eddy currents in the shield. Compensation fields had
to be applied to get sufficiently cold molasses. I think the magnetic thermistors could be
another explanation.
7usually on an old-fashioned CRT monitor
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The biggest surprise was our custom-made piezo stacks for the cavity. After the fibre
cavities were assembled, we realised that they contain nickel due to manufacturer’s mistake.
We measured a field up to 20 mG in the vicinity of another sample, frightening us with the
possibility that the clock might never work. The relief came almost two years later when we
achieved a reasonable clock stability (see Sec. 3.1). It could be that magnetic hysteresis of
the piezo stacks is not so strong as to compromise the stability of the residual field.
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Figure 2.9 Residual magnetic field measured by MW spectroscopy after replacing the
nickel-containing thermistors.
Current sources For critical currents to generate the clock trap, we employ the SYRTE-
made low-noise current sources that are developed for TACC-1 in the PhD of F. Reinhard.
They can deliver up to 3 A, and have a relative rms noise (bandwidth from 20 Hz to 100 kHz)
below 4 × 10−6, with a long-term drift about 10−5 [70]. Therefore in the experiment, the
current stability is more likely to be limited by the digital control signal from a National
Instrument card with 16-bit resolution (1.5× 10−5).
The B-field fluctuation in the clock trap may well be contributed from all four currents
that form the trap, but the dominant contribution is most likely the dimple current, which
runs only about 20 mA, while the same source is required to reach 3 A in other phases. The
relative noise can be as high as 2 × 10−3 during the clock trap (due to the digital control
signal). Nevertheless, this can be easily improved in the future by another source dedicated
to low current for the clock trap.
In addition, we added home-made switches to almost all current sources to be able to
invert the polarity. The effect of these switches on the current stability remains to be studied.
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2.2 Cold atom preparation and interrogation
In this section I will describe some key steps in an experimental sequence and their optimi-
sation. A typical cycle is pictorially sketched in Fig. 2.10, and key parameters of different
magnetic traps are summarised in Tab. 2.1.
2.2.1 Laser cooling and optical pumping
Like other cold-atom experiments, the atom preparation starts with loading the 3D-MOT,
with the 2D-MOT illuminated simultaneously.
Then follows the compressed MOT, in which additional confinement is quickly turned
on to compress the cloud and bring it closer to the chip. This also determines the position
and size of the molasses. Further cooling in the molasses therefore allows more gain in the
phase-space density. The cloud can reach about 5 µK in the molasses, while being rather
close to the chip to facilitate loading into a magnetic trap.
At the end of the molasses short optical pumping is performed. As I mentioned, the
optical pumping beams at 1-1 and 2-2 transitions are in σ− polarisation. However, pumping
into the clock state |1,−1〉 cannot be 100% efficient, as the state |2,−2〉 is also a dark state
for the pumping beams and will be populated. Nevertheless, |2,−2〉 is not magnetically
trappable and is immediately lost in the first magnetic trap.
In principle, one should ensure a good purity of the polarisation for the optical pumping
to work. That means not only well-defined optical polarisations but also a well-defined bias
field (along ~x, i.e. Bx). Mysteriously, our predecessors have found a better pumping efficiency
with an impure polarisation. Let me go one step further and then return to the explanation.
After the optical pumping the atoms are loaded into the first magnetic trap. It can be
shown that an optimal loading, in terms of preserving the phase space density, can be found
for a harmonic trap with the same characteristic size and temperature as the molasses (see
[70] 2.3), and of course, with the trap centre well aligned with the molasses. Ideally it should
also be formed instantly to avoid adding entropy.
In practice, this trap (a dimple trap) is found with the maximum available currents since
the molasses is still far from the chip (about 1 mm). Turning on the B-fields and chip
currents requires some time (milliseconds) to avoid oscillations, due to the high currents and
limited bandwidth of the sources.
The obvious procedure is to first turn on Bx for optical pumping, after which we turn
on By and the two chip currents for the magnetic trap. However, strange as it may sound,
it turns out that turning on both B-fields simultaneously during the optical pumping phase
gives not only better loading due to shorter delay, but also higher efficiency of the optical
pumping. The impure polarisation due to the existence of B-fields in both ~x and ~y somehow
reduces the number of atoms ending up in |2,−2〉. As a result, we do find a slight leakage
in the trappable states |2, 1〉 and |2, 2〉. But the overall loading efficiency is much better.
After the first magnetic trap, if we were in TACC-1, we should then quickly tighten the
magnetic trap to perform evaporative cooling. And later ramp the trap into a shallow form
for clock interrogation. These are all carried out at roughly the same position, with the
principal confinement always provided by the stripline.
For TACC-2, the experiment is carried out in the cavity, which is 1 cm away from the
first magnetic trap. I will focus on this transport procedure in the following.
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Figure 2.10 Images taken in various steps during the transport, with corresponding
conceptual bottom views below. Images in the first row are taken along ~x and in the
second row along ~y through the cavity. The shaded boxes in the last two images indicate
the fibre mirrors (not visible in the images). The purple arrows indicate the imaging axes.
2.2.2 On-chip transport of atoms
2.2.2.1 The first magnetic trap
The first magnetic trap deserves a few more words, as it determines the available atom
number and phase-space density for later manipulation in magnetic traps. As I mentioned,
the first magnetic trap should be a harmonic trap, which is most easily realised by a dimple
trap. We use the maximum current in the crossed wires (stripline and dimple) together
with high current in the macro-I, trying to form the biggest possible trap. A dimple trap
is by design anisotropic (elongated in ~x). We can in principle increase the longitudinal (~x)
confinement by employing more wires parallel to the dimple, but the potential improvement
is marginal as they are also far apart.
In practice, the accessible dimple trap cannot perfectly match the molasses and its for-
mation cannot be instantaneous. Therefore the molasses is inevitably perturbed, and some
oscillatory dynamics can be observed if we hold it longer in this trap. It turned out better
to immediately modify the trap for the next step.
As will be detailed in the next section, the trap for the main transport is formed by
the central circular wire (dubbed Omega). To simplify the sequence and to gain in overall
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Table 2.1 Sequence of magnetic traps. ∆t: duration of the step, Istrip and Idim: stripline
and dimple current, By and Bx: bias field in ~y and ~x, d0: distance from trap centre to
chip surface, ωx,y,z: trap frequencies, B0: magnetic field at trap bottom
Steps ∆t Istrip Idim By Bx d0 ωx ωy ωz B0
(ms) (A) (G) (µm) /2pi (Hz) (G)
1st MTrap† 3 2.9 2.5 16.5 10.5 630 22 67 64 5.8
ramp 20 ↘ ↘ ∼ ↘
rotation 200 2 0 15 0 240 3.4* 61* 60* 0
paral. park. 20‡ 2 1.5 15 10 240 45 285 276 4.8
ramp 200 ↘ ↗ ↗ ↗
evaporation 1250 1.5 3 29 15 93 96 2.5k 2.5k 4.6
ramp 50 ↗ ∼ ↘ ↘
inter. trap 1 2.4 3 15.7 10 280 50 560 550 1.0
ramp 600 ↘ ↘ ↘ ↘
clock trap - 2.03 25m 9.25 3.36 420 4 110 120 3.2
† The first magnetic trap also requires a marco-I current of 14 A
* For this quadrupole trap, field gradients are instead shown in G/mm
‡ Time for each parallel park
efficiency, we directly form the first magnetic trap with the Omega wire, which is parallel to
and locally resembles the stripline at the MOT site. With a strong confinement along ~x, it
can form a dimple trap with a negligible effect from the curvature. It suffices to modify a
bit the compressed-MOT to form the molasses aligned with the Omega.
Current ramp-up From an experimental point of view, even for the ideally instantaneous
first magnetic trap, it is practically better to ramp the fields in the presence of electric
inductance. Any change in current too abruptly should be avoided, to minimise residual
oscillations and risks in high transient fields. A linear ramp is generally not optimal as the
second derivative at the beginning and the end of the ramp is still “infinite”.
We most often utilise a “turnOn” function, the lowest order polynomial function with
vanishing first and second order derivatives at the beginning and at the end. That is, from
t = 0 to the end of the ramp t = T , the field A varies as
A(τ) = Ai + (Af −Ai) · (6τ5 − 15τ4 + 10τ3) (2.1)
with τ = t/T between 0 and 1. Ai and Af are the initial and final values, respectively.
I shall note that without special notice, all transitions between different traps are realised
by ramping consisting fields in this “turnOn” manner. It is possible that the intermediate
properties of the trap are not optimal, but it turned out to work well in most situations.
Atom number stability The first magnetic trap is also crucial for obtaining a stable
number of atoms. The loading efficiency is strongly affected by the spatial overlap between
the trap and the molasses, while the latter is determined by the power balance of the cooling
beams. In the long term, power drift of the cooling beams slowly changes the molasses
position and hence the loading efficiency, which directly results in a reduction in the final
atom number. Therefore in practice it is often the beam balance that is tuned to optimise
the final atom number, especially in a daily or weekly practice.
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In short term (shot-to-shot) however, the origin of the position fluctuation of molasses
is more complicated and its effect on the final atom number more subtle. We haven’t yet
thoroughly studied this issue. Another major source of atom number fluctuation comes from
the MOT loading. We observe a strong atom number fluctuation in the molasses (up to 10%
peak-to-peak), most often related to the temperature in the lab. Luckily, the atom number
in the molasses is perfectly correlated with the fluorescence signal at the end of the MOT,
which allows us to control the MOT loading time to obtain a stable fluorescence. However,
for the atom number in the final magnetic trap, correlation with the fluorescence persists but
is not perfect, most likely due to the intervention of the position fluctuation of the molasses.
In the end, the shot-to-shot fluctuation in the final atom number remains considerable
(typically 4 ∼ 5% in standard deviation) and cannot be improved by the fluorescence feed-
back. This is worse than TACC-1, but we suspect that it is due to the 2D-MOT loading
scheme and the increased complexity in the first magnetic trap.
2.2.2.2 Rotation in a quadrupole trap
The main transport, bridging 1 cm distance between the MOT site and the cavity, is done
by trapping and moving the cloud along the circumference of the Omega. Current in the
Omega plus a bias field forms a quadruple trap, which can be understood by regarding the
Omega as a deformed U. The trap centre is close to the point on the circle to which the bias
field direction is perpendicular. One can therefore move the trap along the circle by turning
the bias field. A rotation angle θ is achieved by varying Bx and By as
Bx = −B0 sin θ, By = B0 cos θ (2.2)
where B0 is some field amplitude. Concerning the dynamics, θ is varied in time using the
turnOn function (Eq. 2.1). It turns out to be important to have no angular velocity and
acceleration at the beginning and the end of the rotation.
Between quadrupole and dimple To switch from the first magnetic trap (a dimple
trap), to the quadrupole trap for rotation, one needs to ramp off the dimple current and
Bx, because the rotation trap has no bias field in ~x in its initial position (otherwise it will
simply rotate). However, during the transition, before Bx is completely off, the trap centre is
displaced along ~x (imagine a quadruple trap experiencing a rotation of the total bias field).
We can observe centre-of-mass oscillations of the cloud along ~x after the transition.
This is also true when the rotation trap is transformed back into dimple, on the cavity
side. It might be possible to find an optimal ramp of the B-field that minimises this “rotation”
effect. But in the end, we adopted another approach:
• From the first magnetic trap to the rotation trap, we ramp off Bx and dimple as quickly
as possible. It turned out that the residual oscillation is smaller for a faster ramp.
• After the rotation to the cavity side, instead of transforming the quadrupole trap to a
dimple trap on the Omega, we first move the trap to the adjacent wire (S3), but we
keep it quadrupole using two perpendicular wires (B2 and B4). There is no Bx during
the process. Now as S3 is not bended, it is straight forward to ramp into a dimple
trap.
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Cloud temperature According to calculations [108], the tangential confinement of the
rotation trap is determined by the curvature of the wire and by the bias field. With our
accessible bias field, the tangential trap depth is about 500µK. One does have to consider
the initial temperature of the cloud to prevent excessive loss during the transport.
One strategy is to do some evaporative cooling before the transport. But we abandoned
this approach after realising that performing two evaporations will cost too many atoms and
too much time. Therefore we had a guideline that is to perform the transport as quickly as
possible. The initial temperature once loaded in the rotation trap, about 50µK, also turned
out not to suffer from high losses.
2.2.2.3 “Parallel parking”
As we can see from the chip layout (Fig. 2.1), between the Omega and the stripline there
are S3 and S4 in parallel, symmetric on both sides. The cloud is elongated along these
wires, therefore moving the cloud sideways was dubbed parallel parking. It is the principal
confinement of the trap that is switched between adjacent wires. It turned out to be sufficient
to ramp down and up the current in the adjacent wires simultaneously in a “turnOn” manner.
As there is a small variation in ~z of the trap centre during the transition, residual oscillation
along ~z occurs and depends on the ramping speed. A small delay between the ramp-down and
ramp-up can be tuned to minimise this oscillation. The longitudinal (dimple) confinement
is kept constant and sufficiently large. The parallel parking is almost lossless between two
dimple traps.
However, as I pointed out earlier, these parkings after the rotation from the Omega to the
stripline need to be tailored for the transition between quadrupole and dimple. Specifically,
we have the first parking from Omega (S2) to S3 in quadrupole traps, simply ramping
up current in S3 and B2+B4 (a U-type trap). The second parking to S4 transforms the
quadrupole trap to a dimple trap by ramping up the dimple current. Finally the last parking
to the stripline is done in dimple traps.
Once the cloud is trapped on the stripline we start the evaporation process, in which the
trap is strongly compressed. However, the efficiency of this compression is hard to directly
assess in terms of atom loss and adiabaticity, since the atoms in this trap are too hot to be
imaged with the time-of-flight (TOF) technique. Therefore, we optimise the compression by
measuring the atom number when the cloud is again decompressed into the clock trap. We
also observe that the efficiency of the evaporative cooling (assessing the atom number and
temperature in the clock trap) depends on the trap of the parallel parking, especially on the
longitudinal confinement (dimple current and Bx).
2.2.2.4 Summary and future improvements
In summary, I give an example of the overall transport efficiency in Table 2.2. There is
still room for improvement, notably in the initial loading into the rotation trap, and in
the parallel parking process. For the latter, we are in a compromise because a tighter
longitudinal confinement seems to be better for the pre-evaporation compression, while a
weaker confinement works better for the transition between quadrupole and dimple traps,
but a better clever trap ramp is certainly possible.
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Table 2.2 A summary of transport efficiencies
Steps or conditions duration (ms) final atom number (a good example)
MOT + molasses ∼ 1500 2.9× 107
1st MTrap 3 2.6× 107 *
ramp to rotation trap 15 1.6× 107
(hold in the rotation trap) 200 1.1× 107
rotation 200 9.1× 106 **
park to S3 (quadrupole) 20 7.2× 106
park to S4 (dimple) 20 6.7× 106
park to stripline 20 6.6× 106
* This is the number instantly after trap formation, still containing some atoms that are not trap-
pable and later expelled.
** This is an underestimation. It is actually measured after a 90◦ rotation and back taking in total
400 ms.
2.2.3 Evaporative cooling
With atoms in the highly-compressed evaporation trap, we perform forced evaporative cool-
ing to reach ultracold temperatures, even to BEC. The key is to achieve high collision rate for
thermalisation and a well adapted RF radiation to remove the hot atoms in time. With atoms
in |1,−1〉, the RF radiation is blue-detuned from the Zeeman splitting between |1,−1〉 and
the untrappable |1, 0〉, capable of expelling atoms with higher energies, effectively reducing
the trap depth.
By sweeping the RF frequency closer to the Zeeman splitting, while allowing sufficient
time for the atoms left in the trap to reach thermal equilibrium, the atoms are cooled down.
It can be shown that the optimal frequency sweep is very close to an exponential function
in time [113]. In addition, the power of the RF radiation is ramped down at the end of
the frequency ramp. Previous optimisations arrived at a two-step linear ramp-down of the
RF power. The RF radiation is provided by a SRS DS345, using its internal exponential
frequency sweep (external trigger) and analogue amplitude modulation to control the power.
In TACC-2, due the reduced lifetime, we tried to further increase the collision rate
by using an even tighter evaporation trap (typical trap frequencies {ωx, ωy, ωz} ∼ 2pi ·
{0.08, 1.8, 1.8} kHz), reducing the evaporation time from previously 3 s to 1.25 s. The fi-
nal atom number and temperature are not too much compromised.
Dependence of the final temperature on initial atom number We noticed clear
dependence of the final atom temperature on the initial atom number, though it is not
reported by our predecessors. In other words, the evaporation is sensitive to the initial
condition (most likely density). Fig. 2.11(a) shows a similar dependence for different final
frequencies of the RF sweep (i.e. final temperature). It is however not due to the fact
that we are doing the evaporation faster, as this dependence persists for longer evaporation
(Fig. 2.11(b)).
In more recent data (not shown), this atom number dependence seems to be weaker.
It deserves further investigation as it renders the clock stability more sensitive to technical
noise.
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Figure 2.11 Atom number dependence of the atom temperature after evaporation. The
final frequency of the RF sweep is varied in (a), while the sweep time is varied in (b). the
near-linear dependence on the atom number has prevailed.
2.2.4 The clock trap
As analysed in Sec. 3.1.4.1, the optimal clock trap is a compromise between strong con-
finement along ~z to compensate the gravitational sag, and low atomic density to minimise
the density shift. We arrived at an extremely elongated trap, eventually constrained by the
cavity geometry.
The position of the cavity imposes further constraints. The relatively long distance
(∼ 420µm) from the chip surface limits the achievable transverse confinement. The clock
traps used in this thesis have trap frequencies {ωx, ωy, ωz} ∼ 2pi · {4, 120, 110} Hz. ωz is
slightly lower than ωy due to the gravitational sag.
2.2.4.1 Displacing the trap
In principle, as a normal dimple trap, the clock trap only employs currents in the stripline
and the dimple, with bias fields By and Bx. However, properly aligning the cloud with the
cavity mode requires additional complexity of the clock trap. For instance, Bz is needed
to displace the trap along ~y.8 The optimisation of the trap position using the atom-light
interaction will be shown in Sec. 3.2.3.
In addition, the trap position in ~x exhibits an asymmetry due to imperfections in the bias
fields (mostly in By). The displacement with respect to the dimple wire (hence the cavity
centre) can reach hundreds of µm, when the dimple confinement becomes extremely weak.
It prevents us from exploiting the most shallow trap along ~x accommodable in the cavity.
In order to centre the trap along ~x, we have to employ another base-chip wire (B2) crossing
the stripline, with current running in the same direction as in the dimple. The magnetic
simulation is not accurate enough, and the current is experimentally tuned.
8Unluckily, the Bz needed is in the opposite direction as for the MOT, requiring to invert Bz as well.
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2.2.4.2 Residual oscillations
At the end of the evaporation, the trap is decompressed into the shallow clock trap. This
decompression should be adiabatic to avoid excitation. For a linear decompression of a
harmonic trap of frequency ω/2pi, the adiabaticity condition can be formulated as ω˙  ω2
[114].
In our case, the decompression is also associated with a displacement of the trap position
(about 330 µm in ~z moving away from the chip, and about 200 µm in ~x due to asymmetry
mentioned above). This makes the adiabaticity criterion difficult to fulfil, especially for the
trap displacement when very low trap frequencies are approached.
In practice, we assess the residual centre-of-mass oscillations in the clock trap to opti-
mise the decompression. These oscillations should be minimised as they contribute to the
inhomogeneity-related decoherence.
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Figure 2.12 Residual oscillations in the clock trap. A pi/2 pulse is applied once the
decompression is finished to mimic a typical experimental cycle, but only |F = 2〉 is detected
after a variable trap time (to avoid using ARP (Sec. 2.2.7.1)). Oscillations in ~x (first
row) and ~z (second row) are measured in different timescales and with different TOFs
(2 ms and 10 ms, respectively). We compare mainly two intermediate traps: the one
used in TACC-1 (#1, trap frequencies {50 Hz, 550 Hz, 550 Hz}) and a tighter one (#2,
{55 Hz, 1040 Hz, 1040 Hz}) that has a large displacement in the second step. The tightest
trap (#3) aligned with the clock trap ({38 Hz, 200 Hz, 200 Hz}) seems not tight enough,
causing larger oscillations. We also vary the ramp of the second step by changing , clearly
for  = 0.25 (a) the ramp is too fast at the beginning, causing a larger oscillation compared
to  = 0.3 (b). Oscillations in ~x is not so strong. Data are shifted in the horizontal axis
intentionally for visual clarity.
Two-step decompression In TACC-1 this issue is addressed by ramping the trap in two
steps. The first step, rather short, ideally displaces the trap centre to its final position while
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keeping the trap tight. This intermediate trap has frequencies {50, 550, 550} Hz. The second
step performs pure trap decompression, and the decompression has to be slower and slower
as the trap being opened. The only problem at the time was the residual displacement of
trap centre along ~x in the second step, which results in oscillations in ~x (see Dugrain’s thesis
[115] 2.4).
The adiabaticity is ensured by ramping the trap in a modified form of the integrated
Blackman profile [116]:
A(τ) = Ai + (Af −Ai) ·
(
τ  − 2542pi sin(2piτ
) + 121pi sin(4piτ
)
)
(0 ≤ τ ≤ 1) (2.3)
where again τ = t/T is the normalised time of a ramp duration T . The exponent  = 0.3
basically rescales the time in a power law, implementing a ramp that slows down.
In TACC-2, we started with the old intermediate trap of TACC-1, which is not expected
to be optimum since it is not aligned any more with the final trap, which is further away
from the chip surface (∼ 420 µm instead of ∼ 300 µm). A large displacement along ~z takes
place in the second step of slow decompression. We indeed observe visible centre-of-mass
oscillations along ~z (Fig. 2.12, trap #1).
However, following the idea of the two-step ramp, even the tightest trap available at
the cavity position is not tight enough to keep the process adiabatic (trap #3 in Fig. 2.12),
causing even bigger oscillations. Slowing down the first step doesn’t help as it somehow only
turns the centre-of-mass oscillations into shot-to-shot fluctuations of cloud position, without
reducing the magnitude.
With some trial and error, we found it better to have a tighter intermediate trap even
it would be further away from the final trap, showing that it was the first step that was
the major cause of the oscillation in ~z (trap #2 in Fig. 2.12). The second step should then
be improved as there is now a large displacement in ~z. Increasing the exponent to  = 0.3
further reduces the oscillation, meaning that the initial ramp of the second step was too fast.
This modification makes the ramp slower at the beginning but faster in the end (compared
to  = 0.25). Luckily we haven’t observed bigger oscillations in ~x.
2.2.5 Interrogation photons
As outlined in Sec. 1.1.2.2, the clock transition between the clock states |↓〉 ≡ |1,−1〉 and
|↑〉 ≡ |2, 1〉 requires two photons in σ+ polarisation, via an off-resonant intermediate state
(|2, 0〉). Therefore one photon close to the hyperfine splitting (about 6.834 GHz) and the
other close to the Zeeman splitting in RF, generated by a home-made frequency chain and
a direct digital synthesizer (DDS), respectively. The detuning to the intermediate state is
about 500 kHz, which sets an upper bound for the Rabi frequency between the clock states.
2.2.5.1 Microwave chain
As shown in Sec. 1.1.3.3, the LO phase noise is crucial to reach metrological level of precision.
The challenge is predominantly on the MW source, since it is up-converted from a low-
frequency reference, and the phase noise simply scales up.
Our MW source is a home-made low noise synthesiser, referenced to the stable 100 MHz
reference available at SYRTE [117]. The architecture is presented in Fig. 2.13. The principle
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Figure 2.13 Schematics of the generation of MW and RF photons. Only a simplified
scheme of the MW chain is shown. The DDS1 is temporally a Rigol DG1032Z, with
frequency-shift keying (FSK) functionality. DDS2 is based on AD9910, allowing faster
switching between 8 stored output profiles. OCXO: oven-controlled crystal oscillator;
NLTL: non-linear transmission line.
is to phase lock a dielectric resonator oscillator (DRO) running at 6.434 GHz to the 100 MHz
SYRTE reference, buffered by a phase-locked quartz oscillator. A stable 6.4 GHz signal is
generated by the quartz reference through non-linear process to lock the DRO, with a tunable
offset about 34 MHz provided by a DDS. The stabilised DRO then drives the output mixer
(LO port), and another 400 MHz signal (also derived from the quartz oscillator) powers (IF
port) the final output at the clock frequency.
Phase noise and upgrade The phase noise of the chain has been measured previously by
beating two quasi-identical copies. The Dick effect in TACC is most sensitive to LO phase
noise at sub-Hertz level (see Sec. 3.1.2), where the phase noise of the SYRTE reference signal
dominates over the noise added by the chain [50]. I shall note that this reference is stable
in long term as it is a Hydrogen maser locked to the atomic fountain clock, but suffers from
higher frequency noise during the transmission. The local quartz (Wenzel 501-04516D) is
locked to the SYRTE reference up to 100 Hz, since its phase noise outperforms the reference
above this frequency.
Improving the LO can obviously alleviate the Dick effect. We have recently replaced
the original quartz with a new one from NEL frequency controls Inc., a 100 MHz oscillator
internally multiplied from a 10 MHz crystal.9 It has a lower phase noise than the SYRTE
910 MHz crystals generally have better close-in phase noise than 100 MHz crystals.
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reference from about a few Hz. Therefore we can slightly improve the MW phase noise by
locking the chain to the SYRTE reference with a lower bandwidth. However, it turned out
that we have to keep a locking bandwidth of 10 Hz, then the slight improvement in phase
noise above 10 Hz will have a negligible effect on the Dick effect.
Amplitude dependence of the MW phase We encountered a mysterious phase shift
when performing a Ramsey sequence with two pi/2 pulses in different powers (i.e. Rabi
frequencies). For example, two pi/2’s supposedly phase continuous, don’t bring atoms from
|↓〉 all to |↑〉, and it turned out to be a pure phase shift between the two pulses (Fig. 2.14(a)).
One does not encounter this problem using the same power for the two pi/2 pulses.
We later realised that the phase of the MW chain output depends on the output power.
As shown in Fig. 2.13, the power control of the output is achieved by controlling the power
of the 400 MHz arriving at the IF port of the final mixer. This is again done with a voltage
variable attenuator (Minicircuits TFAS-1SM+). This device, however, introduces strong
phase imbalance depending on the control current (Fig. 2.14(b)). We did not perform a full
calibration of this dependence as we would not need to vary the power arbitrarily. But one
has to keep this in mind and find the phase offset at the particular power setting.
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Figure 2.14 Amplitude dependence of the MW phase. (a) Ramsey fringes with the first
pi/2 pulse of duration 72 ms, while the second pi/2 pulse at a different Rabi frequency
(varying power). There is a clear phase shift for pulses with different powers. (b) The
phase shift of the variable attenuator (TFAS-1SM+) as a function of control current, data
taken from the datasheet.10
2.2.5.2 RF photon
Fine control of the clock LO frequency and phase is more easily achieved via the RF photon,
which is generated directly by a DDS. The phase noise of the DDS is negligible as the
frequency is down-converted from the stabilised 100 MHz reference.
Fast phase shifting TACC-1 has been exclusively using SRS DS345, with a timebase
of 40 MHz derived from the chain. These devices, despite their excellent phase noise, do
10datasheet from https://ww2.minicircuits.com/pdfs/TFAS-1SM+.pdf
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not have the capabilities of switching or modulation of frequency and phase with external
control, except through GPIB communication which is very slow.
In TACC-2 we have been exploring sequences more complicated than the constant in-
terrogation pulses, requiring fast control of frequency, phase and amplitude. We therefore
utilise a DDS AD9910, which can store 8 output profiles (independent frequency, phase and
amplitude) that can be selected in real time. The switching is phase continuous, and sta-
bilises within 1.5 µs (at 1.7 MHz output). A home-made controller allows to toggle between
these profiles with a single trigger. It adds a delay of 100 ns, negligible for our application.
2.2.5.3 Field inhomogeneity
The excitation fields delivered by the chip wires are intrinsically inhomogeneous, as the field
strength decays away from the conductor. We can have simple estimations of the major
inhomogeneities. Let us first recall the two-photon Rabi frequency (Eq. 1.14)
ΩR(r) =
Ωmw(r)Ωrf(r)
2∆i(r)
(2.4)
where now the Rabi frequencies of the MW (Ωmw) and RF (Ωrf) field, and the detuning
to |2, 0〉 are all position dependent. ∆i(r) arises from the linear Zeeman shift of states |↓〉
and |↑〉 with respect to the magnetically-insensitive intermediate state. The Zeeman shift is
inhomogeneous due to the trapping potential, which has a variation (rms) of σ∆B ≈ kBT2~ ≈
2pi · 2 kHz for our typical temperature T = 200 nK. The variation of the Rabi frequency for
∆i ≈ 2pi · 500 kHz is
σΩ
ΩR
≈ σ∆B∆i ≈ 4× 10
−3 (2.5)
This inhomogeneity is symmetric about the trap centre in all directions (temperatures can
be different).
Let us then consider the RF field. Delivered through a nearby wire (S6) parallel to
the stripline, the inhomogeneity in the longitudinal direction ~x can be neglected since the
wavelength is extremely long. Transversely, the inhomogeneity can be estimated simply by
using the Biot-Savart law of an infinite-long thin wire. The B-field magnitude is
Brf ≈ µ02pi
Irf
r′0
(2.6)
where Irf is the current of the RF. We define r′ as the direction from S6 to the cloud, and
r′0 =
√
z20 + d2S6 ≈ 520 µm with z0 the distance from the cloud to the chip surface (or to the
stripline) and dS6 = 300 µm the distance between the stripline and S6. The gradient of the
B-field determines the gradient of the Rabi frequency Ωrf (along r′):
∂r′Brf = −µ02pi
Irf
(r′0)2
= −Brf
r′0
⇒ ∂r′Ωrf ∝ Ωrf
r′0
(2.7)
Therefore the inhomogeneity of the Rabi frequency across the cloud width (thermal distri-
bution with σz ≈ σy transversely) reads:
σΩ
Ωrf
∣∣∣∣
r′
≈ σz
r′0
≈ 7520 = 1.3× 10
−2 (2.8)
52 Chapter 2. Experimental methods
where we have assumed a cloud of 200 nK with trap frequency ωz = 2pi · 110 Hz.
For the MW, the field is determined by the transverse mode of the CPW. We can never-
theless estimate it by the field of three infinite-long thin wires, with Imw in the stripline and
−Imw/2 in the two ground wires (d = 170 µm from the stripline). Due to symmetry, at the
trap position (z0 above the stripline), the field vanishes in ~z, so does the field gradient in ~y.
Therefore we can consider the field strength along ~y only:
Bmw ≈ µ0Imw2pi
( 1
z0
− z0
z20 + d2
)
(2.9)
and the gradient along ~z:
∂zBmw = −µ0Imw2pi
d2(3z20 + d2)
z20(z20 + d2)2
= −Bmw 3z
2
0 + d2
z(z20 + d2)
(2.10)
Similarly, we have the inhomogeneity across the cloud:
σΩ
Ωmw
∣∣∣∣
z
≈ σz
z0
3z20 + d2
z20 + d2
≈ 4.5× 10−2 (2.11)
In ~x, the situation is more uncertain. We know that there can be a standing wave in
the CPW, and in the worst case, the cloud sits in between a node and an anti-node. The
variation would be
σΩ
Ωmw
∣∣∣∣
x
= 2piσx
λmw/2
≈ 2pi · 120 µm0.5 · 4.38 cm = 3.5× 10
−2 (2.12)
where λmw is the wavelength of the MW and σx the thermal width along ~x. A trap frequency
ωx = 2pi · 4 Hz and a different temperature Tx ∼ 100 nK are assumed. Note that this only
gives an upper bound. Apparently, the MW inhomogeneity along ~z is dominant. We shall
see below its consequences in the experiment.
Experimental evidence We have observed evidence of the field inhomogeneity. We apply
a pi pulse after preparing the atoms on the equator of the Bloch sphere, where the transition
probability P↑ is more sensitive to the pulse error of the pi pulse. Consider a strongly
inhomogeneous field and a short pulse such that the atoms are static during the pulse. For a
pulse area pi on average, atoms closer to the chip experience a larger pulse area, therefore are
driven below the equator, contributing more to the atoms detected in |↓〉. As a result, the
average position of the detected atoms in |↓〉 will be closer to the chip, compared to those
detected in |↑〉. So we expect to measure a separation in the average position of the two
states. As the atoms are actually oscillating in the trap, measuring their average position
over time should reveal an “oscillation”, out-of-phase for the two states.
We indeed observe these apparent oscillations of the two states, when the pi pulse lasts
only a fraction of the oscillation period along ~z (Fig. 2.15(b)). Note that this is not real
centre-of-mass oscillation but position-dependent spin polarisation across the cloud. This
effect is absent when the pulse is sufficiently long or a multiple of the oscillation period
(Fig. 2.15(c)), as the oscillation of the atoms averages out the field inhomogeneity.
It’s worth noting that this spatiotemporal oscillation of spin polarisation has been used
previously in TACC-1 to study spin waves and collisional frequency shift [49]. However,
to achieve homogeneous excitations, we learn that the oscillation period along ~z sets the
minimum timescale for the MW pulses.
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Figure 2.15 Evidence of the inhomogeneous excitation field. We prepare the atoms on
the equator of the Bloch sphere by a 70 ms pi/2 pulse, resulting in small centre-of-mass
oscillations (a). The data of state |↑〉 are shifted horizontally by 2.5 ms to account for the
time delay between the release of the two states. Strong “oscillations” appear if we apply
a short pi pulse (b). These oscillations are in fact position-dependent spin distribution
due to the pi pulse inhomogeneity. The “oscillations” of the two states are not completely
out-of-phase, possibly due to residual centre-of-mass oscillations. (c) If we instead apply a
pi pulse with the duration of 8.9 ms, which is exactly a trap period (in ~z), the oscillations
disappear. The curves are sinus fits to guide the eye.
2.2.6 Interrogation pulse tuning
Here I briefly describe the basic tuning procedures of the interrogation pulse, normally to
realise a pi/2, a pi or any arbitrary rotation. A rotation is determined by the frequency,
phase, and area of the pulse, where the area means the integration of amplitude over the
pulse duration. As detailed in the following, the amplitudes of both the MW and RF have
to be individually tuned, while the frequency and phase tunings are done only in the RF.
2.2.6.1 Magic field
The magic field can be easily found by fitting the quadratic relation between the transition
frequency and the applied bias field Bx (Eq. 1.10, Fig. 2.16(a)). A series of simple Rabi
spectroscopy suffice as long as the pulse length is not completely wrong. The pi-pulse duration
(pi/ΩR where ΩR is the Rabi frequency) does have an approximately linear relation with the
Bx (Fig. 2.16(b)). The reason is that as we fix the MW frequency but only vary the RF
frequency, the detuning to the intermediate state varies linearly as a function of the bottom
field due to the Zeeman shift of the clock states. ΩR is hence inversely proportional to Bx,
so is the pi-pulse length proportional to Bx. However, this relation is not precise as the bias
field also affects the trap position with respect to the chip surface.
Finding the magic field also helps to identify the two-photon light shift (see below), since
we know from theory the clock transition at the magic field. A coarse tuning of the light
shift compensation would be simply to approach the resonance of the Rabi spectroscopy to
the theoretical value, if one starts from scratch.
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2.2.6.2 Detuning and pulse length
At a given bias field, and with the coarsely found clock frequency, we can observe Rabi
oscillations by varying the pulse duration. By fitting the oscillations we determine the
duration for a pi pulse or any other pulse. We can then perform a Ramsey spectroscopy to
determine the resonance frequency more precisely.
However, the frequency we found can be still perturbed by the two-photon light shift. We
can compensate the light shift by the balance of the amplitudes of RF and MW fields (see
below). Once the light shift compensated, can the frequency and pulse duration be tuned
definitively. Multiple iterations might be needed if one starts far from optimum.
For a very short pulse, the thermal motion in the trap need to be respected, due to the
MW inhomogeneity (Sec. 2.2.5.3). This means that we lose the freedom to tune the pulse
area by fine tuning the pulse duration. On the contrary, the pulse duration is fixed to a
multiple of oscillation period in ~z, while the pulse area is tuned via the amplitude.
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Figure 2.16 Typical data of RF pulse tuning procedure. (a) Transition frequencies found
by Rabi spectroscopy, as a function of the bottom field (Bx). A quadratic fit reveals the
magic field (experimental value). (b) pi-pulse lengths measured through Rabi oscillations,
as a function of Bx. They roughly follow a linear relation.
Amplitude transient In determining the pulse duration by fitting Rabi oscillations, we
assume a constant Rabi frequency. Obviously the more oscillations, the better can we de-
termine the Rabi frequency. However, there is transient variation both in the MW and RF
fields after switching on, probably due to thermal effects in the RF switch and in other
components. It is observed as a slow increase in amplitude, about 0.6% in amplitude for the
RF, but can be as large as 2.5% in amplitude for the MW for a short but strong pulse.
This transient not only compromises the pulse-length tuning, as it introduces a systematic
error if we use multiple Rabi oscillations to fit the Rabi frequency, but also renders the
composite pulse imperfect (Sec. 4.2.2), as the constituent pulses will be intrinsically different
in amplitude. In the future, we can apply feedback to stabilise the MW power, although a
fast feedback during the pulse might be challenging.
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2.2.6.3 Amplitude: two-photon light shift
Both the MW and RF fields induce light shift on the clock states. In theory, assuming an
equal composition of σ+ and σ− polarisations in the driving fields, the RF photon produces
no net light shift on the clock transition (see [70] 3.1.3). But in practice, the polarisation of
the field is not ideal and the RF field does induce a light shift, actually allowing to compensate
the light shift induced by the MW, if they have opposite signs. The sign of the RF light
shift, is determined by the polarisation. Without in-depth understanding, we discovered that
delivering the RF photon through a chip wire on different sides of the stripline, induces light
shift of opposite signs. One simply has to choose the correct wire.
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Figure 2.17 Typical data of two-photon light shift compensation, by varying TR (a), or
by letting RF or MW field on during TR (b).
Note that this light shift compensation is not like those called “magic” (such that the
light shift would be first-order insensitive to the fluctuation of the field amplitude). It is
simply the crossing of two linear dependences, so that the light shift of either field is still
linearly sensitive to amplitude fluctuations.
The two-photon light shift can be identified by performing Ramsey spectroscopy with
different Ramsey times (TR). For example, if the atomic transition is not perturbed during
the pulse, the central Ramsey fringes for different TR should all align, since it is simply
the true atomic transition (Fig. 2.17(a)). Otherwise, the LO is only on resonance with the
perturbed clock transition (as we “calibrated” the pulse), while the atoms will evolve at
the unperturbed frequency during the Ramsey time, acquiring a phase depending on TR.
Therefore the central fringes for different Ramsey times generally do not align.
One can therefore tune the amplitude ratio of the RF and MW while preserving their
product (hence ΩR), until the central Ramsey fringes align for any Ramsey time.11 Or more
precisely, we can determine the light shift of the RF or the MW separately, by comparing
a normal Ramsey sequence with one keeping either the RF or the MW field on during the
Ramsey time, respectively. As the pi/2 pulses are in common, the difference between the
central fringes directly indicates the frequency shift during the Ramsey time. By running
three Ramsey spectroscopy sequences (normal, RF on during TR, and MW on during TR),
11Precisely speaking, even without light shift, the central fringes still differ slightly for different TR, due to
the density shift and the atom loss during the sequence.
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we obtain the ratio between the RF and MW light shifts, which can be then immediately
balanced (Fig. 2.17(b)).
2.2.7 Absorption imaging
At the end of the sequence, the trap is switched off, and the atoms (in |F = 2〉) are imaged
by a detection beam resonant on the F = 2 → F ′ = 3 cycling transition. A second image
(bright frame) is subsequently taken with the atoms removed. Two frames combined obtain
the absorption image of the atomic cloud. The absorption is governed by the atomic density
n integrated over the imaging axis (column density), as e.g. imaging along ~y:
dI
I
= −n(x, y, z)σ(I) · dy (2.13)
where I is the intensity of the imaging beam. σ(I) is the absorption cross-section of the
cycling transition, dependent on the saturation and detuning δ of the imaging beam
σ(I) = σ01 + I/Isat + (2δ/Γ)2
(2.14)
where Γ is the natural linewidth of the transition, Isat = ~ωΓ/2σ0 the saturation intensity,
and σ0 = 3λ2/2pi. We obtain the column density in a unit area knowing the intensity Ibr
before the absorption (bright frame) and after the atoms Iim (image frame):
n(x, z) =
∫
n(x, y, z)dy =
∫ Iim
Ibr
dI
σI
= 1 + (2δ/Γ)
2
σ0
ln
(
Ibr
Iim
)
+ 1
σ0Isat
(Ibr − Iim) (2.15)
where the second term accounts for the transparency due to saturation at higher intensities.
We shall work in a regime I ∼ Isat where the contributions from the two terms are com-
parable. It has the advantage to achieve high signal-to-noise ratio (SNR) even for a high
optical depth [118]. We see later that the detection noise due to PSN is also minimised in
this regime. Applying Eq. 2.15 to an area A of a pixel allows to obtain the atom number
per pixel from the camera counts Ncc, which is related to the intensity as
Ncc = GNe = GηNph = Gη
IAτd
~ω
(2.16)
where Nph and Ne are the number of photons and photoelectrons, respectively. G denotes
the electronic gain of the sensor and η is the overall conversion that includes optical losses
and the quantum efficiency (QE) of the sensor. τd is the duration of the imaging pulse.
Therefore, the atom number from a particular pixel reads (δ = 0):
N = A
σ′0
ln
(
N∗br
N∗im
)
+ 2
GητdΓ
(N∗br −N∗im) (2.17)
Here N∗im and N∗br denotes the “corrected” counts of this pixel in the image and bright
frame respectively, namely removing the dark counts12 and normalising the overall power
of the imaging beam in the two frames (using a region containing no atom). Note that the
cross-section σ′0 differs from the theoretical value due to imperfect polarisation and wrong
transitions (from the cycling transition) that the atoms initially see.
12Dark current of a CCD, while negligible for a CMOS
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Cameras As depicted in Fig. 2.5, we can perform absorption imaging along ~x for atoms
at the MOT site and along ~y for atoms in the cavity. The imaging along ~x serves only
for characterisations, hence we use an economic industrial camera (IDS uEye® UI-3070CP),
which has a CMOS sensor (Sony IMX252) with high resolution (3 MP), high dynamic range
(71 dB, not reached due to the 12-bit ADC), high frame rate (120 fps), and reasonable QE at
780 nm (32%). Although it cannot perform fast frame transfer13 nor interline frame trans-
fer14 compared to other high-end CCD cameras that are commonly employed for absorption
imaging, the fast frame rate of CMOS still allows to obtain good absorption images (see
Fig. 2.10, first row).
Imaging along ~y requires low-noise detection for clock operations in the cavity. We use the
same camera as in TACC-1 (Andor iKon M934-BRDD) which has been thoroughly calibrated
previously [72]. The CCD has a QE ∼ 95% and is operating at −60℃ to reduce electronic
noise and dark current, such that the noise is dominated by PSN. It can perform fast frame
transfer, allowing us to take two images with ∼ 5 ms delay.
Due to the limited NA of the imaging lens (and half obstructed by the atom chip),
we have to let the cloud expand for a sufficient TOF before imaging, to avoid fringes due
to diffraction. For a thermal cloud the minimum TOF is about 1 ms, while for a BEC,
diffraction fringes are visible until about 5 ms TOF.
2.2.7.1 Double detection and adiabatic rapid passage (ARP)
To detect the two clock states separately, one traditionally performs a “double detection”
scheme. |F = 2〉 is first detected, while during the bright frame, repumper is added to detect
|F = 1〉. The two states are spatially separated due to the free fall during the time delay
between the two images. Therefore, the second image still provides a bright frame for |F = 2〉
while the first image provides the bright frame for |F = 1〉.
The drawbacks of the double detection include the vulnerability to power and frequency
fluctuations between the two images. Furthermore, the detectivity of |F = 1〉 is different from
that of |F = 2〉 due to the process of repumping, especially apparent for a short detection
pulse or in a dense cloud. All these contribute to the uncertainty in determining P↑.
Another state-resolved detection method developed in TACC-1 is the ARP that quickly
transfers all atoms in |↓〉 into |2, 0〉, starting to fall subsequently. Atoms in |↑〉 stay trapped
and are released later such that they are spatially separated from the atoms in the other
state. The image frame then contains both clouds simultaneously. Technical noise between
the image and bright frames is common to both states. The difference in detectivity of
|↑〉 and |2, 0〉 are negligible as they are both quickly pumped to the cycling states. For a
quantitative comparison between double detection and ARP, see [119] 3.4.1.
The adiabatic transfer is ensured by a strong MW through the CPW, sweeping adia-
batically through the transition. In practice we sweep the transition frequency instead, by
varying the bottom field (Zeeman shift) in an integrated Blackman profile. The power of
the MW is also ramped in a Blackman profile. We achieve 100% efficiency with uncertainty
limited by the detection noise.
It’s worth noting that one should also make sure that all atoms are removed before the
13Electrons in half of the sensor can be quickly transferred to the other half, as a temporal storage. It
allows obtaining two images using half of the sensor area with very short delay.
14Each pixel contains a masked well that can store one image. Two images can be acquired consecutively.
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bright frame, either by a sufficiently strong imaging pulse or by a dedicated push beam.
Otherwise atoms in |↑〉 that are not removed may coincidentally falls into the region where
the atoms in |2, 0〉 were, introducing an error in atom number.
In TACC-2, however, we are restricted to ARP for a precise atom number measurement
in the cavity. As mentioned in Sec. 2.1.3.2, using repumper in detection along ~y causes
problems since the repumper also enters the CCD. In double detection, the optical powers
in the image and bright frames are drastically different. The power of the repumper is not
precisely known in each shot, so it cannot be removed from the calculation to obtain an
accurate atom number. Hence, we will only use the double detection scheme when ARP is
not accessible. On the other hand, our ARP scheme involves a sweep of bottom field which
perturbs the magnetic trap. This affects e.g. the measurement of temperature in ~x through
TOF. We shall use the double detection for these types of measurement where a precise atom
number is not crucial. Alternatively, one can implement a MW frequency sweep for the ARP
to avoid such imperfection.
2.2.7.2 Detection noise
Here I briefly discuss the detection noise of the imaging system. The primary noise source,
for the Andor camera working at −60℃, is the PSN. Precisely speaking, it is the shot noise
of the photoelectrons – σ2(Ne) = 〈Ne〉 – that corresponds to fluctuations in the intensity
σ2(I) = ~ω
ηAτd
〈I〉 (2.18)
We can have an estimate of the PSN through Eq. 2.15:
σ2(n(x, z)) = ~ω
ηAτdσ0
(
Ibr + Iim
IbrIim
+ 4
Isat
+ Ibr + Iim
I2sat
)
(2.19)
which reaches a minimum when
Ibr =
Isat√
1− a, with 1− a =
Iim
Ibr
(2.20)
This suggests that it is always preferable to work with I & Isat, even for a small optical
depth. We also see that the area A of the pixel, or practically the magnification of the
imaging, also influences the PSN. The practical limit is the saturation of the CCD. It is also
preferable to work close to the saturation of the sensor to exploit the full dynamic range.
In practice, there is not so much room to play. With the current magnification of 1.875
(detection ~y), we can barely achieve Isat for a 10 µs imaging pulse. It is also not practical
to optimise the detection through the optical depth of the cloud. In the end, the detection
noise from the PSN is about 2 atoms per pixel at Isat [119], which gives typically a detection
noise of 60 atoms for 1000 counted pixels. A calibration with QPN of the atoms is given in
Sec. 3.1.1.
Cloud compression Given that the intensity is always close to Isat, the PSN scales with
the amount of collected light, which is determined by the real size of the cloud. Imaging
transversely through the cavity, the cloud is quite extended along ~x, requiring a large number
of pixels to be counted, giving a large noise.
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Nevertheless, as we only care about the atom number in each state (at least for the
clock operation), one can compress the cloud into a smaller size. Therefore, we increase the
confinement along ~x (a ramp-up of dimple current for 15 ms) before the ARP phase. But the
cloud will not be stationary after the ramp-up, so the ramp-up duration is experimentally
optimised to minimise the cloud size at the detection time. However, I shall note that |↓〉 is
released first while |↑〉 stays in the trap for a longer time. The two clouds undergo different
dynamics and the optimisation depends on the TOF and the delay before releasing |↑〉. With
this simple scheme, we are able to reduce the necessary number of pixels to about 400 instead
of 1000 for each cloud.
Another obvious defect is the fact that we select a rectangular region to count the atom
number while the cloud is mostly elliptical. We always suffer from the noise from 22% of the
pixels that do not contain atoms! This should be improved in the near future.
TOF 3.6 ms TOF 2.5 & 5 ms
Figure 2.18 (a) Typical absorption image through the cavity, the cloud is shifted from
the cavity centre (approximately the centre of the aperture) due to imperfection of the bias
fields. (b) Image of the two clock states with ARP and cloud compression. The region
outlined by the red rectangle is the region of bright frame recomposition. In these images
no fringe is clearly visible. The recomposed region only appears to have a better normalised
background. The dashed lines indicate the aperture of the imaging beam.
Fringe cancellation The next major noise source is caused by optical fringes, due to
vibrations or frequency fluctuation between the two frames. We routinely apply a post-
processing of the images to remove optical fringes, by reconstructing a bright frame that
perfectly matches the image frame (in the region excluding the atoms) from a basis of
previously taken images. In theory, the optimum noise reduction can be a factor of
√
2 since
there is only one image instead of two. The efficiency of the fringe recomposition has been
analysed in [119].
I shall point out that with the ARP detection and the bright frame recomposition, the
bright frame is in principle not needed. Therefore the camera is not required to perform fast
frame transfer.
60 Chapter 2. Experimental methods
2.3 Cavity probing and stabilisation
Despite the compact and robust nature of fibre cavities, there are many challenges in our
system for achieving a stable cavity resonance. This section is dedicated to the setup and
techniques for the cavity probing and stabilisation.
2.3.1 Cavity parameters
I shall emphasise again the uniqueness of our cavity system. In order to accommodate a
thermal cloud with tens of thousands of atoms in a shallow clock trap, the cavity length
extends to 1.2 mm, which is close to the longest fibre cavity ever reported [120]. The most
prominent technical challenge was to machine fibre mirrors of large radii of curvature (ROC),
overcome by a multi-shot technique [108, 121, 120]. Another challenge was the poor input
mode-matching from a single-mode fibre, since for long cavities, the cavity mode size on the
mirrors can be considerably bigger than that of a conventional single-mode fibre. Therefore
we use a large-mode photonic crystal (PC) fibre (LMA-20) at the input to improve the
mode-matching to potentially 60% (see [108] 4.1.5 for more details). The PC fibre is also
“endlessly” single mode at 780 nm and 1560 nm for our dual-wavelength scheme (detailed
below). The output fibre employs a multi-mode (MM) fibre to ensure maximum collection
of the output photons. I shall note that recent developments allow 90% mode-matching
efficiency using spliced graded-index (GRIN) fibres [122].
The two cavities mainly differ in the finesses of the 780 nm modes, one with low finesse
(LF) of about 2700 and the other high finesse (HF) of about 38000, targeting different atom-
cavity coupling regimes. The 1560 nm modes both have high finesse and serve for cavity
locking or forming an optical lattice to trap the atoms. Throughout this thesis, we use the
LF cavity as the science cavity for the atoms, and the HF cavity as an auxiliary.
Cavity parameters are summarised in Table 2.3. Mirrors are characterised by optical
profilometry after the CO2 machining [121, 120]. The cavity linewidth is measured by cal-
ibrated sidebands in the transmission spectrum (obtained by scanning the cavity length).
The cavity finesse is hence deduced. The main uncertainty comes from the determination of
the cavity length, which is measured from a high resolution photograph of the cavity.
Commensurate wavelengths In many previous cavity-QED experiments with atoms
trapped in intra-cavity optical lattice, the mode of the probe light does not overlap spatially
with the trapping field, causing inhomogeneous coupling. Using lattices at commensurate
wavelengths has gain interests in recent experiments using rubidium, thanks to the dipole
transition at 780 nm, twice of which comfortably lies within the Telecom standard. Unfor-
tunately, 1560 nm is quite close to other transitions (5P3/2 to 4D3/2 and 4D5/2), causing
strong light shift on the excited state (5P3/2). Nevertheless, advantages in optimal cavity
coupling may out-weight the inconvenience of this perturbation [123, 124].
It’s worth noting that for short fibre cavities, an exact double-wavelength doesn’t provide
the optimum mode overlap due to the Gouy phase. For example, for a cavity of length 200
µm, the optimum lattice wavelength is rather 1559 nm [124].
Moreover, to ensure the anti-nodes of the two modes overlap instead of the opposite
case (at least at the cavity centre), the phase shift from the mirror reflection has to be
properly engineered for both wavelengths (by engineering the penetration depth into the
2.3 Cavity probing and stabilisation 61
Bragg reflector). In fact, for short cavities, only at a particular design length can the two
modes be resonant simultaneously.
In TACC-2, atoms should be trapped magnetically so the commensurate wavelength is
not essential for a squeezed clock. We adopted this scheme for technical convenience, and also
for having the possibility to explore intra-cavity lattice experiments with optimum coupling.
However, the mirror phase shift is only correctly engineered for the LF cavity. For the HF
cavity, the 780 nm mode and the exact-double-wavelength 1560 nm mode are not resonant
at the same time, but with a detuning of 25 GHz (of the 1560 nm mode).
Unit Low Finesse (LF) High Finesse (HF)
Length L µm 1215± 20 1275± 20
ROCMM µm 1612/1523 1494/1416
ROCPCF µm 1559/1468 1513/1437
ROCeff µm 1560/1520 1490/1430
zR µm 745/761 711/737
collapse Lcol µm 60± 5 50± 5
FSR νfsr GHz 123± 2 118± 2
780 nm 1560 nm 780 nm 1560 nm
waist w0 µm 13.6/13.7 19.2/19.4 13.3/13.5 18.8/19.1
wm µm 17.5/17.6 24.8/24.9 17.8/17.9 25.2/25.3
κ/(2pi) MHz 45.8± 0.6 5.35± 0.08 3.08± 0.08 2.02± 0.06
F ×103 2.69± 0.1 23.06± 0.8 38.2± 2.1 58.2± 3.6
bir. split. ∆bir/κ - - 1.1 0.7
TFFP(δ = 0) † 25.8% 10.8% 3.2% 7.9%
RFFP(δ  κ) † 42.1% 65.0% 42.9% 71.4%
RFFP(δ = 0) † 10.4% 40.8% 30.9% 48.3%
1 ‡ 0.36 0.31 0.27 0.27
|η| ‡ 0.45 0.76 0.53 0.79
φη
‡ pi 0.01 -0.18 0.01 0.01
g0/(2pi) MHz 10.9 - 10.9 -
C0 = 4g20/κΓ 1.90 - 25.44 -
δω0c/(2pi) kHz 34.9 - 34.8 -
Ceff 0.42 - 6.07 -
δωeff/(2pi) kHz 8.55 - 8.30 -
Table 2.3 Cavity parameters of both cavities at 780 and 1560 nm, updated from [108].
ROCeff are deduced from the higher-order mode spectra [108] 4.2.5. wm is the 1/e radius
of the mode on the mirrors. The birefringent splitting is not measurable for the LF cavity.
κ/2pi is FWHM. g0, C0 and δω0c = 4g20/ωat use the D2 dipole matrix elements summed over
all sublevels, namely 12 · |〈J = 12 ||er||J ′ = 32 〉|2, and Γ/2pi = 6.07 MHz (FWHM) [73]. The
effective values, however, use the σ+ transitions relevant in the experiment, and assume a
cloud at T = 200 nK in the trap with ωz = 2pi · 110 Hz.
† These values are taken after the integration of the vacuum cell, prior to bake-out. Bending
loss in the input PC fibre is included, which is extremely sensitive to stress, especially for
780 nm. The bending loss in the final setup is higher.
‡ These are estimated with the transmission and reflection listed (not the full spectra),
containing the input bending loss, only to give the order of magnitude.
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Transmission and reflection From transmission and reflection spectra, one can evaluate
the mode-matching (to TEM(0,0) mode) of the fibre Fabry-Pérot (FFP) cavities. Based on
the basic notions in Sec. 1.3.1, and the model developed in [121] (see also [125]), we have the
transmission of the FFP cavity:
TFFP(δ) =
Ptran
Pin
= 12T (δ) (2.21)
where 1 is the input mode-matching coefficient, and 2 is that for the output. The general
expression of the reflection reads [121]:
RFFP(δ) =
Prefl
Pin
= R(δ)21 + (1− 1)2 |η|2 +
+ 21(1− 1) |η|
[
cosφη
(
1− κ
κt
T (δ)
)
+ sinφη
κt
κ
2δ/κ
1 + (2δ/κ)2
]
(2.22)
where the complex coefficient η = |η| eiφη = 11−1
∑
m,n 6=0 |Cm,n|2 ei(φm,n−φ0,0). This comes
from decomposing the mode of the input fibre |f〉 into the TEM eigenmodes of the cavity as
|f〉 = ∑m,nCm,n |(m,n)〉, with ∑m,n |Cm,n|2 = 1. Then 1 = |C0,0|2. Note that the reflection
introduces only phase shifts φm,n on the high-order modes as they are off-resonant. Their
values depend on the Gouy phase of each mode.
Experimentally, we shall assume 2 ≈ 1 because of the MM fibre. Then from the resonant
transmission 1 T
2
(T +L)2 , we can estimate the mode matching coefficient 1. From the two
extreme cases of the reflection we can estimate |η| and the phase φη. For the LF cavity,
L  T , we arrive at simpler expressions:
RFFP(δ = 0) = (1− 1)2|η|2 (2.23)
RFFP(δ  κ) = (21 + (1− 21) |η|2 + 21(1− 1) |η| cosφη) (2.24)
The estimated values are listed in Tab. 2.3. A fit with the full spectra is shown in Fig. 2.19.
Changes in finesse Several previous experiments have reported changes in cavity finesse
due to rubidium contamination. In Tab. 2.4, I summarise measured cavity finesse after
certain events. After a year of operation with rubidium, the finesse of the science cavity
(LF) has reduced. Unfortunately, we missed an important data point after the bake-out, so
the existing data do not allow us to draw any conclusion. It will become clearer some time
later.
Table 2.4 Finesse changes after various events and a year of operation
Events LF cavity (×103) HF cavity (×103)
780 nm 1560 nm 780 nm 1560 nm
Glued 2.44 22.4 30.0 54.4
Heat cured 2.92 23.5 39.2 62.5
Few days later 2.94 23.2 36.5 54.9
Mounted on chip & cell 2.98 23.4 38.2 58.2
A year’s operation with Rb 2.69 23.1
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Figure 2.19 Transmission and reflection spectra of the 780 nm mode (a) and the 1560
nm mode (b) in the science cavity. Data are taken in the final setup. We fit the spectra with
Eq. 2.21 and 2.22 to obtain the mode-coupling coefficients, while for the 780 nm mode (a)
we added a loss term in the input fibre to account for the bending loss in the final setup.
A High-order mode close to the fundamental mode in 780 nm is visible (a).
2.3.2 Laser scheme and setup
2.3.2.1 Overview
Based on the commensurate-wavelength design, the probe laser at 780 nm can be generated
from frequency doubling of a 1560 nm source laser, ensuring inherent frequency locking of
the two lasers. Thanks to mature Telecom photonic technologies, powerful and reliable lasers
are readily available at 1560 nm. In fact, Telecom based 780 nm laser sources for cold-atom
applications have been developed and met success (e.g. muQuans and MenloSystems) due
to the robustness of an all-fibre setup.
Our setup15 also exploits fibre-based 1560 nm laser, laser amplifier, and components
(Fig. 2.22). A fibre injected periodically-poled lithium niobate (PPLN) crystal generates
frequency-doubled 780 nm laser into free-space, one part to reference the source laser via a
modulation transfer spectroscopy (MTS) [126, 127] on Rb vapour.16 The two wavelengths
are finally combined in free-space to be injected into the science cavity. For the auxiliary
cavity, for now we only inject 1560 nm laser through direct fibre mating.
One feature of the cavity assembly is that the two cavities are mounted as close as possible
on the same pair of piezo stacks, such that the thermal and mechanical perturbations to the
cavity length are largely in common. One can envisage that by stabilising one cavity, the
other is also stabilised. In other words, we could have a stabilised science cavity with only
1560 nm light in the auxiliary cavity. We shall discuss the feasibility later, but in general, a
combination of locking both cavities is necessary, as outlined in Fig. 2.20.
15Mostly built by Ralf Kohlhaas
16The MTS resembles a standard SAS but gives a zero-background error signal, which is dominated by the
cycling transitions.
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1560 nm laser Auxiliary cavity
780 nm laser
Frequency doubling
correct
Science cavity
Probes
Fixed connec�on
Rb lock
PDH lock
PDH lock
Figure 2.20 Schematics of lasers and cavity stabilisation for cavity-QED experiments.
The fixed connection between the two cavities is subject to residual thermal drift, which
can be overcome by a “two-cavity interlock” (Sec. 2.3.6).
2.3.2.2 Laser frequencies
Frequency reference To implement QND measurements of Sz in the dispersive regime,
the cavity resonance is detuned in between the transitions 5S1/2(F = 1) → 5P3/2 and
5S1/2(F = 2)→ 5P3/2, where we have ignored the smaller hyperfine splittings of the excited
state. As the detuning determines the atom-cavity coupling for the two clock states, a precise
and stable adjustment of the cavity frequency is required. The probe laser frequency should
also be independently tunable, to vary the detuning to the cavity mode. As none of these
frequencies is close to a particular transition of 87Rb, we instead lock the laser to the cycling
transition of 85Rb (F = 3→ F ′ = 4), which is close to our target. At the same time, possible
leakage resonant with the atomic transitions is avoided.
The frequency relations of the double-wavelength system are better depicted as a function
of the cavity length, as shown in Fig. 2.21. For the science cavity, our target mode is ∼ 2 GHz
away from the 85Rb reference at 780 nm. At the same time, it is about 800 MHz away
from the laser at 1560 nm.17 The probe laser is generated by an electro-optical modulator
(EOM), with the unwanted carrier and red sideband being sufficiently filtered by the cavity.
Its power and frequency are hence easily tunable. To stabilise the cavity at the target, we
employ standard Pound-Drever-Hall (PDH) techniques using the 1560 nm mode.
PDH scheme for the science cavity We can directly apply PDHmodulation at 800 MHz
and lock the cavity to the blue sideband. In fact, this is the only choice for satisfying another
crucial requirement of the experiment: the 1560 nm locking light has to be weak enough to
have negligible trapping effect. Only by sending a weak sideband into the cavity could we
minimise the intra-cavity power while retaining a workable PDH signal. The noise limit of
the setup is analysed below.
PDH scheme for the auxiliary cavity Since the two cavities are not independently
tunable, the resonance frequencies are determined (within one FSR) when they are glued,
which was not fully controllable. In our case, the resonance frequency of the 1560 nm modes
differ by about 35 GHz. Therefore, to stabilised the science cavity with the auxiliary cavity,
the offset of the latter need to bridged.
17Half of 2 GHz, plus 170 MHz offset due to the fact that the cavity is not simultaneously resonant at
780 nm and its precise double wavelength.
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Figure 2.21 Cavity probing frequencies of the two cavities. The frequency scales are
different by a factor of 2 for 780 nm and for 1560 nm in the horizontal axis, but correspond
to the same change in cavity length.
As shown in Fig. 2.21, we generate a 35 GHz sideband (third order sideband from a
strong drive at 15 GHz by an EOM) to bridge the frequency offset. Another modulation at
about 1 GHz is added for the PDH lock. Since now we can lock to the “carrier” (the third
sideband of the laser), the PDH modulation frequency is not constrained. In practice we
tune this frequency to tune the phase of the PDH error signal (about 1 GHz).
This PDH lock serves as a complementary stabilisation method. Certainly, we can lock
the science cavity with its own 1560 nm mode, which is more reliable. However, despite
the effort to minimise the locking light power, the atoms will always be perturbed by it.
Alternatively, we can rely on locking the auxiliary cavity, while the stabilisation is subject
to residual drift between the two cavities. This latter scheme will be discussed in detail in
Sec. 2.3.6.
2.3.2.3 RAM of fibre EOMs and temperature stabilisation
We utilise fibre EOMs for large modulation depth and bandwidth. However, they generally
suffer more from residual amplitude modulation (RAM) compared to free-space models. One
well known cause is the interference effect between phase-modulated light (polarised along
the e-axis of the crystal) and the un-modulated light (polarised along the o-axis). This
can happen if the input polarisation is not perfectly aligned with the crystal e-axis18 [128],
which is generally the case in a fibre EOM pre-aligned by the manufacturer. Normally this
misalignment can no longer be corrected.
Upon demodulation of the detected reflection, RAM contributes a DC offset to the PDH
signal. Fluctuation in the RAM amplitude is directly translated into a fluctuating offset
that shifts the locking point. In the case of a large offset compared to the signal itself, the
lock can be even rendered unstable. Nevertheless, as an interference effect, the RAM also
depends on the phase shift φeo between the e- and o-light in the crystal, which is affected by
many parameters. It can be shown in a simple model that the RAM vanishes when φeo = 0.
Experimentally it can be achieved by adjusting the temperature of the crystal or by applying
18In a simple theoretical model, the RAM occurs after a final polariser. However, we observe RAM directly
at the output fibre of the EOM. More complicated processes (e.g. polarisation dependent loss) might have
taken place.
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Figure 2.22 Schematics of the complete laser setup for cavity probing and stabilisation.
Here we show direct PDH locking of the science cavity. Electronics are shown in grey. APD:
avalanche photodiode; DM: dichroic mirror; FPD: fast photodiode; PZT: piezoelectric stack;
SPCM: single photon counting module; TEC: thermoelectric cooler.
a DC electric field [128, 129].
In our setup, one of the EOMs (EOSPACE PM-5V5-UV) exhibits a very strong RAM.
∼ 0.1℃ change can render the RAM from maximum to minimum. As one simple solution, we
have implemented passive temperature control of the EOM. The stability of our temperature
control limits the fluctuation in RAM to an acceptable level (∼ 0.01 V for a signal of ∼ 0.4 V).
2.3.3 PDH lock with minimum intra-cavity power
To lock the science cavity with its 1560 nm mode, the intensity should be minimised to
avoid trapping the atoms in the standing-wave potential, also to minimise light shift on
the clock transition which deteriorates the clock stability and induces dephasing due to the
inhomogeneity in the intensity. Fig. 2.23 shows theoretical calculations of the light shift,
including both D1 and D2 transitions. Only a few tens of nW input power is tolerable,
making the PDH lock challenging. But it is worth noting that for the science cavity, the
probe mode (780 nm) has a much larger linewidth than the 1560 nm mode for PDH lock.
This slightly alleviates the requirement on the locked stability in terms of linewidth fractions
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of the 1560 nm mode.
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Figure 2.23 Calculated trapping potential (in recoil energy Erecoil and temperature),
scattering rate and light shift induced by the 1560 nm locking light. All values correspond
to the peak intensity at the cavity centre. We have assumed a σ+ polarisation because σ−
gives a slightly larger light shift, not quite visible in this scale.
2.3.3.1 Limitations
PSN Fundamentally, with minimum intra-cavity power, the measurement of the cavity
frequency would be limited by the PSN of the collected photons in the sideband, which con-
tains the phase information of the cavity. The signal is amplified by the carrier (heterodyne)
to be detectable. A strong carrier is therefore needed to overcome the detector’s electronic
noise. More quantitatively, the PSN in the PDH error signal has a white spectral density
[130] (a derivation is given in Appendix A):
Se '
√
2hc
λ
Pr ≈ 16
√
Pr/mW (pW/Hz1/2) (2.25)
where λ is the laser wavelength, h the Planck constant, and c the speed of light. Pr is the
reflected power (in mW for the numerical expression). This shall be compared with the
noise equivalent power (NEP) of the photodetector. If the detector is PSN limited, namely
NEP< Se, the PSN gives a fundamental limit of the frequency noise:
Sf =
√
hc
8λ
(∆ν1560)√
Ps
≈ 21√
Ps/nW
(Hz/Hz1/2) (2.26)
where ∆ν1560 = 5.35 MHz is the linewidth of the 1560 nm mode. We see that it only
explicitly depends on the sideband power Ps (in nW for the numerical expression). This
fundamental limit from the PSN is difficult to reach in practice.
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Detection efficiency An important practical limitation is the detection efficiency of the
reflected light, due to limited mode-matching between the cavity mode and the fibre mode
(∼ 0.27 from Fig. 2.19(b)). The bending loss in the PC fibres is not so prominent at 1560 nm.
We use a fibre circulator to make maximum use of the available power, while the collection
efficiency of the reflection about 56% is not optimum (compared to e.g. a 90:10 beam splitter).
The collimation lens we use to inject both 780 nm and 1560 nm light into the science cavity
has VIS-NIR coating in order to optimise the transmission for the probe, but has only 88.7%
transmission at 1560 nm. It turns out that for our current experiment, it would have been
better to use coating optimised for 1560 nm. We would gain 11% in the signal with the same
intra-cavity power for such a modification in the future.
Following Sec. 2.3.1, we shall distinguish the reflection coefficient for the resonant blue
sideband, 1 ≈ 0.27 and that of the off-resonant carrier and red sideband, RFFP(δ  κ) ≈
0.65. The common collection efficiency into the photodiode is about 0.89 (coating)×0.56
(circulator)≈ 0.5.
Detectors In practice, PSN-limited detection is not always achievable. The carrier power
cannot be arbitrarily high to increase the signal, limited by the saturation of the detector,
the available power, and leakage of the carrier into the cavity.
We have two good photodetectors available in the experiment, APD310 and FPD310,
both from MenloSystems. From the specifications,19 FPD310 simply cannot be PSN-limited
before reaching saturation, while APD310 can in principle achieve a PSN-limited detection.
The latter requires less in-coupled power to achieve the same SNR, compared to the former
(a theoretical analysis is given in Appendix A). However, in practice we realised that FPD310
(fibre-coupled) gives a higher SNR than the APD310 (free-space), given the same reflected
light. The reason is under investigation.
2.3.3.2 Calibration of the locking light
With the APD310, we are able to obtain a lockable PDH signal with 10 nW input power
which should have a negligible effect according to the theoretical calculation (Fig. 2.23). In
terms of the frequency noise, it turns out that it is limited by other experimental challenges
detailed in the following subsections.
We start by calibrating the locking light power. This is done by extrapolation since
the expected transmission of tens of nW is not easy to directly measure. As the sideband
is generated by phase modulation, its power scales linearly with the modulation power at
low modulation depths (Fig. 2.24). We do observe the deviation from linear scaling at high
modulation power, which allows us to fit the Vpi of the EOM.
We then evaluate the light shift on the clock transition by Ramsey spectroscopy. By
varying the power of the locking light, we measure the average frequency shift from the
Ramsey fringes. Despite that we ignore the trapping effect, and the transmission efficiency
is not precisely known, the data agree well with the theoretical calculations (Fig. 2.25). The
result confirms that we could safely work with this amount of locking light until we are
limited by uncertainties at tens of mHz level.
19APD310: gain 2.5× 104 V/W, NEP (calculated) 2 pW/√Hz;
FPD310: gain 5× 103 V/W, NEP (calculated) 15.7 pW/√Hz
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Figure 2.24 Calibration of the locking light power as a function of the EOM modulation
power. By fitting the “saturation” by the Bessel function we can get the Vpi of the EOM,
which is not provided at all modulation frequencies. The calibration allows to obtain the
input power at modulation power below -20 dBm by extrapolation, at which the lock will
be operating. For example, locking at -20 dBm, the corresponding in-coupled power is
9.0 nW.
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Figure 2.25 Frequency shift measured by Ramsey spectroscopy at different locking light
powers. They agree well with the calculation assuming the designed mirror transmission
(80 ppm) and perfect collection efficiency. As the Ramsey fringes measure an average fre-
quency shift of the ensemble, we calculate the ensemble averaging of a thermal cloud at
200 nK which gives the factor 2.8 (averaging the standing wave simply gives a factor of
2, cf. Sec. 4.1). The two sets of data (blue and red circles) have orthogonal polarisations
corresponding to the maximum and the minimum induced light shift, But the exact polar-
isation is not well known. For these input powers, the trapping effect is not yet strong such
that the linear scaling is still dominant.
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On the other hand, we do observe an influence of the locking light on the cloud com-
pression (Sec. 2.2.7.2). Specifically, with the locking light, the final cloud size after the
compression appears to be bigger. In this thesis, most of the cavity data are taken with
the science cavity locked with minimum intensity (9 nW in-coupled power). But given the
possibility to lock with the auxiliary cavity, we constantly verify that there is no measurable
effect of the locking light.
2.3.4 Digital filter cancelling mechanical resonances
2.3.4.1 Feedback model
Having a good PDH signal is only the very first step. The lock is achieved by feeding back
the error signal to the piezo actuators through a proportional–integral–derivative (PID)
controller. Let us start with a general model of the feedback control. As shown in Fig. 2.26,
the control signal (r) is applied to the system through the piezo driver (C), and the system
P (“Plant”) responds in cavity length x (what we aim to control). P includes the piezo
actuation and other mechanical responses. Disturbance d from the environment can enter at
this stage, notably vibrations. The cavity length x, however, is not directly accessible. We
sense it through the PDH stage S, where measurement noise n can enter. For our discussion
below, we shall assume that S does not introduce any delay, but it may be a nonlinear
function. We send our error signal x′ to the lockbox F and close the feedback loop.
ΣΣ ΣC
F
P S
f
r e
nd x
x'
piezo driver
-1
piezo + system PDH
cavity length
Controller
Plant
error signal
Sensor
Figure 2.26 Feedback control model.
The closed-loop cavity response x or error signal x′ are given by
x = CP1 + CPSF r +
P
1 + CPSF d−
SFCP
1 + CPSF n (2.27)
x′ = CPS1 + CPSF r +
PS
1 + CPSF d+
1
1 + CPSF n (2.28)
For simplicity, we will ignore the measurement noise n in the following discussion, so the
error signal x′ is equivalent to the cavity displacement x up to only a conversion factor S.
We shall consider the transfer function (TF) of the plant x′r =
CPS
1+CPSF , and the sensitivity
function to disturbance x′d =
PS
1+CPSF .
The zeros of the denominator 1+CPSF determine the stability of the system. Intuitively,
unless the gain is sufficiently small, a phase delay of CPF close to pi would render the feedback
unstable (oscillate). In fact, a resonance in the system P can give such a pi phase shift. With
a normal PID controller as the lockbox F , the gain has to be attenuated sufficiently before
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reaching the very first resonance, meaning a lock bandwidth much lower than the resonance
frequency. An ideal solution would be to add a filter in F that perfectly cancels the zeros
and poles in P . This cancellation requires a precise determination of P (zeros and poles)
and an accurate implementation of the complementary filter.
2.3.4.2 Mechanical resonances of the bridge
An optical cavity generally exhibits resonances of mechanical origin, which can limit lock
bandwidth to rather low frequencies. For example, our piezo stacks have a resonance at about
70 kHz. More severely, since the bridge is fixed to the chip at only one end, it basically forms
a cantilever, whose flexure modes can be at very low frequencies.
These resonances appear in the power spectrum of the error signal when the cavity is
locked. We had to limit the lock bandwidth below 100 Hz by adding low-pass filters to avoid
oscillations. So the cavity is essentially free-running above 100 Hz, and the noise power
spectrum reflects the magnitude of PS.
But to determine the zeros and poles of P we need the full response. To do this, we use
a network analyser: sinusoidal modulations are applied to the piezo (r in Fig. 2.26), and
the PDH error signal x′ is compared with the modulation. We do have to keep the cavity
near resonance to have a meaningful error signal, by applying a slow correction signal to the
other piezo. We could only faithfully obtain the open-loop TF of CPS above the bandwidth
of this slow lock, which is about 10 Hz. This poses no problem as we are interested in the
resonances at kHz frequencies.
As shown in Fig. 2.27, we identify many mechanical resonances, appearing in resonance-
antiresonance pairs. Finite elements simulation of the bridge structure confirms that the
lowest resonances (2.6 kHz and 10 kHz) indeed originate from the lowest order flexure modes
of the bridge (Fig. 2.28). The small resonance at 5.5 kHz is likely due to the fundamental
flexure mode in the horizontal direction (simulation not shown). The first resonance at
2.6 kHz has actually very low damping, with its phase shift reaching a full pi. It is then not
surprising that with a simple PID the bandwidth has to be limited to about only 100 Hz.
Nevertheless, by applying a proper filter to compensate the resonances, the lock bandwidth
can be greatly improved.
2.3.4.3 IIR filter implemented on Red Pitaya
The resonances and antiresonances can be modelled by poles and zeros in the TF. A filter
can be implemented to precisely cancel the zeros with poles of the same values and vice
versa. From the measured open-loop TF of CPS, we fit each resonance-antiresonance pair
with a complex zero-pole pair (Fig. 2.27). The fit is only perform on the phase, since unlike
the magnitude, it is not affected by the nonlinear sensitivity of the PDH error signal (in S).
We also verify that the piezo driver20 (C) is responsible for the overall 2pi phase delay (4
poles). Therefore we determine P fairly precisely, which also determines the desired filter.
We are limited to 13 zero-pole pairs due to the hardware (see below). The four poles are
not included in the filter.21 Although these poles limit the feedback to only tens of kHz, it
turns out to make the lock more stable, since they filter the un-compensated high-frequency
20Piezomechanik SVR 150bip/3
21A filter with diverging gain at high frequency is also not desirable.
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Figure 2.27 Bode plot of cavity response, measured with the network analyser module
in Red Pitaya. We have not plotted below 2 kHz since there is no feature and we rather see
the loop response of the slow lock. The fitting is performed only on the phase data. The
magnitude data has been normalised to meet the model (zero at DC). The model includes
13 complex zero-pole pairs, and 4 real poles to account for the low-pass response of the
piezo driver.
resonances which in any case limit the lock bandwidth. In practice, such a highly complex
filter can only be implemented digitally. But luckily, an affordable tool has been recently
developed.
Red Pitaya and PyRPL package The STEMlab® Red Pitaya is a low-cost field-
programmable gate array (FPGA) board with integrated micro-processor as well as ADCs
and DACs for fast analog inputs and outputs. It can implement digital oscilloscopes, network
analysers, PIDs, filters and other digital signal processing (DSP).
Based on this hardware, a python-package – Python Red Pitaya Lockbox (PyRPL)22 –
has been developed by L. Neuhaus at LKB (and later joined by many others). This platform
22https://pyrpl.readthedocs.io/
2.3 kHz 12 kHz
Figure 2.28 Finite elements simulation of the bridge. Shown are two lowest eigenmodes
at 2.3 kHz (left) and 12 kHz (right). They most likely correspond to two prominent reso-
nances at 2.6 kHz and 10.5 kHz respectively.
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integrates multiple DSP modules (function generators, oscilloscopes, network analysers, IQ
modulators, PIDs, filters) that can be interconnected. It is initially designed precisely for
PDH locking of optical cavities: an infinite impulse response (IIR) filter is implemented
to tackle resonances in the TF. More details about the Red Pitaya hardware and PyRPL
architecture can be found in [131].
The IIR filter module simply takes the values of the complex zero-pole pairs obtained
from the fit of the TF (limited to 13 zero-pole pairs). It implements a filter (TF with the
role of zeros and poles inverted), which can be inserted in the feedback loop, before a normal
PID and some low-pass filters.
I shall note that in contrast to IIR filters, finite impulse response (FIR) filters can also
implement an arbitrary filter TF. The latter is in principle more versatile and stable, but
suffers from a compromise between filter frequency resolution and delay due to the limited
FPGA resource. Prior to PyRPL, FIR filters have been implemented using Red Pitaya for
cavity locking [132], with a limited bandwidth of 2.8 kHz. The same resource allows to
implement IIR filters with sampling frequency up to MHz. A theoretical comparison and
the implementation of the IIR filters in the FPGA can also be found in [131].
Lock improvement Finally, the lock is greatly improved with the IIR filter. The power
spectral density (PSD) of the closed-loop PDH signal shows reduced noise up to 20 kHz,
compared to the system with a slow lock. The latter represents the free running noise above
tens of Hz (Fig. 2.29). We shall conclude that the lock bandwidth reaches about 20 kHz,
which is almost an order of magnitude above the first resonance. This bandwidth is limited
by the maximum 13 zero-pole pairs available in the FPGA. Future improvement in the
hardware (e.g. reallocation of resources) should be able to further extend the bandwidth.
We have also tried adding the derivative (usually not used) of the PID and adding a high
frequency lock (with a high-pass filter) to lock the laser frequency to the cavity. However,
the improvement after some attempts is marginal.
2.3.4.4 Mechanical isolation
After all, all the mechanical resonances show up because they are more susceptible to the
mechanical noise from the environment. it is always favourable to reduce noise from its
source, through passive noise isolation.
Acoustic noise through air We have identified that the mechanical modes of the cavity
are indeed sensitive to sound, by applying a weak audio source at 2.6 kHz and 10 kHz
pointing to particular parts of the setup. It turns out that the vacuum system acts as a good
antenna (or horn) of acoustic noise: pointing the noise source close to any vacuum part can
clearly excite the corresponding mechanical mode of the cavity. Other parts in direct contact
with the chip – electric connections and water-cooling hoses – are not clearly susceptible to
sound.
Therefore, the acoustic noise in the lab is obviously a noise source, notably the ventilation
of numerous instruments and the hum of the air-conditioning. We added an enclosure of the
vacuum setup, with partially sound-proof panels and partially PVC curtains (5 mm thick).
This also improves the temperature stability of the setup. There is a clear improvement
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Figure 2.29 Lock improvement with IIR filter. We compare the power spectra of the
PDH error signal using a slow lock (black) and a faster one with the IIR filter (red). There
is clear improvement up to 20 kHz, showing that the lock bandwidth is extended by one
order of magnitude above the first resonance. We also show the noise reduction after the
installation of acoustic isolation (blue) with the same slow lock.
with this enclosure (blue over black in Fig. 2.29), although unexpectedly the PSD of the me-
chanical resonances remains unchanged. This suggests that they are probably not primarily
excited by acoustic noise through air.
Vibrations via physical contact Unfortunately, our optical table – three aluminium
breadboard stacked – is not good at damping vibrations. One of the remaining vibration
source – a ventilation fan in the Andor camera – can in principle propagate noise to the
vacuum system through the optical table, although we have not seen a clear impact of this
vibration on the noise PSD. This fan can in principle be replaced by water cooling, which
could be less noisy.
Another concern is the mechanical shutter of the Andor camera. The shock is so strong
that the execution can immediately unlock the cavity. We have to abandon the shutter (keep
it open) throughout the experimental cycle.
The water cooling of the chip (through the macro-U block) poses another issue. In fact,
we can excite the 2.6 kHz resonance by increasing the water cooling pump speed, hence the
flow speed. Luckily, we do not see a clear difference when the pump speed is below 1900 rpm.
2.3.5 Feed-forward targeting the thermal drift
When the experiment is running, the DC currents generating the trap have a strong thermal
impact, perturbing the cavity length way beyond the capture range of the lock. The major
impact is from the stripline, which runs directly above the bridge. In fact, in a typical
experimental cycle, the thermal drift of the cavity resonance, is about 1600 times the cavity
linewidth (1560 nm mode).
Nevertheless, this thermal cycle of cavity drift, after running for a few minutes, is
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rather reproducible, meaning that we can apply a calibrated feed-forward to compensate
it. Fig. 2.30(a) shows the measured cavity drift during one experimental cycle, where we can
clearly identify different phases of the sequence. The measurement is done by scanning the
cavity length in large range continuously and finding the resonance (transmission peak) with
respect to the piezo voltage in each scan. Due to limited time and frequency resolution of
the measurement, we perform an interpolation of the data to obtain a smooth feed-forward
signal. It turns out that it is more important to avoid abrupt changes in the feed-forward
rather than a precise compensation. Because the lock itself can capture some drift but abrupt
feed-forward would make the lock oscillate.
With the feed-forward, the residual cavity drift is kept within ∼ 20 cavity linewidths,
which can be followed by the PDH lock. The cavities can remain locked throughout the
sequence, except that the lock is sometimes rendered oscillating for a short period after the
sudden switch-off of the stripline current at the beginning of TOF. As the cavity interaction
is already over, this brief period of oscillation is not an issue.
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Figure 2.30 (a) Thermal drift of the cavity frequency in one experimental cycle, exceed-
ing ∼ 1600× cavity linewidth. Different phases of the sequence can be clearly identified.
With the feed-forward applied, the residual drift (open green circles) is reduced to ∼ 20×
cavity linewidth. (b) Relative drift between the two cavities.
2.3.6 Locking “without” light
Relative frequency drift As explained earlier, we have the possibility to stabilise the
science cavity by locking only the auxiliary. Although the fix connection works fine at high
frequencies, low frequency relative drift in cavity lengths is inevitable.
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One can simply imagine that if the two cavities are not perfectly parallel, a given piezo
displacement results in a different change in cavity lengths. This is naturally correlated with
the thermal deformation of the bridge, as the piezo displaces accordingly to keep the cavity
length locked. In a similar measurement, we record both cavity resonances while scanning
the piezo in a experimental cycle. The relative drift between the two cavities also follows
the thermal cycle of a single cavity (Fig. 2.30(b)). Though seemingly reproducible, a simple
feed-forward correction of this relative drift is not sufficient. In fact, there is a slow random
drift over ∼ 10 MHz in a few seconds, on top of the more deterministic thermal cycle. We
do need to correct the cavity length locked through the auxiliary cavity. This is achieved
through an additional frequency lock.
Two-cavity “interlock” Let us first recall how the cavities are locked. The PDH signal
of the science cavity locks the cavity length to the 1560 nm laser, which is referenced to
an absolute frequency. At this particular cavity length (of the science cavity), the auxiliary
cavity is detuned 35 GHz from the 1560 nm laser. We use a third-order sideband to bridge
this gap.
The relative drift between the two cavities can be corrected via this 35 GHz side-
band. More concretely, we can lock both PDH signals of the two cavities simultaneously
(Fig. 2.31(a)): the piezo is controlled by the PDH lock of the auxiliary cavity, whose reso-
nance frequency (via the 35 GHz sideband) is controlled by the PDH signal of the science
cavity, such that the latter has the correct frequency.
In practice, a precise tuning of about 40 MHz is required on the 35 GHz sideband. While
a direct frequency modulation (FM) is not available, we instead reference the synthesiser
externally (10 MHz) with a signal from a DDS that can perform analog FM. The PDH
error signal of the science cavity then drives this analog FM after a digital PI controller
(Fig. 2.31(b)).
With this two-cavity interlock, the PDH signal of the science cavity serves as a “frequency
lock” of the auxiliary cavity. We can keep the auxiliary cavity always locked, but turn off
the locking light in the science cavity while keeping the frequency lock at the last locked
value (via a sample-and-hold circuit, an example is shown in Fig. 2.32). This is a practical
scheme for locking the science cavity “without light”.
Additional feedback Once the frequency lock is turned off, the science cavity is again
subject to the relative drift. But at least we start from the right place. In practice, we
would be interested in turning off the locking light only during the critical Ramsey time, to
minimise the light shift from the locking light. In fact, with the two-cavity interlock, the
relative drift can be precisely assessed by opening the frequency lock but keep tracking of
the PDH signal of the science cavity. We observe that during the Ramsey sequence of the
experimental cycle, the relative drift is a few MHz in 100 ms.
Nevertheless, we realise that the relative drift is also correlated with the correction applied
to the piezo (by the PDH lock of the auxiliary cavity). This can be understood again in the
picture with non-parallel cavities: the relative length change is directly related to the piezo
displacement. The correction signal to the piezo therefore provides additional information
about the drift. We add the piezo correction signal (PDH of the auxiliary cavity) to the
correction signal for the frequency lock (PDH of the science cavity) with a properly tuned
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Figure 2.31 Two-cavity interlock setup. (a) shows the simplified schematics of the two-
cavity interlock. (b) shows the detailed setup (only the lock part). Electronics are shown in
grey, while the PDH signals are in the same colours as in (a). Most of the signal processing
is performed by the Red Pitaya board. The additional feedback explained in the text is
indicated in orange.
gain (block diagram shown in Fig. 2.31(b)). Note that it plays no role when the two-
cavity interlock is on, but starts to correct the relative drift after the frequency lock is open
(Fig. 2.32).
The final residual relative drift is in the order of 1 MHz in 100 ms, and appears rather
reproducible. In principle this could be further improved by additional feed-forward or
calibration.
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Figure 2.32 Demonstration of additional feedback of the piezo correction signal to the
frequency lock. It is actually a sequence used to load atoms in the intra-cavity lattice
(Sec. 3.2.4). Here the cavities are locked with the auxiliary cavity and we plot the trans-
mission and the PDH error signal of the science cavity, as well as the piezo control signal –
output of the PDH lock of the auxiliary cavity (HF). The two-cavity interlock is active in
the orange region for 10 ms, then the frequency lock holds the last value (left panel). After
the grey region (during which the 1560 nm power in the science cavity is being ramped
up), we see the relative drift from the PDH error signal (red) and the transmission (black).
Clearly, the piezo control signal is correlated with the residual drift, meaning that it could
be used to correct the drift. With this additional signal applied to the frequency lock (right
panel), the residual drift is clearly reduced. While at this timecale (50 ms) the correction
seems perfect, we can see residual drift at longer timescale of hundreds of ms. The final
kink in the signals is due to a perturbation in the sequence.
Chapter 3
A highly stable cavity-QED platform
TACC-2 is designed to explore spin squeezing at a metrologically relevant level of precision,
bridging the gap between the proof-of-principle experiments and real metrological applica-
tions. It requires firstly a good clock that reaches or approaches the SQL, and secondly well
controlled atom-cavity interactions that generate spin-squeezed states.
In this chapter I will present characterisations of the TACC-2 setup in both aspects. In
the first part, we evaluate the clock stability in standard configurations. I will show that we
reach a clock instability of ∼ 6 × 10−13τ−1/2 and that QPN contributes a major part. In
contrast to a proof-of-principle experiment, our clock at this level already strives (in terms
of operation conditions: atom number, Ramsey time, trap parameters, etc.) to balance
different noise sources, fundamental and technical, for an optimum stability. In fact, the
benefits of using squeezed states not only concern the QPN. They also allow to explore a
larger parameter space that would otherwise be barred by the QPN. I will briefly discuss the
possible improvement of clock stability using squeezed states.
In the second part, we characterise the atom-cavity interactions from different aspects,
starting in the strong-coupling vacuum-Rabi splitting regime. We then focus on the disper-
sive coupling that realises our cavity measurements of Sz. I also show preliminary results
with atoms trapped in the intra-cavity lattice.
3.1 Clock stability analysis
In the context of today’s microwave clocks for potential applications, we aim at a short-term
stability of few parts 10−13. The previous setup reached a fractional frequency stability of
5.8 × 10−13 at 1 s [50]. TACC-2 differs from its predecessor in several respects. While the
dead time is reduced by the 2D-MOT, the trap lifetime is shortened (cf. Fig. 2.4). The
added elements on the chip (piezos in particular) are potential sources of stray fields and the
more complicated transport scheme may impact atom number and trap stability. Luckily, by
understanding the contributions from different noise sources, we managed to find operation
conditions that achieve a stability ∼ 6× 10−13.
In this section, we evaluate the clock stability using standard Ramsey sequence with
CSSs, but in the situation very close to a future squeezed clock, namely with atoms placed
inside the cavity but without cavity interactions. As in [50], I will start with some well-
understood noise sources including the detection noise, QPN, the Dick effect and atom
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losses. We then discuss the modelling of two of the dominant noise sources – magnetic field
and atom temperature – which have complex influences on the choice of trap parameters,
temperatures and bottom field. I will be using the Allan deviation (Sec. 1.1.3.1) to quantify
the noise throughout this section.
In view of using squeezed states that suppress the QPN, and using cavity detection that
reduces the detection noise, I will discuss how the parameter space (e.g. Ramey time) can
be further expanded compared to the classical situation.
3.1.1 Detection noise
In the detection of a clock sequence, the transition probability P↑ ≡ N↑/(N↑+N↓) is measured
to obtain the clock frequency. The determination of P↑ is degraded by the detection noise
of absorption imaging and the QPN. As we know, the QPN contributes to the noise in P↑
(standard deviation σP↑) as σP↑,qpn = 1/(2
√
N), where N = N↑ +N↓.
As discussed in Sec. 2.2.7.2, the detection noise of absorption imaging is limited by
optical fringes and shot noise of the photoelectrons. For a given imaging intensity ∼ Isat,
the detection noise is roughly a compromise between the minimum number of pixels and the
saturation of the CCD. We define the detection noise σdet as the standard deviation in atom
number of each state, assuming the same for N↑ and N↓. This gives a noise in P↑:
σP↑,det =
σdet√
2N
(3.1)
P↑ is also affected by the technical noise in the state preparation (e.g. the power fluc-
tuation of the MW) or in the detection (e.g. the fluctuation in detection efficiencies of the
two states). In a calibration measurement where we detect right after a pi/2 pulse, the three
noise sources can be separately quantified as they have different scalings as a function of the
atom number. Shown in Fig. 3.1(c), we fit the data by
σ2P↑ =
σ2det
2N2 +
1
4N + σ
2
tech (3.2)
Note that the technical noise does not depend on the atom number. In this imaging con-
figuration,1 we obtain a σdet = 86 ± 15 – and for a simpler comparison between different
configurations – 2.5 atoms per pixel. The technical noise is below 10−3 (in σP↑) and not
visible from these data.
In terms of contributions to the fractional frequency Allan deviation of the clock (our
figure of merit), the detection noise and the QPN read, respectively
σy,det(τ) =
σdet√
2Nνat
∣∣∣∣dP↑dν
∣∣∣∣−1
√
Tc
τ
= σdet√
2piνatNTRC
√
Tc
τ
(3.3)
σy,qpn(τ) =
1
2piνat
√
NTRC
√
Tc
τ
(3.4)
where νat is the clock frequency, and |dP↑/dν| the sensitivity of the Ramsey fringes given
by TR and contrast C (Eq. 1.9). Note that here N is the detected final atom number in the
presence of atom losses.
1This particular measurement is performed with imaging along ~x, but only the magnification and number
of pixels matter.
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We can also quantify σy,det of a real clock measurement (Fig. 3.1(b)). Specifically, we
run a Ramsey sequence with TR = 3 s, except that the second pi/2 pulse is not applied.
The contrast of the Ramsey fringes is 0.82 in the same condition. We can then separate the
detection noise from the theoretical QPN, assuming an independent sum. Here we obtain
σdet = 48.2 atoms, corresponding to 2.2 atoms per pixel.
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Figure 3.1 (a) Noise in P↑ as a function of atom number. Different scalings from detection
noise and QPN can be identified and a fit gives a detection noise of 86 atoms and 2.5 atoms
per pixel (b) Allan deviation of the total detection noise in the same condition as a typical
clock evaluation. Knowing the atom number, we can extract the detection noise. From the
ratio we deduce a detection noise of 48.2 atoms and 2.2 atoms per pixel.
Speaking about Ramsey fringe contrast and coherence, TACC-1 has demonstrated excep-
tionally long coherence time of almost 1 min thanks to atomic interactions [48]. Although
the high density (1012 cm−3) in that experiment is not always preferable for a clock, we
do have in general very low dephasing rate close to the optimum field (see below). The
contrast is normally between 0.8 to 0.9 at TR = 3 s. It is worth noting that for the densi-
ties (∼ 1011 cm−3) used in the clock measurements in this section, the contrast has a clear
dependence on the density (trap frequencies, atom number and temperature). But more
importantly, as we will see later, the deviation of the trap bottom field B0 from the magic
field Bm (∆B ≡ B0 − Bm) determines the inhomogeneity of the Zeeman shift hence the
decoherence. Fig. 3.2 shows two examples of the decoherence over time. As we will be work-
ing at shorter Ramsey times for reasons that will become clear, the contrast drop has little
degradation on the clock sensitivity.
3.1.2 Dick effect
As I briefly explained in Sec. 1.1.3.3, the Dick effect is an aliasing effect of the periodic (non-
continuous) sampling of the atomic frequency due to the dead time Tdead of the experimental
cycle. As a result, the clock stability is also subject to the high-frequency phase noise of the
LO close to multiples of the sampling frequency 1/Tc, where Tc = Tdead + TR is the cycle
time. The degradation of the stability can be calculated using the sensitivity function g(t)
(Eq. 1.21) in the Fourier space [76]:
σ2y,Dick(τ) =
1
τ
∞∑
n=1
(
gn
g0
)2
Sfy
(
n
Tc
)
(3.5)
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Figure 3.2 Ramsey fringes in time domain, showing the coherence of the system. The
LO is strongly detuned (1.5 Hz) to see fringes as a function of TR. Two sets of data are
for two slightly different traps: {ωx, ωy, ωz} ' 2pi · {5, 97, 84} Hz at ∆B = −40 mG (solid
blue) and ∼ {3, 110, 99} Hz , ∆B = −30 mG (open red). The latter is used for clock
measurements in this section. The difference in ∆B is the main cause of the different decay
times.
where gn is the Fourier component at nth sampling frequency:
gn =
1
Tc
∫ Tc/2
−Tc/2
g(t) cos
(2pint
Tc
)
dt (3.6)
The PSD of the LO fractional frequency noise Sfy (f) is obtained from the phase noise of the
MW source Sφ(f), as in [50]:
Sfy (f) = f2Sφ(f)/ν2mw (3.7)
where νmw = 6.834 GHz is the MW frequency. Fig. 3.3 shows the coefficients (gn/g0)2
(circles) and Sfy (black curves). Intuitively, the Dick coefficients are only non-negligible
between 1/Tc ∼ 0.1 Hz and 1/τp ∼ 10 Hz. Here we compare the operation conditions of
TACC-2 and TACC-1. Thanks to the fast loading from a 2D-MOT, the dead time has been
reduced from 11 s to 5 s. Despite the reduced Ramsey time due to limited atom lifetime
(here we set TR = 2 s), the duty cycle has been improved in TACC-2, which pushes the Dick
coefficients towards higher frequencies where the LO noise is smaller (0.1 Hz to 10 Hz). We
obtain a σy,Dick = 2.1 × 10−13τ−1/2 (TR = 2 s). This is still one of the major contributions
to the clock instability.
3.1.3 Atom number fluctuation
Due to the relatively high density in a trapped-atom clock, the collisional shift compromises
the clock stability through atom number fluctuation. However, as the total atom number is
measured in each cycle, this collisional shift fluctuation can be corrected, based on the linear
correlation k (µHz/atom) between the shift and detected atom number.
k can be understood from the ensemble average (Maxwell-Boltzmann) of the collisional
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Figure 3.3 Calculated Dick coefficients and the noise power spectrum of the LO (maser),
converted in fractional frequency. Maser data from [50].
shift (Eq. 1.13), assuming N↑ = N↓:
∆νmf = −N ~ (a↓↓ − a↑↑)
√
mωxωyωz
4 (pikB)3/2
√
TxT 2⊥
≡ k ·N (3.8)
where we distinguish anisotropic temperatures Tx and Ty = Tz = T⊥. We have used the
temporal-average atom number during the Ramsey time in the presence of atom loss:
N = 1
TR
∫ TR
0
Nie
−γtdt = Ni
1− e−γTR
γTR
= Nf
eγTR − 1
γTR
(3.9)
where Ni and Nf are the initial and final atom numbers respectively. For example, for
TR = 2 s and the atom loss rate γ = 2.7 s−1, N ≈ 1.48Nf . We then obtain an expression for
k:
k = ∆νmf
Nf
= k · e
γTR − 1
γTR
(3.10)
This atom number correction is not perfect due to two reasons. Firstly, the measured
atom number suffers from the detection noise. It contributes to the instability as
σky (τ) =
√
2σdet |k|
νat
√
Tc
τ
(3.11)
Note that it is not explicitly dependent on Ni. But it does depend on the atomic density
therefore is affected by the atom number.
The second imperfection originates from the statistical nature of the atom loss, i.e., only
knowing Nf , there is always uncertainty in the atom number that have contributed to the
density shift during the Ramsey time. It can be shown that the average atom number
uncertainty given Nf can be estimated as [50]:
σN ' 1
TR
∫ TR
0
√
Nf(eγ(TR−t) − 1)eγ(TR−t) dt (3.12)
84 Chapter 3. A highly stable cavity-QED platform
The degradation to the stability then reads
σy,loss(τ) =
σN |k|
νat
√
Tc
τ
(3.13)
B-field independent instabilities and Ramsey time Up to now we have discussed a
few noise sources that are weakly dependent on ∆B.2 It is already helpful to see how they
behave in the parameter space including Ramsey time, atom number, etc. Here we show
calculations of these instabilities as a function of Ramsey time with two different initial atom
numbers (Fig. 3.4). We use the experimental parameters: trap lifetime 2.7 s, 5 s dead time,
trap frequencies {ωx, ωy, ωz} ' 2pi · {3, 110, 99} Hz, and realistic temperatures (transversely
T⊥ = 220 nK, and longitudinally much colder, Tx = 20 nK).
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Figure 3.4 Estimations of noise sources that are weakly-dependent or independent of B-
field as a function of Ramsey time. Here we show two initial atom numbers for comparison:
4× 104 (left) and 2× 104 (right). Trap frequencies are {3, 110, 99} Hz. Here we assume a
perfect contrast.
Let us have a closer look:
• The Dick effect (dashed magenta) is independent of N and reduces as TR increases due
to improved duty cycle.
• The detection noise (dashed green) and QPN (solid red) both grow at short TR due to
reduced sensitivity |dP↑/dν| = piTRC. They also increase at long TR simply because of
the reduced detected atom number due to losses. Obviously, larger numbers of atoms
are beneficial.
• The two sources related to atom number fluctuation (blue curves) both grow at longer
TR, while σky (dotted) is due to the increasing value of k from atom loss, and σy,loss is
2The contrast depends on ∆B, having a slight influence on σy,det and σy,qpn. Due to atom-number-
dependent temperature (Sec. 2.2.3), k can also depend on ∆B as we also have to account for the Zeeman
shift which is temperature dependent.
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due to the growing uncertainty in the atom number. As I pointed out, the former does
not depend on N . But for the latter, larger numbers of atoms actually have higher
fluctuations due to the stronger collisional shift.
The sum of these noise sources shows a clear optimum Ramsey time, close to the trap
lifetime. Therefore, our trap lifetime of 2.7 s limits the Ramsey time below 3 s. However,
if we can instead use spin squeezed state with cavity detection, we can in principle greatly
suppress the contributions from the QPN, detection noise and even partly σky . We would
then be able to increase TR to reduce the Dick effect. Remarkably, lower atom number would
appear preferable as the collisional shift is alleviated.
We will have later a quantitative estimation. Now we shall turn to the other major noise
sources which are dependent on the B-field.
3.1.4 Magnetic and temperature fluctuations
As we have seen in Sec. 1.1.2.2, a pseudo-magic trap with Zeeman shift and density shift
mutually compensated is possible if one shifts the bottom field slightly below the magic
field ∆B . 0. However, away from the magic field, the Zeeman shift is more sensitive to
the technical fluctuations of the bottom field. On the other hand, temperature fluctuations
affect the density distribution that influences both the Zeeman shift and the density shift.
As we will see, the temperature dependence exhibits a minimum at certain field ∆BTopt such
that the clock frequency is first-order insensitive to temperature fluctuation.
We again follow the treatment in [50], but extend to anisotropic temperatures. However,
as we will consider the noise due to temperature fluctuations, it is more reasonable to suppose
that these fluctuations are correlated among different axes. We will then distinguish the
transverse temperature Ty = Tz = T⊥ and a lower but correlated Tx = ζT⊥.
Taking ensemble average (Maxwell-Boltzmann distribution) of the Zeeman shift (Eq. 1.11),
we have
∆νB =
b
µ2B
(
4g2mkBT⊥
ω2z
+ k2B(8T 2⊥ + 4T⊥Tx + 3T 2x ) + 2µB∆BkB(2T⊥ + Tx) + ∆B2µ2B
)
(3.14)
We will consider the total shift ∆νB + ∆νmf . The optimal field as a function of ∆B is given
by solving ∂(∆νB + ∆νmf)/∂∆B = 0:
∆BBopt = −
kBT⊥(2 + ζ)
µB
(3.15)
which is generally very close to the magic field. For example, for T⊥ = 200 nK and ζ ∼ 0.2,
∆BBopt ' 6.6 mG. Supposing that the operating ∆B will not be far from this field, we can
model the clock frequency fluctuation due to the technical magnetic field fluctuation σB as
σy,B =
2b
νat
∣∣∣∆B −∆BBopt∣∣∣σB (3.16)
For the temperature fluctuation, solving ∂(∆νB + ∆νmf)/∂ T⊥ = 0 gives
∆BTopt =−
kBT⊥(8 + 4ζ + 3ζ2) + 2g
2m
ω2z
µB(2 + ζ)
− 3~N (a↓↓ − a↑↑)
√
mµBωxωyωz
16bpi3/2 (kBT⊥)5/2 (2 + ζ)
√
ζ
(3.17)
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Similarly, the frequency fluctuation due to temperature fluctuation σT can be modelled as
σy,T =
2kBb(2 + ζ)
µBνat
∣∣∣∆B −∆BTopt∣∣∣σT (3.18)
δBTopt deserves more attention. Firstly, δBTopt < δBBopt, so a compromise has to be found
between the magnetic field fluctuation and temperature fluctuation. Obviously, given a tech-
nically limited σB and σT , one should try to bring δBTopt closer to δBBopt, namely minimising
|δBTopt|.
3.1.4.1 Trap frequencies
Eq. 3.17 involves the temperatures and atom number from the density shift in the second
term, but also involves ωz due to the gravitational sag. if ωz is low, the first term grows
quickly (in absolute value). But if all trap frequencies are high, the second term will dom-
inate due to high density. It hence justifies tight transverse confinement to counteract the
gravitational sag, but shallow longitudinally to lower the density. Fig. 3.5 shows a few ex-
ample calculations of δBTopt as a function of ωz and of T⊥. We fix ωx/2pi = 3 Hz, which is
the lowest for a stable trap, and set realistically ωy = 1.1 × ωz. We also assume ζ = 0.2.
We see that at lower temperatures, a clear optimal trap frequency exists, but the minimum
|δBTopt| is not globally optimum. At higher temperatures, |δBTopt| reduces at higher trap
frequencies. In the experiment, ωz/2pi = 160 Hz is achievable, but we have not yet explored
those frequencies. We have seen again the limits imposed by the density in our clock.
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Figure 3.5 δBTopt as a function of ωz for different temperatures. The assumption ζ = 0.2
is probably not always realistic as the temperature varies.
3.1.4.2 Optimum magnetic field
With the two optimum fields against magnetic field fluctuation and temperature fluctuation
respectively, an overall optimum field should be found in between, depending on σB and σT .
Assuming that these noise sources are uncorrelated, we can then use the measured stability
at different magnetic field to estimate σB and σT altogether.
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Fig. 3.6 shows three datasets of clock stability (TR = 3 s) as a function of ∆B at different
temperatures. As we have seen that ∆BTopt depends on T⊥ and Tx, the optimum field for
the clock will be different at different temperatures. Indeed we observe such temperature
dependence. We try to fit the data with all noise sources discussed above, leaving σB, σT
and ζ as free parameters. The three datasets cannot fit with a single set of parameters but
require very different ζ’s. This reflects the limitation of the model assuming fully correlated
T⊥ and Tx. We plot instead the independent fit for data at each temperature. We see that at
lower temperature (100 nK, solid black circles), the model requires a very small ζ to increase
the density shift, since the overall noise is high. On the contrary, at higher temperature
(290 nK, open red circles) the overall instability is very close to the “independent noise”
(dotted curve, the dependence comes from the contrast). The model then requires an almost
isotropic temperature to minimise the noise due to magnetic and temperature fluctuations.
The contrast of the Ramsey fringes has a different dependence on ∆B, which we will discuss
briefly in the following.
Obviously, a more refined model is needed to fully understand the temperature depen-
dence. Nevertheless, the three fits actually give similar σB ∼ 30 µG and σT ∼ 0.5% T⊥. The
former is a bit higher than the one reported in TACC-1 (16 µG), analysed using a similar
model [50]. It is also clear from these measurements that a cold cloud is not at all beneficial
for the clock. In the end, a high density is detrimental, eventually also limiting the atom
number.
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Figure 3.6 Clock stability at different magnetic fields. TR = 3 s. The fringe contrast
is shown on the top and the fractional frequency Allan deviations in the bottom at three
different temperatures. The Allan deviations are not extrapolation to 1 s, but after 2
shots.3 The solid curves in the top panel are fits to Eq. 3.22, while those in the bottom
are fits to the full noise model with free parameters σB , σT and ζ. Dotted curves are noise
contributions apart from the magnetic field and temperature fluctuation.
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3.1.5 Ramsey Contrast
Let us have another look at the contrast, as a function of magnetic field. The above analyses
consider the mean shift ∆νB +∆νmf , subject to shot-to-shot magnetic field and temperature
fluctuations. However, the contrast concerns the inhomogeneity of the frequency shift during
a Ramsey sequence.
A quantitatively understanding of the contrast is not easy. Firstly, the inhomogeneity is a
result of both Zeeman shift and density shift upon motional averaging. Secondly, collisional
spin exchange, namely the ISRE, will counteract the dephasing among atoms, extending the
coherence.
For simplicity, here I only briefly discuss the inhomogeneity of the Zeeman shift, which
dominantly determines the optimum ∆B (again ∆B . 0). Density shift further lowers this
optimum slightly, but the spin exchange effect counteracts both shifts. We will discuss the
spin exchange effect a bit more in detail in Sec. 5.1.
We have been considering the position dependent ∆νB(r) and ∆νmf(r) and their ensem-
ble average. But as the atoms oscillate in the trap, the position dependence averages out.
Since the lateral collision rate is low (∼ 0.2 s−1), each atom preserves its energy over the
oscillations. The average frequency shift of an atom then only depends on its energy. We can
then express ∆νB as a function of energy (a more detailed demonstration will be given in
Sec. 5.1.4) and the inhomogeneity can be obtained from the ensemble average in the energy
space:
〈f〉 ≡
∫ ∞
0
dEx
∫ ∞
0
dEy
∫ ∞
0
dEzfe−Ex/kBTxe−Ey/kBTye−Ez/kBTz (3.19)
We quantify the dephasing using the standard deviation of the Zeeman shift:
σ(∆νB) =
√〈
∆νB
2〉− 〈∆νB〉2 (3.20)
which takes the form
σ2(∆νB) = A(∆B −∆BC0 )2 +D (3.21)
For simplicity I will not show the analytic form of A and D as it is not a full model. But this
asymptotic form remains valid in the presence of density shift and it agrees with the data
(Fig. 3.7). The contrast can be estimated as (assuming a Gaussian distribution of phase
shift with width σ
(
∆νB
)
)
C = exp
[
−σ
2(∆νB)
2
]
= e−D/2 exp[−A2 (∆B −∆B
C
0 )] (3.22)
The minimum inhomogeneity (maximum contrast) is reached at the field
∆BC0 = −
kBT⊥(8 + 2ζ + 2ζ2 + 3ζ3) + 2g
2m
ω2z
µB(2 + ζ2)
(3.23)
However, this theoretical optimum is lower than what we measured. For the data shown in
Fig. 3.7, T⊥ ' 220 nK, Eq. 3.23 gives ∆BC0 ' −51 mG, but the data show an optimum at
3The noise does not scale as τ−1/2 in some conditions. We then focus on the short term stability, but
the shot-to-shot data is biased as we toggle the LO frequency every other shot to probe both sides of the
half-fringe, to be insensitive to certain technical drifts.
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∆B = −35.7 mG. The density shift can only further lowered this optimum. The discrepancy
can be related to the spin exchange effect.
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Figure 3.7 Ramsey fringe contrast as a function of bottom field (top). The clock fre-
quencies (bottom) show the quadratic Zeeman shift (dashed black curve: quadratic fit).
The solid blue curve is a fit to Eq. 3.22, showing the optimum field at ∆B = −35.7 mG.
3.1.6 Preliminary stability results
Here I present two best examples from the preliminary clock stability measurements, explor-
ing different Ramsey times. We achieve a fractional frequency stability of 5.2× 10−13τ−1/2
at TR = 3 s and 6.5 × 10−13τ−1/2 at TR = 1 s, shown respectively in Fig. 3.8 and Fig. 3.9.
As it is clear from Fig. 3.4, QPN and detection have bigger contributions at shorter Ramsey
times.
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Figure 3.8 One of the best clock stability results at TR = 3 s (b). The atom number-
clock shift correlation (k) is shown in (a), used for atom number correction. Initial atom
number Ni ' 2.5 × 104. The density (atom number and temperature, reflected in k) and
∆B are all important to optimise the overall stability.
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Figure 3.9 One of the best clock stability results at TR = 1 s (b). The atom number-
clock shift correlation (k) is shown in (a), used for atom number correction. Initial atom
number Ni ' 2.7 × 104. Here k is smaller due to less atom loss for the shorter TR. The
QPN alone contributes nearly half of the noise.
3.1.7 Prospects with spin-squeezed states
Finally, let us see how spin squeezing and cavity detection can help for the current setup.
We again show all noise contributions from our model in Fig. 3.10 (left panel), using the
parameters of the best measurement (Fig. 3.8). σB, σT and ζ are from the fit described
previously.
In the right panel, we show the calculations using spin-squeezed states and cavity de-
tection. In fact, for spin squeezing by cavity measurements that will be focused on in the
rest of the thesis, the atoms are not projected and the noise in Sz (P↑) is limited by the
cavity detection noise. Therefore we assume a cavity detection noise σdet = 25 atoms that
corresponds to a squeezing about 12 dB for 2.5 × 104 atoms. We have also assumed that
the total atom number can be measured by the cavity shift at the end of the clock cycle,
reducing the error in atom number correction (k). Spin squeezing also allows us to increase
the atom temperature that alleviates both the uncertainty due to collisional shift and the
contributions from magnetic and temperature fluctuations. Slightly increasing the temper-
ature to T⊥ = 250 nK, we can have an overall improvement of the clock stability from
5.7 × 10−13τ−1/2 (from model) to 4.2 × 10−13τ−1/2. Now the dominant noise sources are
purely technical.
In fact, as I mentioned in the introduction, cavity QND measurements are more powerful
than creating spin-squeezed states. In a more advanced sequence, one can envisage measur-
ing the total atom number both at the beginning and at the end of the clock cycle. The
uncertainty in the collisional shift can be further reduced. Moreover, one can perform a few
short (complete) Ramsey sequences with the same atoms using QND measurements (already
done in [104] and more advanced, phase coherent sequences in [56]). Without compromising
the duty cycle, the Dick effect can be reduced.
Technical improvements The overall clock stability is largely determined by technical
noise that limit the benefits from spin squeezing. However, as we have seen, using squeezed
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states enlarges the parameter space which we can explore so that overall clock improvement
is possible with the current setup. Nevertheless, improvements of the dominant technical
noise sources are within reach:
• The LO noise can be reduced by further reduce the dead time, as increasing TR is not
an option facing atom losses.
• The magnetic field fluctuation can be improved by improving our current sources,
especially the one for the weak confinement (as we discussed in Sec. 2.1.4).
• We also know that the temperature has an atom-number dependence (Fig. 2.11), there-
fore total atom number fluctuation directly contributes to temperature fluctuation.
This dependence may be weaken by an improved evaporative cooling and trap decom-
pression process. The atom number fluctuation can also be improved by e.g. introduc-
ing a well engineered loss channel.
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Figure 3.10 Prospective clock stability with spin-squeezed states and cavity detection.
The left panel shows calculations with our noise model with the fitted σB and σT (Fig. 3.6)
and other experimental parameters of the best data (blue circle, from Fig. 3.8). In the right
panel we show prospective improvements using spin-squeezed state and cavity detection.
We assume a detection noise σdet ' 25 atoms and no QPN in our model. This allows us to
increase the temperature to alleviate the density related noise.
3.2 Characterisation of the atom-cavity coupling
3.2.1 Vacuum-Rabi splitting
Strong coupling between an atomic transition and a cavity mode gives rise to an avoided-
crossing in the energy spectrum of the coupled system. At zero detuning between the two
“oscillators”, the eigenenergies split into a doublet with the so-called vacuum Rabi splitting
(VRS), described by the Jaynes-Cummings (J-C) Hamiltonian (Eq. 1.39). The eigenenergies
can be probed by probing the cavity spectrum, e.g. by the population probability (transmis-
sion) of the cavity with a scanning probe laser. This population probability also indicates
how much a mode is photon-like.
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The observation of VRS in the cavity spectrum has become the smoking gun of cavity-
QED in the strong coupling regime. After tackling the cavity stabilisation, we also configured
our setup to measure the VRS, in order to see smokes from the atom-cavity interaction.
3.2.1.1 Models and calculations
To understand the measured cavity spectrum in the experiment, we shall consider a model
with real-world atoms, namely multiple levels and transitions between the ground state
52S1/2 (|F = 2〉) and the excited state 52P3/2 for 87Rb. Nevertheless, our system exhibits
several advantages in terms of simplicity:
• Atoms are purely in |2, 1〉 by transferring atoms prepared in |1,−1〉 with a MW pi pulse.
• The atoms see a quantisation field along the cavity axis, so the pi transitions cannot
be exited by the cavity field (to a good extent).
• Since the atoms are magnetically trapped, there is almost no light shift on the atomic
transition due to the optical lattice.
• Thanks to our imaging system, atom number in the cavity can be measured to high
precision.
The only imperfection is the inhomogeneous coupling due to the finite temperature of
the atoms. Luckily, it suffices to replace the collective coupling
√
Ng in the J-C model by
an ensemble average (∑Ni g2i )1/2 [103], without other effects on the cavity spectrum. It’s
worth mentioning that in the case of an intra-cavity lattice experiment, atomic transitions
become inhomogeneous due to light shift from the 1560 nm trapping light. The linewidth of
the eigenmodes can be strongly modified (see [124]).
Therefore we can work with a simple model with a single cavity mode and a single atom
with multiple levels. The energy spectrum of the coupled system can be obtained by diago-
nalising the J-C Hamiltonian with the relevant transitions, namely all σ+ and σ− transitions
starting from |2, 1〉. In fact, if we consider σ+ and σ− excitations separately (as the cavity
input polarisation can be controlled), we can further ignore the Zeeman sublevels. But to
fully simulate the cavity transmission with arbitrary input polarisation (as in Fig. 3.13),
one needs to include all involved Zeeman sublevels. More formally, the Hamiltonian of the
coupled system is composed of
HˆJC = Hˆph + Hˆat + Hˆint (3.24)
with the photonic energy
Hˆph =
∑
q=±1
ωccˆ
†
q cˆq (3.25)
where q denotes the two modes with circular polarisations. The two modes are degenerate
in frequency.
We consider a single ground state |g〉 ≡ |2, 1〉 (zero energy), meaning we ignore the
possible Raman transitions to the other trappable states |2, 2〉, under the assumption of
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weak photon occupation. The atomic energy reads
Hˆat = ~
3∑
F ′=1
F ′∑
m′F=−F ′
ωD2(F ′)
∣∣F ′,m′F 〉 〈F ′,m′F ∣∣
+ µB
gF=2 |g〉 〈g|+ 3∑
F ′=1
F ′∑
m′F=−F ′
gF ′m
′
F |B|
 (3.26)
where the first line includes the hyperfine states of the excited state 52P3/2 without Zeeman
splitting, and the second line includes the Zeeman energy in weak magnetic field B. gF ′ ’s
are the hyperfine Landé g-factors. Finally, the interaction energy reads:
Hˆint = ~g+23
∑
q=±1
(
cˆ†qDˆq + Dˆ†q cˆq
)
(3.27)
with the extended atomic lowering operator Dˆq
Dˆq =
3∑
F ′=1
|g〉 〈g|µq|F ′,m′F = 1 + q〉
〈
F ′,m′F = 1 + q
∣∣ (3.28)
where q = ±1 again denotes the two circular polarisations, and µq is the corresponding
dipole matrix elements [73]. g+23 is defined such that 〈µ+1〉 = 1 for the transition |g〉 →
|F ′ = 3,mF = 2〉 (2-3).
The eigenenergies can be therefore obtained by diagonalising HˆJC. However, to calculate
the cavity transmission spectrum which is measured experimentally, we shall include a cavity
pump term,
Hˆpump = −iη
(
cˆeiωpt − cˆ†e−iωpt
)
(3.29)
(or −iη(cˆ− cˆ†) in the rotating frame at ωp) and consider the atomic and cavity decay in an
open system. We employ the Lindblad master equation [133] of the system density matrix
ρˆ (traced out the environment):
˙ˆρ(t) = − i
~
[Hˆsys, ρˆ(t)] +
∑
n
1
2[2Cˆnρˆ(t)Cˆ
†
n − ρˆ(t)Cˆ†nCˆn − Cˆ†nCˆnρˆ(t)] (3.30)
where Hˆsys = HˆJC + Hˆpump, and Cˆn are collapse operators. In our case, they include
√
κcˆq
and
√
ΓDˆq with q = ±1, where κ and Γ are as usual the cavity and atomic decay rates,
respectively.
To obtain the cavity transmission spectrum, we look at the steady-state solution of the
cavity population:
〈cˆ†cˆ〉 = Tr(cˆ†cˆρˆss) (3.31)
where ρˆss satisfies ˙ˆρss = 0.
Despite the simplification, this single-atom model agrees very well with the measured
spectra. Numerical calculations4 of the eigenenergies and cavity transmission spectra with
essentially one free parameter g0, are compared with data in the following.
4using python package QuTiP (quantum toolbox in Python)
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3.2.1.2 Experimental methods and results
Our cavity stabilisation and probing scheme (Fig. 2.21) can be easily adapted to be operating
in the resonant regime of the atomic transition F = 2 → F ′ = 3, shown in Fig. 3.11. A
spectrum is obtained by scanning the probe frequency and recording transmission with a
single photon counting module (SPCM). The probe scan is achieved by an analog sweep of
the EOM modulation frequency that generates the probe sideband. The carrier is sufficiently
filtered by the cavity.
780 nm
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cavity
Auxiliary 
cavity
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32 GHz
Frequency ( - cavity length, a.u.)
1 GHz PDH3rd SB
target mode
85Rb lock
0.4 GHz AOMF=2    F’=3 F=1     F’=2
0.5 – 3 GHz 
probe scan
locked laser
locked laser
Figure 3.11 Frequency scheme for measuring the vacuum Rabi splitting in the resonant
regime (cf. Fig. 2.21).
To completely avoid 1560 nm light in the science cavity, we can lock it with the auxiliary
cavity. For the VRS measurement, we disabled the two-cavity interlock in order to have
wide-range adjustments of the cavity detuning. As we have seen in Sec. 2.3.6, the relative
drift between the two cavities is in the order of a few MHz, a negligible error in the cavity
detuning in front of the VRS. It only introduces a small offset error (a fraction of the cavity
linewidth) to the spectra.
In practice, changing the cavity detuning is very simple. We modify the offset frequency
of ∼ 32 GHz that bridges the two cavities. At a given cavity detuning, we take cavity spectra
with different atom numbers, by changing the 2D-MOT flux (push beam power). Each scan
takes about 100 ms, which is long enough that the cavity can be considered always in a
steady state. The on-resonance transmission photon rate, generally below 1000 photons/ms,
ensures very low average intra-cavity photon number (∼ 0.02) that is assumed in the model.
Fig. 3.12 shows the classical avoided-crossing when the cavity detuning is varied across
the atomic transitions (σ+ input light). It resembles very much a simple two-level J-C model,
but a third narrow peak appears, as there are two relevant atomic transitions (2-2 and 2-3 for
σ+). There is seemingly only one avoided-crossing, because the coupling (
√
Ng+23) is larger
than the hyperfine splitting between the two transitions. The “middle” state remains mostly
atom-like, and is only slightly perturbed from the atomic transition.
For σ− input, as there are three relevant atomic transitions, we shall expect four res-
onances. This is observed as we rotate a half-wave plate to change the probe polarisation
from σ+ to σ− with the cavity resonant with the 2-3 transition (Fig. 3.13). In the mid-way
with linear polarisation, we see all possible resonances.
The data agree well with the calculation using the simple model introduced above, not
only in the eigen-frequencies, but also in the relative strength and width of the transmission
peaks. The height of the peak is normalised to match the empty cavity spectrum. An
ensemble average g+23 = 2pi · 2.5 MHz is obtained from fitting the data. After optimising the
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atom cloud-cavity alignment (Sec. 3.2.3), g+23 increases to 2pi ·4.7 MHz, as shown in Fig. 3.14,
where we vary the atom number and observe all resonances with linearly polarised probe at
zero cavity detuning. The splitting scales nicely with
√
N , while the middle peaks are less
visible (compared to Fig. 3.13) since they are less “photon-like” as the coupling increases.
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Figure 3.12 Cavity transmission spectra as a function of cavity detuning with σ+ po-
larisation. The spectra are single-shot data with selection of measured atom number
2.00(2) × 104. The simulation assumes equal coupling for 2 × 104 atoms with single atom
coupling g+23 = 2pi · 2.5 MHz (g0 in the figure). The cavity is locked via the auxiliary cavity
without frequency interlock, so there is uncertainty in the absolute frequency.
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Figure 3.13 Cavity transmission spectra varying probe polarisation at zero cavity de-
tuning. Same legend as in Fig. 3.12, except that the simulation uses g+23 = 2pi · 2.6 MHz,
and a frequency offset of −15 MHz is added to the simulation to better match the data.
This is probably due to the uncertainty in the timing of the MW sweep (analog).
3.2.2 Cavity shift in the dispersive regime
We turn from now on to the dispersive coupling regime, where the cavity is tuned in the
middle of the D2 transitions from F = 1 and F = 2 respectively (Fig. 1.4(b)). The laser
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Figure 3.14 VRS spectra varying atom number. The spectra are shifted vertically ac-
cording to the measured atom number. Bare cavity frequency and atomic transitions are
shown in dashed black lines. Eigenenergies of the coupled system are shown in dashed red
curves, which agree well with the data.
scheme is shown in Fig. 2.21. We continue to use the notation for the clock states: |↓〉 =
|1,−1〉 and |↑〉 = |2, 1〉.
3.2.2.1 Cavity detuning for equal coupling
In our theoretical model for spin squeezing (Sec. 1.3.2.3), we have considered a common
excited states for |↑〉 and |↓〉 with equal coupling g. A cavity mode equally detuned from the
clock states hence has equal dispersive coupling 2g2/ωat to both states. For real Rb atoms,
multiple transitions are involved to shift the cavity. They are polarisation dependent and
have different strengths. But what matters is to find the cavity frequency such that an atom
in either |↓〉 or |↑〉 shifts the cavity equally with opposite signs, as the model described.
Including both clock states in the Hamiltonian (Eq. 3.24), we can calculate the energy
of the photonic eigenstate, whose difference from the bare cavity energy gives the cavity
shift induced by either the atomic ground state (F = 1) or one atomic excitation (F = 2).
For σ+ and σ− transitions, the sum of the cavity shifts from both atomic states is shown in
Fig. 3.15(b). The zero-crossing indicates the detuning at which the cavity has equal coupling
to the two clock states, slightly different for the two polarisations. For σ+, it is 3.17 GHz
with respect to f23 ≡ F = 2 → F ′ = 3. We have again assumed equal coupling for the
atoms with g+23 = 2pi · 4.7 MHz (Note that g+23 is the coupling for the 2-3 transition for σ+
transition), as obtained from the VRS spectra (Fig. 3.14). We also plot the cavity shift per
atom in either |↑〉 or |↓〉 for both polarisations in Fig. 3.15(c), as it is the figure of merit in
the dispersive regime. The shift about 8 kHz per atom agrees with the data (see below),
showing the consistency between the measurement of VRS and that in the dispersive regime.
Experimentally, finding this cavity detuning is straight-forward: if one starts with an
equal population of |↑〉 and |↓〉, the cavity should have no frequency shift compared to an
empty cavity at the correct detuning. Fig. 3.15(a) shows the cavity shift by atoms as a
function of the cavity detuning, with the atoms prepared by a microwave pi/2 pulse. The
zero-crossing gives the optimum cavity detuning with respect to f23 at about 3.05 GHz.
The discrepancy turns out to be caused by the imperfect pi/2 pulse. The measured atom
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number indicates that the actual P↑ was about 48.5%. Calculation taking into account this
population imbalance (blue dashed line in Fig. 3.15(b)) gives a zero-crossing that agrees with
the data. The slope is however still different.
There are other sources that may affect the measurement. A nearby high-order cavity
mode is coupled to the fundamental mode that may slightly shift the latter (see later in
Fig. 3.16). Full understanding of these data turns out to be difficult.
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Figure 3.15 Cavity frequency for equal coupling. (a) cavity shift by atoms prepared
by a pi/2 pulse, as a function of the cavity detuning. The pi/2 pulse turns out to have a
1.5% error. (b) Theoretical calculation of the cavity shift with g+23 = 2pi · 4.7 MHz, for
σ+ coupling (red) and σ− coupling (blue). Calculation taking into account the population
imbalance (dashed blue) agrees with the data. (c) Cavity shift per atom in either state
from the same calculation.
3.2.2.2 Cavity shift per atom
Having the cavity properly detuned, the cavity shift now measures the atom number differ-
ence N↑ −N↓ = 2Sz:
δωc = Ω˜(q)c Sz (3.32)
where Ω˜c is the ensemble-average cavity shift per spin flip (Sz = 1), and (q) distinguishes σ+
and σ− transitions. Again we have adopted the homogeneous-coupling picture. The effect
of inhomogeneous coupling will be discussed later (Sec. 4.1). Compared to Eq. 1.44, Ω˜(q)c
includes the effect of all relevant transitions, and it is experimentally accessible since we have
an accurate and independent measurement of the atom number through absorption imaging.
To find Ω˜(q)c , we again measure the cavity spectrum by scanning the probe, but we
prepare the atomic state with different Sz, namely a Rabi rotation with different angles.
Selected spectra with different N↑ − N↓ are shown in Fig. 3.16(a) (σ+ probe). For Sz < 0,
an unexpected avoided-crossing occurs. This is due to a known high-order cavity mode
(from previous analysis [108], it is likely a 7th-order mode) that couples to the fundamental
mode. This coupling is possible because the two modes are not perfectly orthogonal due to
imperfect (non-spherical) mirror shape [134]. From a two-mode fit (Fig. 3.16(b)), we see that
this mode also couples to the atoms (as it moves with Sz) but more weakly, as expected from
its more extended spatial profile. The coupling between the cavity modes is also obtained.
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For σ− polarisation, the coupling is smaller than that of σ+ as shown in the calculation
(Fig. 3.15(c)). The cavity spectra would be similar but with a deeper slope. To see both
couplings, we perform a similar measurement with linearly polarised probe (Fig. 3.17). The
spectra can be understood by a calculation of eigenenergies of the system including a second
cavity mode with properties from the fit in Fig. 3.16. The σ+ and σ− couplings are calculated
separately as they don’t couple, which is confirmed by the data.
It’s worth noting that instead of preparing a coherent superposition of |↑〉 and |↓〉 by
varying the MW pulse area, this measurement is taken with atoms purely in |↓〉 or |↑〉 with
variable total atom number. Theoretically these two preparations should be identical for the
cavity shift, while subtle differences can exist since the total atom number can influence the
collective coupling through the thermal energy.
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Figure 3.16 Cavity shift as a function of N↑−N↓ with σ+ polarisation. (a) A few selected
transmission spectra with different Sz. Atom numbers are measured from imaging. (b) A
two-mode fit to the frequencies of the fundamental mode and of the coupled high-order
mode. It obtains the dispersive coupling to the atoms of both modes, as well as the
coupling between the two cavity modes.
3.2.3 Atom-cavity alignment
Trapped in the magnetic trap, the alignment between the atomic cloud and the cavity mode
is not guaranteed. As mentioned in Sec. 2.2.4, the trap position can be tuned in ~z by the
bias field By of the principal confinement. Displacing in ~y requires another bias field Bz
which otherwise can be absent. The trap centre along ~x, displaced from the cavity centre
in a weak trap due to asymmetries in the bias fields, can be centred by employing another
current parallel to the dimple.
3.2.3.1 Transverse direction
The thermal extent of the atomic cloud in the optimum condition for the clock would be only
slightly smaller than the cavity mode in the transverse direction. The collective coupling
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Figure 3.17 Cavity shift as a function of N↑ − N↓, with probe linearly polarised. Here
the spectra are taken with atoms prepared purely in either |↑〉 or |↓〉, N↑ −N↓ is obtained
by varying the total atom number. As a qualitative understanding, eigen-energies of the
photonic modes are calculated including a second optical mode with properties from the
two-mode fit in Fig. 3.16, with σ+ or σ− coupling separately as they don’t couple. The
calculations are shifted by −0.05 GHz to match the empty cavity spectrum.
is therefore sensitive to small displacements of the trap. We optimise the trap position by
maximising the collective coupling.
Alignment via the VRS In the case of VRS, the splitting directly measures the coupling.
However, the splitting also depends on the total atom number (hence its fluctuation), a
stringent post-selection of atom number is necessary to compare the VRS precisely.
Experimentally, we scan the trap position iteratively along the two transverse direction
(~y and ~z). At each position, we run a few experimental cycles to sample the atom number
fluctuation for post-selection.
Alignment via the dispersive shift The cavity shift per N↑−N↓ in the dispersive regime
also quantifies the coupling, and it is more robust as we only need the slope of the linear fit
– relative shift versus measured N↑ −N↓.
Concerned by the high-order mode on the red-side of the fundamental mode, we use only
part of the spectrum with N↑ > N↓. By scanning the preparation MW pulse area, a linear
fit suffices to obtain the coupling. Fig. 3.18 shows the fitted coupling, while we vary the
bias fields to displace the trap. To have an idea about the displacement from the numerical
simulation of the magnetic field, the cloud moves in ~z by ∼ 10µm for the scanned By (0.2 G
variation) and it moves ∼ 8µm in ~y for the scanned Bz (0.2 G variation).
3.2.3.2 Longitudinal direction
Along the cavity axis, the mode intensity varies weakly due to the long Rayleigh length
(∼ 750 µm), about 10% from the centre to the mirror. But we indeed observe an effect
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Figure 3.18 Shift per atom as a function of transverse cloud position, scanning both By
and Bz to displace the cloud in ~z (∼ 10µm in total) and ~y (∼ 8µm in total) respectively.
of this intensity profile from the locking light, moving the cloud slightly towards the centre
(seen from imaging). However, we did not observe a clear increase in the collective coupling
after centring the trap (coarse alignment from imaging).
3.2.4 Intra-cavity optical lattice
Despite that trapping the atoms in the intra-cavity lattice is not intended in our goal to run
a squeezed clock, performing a lattice experiment may help better understand our system.
In fact, it is fairly straight-forward to switch to a lattice configuration with our setup. Here
I report some preliminary characterisations of the intra-cavity lattice, and the atom-cavity
coupling in the lattice.
3.2.4.1 Lattice loading
Setup advantages In conventional setups with intra-cavity lattice, the lattice light also
serves as the locking light. One of the difficulties of this scheme is to load atoms into the
lattice adiabatically, for which the lattice depth (power) is ramped up from very low level
(e.g. three orders of magnitude lower than the final level). Keeping the cavity locked with
a power variation of 30 dB can be difficult, especially when the optical power is low at the
beginning of the ramp.
In our setup, instead of requiring a PDH signal with a limited output for large dynamic
range, we could make use of the two-cavity interlock system (Sec. 2.3.6), i.e., the science
cavity is locked via the auxiliary cavity, therefore the lattice power in the science cavity can
be varied at will.
Another advantage of the experiment is that we start with very low temperature in the
magnetic trap (typically 200 nK), hence loading the lattice can be very efficient.
Loading procedures The lattice power is controlled by the EOM modulation power (see
Fig. 2.21). The RF source (Windfreak SynthHD) allows an external amplitude modulation
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(AM) which determines the power ramp-up. We have briefly tried two types of ramp,
exponential and linear, both multiplied by a turnOn function (Eq. 2.1). The Exponential
ramp shows a better loading efficiency. Quantitative studies have not been carried out.
In an experimental sequence, the auxiliary cavity is always locked. After atoms are
prepared in the clock trap, we turn on the two-cavity interlock, namely putting weak 1560
nm light in the science cavity for 10–20 ms for the lock to stabilise. We then hold the
frequency lock and ramp up the lattice power in 10 ms. The residual drift between the two
cavities has no visible effect on the lattice power, within about 100 ms.
Optimum trap depth Simply looking at the loaded number of atoms, we found a clear
optimum lattice depth of about 50 µK (20 µW in-coupled power, 14 dBm EOM modulation
power). The reason remains unclear. One possible explanation is parametric oscillations
induced by the intensity noise of the lattice at the mechanical resonances of the cavity. For
instance, above 50 µK lattice depth, the transverse trap frequency approaches half of the
mechanical mode at 2.6 kHz (see Fig. 2.27). A solution to this would be a lattice intensity
lock. In principle this intensity lock can be highly stable as we would not need to worry
about it interfering with the cavity lock.
3.2.4.2 Atom lifetime and temperature in lattice
As usual, atoms are detected by absorption imaging after switching off the lattice. By varying
the trapping time, we measure atom number decay, which agrees well with an exponential
decay, giving a lifetime of about 0.2 s. In a particular measurement, state |↑〉 and |↓〉 have
lifetime of 0.18(1) s and 0.19(1) s respectively, showing asymmetric losses. The lifetime is
most likely limited by parametric oscillations caused by the intensity noise of the lattice.
By varying TOF after switching off the lattice, we can measure the expansion of the
cloud (along ~z) and fit the temperature. The data are noisy but we can fit Tz ∼ 2.4 µK
with loading ramp of 10 ms. In Fig. 3.20, we compare different ramping times of the lattice,
showing more heating with shorter ramps. We have also tried an integrated Blackman ramp,
which results in higher temperatures given the same duration (data not shown).
Theoretically, starting from a cloud with Tz ∼ 200 nK in a trap with ωz ∼ 2pi ·110 Hz, the
optimal lattice loading acts as an adiabatic compression of the trap. The adiabaticity can
be quantified by the conservation of phase-space density. We can estimate it for a thermal
distribution in 1D as the product of the rms widths in position and momentum N/xT pT ,
where xT = vT /ω and pT = mvT with trap frequency ω and thermal velocity vT =
√
kBT/m.
Therefore
xT · pT =
√
kBT
mω2
√
mkBT =
kBT
ω
(3.33)
meaning that for an adiabatic loading T/ω is conserved. Plugging in the transverse trap fre-
quency ∼ 1150 Hz, we will have Tz ∼ 2.1 µK. This is very close to the measured temperature,
suggesting that the lattice loading is close to adiabatic in the transverse direction.
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Figure 3.20 Cloud expansion after TOF to measure temperature in lattice
3.2.4.3 Coupling in lattice
Trapped in the 1560 nm intra-cavity lattice, we expect the collective coupling to increase.
Firstly, the commensurate lattice wavelength guarantees maximum overlap5 with the probe
mode. The collective coupling can increase by a factor of two compared to averaging over
the standing wave in a magnetic trap. Secondly, the thermal cloud size can also be greatly
reduced in a deep lattice.
We measure the dispersive coupling again by the transmission spectrum varying Sz. We
also vary the trap depth which results in different coupling, visualising the lattice trapping
effect. One flaw is that the cavity detuning is kept the same while the excited state is subject
to lattice induced light shift (up to tens of MHz). The cavity detuning differs from the one
that couples equally to the clock state, depending on the trap depths. This renders the
5apart from the effect of the Gouy phase discussed in Sec. 2.3.1, not so significant for our cavity length.
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dispersive shift to deviate from a straight line. The cavity frequency will also deviate from
the empty cavity for Sz = 0. Nevertheless, the measurements only show a small shift at
Sz = 0 even at the highest lattice power and no sign of deviation from the linear relation.
we will then ignore the uncertainty in the measured coupling caused by lattice light shift.
The dispersive coupling at the optimal lattice depth (maximum loading) is shown in
Fig. 3.21(a), where we see the coupling has increased by more than a factor of two. The
coupling to the high order mode has increased similarly. In Fig. 3.21(b), the fitted coupling
(linear fit for Sz > 0) is shown as a function of the lattice depth. Atoms are prepared
in two different temperatures, showing a clear increase for a colder (smaller) cloud. These
measurements have kept the magnetic trap on, to still keep the atoms while the lattice is not
deep enough. But magnetic trap also reduces the effective coupling for deep lattices, as the
atoms not captured by the lattice (5–10%) are still kept by the magnetic trap, contributing
to the signal.
Note that for these measurements, only state F = 2 is detected at the end of the cycle
after turning off the lattice. N↑−N↓ is inferred from the MW pulse length (rotation angle).
The MW pulse error is generally below the QPN of the atoms.
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Figure 3.21 Dispersive coupling in lattice. (a) Cavity spectra varying Sz, with optimal
lattice power (∼ 20 µW in-coupled power) and magnetic trap turned off. We perform again
a linear fit for Sz > 0 and a two-mode fit. (b) Cavity shift per atom (linear fit for Sz > 0)
as a function of lattice depth, in two temperatures. Magnetic trap is always on to keep all
the atoms, resulting in a smaller shift compared to (a).
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Chapter 4
Spin squeezing by measurement
In the previous chapter, I have shown basic characterisations of our cavity measurement.
As we know, if the measurement uncertainty of Sz is below the QPN of a CSS, the spin
noise distribution will be squeezed after the measurement, conditioned on the measurement
outcome. The metrological squeezing can be evaluated using the measurement uncertainty
together with the coherence after the measurement.
In this chapter, we start with the characterisation of cavity-probe-induced decoherence.
The inhomogeneity is particularly strong in our system so that spin echo is employed to
preserve the coherence. I then detail the calibration of the spin-echo-based composite mea-
surement, with which we achieve a conditional squeezing of 8(1) dB for 1.7×104 atoms. This
preliminary result is believed to be limited by technical imperfections and future improve-
ments are discussed. Preliminary results of squeezing by cavity feedback are also presented.
4.1 Inhomogeneous coupling and decoherence
We have assumed equal coupling for all atoms in the previous chapter, since we have been
only considering the cavity resonance. As a single mode, the cavity sees the collective effect
of the atoms, and an ensemble average of the coupling suffices.
For the atoms, inhomogeneous coupling leads to inhomogeneous AC-Stark shift (light
shift), hence dephasing. The light shift of each atom depends on its position ri:
δω
(i)
at (ri) = Ω+c (ri)〈cˆ†cˆ〉 (4.1)
where we only consider σ+ transitions as shown in Sec. 3.2.2. We will write Ωc(ri) from now
on for simplicity. It is proportional to the intensity profile of the cavity mode (in the lab
coordinates):
Ωc(x, y, z) = Ωc0 cos2
[2pi
λL
x
](
w0
w
)2
exp
[
−2 · y
2 + z2
w2
]
(4.2)
where Ωc0 is the peak shift, λL the laser wavelength, w0 the mode waist, and w = w0
√
1 + x2/L2R
with LR = piw20/λ the Rayleigh length.
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4.1.1 Phase shift by cavity probe
As we have analysed in Sec. 1.3.3, the information gained by probing the cavity is quantified
by the number of detected probe photons, which also determines the phase shift of the atoms
and the dephasing among them. More precisely, the total phase shift φ(i)ac of an atom i is an
integral of δω(i)at (ri) during the probe duration τp, as in Eq. 1.56,
φ(i)ac =
∫ τp
0
dt Ωc(ri)〈cˆ†cˆ〉 = 2nd
qdκtτp
∫ τp
0
dt Ωc(ri) (4.3)
where nd is the detected photon number, with the detector efficiency qd. The phase shift
also depends on the trajectory of the atom, as ri varies in time. κt ≈ κ = 2pi× 45.8(6) MHz
for the 780 nm mode of the science cavity.
In the experiment, we shall distinguish a few timescales:
• The cavity lifetime (∼ 22 ns) is much shorter than any atomic motion. So for each
photon that passes through the cavity, the atoms are static.
• As the atoms are trapped magnetically instead of in the intra-cavity lattice, they move
freely across the standing wave of the probe. For a typical temperature of 100 nK
(vTx =
√
kBTx/m ≈ 3 mm/s) in the longitudinal direction, it would take ∼ 130 µs to
cross one period of the standing wave. For our typical probe duration of a few ms, the
intensity variation due to the standing wave is well averaged out, i.e., the term cos2(x)
in Eq. 4.2 can be replaced by 1/2. The inhomogeneity in the transverse direction
becomes dominant.
• The atoms undergo harmonic oscillations in the trap, partially averaging out the
position-dependent inhomogeneity (exp[−2y2/w2] exp[−2z2/w2]). This reduces the
dephasing among the atoms but far from perfectly, as atoms with different thermal
energies have different oscillation amplitudes. Nevertheless, compared to static atoms,
the coherence can be improved if the probe duration is long enough to allow averaging
of the transverse motion. A minimum of half of the transverse trap period (∼ 4.5
ms) or a multiple of it is required to benefit from a full average, but the timing can-
not be perfect as the trap frequencies are slightly different, ωy 6= ωz. In practice, we
use a probe duration of the full trap period (2pi/ωz), taking into account the residual
centre-of-mass oscillations (see Sec. 2.2.4.2).
• Along ~x, the variation of the mode cross-section (w0/w)2 introduces another inhomo-
geneity, which is rather weak (<2% across the cloud width). The atoms can be seen
as static since the trap period > 100 ms. Overall, this inhomogeneity is negligible
compared to those along other directions.
• Another relevant timescale is for the lateral (energy-changing) collisions, which would
unjustify the picture of classical oscillations in the trap. In our system with typical
atom temperature ∼ 200 nK and 1011 cm−3 density, the collision rate is ∼ 0.2 s−1, and
can be neglected.
In fact, as it will become more relevant in the next chapter, the phase shift of an atom
only depends on its thermal energy after full motional average. The classical trajectory in a
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harmonic trap – position r = (x, y, z) and momentum p = (px, py, pz) – can be described by
the energy and the oscillation phase angle in each direction, in ~z for example,
Ez =
kBTz
2
[(
z
zT
)2
+
(
pz
mvTz
)2]
, ϑ = arctan(pz/z) (4.4)
where m is the atomic mass, Tz the cloud temperature along ~z, vTz =
√
kBTz/m the thermal
velocity, and zT = vTz/ωz with the trap frequency ωz. Therefore, z =
√
2Ez/(mω2z) cosϑ.
Averaging over the phase angle ϑ gives an average light shift that only depends on energy:
Ωc(Ez) =
1
2pi
∫ 2pi
0
Ωc(z) dϑ = Ωc0 exp
[
− 2Ez
mω2zw
2
0
]
I0
( 2Ez
mω2zw
2
0
)
(4.5)
where I0(x) is the modified Bessel function of the first kind.
As we set the probe duration to be the trap period in the transverse direction, the
motional average is not applicable in the longitudinal direction ~x. The light shift is almost
purely position dependent:
Ωc(x) = Ωc0
(
1 + x
2
L2R
)−1
' Ωc0
(
1− x
2
L2R
)
(4.6)
where LR ≈ 750 µm is much larger than the size of the cloud along ~x. An expression of Ωc
as a function of Ex is still useful, as it gives the ensemble average of the phase shift for a
cloud with average energy Ex. We denote the ensemble average with a tilde:
Ω˜c(Ex) =
1
2pi
∫ 2pi
0
Ωc0(x) dϑ ' Ωc0 − Ωc0
mωxLR
Ex (4.7)
4.1.2 Monte-Carlo simulations
We perform Monte-Carlo simulations to quantitatively understand the inhomogeneous cou-
pling and the motional average. An ensemble of atoms are sampled from thermal distribution
in three independent dimensions and we ignore energy exchange between different axes. Ki-
netic equations of harmonic oscillation are solved numerically to obtain the trajectory of
each atom for given time steps. At each time step, a phase is accumulated depending on the
atoms’ positions in the cavity mode (Eq. 4.2). The peak light shift Ωc0 in the cavity is cal-
culated using the standard dipolar coupling formalism [73], taking into account all relevant
σ+ transitions.
Fig. 4.1 shows the simulation results that illustrate the features of the inhomogeneous
light shift. (a)–(d) show the effect of motional averaging. After a full oscillation, the dis-
tribution is Gaussian-like (d). Its width will scale linearly with the probe power. (e) also
shows the distribution as a function of the total thermal energy. The blurring from the 1D
relation (Eq. 4.5) is simply due to the extension to higher dimensions. This gives an idea of
the situation where energies in different axes do mix.
4.1.3 Contrast and phase measurements
To experimentally assess the dephasing induced by a cavity probe, we perform a standard
Ramsey sequence scanning the phase of the second pi/2 pulse. A cavity probe pulse is
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Figure 4.1 Light shift distribution from Monte-Carlo simulation. (a)–(d) Ensemble dis-
tribution of light shift after different averaging times (we show the time-averaged light shift
with one intra-cavity photon, cf. Eq. 4.1): (a) Static atoms. This is the case seen by each
photon. (b) Motional average over a 0.4 ms probe, already close to ignoring the standing
wave. (c) Average over a 2 ms probe. (d) Averaging over a full period (8.9 ms) gives the
minimum variance, a longer probe not exactly multiples of the trap period (20 ms) is almost
the same. (e) Distribution of the average light shift (averaged over a full trap period 8.9
ms) as a function of the total thermal energy in the 3D harmonic trap (hence mean energy
550 nK). The distribution is a blurred version of the analytic integral over oscillations in
1D (dashed red curve, Eq. 4.5).
applied right after the first pi/2 pulse, with the probe frequency fixed at the cavity resonance
(sequence shown in Fig. 4.2). We obtain from the Ramsey fringes the phase (with respect
to the fringes without probe) and the contrast at the same time. They measure the average
phase shift and dephasing of the atoms respectively, induced by the cavity probe photons.
We also vary the probe durations compared to the trap period. As in Eq. 4.3, the probe
strength is measured in detected probe photon number nd. Fig. 4.3 shows the fitted Ramsey
contrast and the phase as a function of nd. We indeed see that longer probe duration better
preserves the contrast due to motional average in the trap. But in general the contrast
decays very fast, losing 90% after merely ∼ 3000 detected photons.
The phase of the Ramsey fringes well approximates the average phase shift of the ensem-
ble, which can be calculated using the Monte-Carlo method mentioned above. Matching the
slope (phase shift per photon) allows to determine the detection efficiency of the transmitted
photons (including optical losses and quantum efficiency of the photon counter), which is
otherwise difficult to calibrate. However, we observe an unexpected discrepancy in this slope
from two datasets with different probe durations (Fig. 4.3). The reason is unclear but non-
linear effects of the photon counter can be excluded as the data remain on a straight line.
Further investigation is underway. Nevertheless, we use the detection efficiency obtained
from the slope to calculate the contrast from the same Monte-Carlo simulation, which agrees
reasonably well with the data.
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In summary, we have a reasonable understanding of the probe induced dephasing based on
a model of classical trajectories in the trap. As this dephasing is particularly strong, simple
cavity probes cannot be used as QND measurements for spin squeezing. Instead, spin-echo
technique can be employed to compensate the dephasing, as in previous experiments [41, 92].
We discuss this compensation in the next section.
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Figure 4.2 Sequence for contrast and phase measurements. Scanning the phase of the
second pi/2 pulse obtains Ramsey fringes with reduced contrast due to inhomogeneous light
shift, and with average phase φac of the light shift.
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Figure 4.3 Contrast decay and phase shift induced by probe photons. We compare
different probe durations (2 ms and 10 ms), showing the effect of motional average for the
atomic coherence. Contrast (left) and phase (right) are extracted from a Ramsey sequence
(Fig. 4.2). The solid and dashed curves are from Monte-Carlo simulations. The intra-
cavity photon number is determined from the detection efficiency qd, obtained by fitting
the phase shift data (right). The difference between the two datasets (not taken together)
is not clear and under investigation. We have not included other decoherence sources in
the simulations, therefore giving perfect contrast at zero probe photon.
4.2 Composite measurements
4.2.1 Spin echo
Dephasing by the probe photons can be largely cancelled by a spin echo [135]. In our simplest
implementation, the probe pulse is divided into two, and in between a MW pi pulse is inserted
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to flip the phase such that the phase shift from the first probe pulse cancels that from the
second on average (see e.g. Fig. 4.8).
These spin-echo-based composite measurements have been successfully implemented in
previous spin squeezing experiments (in the groups of Vuletić and Thompson, see e.g. [104,
101]), in which the inhomogeneous light shift mainly arises from incommensurate wavelengths
of the probe laser and the intra-cavity lattice for trapping the atoms. In our experiment, how-
ever, the transverse inhomogeneity dominates. Consequently, There are several constraints
related to the transverse thermal motion:
• The echo pulse should be error-free, otherwise it would alter Sz. It is particularly
important for our cavity detection relying on the transmission with probe laser de-
tuned at half-height (κ/2). An error in Sz due to the echo pulse will then modify the
transmission of the second probe pulse, compromising the compensation between the
two probes (more discussion in the following). To avoid decoherence (spread in Sz)
due to the Rabi-frequency inhomogeneity of the echo pulse, we rely on the averaging
of oscillations in ~z (as shown in Fig. 2.15), which constrains the pulse duration to be
a multiple of 2pi/ωz (∼ 8.9 ms).
• The two probe pulses should give the same phase shift to any given atom to be well
compensated. Therefore, either they can be very short compared to the transverse os-
cillation (instantaneous); or the probe pulses are as long as multiple oscillation periods
(as discussed in the previous section). Due to the limited bandwidth of the photon
counter, we have to apply probe pulses with duration 2pi/ωz.
Measurement construction We define, for the rest of the thesis, a cavity measurement
Mi to be the detected transmission photon number. From the linearised cavity transmission
T = 12 +
δωc
κ with probe detuning δp = κ/2 on the “blue slope”, the cavity shift is inferred
from the detected photon number as
δωc ' κ2〈Mi〉(Mi − 〈Mi〉) (4.8)
with some uncertainty from the PSN. 〈Mi〉 is the expectation value of detected photon
number or the sample average. Subsequently, we define the collective spin measurement
M si that measures Sz through the cavity shift. Assuming homogeneous coupling with the
ensemble-averaged Ω˜c (or with effective coupling and atom number as shown in Sec. 1.3.2.4):
M si (' Sz =
δωc
Ω˜c
) ≡ κ
2Ω˜c〈Mi〉
(Mi − 〈Mi〉) (4.9)
I note ' Sz to distinguish that the measurement outcome is not identical to Sz due to
measurement noise. We will be mostly interested in the variance of the spin measurement
Var(M si ) =
(
κ
2Ω˜c〈Mi〉
)2
Var(Mi) (4.10)
For a composite measurement we define the constituent measurements M (1)i and M
(2)
i of
the two probe pulses, with a priori 〈M (1)i 〉 = 〈M (2)i 〉.
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The cavity shifts probed by the two pulses are inverted since the echo pulse flips Sz.
Therefore, the outcome of a composite measurement should be defined as
Mi ≡ 〈Mi〉+ (M (1)i −M (2)i ), with 〈Mi〉 = 〈M (1)i +M (2)i 〉 (4.11)
the sign is chosen such that the measurement corresponds to the initially prepared Sz.
Correlation with Sz As the probe-induced dephasing is determined by the number of
photons, the dephasing compensation by the spin echo relies on the two probes having the
same photon number. While this is true on average, each shot M (1)i (M
(2)
i ) measures Sz
(−Sz) which is subject to QPN, meaning that there is residual dephasing (∼ |M (1)i −M (2)i |),
proportional to Sz. We will see that this correlation will lead to interesting phenomena in a
timescale of hundreds of ms due to collisional interactions among the atoms. In this chapter,
we will ignore the effect of this correlation with Sz.
I shall note that to circumvent the imperfect compensation correlated with Sz, one can
simply toggle the probe laser detuning from δp = κ/2 for the first probe pulse to δp = −κ/2
for the second. The cavity shifts are then equal for the two probes, leading to the same
transmitted photon number up to the PSN. The dephasing compensation should always be
perfect except for the PSN.
The measurements presented in this chapter are performed with the probe laser fixed.
Implementing the scheme with toggled probe frequencies should be straight-forward and is
currently being carried out.
4.2.2 Composite pi pulse
Our normal plain (square) MW pulses have a few imperfections:
• The pulse area suffers from errors due to power fluctuations of the MW and RF fields,
which are generally temperature sensitive. Despite the excellent temperature stability
of the lab (. 0.2℃), we have observed ∼ 1% power fluctuation in the MW and RF
power, mostly correlated with the temperature.
• Differential fluctuation of MW and RF also leads to frequency shift due to AC-Stark
shift. But as we ensure two-photon light shift compensation (Sec. 2.2.6.3) which min-
imises the frequency sensitivity to the amplitude fluctuation of both fields, small power
fluctuation is not critical in front of the the Fourier limited linewidth (∼ 100 Hz) for a
short pulse of ∼ 9 ms.
• As we have discussed, field inhomogeneity in ~z constrains the pulse duration for averag-
ing over the transverse oscillation. However, the MW field inhomogeneity in ~x cannot
be averaged out and leads to position-dependent pulse errors along ~x. Nevertheless,
the cavity measurements are insensitive to this inhomogeneity (spread in Sz, as long
as the sum stays constant) since the coupling in ~x is almost homogeneous (Sec. 4.1.1).
4.2.2.1 SCROFULOUS pulses
The slow power fluctuation and inhomogeneity in Rabi frequency can in principle be com-
pensated using composite pulses, which have been widely applied in the field of nuclear
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magnetic resonance (NMR) to cancel static errors [136]. Different types of composite pulses
are designed to improve the pulse fidelity against either detuning errors, pulse-area errors,
or both.
As in [104] and other experiments, it is most practical to employ the “SCROFULOUS
pulse” which is the simplest composite pulse less sensitive to errors in pulse area. For a
pi pulse, it is composed of three plain pi pulses with different phases: piφ−pi/3piφ+pi/3piφ−pi/3,
where the subscript denotes the phase of the pi pulse, giving the global phase φ of the
composite pi pulse (later referred to as p˜i).
However, note that composite pulses are designed to cancel static errors (errors common
to all constituent pulses), and fail to work if e.g. the pulse amplitude (for each atom) varies
during the constituent pulses. More specifically, we shall be aware of atomic motion during
the composite pulse. This is not an issue if, as in an NMR experiment, the pulses are applied
much faster than the atomic motion or the amplitude fluctuations. The atomic motion then
appears as a static error.
In our experiment, however, we cannot achieve two-photon Rabi oscillation much shorter
than a ms. So we have to adopt the other extreme: a constituent pulse lasts a full oscillation
period in ~z to average over the inhomogeneity in ~z. In this case, the three pulses are almost
identical for each atom. Although now the composite pulse is quite long (3 × 8.9 ms), it is
still short compared to the oscillation period in ~x (∼ 250 ms). The field inhomogeneity in ~x
can be largely cancelled by the composite pulse. Nonetheless, as mentioned in Sec. 2.2.6.2,
the amplitude transient in the MW and RF fields makes the pulse errors of constituent pulses
still different. This essentially limits the efficiency of the SCROFULOUS pulses.
4.2.2.2 Calibration sequence
Since the echo pulse is applied to atoms on the equator of the Bloch sphere, the resulting
Sz can be maximally sensitive to the error in the pulse area depending on the rotation
axis (phase). Assessing the pulse error by the transition probability from |↓〉 to |↑〉 is not
sufficiently sensitive. So we perform a sequence similar to the real spin echo to assess the
pulse error: after preparing the atoms with a long pi/2 pulse (∼ 70 ms), we perform the
composite measurement with a variable phase φ of the echo pulse (plain or composite). The
φ dependence of P↑ reveals the pulse error. If we assume only an error  in the pulse area
pi(1 + ), P↑ after the pi pulse reads
P↑ =
1
2 −
1
2 sin(pi) cosφ (4.12)
In addition, MW inhomogeneity leads to position-dependent Sz, which can be revealed in the
centre-of-mass positions of the two spin states. For example, if atoms on the left have Sz > 0
and atoms on the right have Sz < 0, the atoms projected in |↑〉 have more contribution from
atoms on the left, showing a centre-of-mass position to the left; the opposite for |↓〉.
In Fig. 4.4, I plot the results – photon number in the two probes, P↑ measured by
absorption imaging, and cloud positions for the two spin states1, as a function of the echo
pulse phase φ. We compare the plain pi pulse and the SCROFULOUS p˜i pulse, with all pi
pulses tuned to one oscillation period in ~z and no time delay between the constituent pulses.
For weak cavity probes, P↑ varies with the echo phase for the plain pi, showing the pulse
1the cloud positions in ~z are featureless, hence not shown.
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error in amplitude.2 As it modifies Sz, the echo pulse error directly leads to an error in the
photon number of the second probe pulse, On the contrary, these errors are not seen using
p˜i pulses, as expected.
On the other hand, for stronger cavity measurements, the first probe can strongly dephase
the atoms such that the pi pulse phase is not any more well defined for the ensemble. This
effectively averages out the phase-dependent error of the pi pulse (blue circles in Fig. 4.4a).
This reduced sensitivity to the phase-dependent pulse error has also been noted in [104] and
studied as a technique for error cancellation in [137].
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Figure 4.4 Here we scan the phase of the echo pulse between two cavity probes (M (1)
and M (2)), using a plain pi pulse (a) or a SCROFULOUS p˜i pulse (b). Pulse errors show
up as variation in P↑ (measured with absorption imaging) depending on the phase of the
echo pulse (middle row), and subsequently modify the transmission of the second probe
(top row). The average P↑ deviates from 0.5 because of an error in the preparation pi/2
pulse. The phase-dependent cloud positions in ~x (bottom row) reflect inhomogeneity of
the MW field in ~x. We also compare two probe strengths (black squares and blue circles),
showing that a strong probe (M (1)) strongly dephases the atoms, washing out the phase
dependence.
4.2.2.3 Limitations
However, it turned out that the insensitivity of the p˜i pulses to power drifts of MW and
RF is compromised, because the power drift also leads to a detuning error, to which the
SCROFULOUS pulse is more vulnerable. We have indeed observed reductions in pulse
fidelity due to percent level drift of RF power, causing a shift in transition frequency by
about 1 Hz. A regular (weekly) retuning of the pulse amplitude is still necessary.
2the phase dependence shown here cannot identify the error type since the probe photons introduce a
phase offset. But we independently verified that it was pulse-area error.
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In conclusion, the SCROFULOUS composite pulse indeed outperforms the plain pulse at
the cost of a longer pulse duration. But the advantages diminish for stronger probe pulses, as
we eventually do to achieve high levels of squeezing. Nevertheless, for the results presented
in the following (and in Ch. 5), we use composite pulses to minimise the pulse error for all
measurement strengths, and to reduce the frequency of pulse tuning routine.
The SCROFULOUS pulse is limited by the pulse amplitude transient and the power-
drift-induced detuning error. The latter can in principle be overcome by using higher-order
composite pulses that are insensitive to both pulse-area error and detuning error (such as
the BB1 pulse [138]). But this requires a duration of at least 5 oscillation periods (∼ 45 ms),
and in reality worse off due to other technical imperfections. However, we later realised that
some non-general (point-to-point) composite pulses can be less sensitive to both types of
error with only 3 constituent pulses, such as the WALTZ pulse [139]. We are investigating
the possible advantages of these types of pulses.
4.2.3 Coherence measurements
We proceed to evaluate the atomic coherence after a composite cavity measurement. Un-
like the previous measurements (Fig. 4.3) using a Ramsey sequence, here we drive a Rabi
rotation after the cavity measurement. The contrast of the Rabi oscillation quantifies the
coherence. The reason is that the spin is anti-squeezed in the phase quadrature (with probe
laser detuned at κ/2, there is additional anti-squeezing by cavity feedback). This leads to
strong fluctuations of the Ramsey fringes, rendering it difficult to estimate the contrast with
a small dataset. The axis of the Rabi rotation is tuned perpendicular to the Bloch vector to
reveal the real coherence. At the same time, it is parallel to the anti-squeezing axis so the
measured P↑ is not so sensitive to the anti-squeezing (Fig. 4.5).
The coherence as a function of detected photon number is shown in Fig. 4.6(a), where we
compare the plain pi pulse with the SCROFULOUS p˜i pulse. The p˜i indeed better preserves
the coherence. We also compare the probe at zero detuning δp = 0 or on the slope δp =
κ/2 (as in a real measurement). In principle, the only difference should be the correlation
between the residual dephasing and fluctuation of Sz from QPN. As this fluctuation only
reduces the contrast, it leads to an underestimation and a larger uncertainty of the contrast.
Nevertheless, we use the measurement with δp = κ/2 as a conservative estimation of the
coherence for the assessment of squeezing in the next section.
PSN limit The measured contrast is still much lower than the PSN limit, predicted from
two uncorrelated probe pulse, namely
Var(M (1)i −M (2)i ) = 〈M (1)i 〉+ 〈M (2)i 〉 (4.13)
The measurement of contrast decay after a simple cavity probe (Fig. 4.6(b), open back
diamonds, same as in Fig. 4.3) allows to estimate the contrast decay caused by certain
amount of (uncompensated) detected probe photons. We fit the decay with
C = C0 exp[−(nd/γ1)− (nd/γ2)2] (4.14)
The second term in the exponent dominates, which is justified by the Gaussian-like distribu-
tion of the oscillation-averaged light shift (Fig. 4.1(d)). We can assume that the phase shift
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Figure 4.5 Sequence of coherence measurements using Rabi oscillations. The colour
arrows on the Bloch sphere after the first probeM (1)1 represent the strong dephasing induced
by the probe photons, which is subsequently rephased by the second probe M (2)1 . Here the
probe is on resonance so M (2)1 −M (1)1 ≈ 0, not correlated with Sz. The decoherence is
in principle only due to the transmitted probe photons, regardless of the probe detuning.
Measurements with probe detuned at κ/2 are also compared in Fig. 4.6. After the composite
measurement, we apply a MW pulse (same Rabi frequency as the first pi/2 pulse) with
variable lengths, along an axis perpendicular to the spin vector. The contrast of the Rabi
oscillation measures the coherence.
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Figure 4.6 (a) Contrast of Rabi oscillations after a composite measurement, as a function
of detected probe photons. We compare composite “measurements” (probe zero detuning
δp = 0) using either a plain pi pulse (solid black squares) or a composite p˜i pulse (open red
circles) for the spin echo. Measurements with probes detuned at κ/2 (solid blue circles)
underestimate the contrast because of the increased phase fluctuation from the correlation
with Sz. (b) Comparison of the contrast after a composite measurement (δp = κ/2, solid
blue circles) and after a single probe (open black circles, same data as in Fig. 4.3). The
dotted red curve indicates the PSN limit of a composite pulse, using the fitted contrast
decay due to probe photons (dashed black curve).
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φ
(i)
ac of an atom after a cavity probe follows a Gaussian distribution
p(φ(i)ac ) =
1√
2piσ2
exp
[
−(φ
(i)
ac − φ˜ac)2
2σ2
]
(4.15)
centred around the average phase shift φ˜ac, with σ =
√
2nd/γ2 which scales linearly with the
probe intensity. We can estimate the contrast by the projection along the average phase.
C =
∫ ∞
−∞
dφ′p(φ′) cosφ′ = exp
[
−σ
2
2
]
= exp
[
−n
2
d
γ22
]
(4.16)
with φ′ ≡ φ(i)ac − φ˜ac. We indeed recover the dominant term of our fitting function. γ2 is
determined essentially by the cloud size (trap frequency and temperature) compared to the
cavity waist.
The fit gives γ1 ∼ 1010 (negligible) and γ2 ' 2310(80). Applying the uncompensated
PSN of the composite measurement to the fitted decay we obtain the dotted red curve,
showing that the PSN limit is negligible.
Other limits As shown in Sec. 1.3.3.3, photon scattering into free space leads to contrast
loss, C = C0e−ns . ns is the scattered photon per atom (Eq. 1.55):
ns = φ˜ac
Γ
ωat
' 1.64× 10−6 · nd (4.17)
where we have used the fit from Fig. 4.3. This yields a contrast of 0.987 for 8000 detected
photons, clearly not the limiting factor of the experiment.
In summary, both the PSN and free-space scattering cannot explain the observed contrast
decay. The contrast is probably limited by imperfections of the spin echo, relying on the
motional average during each probe pulse. Further improvement is under investigation.
Nevertheless, an alternative scheme to the spin echo can possibly improve the coherence
preservation (see later in Sec. 4.5.2).
Coherence evolution We also check the coherence after the composite measurement at
a longer timescale (Fig. 4.7). After the initial decay due to the probe pulses, the contrast
decays much more slowly, by roughly 5% in 700 ms. This slow decay is most likely due to the
magnetic filed inhomogeneity, since the bottom field is not optimised here (cf. Sec. 3.1.4.2)
and the atomic density is not high enough to ensure spin-locking ([48] and Sec. 5.1).
In general, the coherence evolution in our system can be more complicated due to the
interplay between collisional interactions and dephasing (either by magnetic field inhomo-
geneity or by probe photons). Nevertheless, here we observe that the evolution is not affected
by the amount of probe photons nor by the atom number. For the squeezing measurement
presented in this chapter, we can ignore the decoherence at this longer timescale.
4.3 Conditional spin squeezing
We now have all the ingredients to evaluate the metrological squeezing by a cavity measure-
ment. The uncertainty of the collective spin state after a cavity measurement is constrained
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Figure 4.7 Coherence evolution after a composite measurement (M1), measured by the
contrast of Rabi oscillations. Different symbols correspond to different probe photon num-
bers, which do not influence the evolution. The decay is also independent of the atom
number, 1.7 × 104 (left) and 3.9 × 104 (right). We shall note that the decoherence at this
timescale does not compromise the squeezing assessment in this chapter.
by the information of both the initial state (CSS) and the measurement uncertainty. Re-
call Eq. 1.62, the uncertainty of Sz conditioned on measurement outcome M s1 , written as
(∆Sz)2|Ms1 , is determined by the measurement uncertainty. Here we use the spin measure-
ment M s1 that measures Sz with 〈M s1 〉 = Sz (Eq. 4.9).
(∆Sz)2|Ms1 =
Var(Sz)(∆M s1 )2|Sz
Var(Sz) + (∆M s1 )2|Sz
(4.18)
Note that only (∆M s1 )2|Sz for a given Sz represents the measurement uncertainty. Var(Sz)
is unconditional, representing the noise in the prepared initial state (CSS + technical noise).
Formally, the conditional spin noise is always lower than that of the initial state (Var(Sz))
given the information from the measurement, even a weak one.
Theoretically, the measurement uncertainty is given by the PSN of the composite mea-
surement, Var(M1) = 〈M1〉. In case of (∆M s1 )2|Sz  Var(Sz), the conditional spin noise
reduces linearly as the inverse probe photon number (Eq. 4.10):
(∆Sz)2|Ms1 ' (∆M s1 )2|Sz =
(
κ
2Ω˜c
)2 1
〈M1〉 (4.19)
The conditional metrological squeezing parameter ξ2 further takes into account the con-
trast:
ξ2 =
(∆Sz)2|Ms1
Var(Sz)
· 1C2 =
(
κ
2Ω˜c
)2 4
〈M1〉NC2 (4.20)
We find that for a given measurement precision (given 〈M1〉), the squeezing also increases
with the atom number. In this section, we verify the measurement uncertainty by varying
〈M1〉. We have used up to N ' 1.7× 104 to evaluate the squeezing parameter.
4.3.1 Measurement uncertainty
To verify the measurement uncertainty (that it is limited by PSN), one can measure the
correlation between two consecutive cavity measurements. The measurement sequence is
118 Chapter 4. Spin squeezing by measurement
shown in Fig. 4.8. After preparing a CSS on the equator, we perform two consecutive
composite measurementsM1 andM2, varying probe photon number as well as atom number.
As usual, atom numbers in both states are detected through imaging at the end of the cycle.
In each condition, we repeat the cycle 100 times to evaluate the fluctuation.
t9 ms
delayM1 (squeezing) M2 (veriﬁca�on)
δωc
probe
70 ms
im
ag
in
g
Figure 4.8 Sequence of squeezing measurements. The probe is detuned on the slope
such that M1 measures Sz, the uncompensated probe photons from M (2)1 −M (1)1 is then
correlated with Sz. The verification measurement M2 is also a composite measurement
for experimental simplicity. The delay between M1 and M2 is 10 ms for the main result
(Fig.4.10).
We will first look at the fluctuations in M1 and M2 through the statistics of photon
counts (Fig. 4.9). The standard deviation (Std.) of the photon counts of each dataset is
shown as a function of the mean counts 〈Mi〉. The empty cavity measurements agree with
the PSN limit
√〈Mi〉 (a), showing that the technical noise of the cavity measurements is
not critical for these measurement strengths. Fluctuations of single measurements Std(M1)
and Std(M2) clearly exceed the PSN, dominated instead by the QPN of the atoms. More
formally, we can write a measurement as (cf. Eq. 4.8):
Mi = 〈Mi〉+ δnd,i + 2Ω˜c〈Mi〉
κ
Sz (4.21)
where we have added a fluctuation δnd,i to account for the PSN such that Var(δnd,i) = 〈Mi〉.
We again consider homogeneous coupling with the ensemble average Ω˜c, and Var(Sz) = N/4.
The variance of a single measurement reads:
Var(Mi) = 〈Mi〉+
(
2Ω˜c〈Mi〉
κ
)2
N
4 (4.22)
The square root of the variance is plotted as the solid curves in Fig. 4.9. For two measure-
ments with identical Sz,3 the difference between M1 and M2 ideally has no Sz dependence,
M1 −M2 = δnd,1 + δnd,2 (4.23)
Hence the variance of it reveals the PSN:
Var(M1 −M2) = 〈M1〉+ 〈M2〉 (4.24)
We plot
√
Var(M1 −M2)/2 as a function of 〈M1〉. The data are in good agreement with√〈M1〉, demonstrating the PSN-limited measurement uncertainty.
3In fact, as M2 measures the state flipped by the echo pulse of M1, we have to define M2 ≡M (2)2 −M (1)2 .
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Figure 4.9 Standard deviation (Std.) of the photon counts from two consecutive com-
posite measurements M1 and M2 with different atom numbers –1.7 × 104 (a), 1.2 × 104
(b) and 5.7 × 103 (c). The error bars of the Std. are estimated from a bootstrapping
method, showing one standard deviation. Empty cavity measurements (open black circles)
are shown in (a), lying on the PSN limit (dotted curve). The standard error of either
measurement (red circles and blue squares) exceeds the PSN limit, but their correlation
(green diamonds) approaches the PSN limit, confirming the measurement uncertainty to
be only limited by the PSN for these measurement strengths. The solid lines indicate the
expected fluctuations due to the atomic QPN plus PSN, assuming homogeneous coupling.
The dashed lines include the effect of inhomogeneous coupling, which only deviate slightly
from the homogeneous case, even within the uncertainty region of the latter (grey area).
The uncertainties are obtained from the total atom number fluctuation in the dataset. The
systematic deviation of the data from the QPN limit in (a) remains unclear. The delay
between the measurements are different for these three datasets (10 ms, 50 ms, and 200
ms, respectively), which should not be relevant for this analysis.
Inhomogeneous coupling and effective atom number Now we discuss the effect of
inhomogeneous coupling. In reality, we have N atoms with inhomogeneous coupling Ω(i)c
for atom i, which is the time-averaged (motion-averaged) coupling for each atom during the
probe pulse. As explained in Sec. 1.3.2.4, one can have an effective homogeneous system (in-
cluding quantum fluctuations), using a properly defined effective atom number and effective
coupling (Eq. 1.51,1.52, in terms of Ω(i)c ):
Neff =
(∑N
i Ω
(i)
c
)2
∑N
i (Ω
(i)
c )2
, Ωeff =
∑N
i (Ω
(i)
c )2∑N
i Ω
(i)
c
(4.25)
Surely, the two different treatments should give the same physical cavity shiftN Ω˜c = NeffΩeff .
Using our Monte-Carlo simulation (Sec. 4.1.2), we can calculate the effective coupling
in our system. Despite the strong decoherence due to the inhomogeneity, Neff and Ωeff are
not that different from N and Ω˜c. We have Neff/N ' 0.90 and Ωeff/Ω˜c ' 1.11. Using the
effective atom number and coupling, the expected fluctuations of Mi are plotted as dashed
curves in Fig. 4.9, even within the uncertainty region of the homogeneous case (Eq. 4.22). In
view of the discrepancy of both the homogeneous and the inhomogeneous predictions with
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the data, we will keep using the homogeneous assumption in the following, which gives a
conservative estimation of spin squeezing.
4.3.2 Spin noise estimation
Using Eq. 4.18 and Eq. 4.10, we can translate the measurement uncertainty (Var(M1−M2)/2)
into the conditional spin noise (∆Sz)2|Ms1 normalised to that of the CSS. The data for 1.7×
104 atoms (Fig. 4.9(a)) is shown in Fig. 4.10(a) (green diamonds), assuming homogeneous
coupling. The metrological squeezing ξ2 is obtained using Eq. 4.20 with the conservative
estimation of the contrast (Fig. 4.6, δp = κ/2). We achieve 8(1) dB squeezing, which can be
considered as a lower bound. The squeezing is currently limited by the coherence loss, as
the measurement uncertainty has not yet deviated from the PSN limit.
As the squeezing also scales with the atom number for a given measurement uncertainty,
we show in Fig. 4.10(b) the conditional spin noise as a function of atom number. Three
datasets are plotted for comparison. Even with the current measurement-induced decoher-
ence, up to 11 dB squeezing can be expected for 5× 104 atoms.
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Figure 4.10 Conditional spin squeezing results. (a) same data as in Fig. 4.9(a), ex-
pressed in variance of Sz normalised to that of a CSS (S/2). Homogeneous coupling is
assumed. We take the contrast data from the measurement with δp = κ/2 and fit them
with exp[−(M1/γ1) − (M1/γ2)2] (dashed blue curve) to obtain the expected conditional
squeezing (solid red curve) from the PSN limited measurement uncertainty (dotted green
line), using Eq. 4.18. The last green diamond appears to be below PSN limit, probably
due to the limited statistics (100 samples). (b) The squeezing scales with the atom num-
ber. Here we plot the normalised spin noise as a function of atom number, with two probe
strengths in order to compare with three data points (at the highest photon numbers in
Fig 4.9(a), (b) and (c)). The solid curves are the expected conditional squeezing using the
same contrast decay fit, while the dotted lines are the PSN limits.
Open questions We have seen in Fig. 4.9(a) a systematic discrepancy between the Std(Mi)
data and the expectations, i.e., higher than the prediction at low photon number, while lower
at high photon number, which cannot be explained by inhomogeneous coupling. We have
more data that show similar systematic deviation. One possible explanation is the spin
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dynamics (detailed in the next chapter) taking place during the composite measurement.
This spin dynamics is initiated by the cavity probe but also requires coherence (so stronger
when the probe photon number is not too high), and alters the cavity resonance for the second
probe, leading to a higher count variance. This hypothesis remains to be investigated.
4.4 Squeezing by cavity feedback
In fact, the correlation between the transmitted photon and Sz naturally realises the OAT
Hamiltonian by cavity feedback (Sec. 1.3.4). However, Sz commutes with the OAT Hamil-
tonian and Var(Sz) stays as the CSS, if no further coherent operation on the spin state
is performed. Hence we have ignored this effect in the previous analysis of squeezing by
measurements.
Sz = 0
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Figure 4.11 Sequence of noise tomography measurement
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Figure 4.12 Preliminary spin noise tomography, measured by imaging. Detection noise
is not subtracted. Error bars are obtained from bootstrapping. We observe the expected
shift of the minimum uncertainty angle depending on the probe intensity.
Here I present preliminary results that reveal the squeezing by cavity feedback during a
cavity measurement. We perform a spin noise tomography (see e.g. [44, 34, 33]) by measuring
the variance of Sz after a rotation around the spin vector itself (Fig. 4.11). In the first
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attempt, we use absorption imaging to obtain Sz, which is strongly limited by the detection
noise, and we limit ourselves to small rotation angles. The normalised spin variance is shown
as a function of the rotation angle (Fig. 4.12) and squeezing is clearly observed around 1 ∼ 2
degree rotation. We show here two probe intensities. Qualitatively, the minimum-noise angle
is indeed shifted to lower value at higher probe intensity as expected [43]. In the next step,
we will perform this noise tomography more thoroughly and with cavity measurements to
improve the measurement precision.
4.5 Outlook
4.5.1 Squeezing lifetime
How the prepared spin squeezed state is preserved over time is an important open question.
In previous studies, a lifetime of squeezing over 10 ms in a BEC [35] has been measured. In
cavity-QED based spin squeezing experiments, lifetime of 5 ms has been observed [46]. The
entire squeezing evaluation sequences in similar experiments are generally below a millisecond
[44, 89, 42].
In our experiments, the above results already show conditional squeezing at a timescale of
tens of milliseconds. However, a longer delay between the measurements will show an effect
due to the cold collisions that alters the second measurement in a way that resembles an am-
plification. This effect is linked to the way we perform the composite measurement (residual
dephasing correlated with Sz) and is studied in the next chapter. I shall summarise here that
despite the second measurement being amplified, there is almost full correlation between the
two measurements up to 800 ms, meaning that the squeezed state is still preserved.
The next experiments are to use composite measurement with toggled probe frequencies
to eliminate the amplification effect such that the squeezing can be properly evaluated after
long delays.
4.5.2 Alternative inhomogeneous-light-shift compensation
An alternative solution, to compensate the inhomogeneous light shift by the probe without
employing the spin echo, is by a well-engineered light shift from another longitudinal mode
of the cavity. The closest possible compensation mode (a FSR away) is 123 GHz detuned
from both clock states and generates a negative differential light shift on the clock transition.
In principle, this mode has the same intensity profile as the probe, so the compensation will
be automatic for all atoms in any timescale. But for practical simplicity, the probe and
the compensation light can even be separated in time. In this case the transverse oscillation
period of the atoms has to be respected again, limiting the minimum probe and compensation
pulse to be half of the trap period (4.5 ms).
I shall note that as the compensation light has to be (2νfsr/νat)2 ∼ 1300 times stronger
than the probe, the fluctuation of the compensation light shift due to the PSN is negligible
compared to that of the probe. On the other hand, the probe photon number still correlates
with Sz, which is not the case for the compensation mode (due to the large detuning). The
compensation then again works only on average. Toggling probe frequency is still needed to
avoid this correlation with Sz.
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Another limitation comes from the sensitivity of the compensation mode frequency to
the total atom number which is subject to technical fluctuations. An analysis of the noise
sensitivity of this scheme is given in Appendix B.
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Chapter 5
Quantum amplification by ISRE
In this chapter we study the interplay between squeezing measurements and the identical
spin rotation effect (ISRE). As an interesting topic on its own right, the ISRE is a general
phenomenon in spin polarized systems, and has manifested itself in cold atom systems in re-
cent years, particularly relevant to the understanding and improvement of atomic coherence.
Here I will start with an overview of ISRE and later explain its relevance in our experiment,
especially to the cavity measurements. Consecutive measurements in a longer timescale (in
contrast to the squeezing assessment in the previous chapter) clearly show the influence of
the ISRE, which interestingly resembles an amplification of the cavity signal. Surprisingly,
quantum correlations set up by the squeezing measurements have been almost perfectly pre-
served. This phenomenon provides another scheme of the “quantum phase magnification”
[54, 55] that could facilitate quantum measurements. It may open another way to study
the interaction between quantum correlations in the spin degree of freedom (spin-squeezed
states) and correlations with motional degrees of freedom (spin dynamics), besides e.g. in
BECs [140, 141, 142] and in fermionic optical lattice clocks [53].
5.1 Identical spin rotation effect (ISRE)
5.1.1 Basic principles
The ISRE was first studied as a microscopic phenomenon taking place in a binary collision
between two identical atoms with internal degrees of freedom (e.g. nuclear spins), and finds
applications in the transport properties and spin waves in liquid helium as well as in po-
larised hydrogen [143, 144]. The effect originates from quantum indistinguishability in cold
collisions: two colliding particles having parallel spins (indistinguishable) or having oppo-
site spins (distinguishable) will have different effective interaction energies. In general, this
asymmetry leads to spin exchange effects. For spin 1/2-like particles, the exchange effects
manifest as a rotation of individual spins around their sum [144], hence the name “identical
spin rotation”. It bears similarities to the polarisation rotation of photons in the Faraday
effect. For instance, when a single atom with a given spin polarisation passes through a gas
of identical atoms in another polarisation, the spin of the transmitted atom will undergo
a rotation. More profoundly, the sense of the rotation is linked to the scattering lengths,
irrespective of the trajectory of the atoms. When the same atom is sent back through the
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gas in the opposite direction (e.g. by a trapping potential), the spin rotation is accumulative
as in the Faraday effect.
We shall distinguish the coherent forward scattering from the lateral scattering in the
following. While both are results of the s-wave scattering, the former gives rise to the ISRE
but the latter involves an energy exchange. However, the forward scattering rate (spin
exchange rate ωex) scales as ωex ∼ na, where n is the density and a the scattering length,
while the lateral scattering rate γc ∼ na2vT , where vT is the thermal velocity. At low
temperatures vT goes to zero, so does γc, therefore the forward collision dominates.
A heuristic derivation for fermions The ISRE can be understood in a heuristic way
considering s-wave scattering of spin-1/2 fermions. We can model two-body collisions as
contact interactions: Hˆ′ = gcolδ(r1 − r2)Pˆ0, where Pˆ0 is the projection operator for the
singlet state (|↑↓〉 − |↓↑〉)/√2 – the only state allowing s-wave collisions for fermions. gcol is
determined by the scattering lengths. For spin-1/2 particles, one can verify that Pˆ0 takes
the form Pˆ0 = 1 − Sˆ2/2, where Sˆ = sˆ1 + sˆ2 is the total spin, and Sˆ2 = S(S + 1) = 0 or 2
for the singlets or triplets respectively. We have Sˆ2 = 3/2 + 2sˆ1 · sˆ2, and
H ′ = gcol
(1
4 − sˆ1 · sˆ2
)
δ(r1 − r2) (5.1)
The equation of motion for the spins reads
˙ˆs1 =
i
~
[
Hˆ′, sˆ1
]
∝ gcolsˆ2 × sˆ1 = − ˙ˆs2 (5.2)
following the commutation relations of the spin operators. It resembles a Bloch equation of
sˆ1 in a magnetic field given by gcolsˆ2, and we see the emergence of the spin rotation.
In fact, despite being a boson, 87Rb has a similar two-particle energy spectrum as
fermions. This is because the three relevant scattering lengths, a↑↑, a↑↓, and a↓↓ are al-
most identical, which shift all spin-symmetric triplet states by the same energy but not the
singlet state. This is why we are able to study ISRE in our system [145].
Theoretical frameworks ISRE has been studied based on a transport equation of the
density matrix describing two spin components [144, 51]. The spin exchange effect arises from
a commutator with the mean-field energy which depends on the spin (as in Eq. 5.2). The
external degrees of freedom are treated classically as position- and momentum-dependent
spins. Quantum correlations are lost in the mean field. We will use this kinetic equation for
the simulations presented in this chapter (Sec. 5.1.4).
I shall point out that in recent years a theoretical framework beyond mean-field approxi-
mation has been developed in the context of fermionic optical lattice clocks [146, 52, 147]. It
is based on a many-body Hamiltonian (second quantisation), where finite temperatures and
collisional interactions are described in the basis of harmonic oscillator modes of the trap.
An effective spin model can be derived considering that the motional energies are frozen
during the collision events. Terms proportional to Sˆ(ni) · Sˆ(nj) and Sˆ(ni)z Sˆ(nj)z arise for each
mode ni [147]. The first term can be understood as an energy gap between the symmetric
Dicke manifold S = N/2 (Eq. 1.4) and other Dicke states. The mixing between the man-
ifolds, hence decoherence, is caused by dephasing between the modes ni. The energy gap
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then suppresses dephasing and locks individual spin orientations (see an intuitive picture
below). This further allows to simplify the Hamiltonian by projection into the S = N/2
Dicke manifold, in terms of collective spins: Sˆ · Sˆ and Sˆ2z . The latter gives rise to one-axis
twisting dynamics that can generate spin squeezing [52, 148]. Numerical methods including
losses and non-negligible inhomogeneities are also developed that achieved good agreement
with experiments [52, 53].
5.1.2 An intuitive picture with atoms in two energy classes
To understand the effects of ISRE in trapped cold-atom experiments, we start with a sim-
plistic model with two classes of atoms having fast and slow spin precession rates in a trap.
Different spin precession rates originate from the inhomogeneous shift of the transition fre-
quency ∆D(r) which is generally position dependent (e.g. due to the trapping potential).
Which class an atom belongs to depends on the average ∆D(r) it experiences. In the so-
called Knudsen (collisionless) regime, where we assume low ISRE (forward collision) rate ωex
compared to the trap frequency (or mean-free-path longer than the trap size), the precession
rate only depends on the motional energy, as a result of integrating ∆D(r) over oscillations
in the trap. Therefore, the two classes in our model, can be understood as two energy classes
– the hotter atoms and colder atoms (depicted in red and blue respectively in Fig. 5.1). We
shall see that this picture is more helpful. Furthermore, we assume that the energy-changing
collisions (lateral collision rate γc) are rare (γc < ωex), then an atom remains in its class for
a long time.
As illustrated in Fig. 5.1, we consider that all spins are aligned initially on the equator
of the Bloch sphere. The two classes start to dephase due to their different precession rates
(a), depicted as opposite dephasing vectors D (in the reference frame of the total spin). The
ISRE then rotates each spin around their sum, along the vector ωexS, where S is the total
spin. In the presence of dephasing, each spin actually rotates around D + ωexS (b). While
the total spin is always on the equator due to energy conservation, individual spins can leave
the equator, showing a non-zero Sz for each class.
From an experimental point of view, this means that the probability for each class to
be measured in |↑〉 or |↓〉 would be different from 12 (12 ± s
(i)
z for atom i). As a result, for
example, the projected |↑〉 has more contribution from the hotter atoms and |↓〉 more from
the colder ones. Therefore, |↑〉 and |↓〉 have different average energies, which can be readily
captured in a state-resolved TOF measurement.
Moreover, the clouds in states |↑〉 and |↓〉 will also have different spatial distributions,
since the two energy classes have different spatial distributions in the trap. This is more
generally known as position-dependent spin polarisation or spin waves. We can imagine an
extreme case where the colder atoms have zero motional energy so they stay in the centre
of the trap, and the hotter ones have finite energy so they spend more time away from the
centre. As |↓〉 has more contribution from the cold atoms and oppositely for |↑〉, the spatial
profile of |↓〉 will resemble more that of the colder atoms – concentrated at the trap centre,
while state |↑〉 closer to the hotter atoms. This can also be measured by a state-resolved
imaging.
If the spin rotation happens at a rate faster than the dephasing ωex > ∆D, as sketched in
Fig. 5.1(c), the dephasing can be “refocused” after a pi rotation, similar to an echo sequence.
In fact, if the rotation is fast enough, the spins never dephase significantly. This effect, known
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as spin self-rephasing or spin locking, can be revealed in the atomic coherence measured
e.g. by a Ramsey sequence.
Figure 5.1 Schematics of ISRE for two classes of spins. The Bloch sphere is shown in
the rotating frame of the total spin. (a) Without ISRE, the two classes dephase in opposite
directions, under the inhomogeneous shift D. (b) and (c) With ISRE, proportional to the
total spin ωexS (grey arrow), the two spins start to rotate. In this reference frame, they
rotate around the sum of D and ωexS, tracing a circle above (red) or below (blue) the
equator. After a full rotation (c), the two spins can be fully rephased.
5.1.3 Experimental signatures
Before proceeding to a more quantitative description, let us have a look at the experiments.
There have been several cold atom experiments capturing different manifestations of the
ISRE, which we have already sketched in the simplistic two-class picture. Certainly, in a
real experiment, the atoms are in a thermal distribution. But it can be regarded as many
classes of motional energy. The essential role of the ISRE remains the same: it introduces a
correlation between the local spin distribution and the motional energy.
Spin wave and segregation The first manifestation of the ISRE observed in a cold
atomic gas was a spin wave in a trapped 87Rb cloud [149, 150], subsequently explained by
the ISRE model [51] (cf. [151]). It was in fact not in the collisionless regime we assumed
above, but closer to a 1D hydrodynamic regime where equilibrium is reached locally. This
means that the precession rate is not a function of motional energy any more, but rather
a function of position. The result is nevertheless similar: a position-dependent longitudinal
polarisation (spin segregation or spin waves) builds up due to the ISRE, but dies out as the
atoms move around.
The evidence has been clearer in a later experiment with a Fermi gas (6Li) having tunable
interaction strength through a Feshbach resonance [152]. This experiment also measured the
spatial distribution of the two spin states. In contrast to the Rb experiment, the system
was deeply in the collisionless regime such that the results were not successfully explained
initially by a model in the hydrodynamic regime, but the mystery was quickly resolved [153].
The difference is that now the spin segregation is preserved for much longer time since the
lateral collision rate is extremely low.
An additional advantage of the lithium experiment is the tunable scattering length such
that it can change sign. The spin segregation is subsequently reversed, which indubitably ver-
ifies the role of ISRE. The more recent in-depth experiment has also extended to degenerate
gasses [154].
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Spin self-rephasing As explained in the two-class model, we expect the ISRE rotation
to induce a rephasing or locking effect if the rotation rate is comparable to the dephasing
rate. The previous experiments were however not in this regime. The TACC experiment
can reach very cold temperature as well as having very low dephasing due to the trapping
potential. Indeed, spin self-rephasing has been noticed from an exceptionally long coherence
time [48]. The spin dynamics is further verified at an intentionally augmented dephasing by
the trap, where the coherence shows a revival and a clear dependence on the atomic density.
The same effect has also been observed recently in a 87Rb gas in an optical dipole trap
[155], and in a 87Sr optical lattice clock [53] (called as “spin locking”).
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Figure 5.2 Ramsey fringe contrast showing the spin self-rephasing as a function of atomic
density. Left: Data from TACC-1, +527 mG from the magic field, extracted from [72].
Right: preliminary data in TACC-2, −200 mG from the magic field. Simulations (see
below) are shown in solid curves. The discrepancies at lower densities are most likely due
to the atom-number dependence of temperature (see Fig. 2.11), i.e., the atom temperature
for low atom numbers can be higher than what is used in the simulation. Independent
temperature measurements were unfortunately not available for these data. Densities are
much lower than the TACC-1 data because of the shallower trap.
5.1.4 Mean-field kinetic equation
Now we try to have a quantitatively understanding of the spin dynamics in a mean field
approach, following [153, 48]. As previewed earlier, the evolution of the spins has the form
of a Bloch equation with a magnetic field contributed from all atoms:
S˙ ∝ [∆Dez + ωexS¯]× S (5.3)
where the average spin S¯ represents the spin mean field. For initially polarised spins, the
dephasing ∆D (along ez, i.e. ~z axis on the Bloch sphere) is important to have a non-trivial
dynamics.
With a semi-classical treatment of the thermal motion in the trap, S depends on the
position r and momentum p. For harmonic oscillations, we again move to the energy-phase
variables (Eq. 4.4), in ~z for example: z/zT =
√
2βEz cosϑ and pz/(mvT ) =
√
2βEx sinϑ,
where β = (kBT )−1 and we assume an isotropic temperature T for simplicity. Again vT =√
kBT/m, and zT = vT /ωz.
The advantage is that in the Knudsen regime, we can perform an averaging over the
phase angle, such that the spin only depends on the three energies S(Ex, Ey, Ez, t). The
dependence on each energy only comes via the dephasing ∆D(r).
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Let us have a closer look at ∆D(r). It contains the mean-field shift ∆mf(r) (Eq. 1.13)
and the Zeeman shift from the trap ∆B(B) = b(B − Bm)2, close to the magic field Bm of
the clock transition. In fact, at the optimal field which is slightly below Bm (Sec. 3.1.4.2),
the total dephasing is much smaller than the ISRE rate in our system (see below). To study
the spin dynamics in general, we will consider a B-field away from the optimal field, such
that ∆mf(r) is negligible compared to ∆B, and we can have a linear expansion around the
trap bottom field B0:
∆B(δB) = b∆B2 + 2b∆B · δB, (5.4)
where ∆B ≡ B0−Bm, and δB is the local field in the harmonic trap with respect to B0. The
harmonic trap potential gives: δB(r) = kBTµB [(x/xT )
2 + (y/yT )2 + (z/zT )2] where we have
assumed a Landé factor of 0.5 for our clock states, and µB is the Bohr magneton. Therefore
we have
∆D(r) ≈ ∆D0
[(
x
xT
)2
+
(
y
yT
)2
+
(
z
zT
)2]
(5.5)
with ∆D0 = 2b∆B/(βµB). The constant shift b∆B2 does not induce dephasing.
In this case, the energy dependence of ∆D is rather simple. The phase angle average
gives, in ~z for example (no gravitational sag),
∆D(Ez) =
1
2pi
∫ 2pi
0
∆D0
(√
2βEz cosϑ
)2
dϑ = 2b∆B
µB
Ez (5.6)
∆D then only depends on the total energy E = Ex + Ey + Ez. In this simple case, the
spin dynamics is independent of the geometry – whether it is anisotropic (ωx 6= ωy 6= ωz),
or whether temperatures in different axes are different. Therefore we can have a kinetic
equation for the spin density S(E, t) that only depends on the total energy [48, 72, 156]:
∂tS(E, t) + γc[S(E, t)− S¯]
'
[
∆D(E)ez + ωex
∫ ∞
0
dE′β
3E′2
2 e
−βE′K(E,E′)S(E′, t)
]
× S(E, t) (5.7)
where S¯ ≡ ∫∞0 dE β3E22 e−βES(E) is the average spin in a 3D harmonic trap. The spin mean
field is long-ranged in energy space after angle averaging. This is described by the kernel
K(E,E′), which we will approximate by an infinite-ranged K(E,E′) ≈ 1 [48, 156].
The exchange rate, responsible for the ISRE, is given by ωex/2pi = 2~|a↑↓|n¯/m, where
n¯ is the average density, and a↑↓ is the relevant scattering length. We have included a
decay of the spin polarisation towards the mean field due to the lateral collision rate γc =
(32
√
pi/3)a2↑↓n¯vT .
However, it is harder to treat a case where ∆D depends separately on Ex, Ey and Ez,
e.g. a dephasing by the cavity field (see below) or by the Zeeman shift in the presence of
gravitational sag. Eq. 5.7 then has to be rewritten for S(Ex, Ey, Ez, t). Nevertheless, one
only has to modify ∆D(Ex, Ey, Ez) as detailed in the simulation paragraph below.
Orders of magnitude Let us have an impression on the hierarchy of different timescales.
We have our trapping frequencies {ωx, ωy, ωz} ' 2pi×{7, 120, 110} Hz, where the transverse
trap period of 8.9 ms sets the shortest timescale.
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In our experiment, for a typical transverse temperature Ty = Tz ' 200 nK and Tx '
150 nK (for the experiments in this section). We reach an average density (Eq. 1.12) of
n¯ ' 1.5×1011 cm−3 for 2×104 atoms. As an example, for n¯ = 1011 cm−3, the exchange rate
ωex/2pi ' 0.76 Hz is indeed much slower than the longitudinal trap frequency. The lateral
collision γc ' 0.22 s−1 is the slowest process. We are indeed in the collisionless regime.
The dephasing rate is also important. The dephasing due to collisional shift ∆mf ∼
−0.07 × n¯βE Hz with n¯ in 1011 cm−3, is small compared to other dephasing processes.
While the dephasing due to the Zeeman shift can be tuned by ∆B, however, close to the
magic field, the gravitational sag can lead to very different energy-dependent dephasing along
~z from those in ~y and ~x. The dephasing can no longer be approximated by Eq. 5.5. To give
an idea, the numerical simulation gives a minimum ∼ 0.14 Hz (standard deviation of the
ensemble shift) including both the collisional shift and the Zeeman shift.
Numerical simulations We implement numerically Eq. 5.7 with three independent ener-
gies Ex, Ey and Ez.1 Accordingly, the integral over energy is now three integrals over Ex, Ey
and Ez with 1D density of states, namely
∫∞
0 dE′xβe−βE
′
xK ′(Ex, E′x)·
∫∞
0 dE′yβe−βE
′
yK ′(Ey, E′y)·∫∞
0 dE′zβe−βE
′
zK ′(Ez, E′z), where K ′(Ei, E′i) ≈ 1 are the 1D kernels. The energies of each
spin are drawn from a Boltzmann distribution (∼ 104 samples) and the differential (differ-
ence) equation is calculated for each spin with a time step of normally 5 ms.
To model the inhomogeneity ∆D more accurately, we include the density shift and the
effect of gravitational sag. Integrating Eq. 1.11 over the phase angle yields:
∆B(Ex, Ey, Ez) =b∆B2 + 2
b∆B
µB
(Ex + Ey + Ez)
+ 2b
µ2B
(
ExEy + ExEz + EyEz + 2Ez
mg2
ωz
)
+ 3b2µ2B
(E2x + E2y + E2z ) (5.8)
The first term on the right-hand-side is the linear relation without the gravitational sag as
we have seen earlier. The energy-dependent density shift is given by the integral of the
Gaussian spatial distributions over phase angles (Eq. 1.12):
∆mf(Ex, Ey, Ez) = ∆mf0 · e−
Ex
2kBTx
− Ey2kBTy−
Ez
2kBTz I0
(
Ex
2kBTx
)
I0
(
Ey
2kBTy
)
I0
(
Ez
2kBTz
)
(5.9)
where the peak shift is (Eq. 1.13):
∆mf0 =
2~
m
(a↑↑ − a↓↓)Nωxωyωz√
TxTyTz
(
m
2pikB
) 3
2
(5.10)
In fact, one can also use the position dependence of ∆D expressed in Ex,y,z with a random
initial phase angle for each atom. The phase angles evolve subsequently according to the
harmonic oscillations. Specifically, we solve for S(Ex, ϑx(t), Ey, ϑy(t), Ez, ϑz(t), t) through
1Based on the code of Jean-Noël Fuchs
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∆D(Ex, ϑx(t), Ey, ϑy(t), Ez, ϑz(t)) This requires finer time steps (e.g. 0.5 ms) but allows to
model imperfect motional averaging.
We also take into account the atom loss phenomenologically through an exponentially
decaying (lifetime ∼ 2.7 s) average density.
5.1.5 Observation of ISRE via motional energy
During my thesis, we realised that we could have another demonstration of ISRE in our
system, based on the direct observation of the spin-energy correlation.2 As explained in
the two-class model, the key is that individual spins leave the equator in correlation with
their motional energies, modifying the probability to be projected into state |↑〉 or |↓〉. As
a result, the two eigenstates will have different average motional energies (or temperatures),
measurable by imaging the expansion of the cloud.
In the picture of Fig. 5.1(b), which state gets an increase in its motional energy (more
contributions from the hotter atoms) is determined by the direction of the spin rotation
as well as the sense of dephasing (in the rotating frame of the total spin). Although the
direction of the spin rotation is determined by the sign of the scattering length a↑↓, not
tunable in our experiment, the sign of dephasing can be reversed through ∆B (Eq. 5.5). In
other words, by varying the sign of ∆B, one can determine if the hotter atoms rotate above
or below the equator (opposite for the colder atoms), hence the sign of the energy evolution
of the detected spin states.
In the experiment, we prepare a CSS on the equator with a pi/2 pulse and then image
the two spin states after a variable free evolution in the trap. The two states are spatially
separated using the ARP method (Sec. 2.2.7.1) before imaging. After a sufficient TOF, the
size of each cloud reflects the average thermal energy of the state. More rigorously, we can
fit the expansion of the clouds using images at different TOFs.
As the cloud is imaged along ~y, we have access to the thermal energies in both the
longitudinal (~x) and transverse (~z) directions. In fact, they are different because the trap
decompression into the extreme aspect ratio after the evaporative cooling is not sufficiently
slow to allow thermalisation among different axes.
As shown in Fig. 5.3, far below or above the magic field (left and right columns) such
that the dephasing due to Zeeman shift is strong enough, we indeed observe the departure
of the two spin states in their thermal energies, both in ~z and ~x. The signs of the evolution
are opposite at opposite sides of the magic field.
The middle column deserves more attention. While it is not at the magic field (Bx =
3.6 G), the energy evolution in ~z (first row) is suppressed, different from that in ~x (second
row). This is because the gravitational sag in ~z modified ∆D(Ez) such that the minimum
(absolute value) is shifted away from the magic field ∆B = 0 (see Eq. 5.8). Here we are close
to this field and hence almost no (dephasing induced) energy evolution in ~z is observed. But
we do observe energy evolutions in ~x, because the optimum field in ~x is close to the magic
field. This is confirmed in a similar measurement where we fine-tune the bottom field around
the magic field (Fig. 5.4).
Unfortunately, the fit to the cloud expansion is not perfect and results in systematic
errors of the inferred temperature, most likely due to our detection scheme. As mentioned in
Sec. 2.2.7.1, the ARP perturbs the trap and gives a momentum kick to the atoms (different
2It should have been measurable in the previous setup as well.
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Figure 5.3 Cloud temperatures as a function of evolution time in the trap, at different
bottom fields. Temperatures are obtained from a fit of the cloud expansion at six different
TOFs, both in ~z (first row) and in ~x (second row). The fit is not perfect and may have
systematic errors, e.g. the temperature difference of the two states at zero delay (different in
~z and ~x) is most likely a bias of the temperature estimation. The middle column corresponds
to the optimum field in the transverse direction, showing a suppressed evolution. But it is
not the optimum field in ~x. Further below (left column) or above (right column) the magic
field, strong departures in temperature appear and have opposite signs. All these features
are reproduced by the simulation (solid and dashed curves). We assumed Tz = 200 nK
and Tx = 150 nK, so the two states have the same temperature at zero delay. Quantitative
comparison is limited by the accuracy of the temperature measurements.
for the two states). This is maybe responsible for, e.g. the initial temperature difference
of the two states. Nevertheless, the evolution can be clearly identified, allowing qualitative
comparison with the theory.
Numerical simulations using Eq. 5.73 well reproduce the evolutions, including the different
optimal (minimum-dephasing) fields in ~x and ~z. There is no free parameters in the model
apart from a factor of 0.8 in ωex to better fit the data.4 The average transverse energy
(Ey + Ez)/2 instead of Ez better matches the data in ~z, meaning that there is probably
energy mixing between the transverse directions, due to e.g. anharmonicity of the trap and
collisions. There is probably energy mixing between ~x and the transverse directions as well,
shown as the slow rising of temperature in ~x at the magic field (Fig. 5.4, right-most panel).
In the following, this evolution of thermal energies of the spin states will serve as a
signature of ISRE in our system.
5.2 Interplay between ISRE and cavity measurements
In the previous context, the ISRE is initiated by the dephasing between atoms in different
energy classes, due to inhomogeneous Zeeman shift in the magnetic trap. Nevertheless,
close to the magic field, the motional-energy evolution caused by ISRE is suppressed. In
3More precisely, with three independent energies S(Ex, Ey, Ez, t).
4Similar discrepancy is found in [48]. This is because the infinite-range assumption (K(E,E′) = 1)
artificially enhances the effect of the ISRE, which is compensated by reducing the numerical value of ωex.
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Figure 5.4 Evolution of cloud temperature varying ∆B in smaller steps. Here the tem-
perature is inferred from the cloud size after a fixed TOF (10 ms for |↑〉 and 12.5 ms for
|↓〉), possibly containing even larger systematic error (no correction here). Nevertheless,
the different evolutions of the two states can be seen qualitatively. The bottom fields at
which ISRE is minimum differ in ~z (first row) and in ~x (second row). We also plot the
simulation for comparison, again assuming Tz = 200 nK and Tx = 150 nK.
the following, we consider the dephasing induced by the inhomogeneous light shift from the
cavity field, which will also trigger the ISRE. A key difference is that the inhomogeneity
is only present during a probe pulse (e.g. at the beginning of a sequence) but is almost
vanishing thereafter, setting a kind of initial condition for the spin evolution. We shall see
that the cavity measurement is in turn affected by the ISRE.
5.2.1 Origin: inhomogeneous coupling
Correlation between energy and light shift As discussed in Sec. 4.1, the atom-cavity
coupling is inhomogeneous due to the comparable sizes of the atomic cloud and the cavity
mode in the transverse direction. It leads to inhomogeneous light shift and hence dephasing.
We have also considered motional averaging if the probe is sufficiently long, leading to the
energy-dependent dephasing rate, e.g. in ~z (Eq. 4.5):
∆lsD(Ez) = Ωc(Ez) = Ωc0 exp
[
− 2Ez
mω2zw
2
0
]
I0
( 2Ez
mω2zw
2
0
)
(5.11)
As we know from the previous section, this correlation between motional energy and dephas-
ing rate leads to ISRE. The spins rotate out of the equator (for a given energy class) and
the energies of the two spin states subsequently evolve (as in Fig. 5.3).
Cavity frequency affected by the motional energy On the other hand, the cavity
frequency is determined by the spin s(i)z of each atom i and by the couplings Ω(i)c . Again in
a simplistic picture, we consider atoms in two energy classes (hot (h) and cold (c)),
δωc = Ω(h)c S(h)z + Ω(c)c S(c)z (5.12)
Obviously, colder atoms stay closer to the cavity centre, having a stronger coupling to the
cavity, Ω(c)c > Ω(h)c . The important role of the ISRE is to rotate each class out of the equator
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(Fig. 5.1 and 5.5) S(h)z = −S(c)z 6= 0. The cavity frequency will shift even if the total spin
Sz = S(h)z + S(c)z = 0 stays on the equator.
An alternative picture can be drawn considering only the average motional energies of the
two spin states. As we know, the deviation of the energies for the two spins is a measurable
signature of ISRE. The cavity shift can also be written as
δωc = Ω˜cSz =
1
2Ω˜c(E↑)N↑ −
1
2Ω˜c(E↓)N↓ (5.13)
where Ω˜c(E↑) is the average coupling of |↑〉 with its average energy E↑. Even thoughN↑ = N↓,
we can have δωc 6= 0 if E↑ 6= E↓, which is a result of ISRE.
In summary, cavity probing introduces energy-dependent light shift on the atoms that
will trigger ISRE. But the spin dynamics – correlation between motional energy and s(i)z –
again shifts the cavity. This is the essential picture that is demonstrated in the following
experiments.
Figure 5.5 Schematics of ISRE for two classes of spins, triggered by cavity light shift. The
Bloch sphere is again in the rotating frame of the total spin. Here the dominant dephasing
is the light shift (LS) from the cavity field. A cavity probe dephases the two spins instantly
(a). Afterwards, the two spins are left evolving under ISRE without dephasing (b). Note
that the two spins rotate around their sum but don’t rephase. In case of some residual
dephasing (c), e.g. due to the trap, the trajectories of the two spins are shifted, therefore
an “irregular” oscillation of the motional energy can be observed.
5.2.2 Cavity shift in a continuous probing
Here I describe the first measurement that pointed us towards the interaction between cavity
measurements and spin dynamics. Simply sending probe light into the cavity continuously
and monitoring the cavity resonance,5 we observe a “drift” of the cavity frequency. Change
in the total Sz is excluded by the final detection through imaging. As I explained above,
if the atom-cavity coupling evolves differently for the two spin states, a cavity shift would
appear. But before knowing this, we have been looking for dependences of this cavity shift,
finding that the cavity shift is generally related to the probe power as well as the number of
atoms (Fig. 5.6). In particular, the evolution of cavity resonance stops earlier with a stronger
probe, and the cavity shift is larger with more atoms. Once linking the cavity shift to the
ISRE, it is easy to understand these features: the stop of the cavity shift is due to the loss of
coherence, without which the ISRE no longer happens; and the strength of the ISRE (ωex)
is determined by the atomic density, or the atom number in practice.
5We monitor the cavity transmission with different probe detunings, and reconstruct the cavity resonance.
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Figure 5.6 The evolution of cavity resonance with different probe powers (a) and different
atom numbers (b). The cavity resonance frequency is reconstructed from the transmission
signals in time at six different probe detunings. As the cavity shift does depend on the
transmission, this method leads to large errors in determining the cavity shift (large error
bars in case of strong evolution).
5.2.3 ISRE triggered by a probe pulse
To confirm that a cavity measurement indeed triggers the ISRE, we should be able to see its
signature: the evolution of thermal energies of the two eigenstates. So we perform a similar
experiment as in Sec. 5.1.5. After initial preparation with a pi/2 pulse, we send a short cavity
probe (10 ms) and then image the clouds of the two states after different delays in the trap.
The experiment is performed at the magic field, such that the dephasing in the system is
easily dominated by the dephasing from a cavity probe.
Unlike the dephasing from the trap which is always present (recall Fig. 5.1), the cavity-
induced dephasing can be turned off. In fact, the cavity probe is short compared to the
timescale of spin dynamics such that the dephasing is almost instantaneous. But it is long
enough to establish the energy dependence6 (transversely as in Eq. 5.11). Therefore, as
sketched in Fig. 5.5 for the two-energy-class model, the cavity probe introduces some initial
dephasing which triggers the ISRE (a). In the absence of dephasing from the trap, the spins
rotate purely around their sum under ISRE (b). It is qualitatively different from Fig. 5.1 as
the contrast does not evolve after the cavity probe, and rephasing never occurs. However, in
the presence of residual dephasing from the trap (c), the pure ISRE rotation will be shifted,
resulting in a modulation in the coherence. As for the energies of the spin states upon
projection, we expect that they evolve in an oscillatory manner – a pure oscillation with a
period ∼ 2pi/ωex in the absence of residual dephasing.
Experimentally, the probe light is at cavity resonance – in contrast to a real cavity
measurement – to minimise fluctuations in the transmitted photons (due to frequency shift
by atomic QPN). We vary the probe power hence the initial dephasing, measured in detected
photons nd (Fig. 5.7). We indeed observe an oscillatory evolution of the temperatures of the
two states, most visible along ~z (the temperatures are inferred from the size of the cloud
6Even for a really instantaneous probe, there is always some energy dependence.
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Figure 5.7 Evolution of thermal energies of the two spin states after a cavity probe of
various power. From left to right, increasing probe power (measured in detected photons
nd). Data are single shots. Measured at a fixed TOF (10 ms for |↑〉 and 12.5 ms for |↓〉),
the inferred temperatures along ~z are shown in the first row, and those along ~x are shown
in the second row.
after TOF). The amplitude of the oscillation increases as the probe power increases. But the
oscillation is not regular, making it hard to estimate the oscillation period. As I pointed out,
this is the effect of residual dephasing from the trap (Fig. 5.5(c)). Numerical simulations
well reproduce the combined effect of both types of dephasing, for the following experiment
shown in Fig. 5.8.
5.2.4 Dynamics in motional energy sensed by cavity shift
One step further, we should also be able to see that the cavity frequency is in turn affected
by the spin dynamics. In a slightly more sophisticated measurement, we again measure the
thermal energies with a delay after a cavity probe. But now this cavity probe (10 ms) has
a small sweep in frequency, capable of determining the cavity resonance in a single shot
(similar to the cavity spectra in Sec. 3.2.2, but with a small range covering ∼ 2κ/2pi). In
terms of induced dephasing, only the number of transmitted photons is relevant (as we have
characterised the probe induced dephasing in Sec. 4.1.3). Immediately before the imaging,
we perform another cavity probe, measuring the cavity frequency at the end of the evolution.
The dephasing introduced by the second probe should not immediately affect the motional
energies, since the 10 ms probe is much shorter than the ISRE timescale. Therefore we
obtain not only the information of the thermal energies as in the previous experiment, but
also the cavity shift (with respect to the first cavity probe) at the end of the evolution.
As shown in Fig. 5.8, we observe again the oscillatory evolution of the thermal energies of
the two states (most clearly in ~z). We also observe a similar evolution of the cavity resonance:
δωc is almost proportional to the energy Ez of |↓〉. It is not surprising if we consider the
simple model (Eq. 5.13) with coupling Ω˜c(E) a linear function of energy. This is a direct
evidence of the interaction between the ISRE and the cavity measurement.
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Figure 5.8 Evolution of thermal energies of the two spin states and of the cavity frequency
shift δωc as a function of the delay after a cavity probe. The columns correspond to
different experimental conditions: the first three have the same number of atoms (final
atom number Nf) but increasing probe power (nd); same for the last three but with a larger
atom number. The inferred temperatures along ~z (~x) are shown in the first (second) row,
with numerical simulations shown in solid and dashed curves for |↓〉 and |↑〉 respectively.
Again the temperature estimations are not accurate, especially in ~x, while the simulation
assumes Tz = 200 nK and Tx = 150 nK. The third row shows the cavity shift (open green
diamonds) as well as the simulation. The fast oscillation in the simulation is a result of
imperfect motional averaging. The simulated contrast (no data) is also shown in the forth
row. The contrast evolution is due to the residual dephasing from the trap.
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Numerical simulation Same as the methods in Sec. 5.1.4, the numerical simulation has
no free parameters apart from using 0.8 × ωex instead of the theoretical value. The cavity
light shift Ωc0 (as a function of nd) is calculated based on cavity parameters (cf. Sec.2.3.1),
with a detection efficiency qd = 0.5 (Fig. 4.3). The cavity shift is obtained from the position
dependent coupling (Eq. 4.2), using the position of each atom at each time step (keeping
track of the trajectories). In fact, the dephasing is also numerically introduced in this
way. The fast modulation (frequency ∼ 220 Hz) in the cavity shift is a result of imperfect
motional averaging (as it is in reality). Indeed, the fast oscillation has been observed in other
measurements (not shown).
The motional-energy simulations in ~x do not agree with the data, despite possible bias in
the temperature estimation. In the simulation, the evolution in ~x is essentially given by the
dephasing from the trap, since the dephasing due to the probe is weak and the optimal field
is not at ∆B = 0 due to density shift. However, the data show an optimum field in ~x very
close to ∆B = 0 (see also the discrepancy in Fig. 5.4) and there seems to be an impact from
the probe. The reason is still unclear, possibly related to the energy mixing among different
axes.
5.3 Amplification of quantum fluctuations
In the previous chapter, the squeezing measurements (Fig. 4.9) show a near-perfect corre-
lation between two consecutive (composite) cavity measurements. However, we shall see in
this section that when the second measurement is further delayed, it gives an amplified signal
compared to the first one, depending on the delay and other parameters. I will show that
this amplification effect is a result of ISRE induced by our particular composite-measurement
scheme, namely a measurement M1 is in fact M (1)1 → pi → M (2)1 . While the effect can be
understood semi-classically, there are still open questions concerning how the quantum cor-
relation of the spin-squeezed states is affected by the spin-energy correlation due to the
ISRE.
5.3.1 Experimental observations
Let us start with the experimental observations. As in the squeezing measurements (Fig. 4.8),
we prepare a CSS with a pi/2 pulse and perform two composite measurements M1 and M2
(recall Sec. 4.2.1), now with a variable delay in between that extends to almost a second.7
The probe power is also varied, and the experiment is repeated 100 times in each condition
for statistics.
We keep the same definition used in Ch. 4: a cavity measurement Mi is the detected
transmission photons (Eq. 4.11). The fluctuations in M1 and M2 are evaluated through
the statistics of the photon counts, shown in Fig. 5.9 (cf. Fig. 4.9). If we recall how QND
measurements look: the fluctuation of M1 or M2 alone is limited by the QPN of the atoms
(solid black lines) while their correlation Std(M1 −M2) is determined by the measurement
uncertainty, limited by the PSN: Std(Mi) =
√〈Mi〉 (dotted curves).
However, the fluctuation of M2 appears to be much larger than expected, also dependent
on the delay between the measurements. But looking at the raw data (Fig. 5.10), M2 is
7In fact, we also added a third measurement right after the second, but it agrees with the second and is
not relevant in this discussion.
140 Chapter 5. Quantum amplification by ISRE
2000 4000 6000 8000
Detected photons
0
200
400
600
800
1000
1200
1400
St
de
v.
 o
f c
ou
nt
s
(a)
delay 200 ms, = 3.2
2000 4000 6000 8000
Detected photons
(b)
delay 400 ms, = 4.0
2000 4000 6000 8000
Detected photons
(c)
delay 600 ms, = 3.5
2000 4000 6000 8000
Detected photons
(d)
delay 800 ms, = 2.2
QPN + PSN homo.
QPN + PSN, 
photon shot noise
Std(M ′1 M ′2/ )
Std(M1)
Std(M2)
/2 M1  delay M2  10 ms M3 imaging, final N = 1.75(13)×104
Figure 5.9 Statistics of cavity measurements showing the amplification effect. Each
panel shows the standard deviation of 100 repeated measurements (M1, red circles andM2,
blue squares) at four different probe powers. (a)-(d) show four different delays between
the two measurements. Error bars are obtained from bootstrapping. M2 has larger fluc-
tuations while the dashed blue lines are simply estimations with a constant amplification
factor. Std(M ′1 −M ′2/α) (open green diamonds) shows a strong correlation between the
two measurements.
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Figure 5.10 Raw data showingM1 versusM2. Correlations are clearly visible, though the
scaling factors vary over datasets with different measurement strengths (different colours).
Solid lines are linear fits to guide the eye.
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clearly correlated with M1. For convenience, we define the measurement deviation from the
expectation value
M ′i ≡Mi − 〈Mi〉 (5.14)
Note that Var(M ′i) = Var(Mi). While the two measurements have the same average signal
〈M1〉 = 〈M2〉, we observe that M ′2 has been “amplified” with respect to M ′1, rather than
being noisier. The linear fits reveal the “amplification factors”, which vary with the delay
and with the measurement strengths.
To quantify the correlations, we can evaluate the variance Var(M ′1 −M ′2/α) with the
amplification factor α. In fact, in Fig. 5.9, we start with a simpler approach: finding a
constant amplification α at each delay that roughly produces the M2 fluctuations (dashed
blue lines). This α is already close: the corresponding Var(M ′1−M ′2/α) approaches the PSN
limit (dotted curve).
Let me clarify the PSN limit with amplified signals. Recall Eq. 4.21, we can write the
measurement deviation as (probe detuning κ/2)
M ′i = δnd,i +
2Ω˜c
κ
〈Mi〉Sz (5.15)
where Var(δnd,i) = 〈Mi〉 accounts for the PSN. With 〈M1〉 = 〈M2〉, the correlation between
M ′1 and the rescaled M ′2 can be quantified as:
Var
(
M ′1 −
M ′2
α
)
= Var
[
δnd,1 − δnd,2
α
+ 2〈M1〉
κ
(
Ω˜cSz
∣∣
M1
− Ω˜cSz
α
∣∣∣∣
M2
)]
(5.16)
In the last (round) brackets we use |Mi to distinguish the two measurements. For QND
measurements, Sz is conserved, and we will see that it is the coupling that gets “ampli-
fied” between the measurements. Nevertheless, without knowing the detail, the variance is
minimised if the term in these brackets vanishes, reaching the PSN limit
Var
(
M ′1 −
M ′2
α
) ∣∣∣∣
psn
= 〈M1〉+ 〈M2〉
α2
(5.17)
same as a measurement with 〈M1〉+ 〈M2〉/α2 photons. In Fig. 5.9, we plot Std(M ′1−M ′2/α)
versus 〈M1〉 + 〈M2〉/α2 to compare with the normal PSN scaling (dotted curves). On the
other hand, approaching this scaling means that there is indeed near-perfect correlation
between M1 and M2.
Amplification factors More rigorously, we can estimate the amplification factor α in two
different ways. Firstly, we have the fluctuation of each measurement from Eq. 5.15:
Var(Mi) = 〈Mi〉+
(
2Ω˜c〈Mi〉
κ
)2
Var(Sz) (5.18)
with Var(Sz) = N/4.8 For α such that Eq. 5.16 is minimised, i.e., Ω˜c|M2 = αΩ˜c|M1 , we can
obtain α simply from the statistics of individual measurements
α =
√
Var(M2)− 〈M2〉
Var(M1)− 〈M1〉 (5.19)
8We will assume homogeneous coupling in this chapter, which does not affect our discussions.
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The second way is to minimise Var(M ′1 −M ′2/α) with respect to α, equivalent to α =
Var(M ′2)/Cov(M ′1,M ′2), where Cov( ) denotes covariance. Interestingly, this is not the same
as minimising Var(αM ′1 −M ′2) (equivalently α = Cov(M ′1,M ′2)/Var(M ′1)) due to the uncor-
related PSN in M1 and M2. The former expression gives a larger and less biased α than
the latter. More accurately, one can minimise the variance normalised to the PSN, namely
Var(M ′1−M ′2/α)/(〈M1〉+〈M2〉/α2) (or equivalently Var(αM ′1−M ′2)/(α2〈M1〉+〈M2〉), which
now gives the same result). We perform this minimisation numerically.
We obtain the amplification factors from each dataset using the two methods and the
results are shown in Fig. 5.11. In the second row we plot again the correlation (Std(M ′1 −
M ′2/α) versus 〈M1〉 + 〈M2〉/α2) with the corresponding α to compare with the PSN limit.
In general, the two methods agree well. The α’s obtained from the statistics of individual
measurements (the first method) indeed provide the minimum Std(M ′1 −M ′2/α).
We observe that for a given delay, the amplification factor is not a constant, but generally
increases as the measurement strength increases. It also varies with atomic density (data
not shown).
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Figure 5.11 The amplification factors (first row) calculated using Eq. 5.19 (blue squares)
and those minimise Var(M ′1 − M ′2/α) (open red circles). The dashed lines indicate the
constant amplifications used for illustration purpose in Fig. 5.9. Shown in the second row,
the α’s from Eq. 5.19 almost minimise Std(M ′1 −M ′2/α) (blue squares), compared to the
true minima (open red circles). The dotted and solid curves are the PSN limit and the
QPN+PSN as in Fig. 5.9 for comparison.
A heuristic picture We can have a heuristic understanding of the amplification mecha-
nism before going to a microscopic model. Here we only consider average motional energies
of the two spin eigenstates. Following the idea of Eq. 5.13, we can write the measurement
deviation as (Eq. 5.15, ignoring PSN):
M ′i =
2Ω˜c
κ
〈Mi〉Sz = 〈Mi〉
κ
[
Ω˜c(E↑)N↑ − Ω˜c(E↓)N↓
]
(5.20)
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such that the average coupling Ω˜c(E↑(↓)) is a function of the energy E↑(↓) of the two spin
eigenstates, and they can deviate from each other due to ISRE. For the first measurement,
we shall assume that E↑ = E↓, and the initial coupling Ω˜(0)c is common to both states,
M ′1 =
〈M1〉
κ
Ω˜(0)c (N↑ −N↓) (5.21)
While for the second measurement, E↑(↓) can evolve. Let us assume a first-order perturbation
δE↑(↓) with ke ≡ ∂Ω˜c/∂E. We have
M ′2 =
〈M2〉
κ
Ω˜(0)c [(1 + keδE↑)N↑ − (1 + keδE↓)N↓] (5.22)
The ISRE and the subsequent energy evolution are triggered by an energy-dependent
dephasing (Sec. 5.2.3). This missing piece is provided by the way we perform the composite
measurements (Sec. 4.2.1). M1 introduces a correlation between the residual dephasing and
Sz (different in each realisation). We can write, in a heuristic manner, that δE↑ = −δE↓ =
ksSz. We find
M ′2 =
〈M2〉
κ
Ω˜(0)c [(1 + keksSz)N↑ − (1− keksSz)N↓]
= 〈M2〉
κ
Ω˜(0)c
(
1 + 12keksN
)
(N↑ −N↓) (5.23)
where N = N↑ + N↓. Indeed, M ′2 appears to be amplified compared to M ′1 with α =
1 + keksN/2.
This picture, in terms of the motional energies of the spin eigenstates, is based on our
knowledge of ISRE developed in the previous section. In the following I will provide a more
microscopic picture, again in the two-energy-class model, as we have used earlier.
5.3.2 Simple model with two energy classes
Here I will demonstrate the advent of the amplification effect in the simple two-class model
introduced at the beginning of this chapter. We start again with Eq. 5.15, now distinguishing
two energy classes (hot (h) and cold (c), cf. Eq. 5.12)
M ′i =
〈Mi〉
κ
[
Ω(h)c S(h)z + Ω(c)c S(c)z
]
(5.24)
Remember that we have Ω(h)c < Ω(c)c . Now we introduce
c0 =
1
2κ
(
Ω(h)c + Ω(c)c
)
; γ = 12κ
(
Ω(h)c − Ω(c)c
)
(5.25)
Sz = S(h)z + S(c)z ; δSz = S(h)z − S(c)z (5.26)
Therefore
M ′i = 〈Mi〉(c0 + γ)
(
Sz + δSz
2
)
+ 〈Mi〉(c0 − γ)
(
Sz − δSz
2
)
= 〈Mi〉(c0Sz + γδSz) (5.27)
Note that γ < 0. Initially, after the pi/2 pulse that prepares the CSS, S(h)z = S(c)z hence
δSz = 0. So for the first measurement we recover M ′1 = 〈M1〉c0Sz.
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Residual dephasing by the composite measurement Consider first a single class of
atoms, the phase shift induced by a cavity probe is related to transmitted photons, recall
Eq. 1.56,
φ˜ac =
2Ω˜c
qdκ
nd (5.28)
For a composite measurement, where a pi pulse separates two probe pulses, the phase shifts
from two probes largely cancel each other. Now we consider the first composite measurement
M1 after preparing the CSS, consisting of two probes with photons M (1)1 and M
(2)
1 (see
Eq. 4.21). Ignoring the PSN, the total phase shift reads:
∆φac = φ˜(1)ac − φ˜(2)ac =
2Ω˜c
qdκ
M
(1)
1 (Sz)−
2Ω˜c
qdκ
M
(2)
1 (−Sz)
= 2Ω˜c
qdκ
[(
〈M (1)1 〉+ 〈M (1)1 〉c0Sz
)
−
(
〈M (2)1 〉 − 〈M (2)1 〉c0Sz
)]
= 2Ω˜c
qdκ
〈M1〉c0Sz (5.29)
where we explicitly write M (1,2)1 as a function of Sz to remark that Sz is flipped by the pi
pulse. We used our definition Mi = 〈Mi〉+M ′i and Eq. 5.27 in the second line. We assume
δSz = 0 for the first measurement.
Therefore, M1 induces a residual phase shift that depends on Sz. Now we return to the
two classes of atoms. This phase shift is larger for the colder atoms than for the hotter
atoms ∆φ(h)ac < ∆φ(c)ac , since Ω(h)c < Ω(c)c . There is a dephasing δφac between the two classes
of atoms:
δφac ≡ ∆φ(h)ac −∆φ(c)ac =
2
qd
〈M1〉c0Sz
(
Ω˜(h)c
κ
− Ω˜
(c)
c
κ
)
= 4
qd
〈M1〉c0γSz (5.30)
A δSz 6= 0 generated by ISRE As we know, M1 generates a residual dephasing between
the two classes if Sz 6= 0. The ISRE transforms this δφac 6= 0 into δSz 6= 0 as it rotates the
two dephased spins around their sum (with spin length N/4 for each class). Here we ignore
the residual dephasing from the trap:
δSz ' 2 · N4
δφac
2 sin (ωext) (5.31)
where t is the evolution time. The sign is determined by the ISRE rotation and our defi-
nitions: for δφac < 0, the colder atoms rotate above the equator. With the expression for
δφac, we finally have
δSz ' N
qd
〈M1〉c0γSz sin(ωext) (5.32)
And the second measurement M2 is modified according to Eq. 5.27:
M ′2 = 〈M2〉c0Sz
(
1 + γ2 〈M1〉
qd
N sin(ωext)
)
︸ ︷︷ ︸
α
(5.33)
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where we see the advent of the amplification α. At a given evolution time, it depends on
the measurement strength 〈M1〉 as well as the atom number. The ISRE rate ωex depends on
the atomic density hence on the atom number. The dynamics is quite complex even for two
classes of atoms. Nevertheless, for a continuum of energy classes in reality, the complexity
is contained in γ. The essential dependences of the amplification remain the same.
5.3.3 Simulation using classical spins
A quantitative understanding is only possible via numerical simulation. The kinetic equation
Eq. 5.7 does not include quantum correlations. Nevertheless, we can estimate the amplifi-
cation factor classically by calculating the cavity shift induced by the spin dynamics. More
precisely, we start with a spin vector slightly away from the equator, to mimic a Sz due
to QPN (e.g. half the QPN). We also manually introduce a residual dephasing (in terms of
uncompensated probe photons) corresponding to this Sz. We will have an initial cavity shift,
corresponding to M1, while the cavity shift after the evolution gives the amplification.
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Figure 5.12 Preliminary results of simulations of the amplification factor, shown as a
function of evolution time at different M1 strengths (columns). The same data in Fig. 5.11
(minimum variance) are shown in the first row. Another dataset with a lower atom number
(1.1× 104) is shown in the second row. The simulations use a ∆B that is 2 mG lower than
the measured value, and an ωex that is 0.5 times the theoretical value, to approach the data
globally. Yet, the simulations fail to reproduce the data quantitatively, especially for the
difference between different M1 strengths. Surprisingly, the data show very little increase
in α as M1 increases. Again the fast oscillation in the simulations comes from the residual
position dependence of the light shift.
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Preliminary results are shown in Fig. 5.12, in comparison with the data (those in Fig. 5.11
and another dataset with a lower atom number). Here we plot the amplification α at different
strengths of the first measurement (M1) as a function of delay to observe the evolution of α.
However, even allowing some margins in the parameters (e.g. ∆B and ωex), the simulations
fail to reproduce the data, especially the difference as M1 varies. One drawback of the
simulation is the assumption of constant dephasing due to the uncompensated photons, not
taking into account the two pulses in reality that dephase and rephase the atoms. In reality,
if M1 is strong enough, the first probe pulse (M (1)1 ) almost completely dephases the atoms,
and the ISRE does not occur before the rephasing by the second probe pulse. However, for
relatively weak M1, the coherence after M (1)1 allows a considerable spin rotation to happen
between the two probe pulses (during the pi pulse). This is one possible explanation for the
similar amplification factors observed for different measurement strengths. Refinements of
the simulation to account for the real composite measurements are being carried out.
5.3.4 Circumventing the amplification
The amplification effect renders the cavity signal sensitive to all factors that affect the ISRE.
From a metrological point of view, it might not be favourable for a clock. In general, we
would like to be able to run a clock with squeezed states but without the amplification.
The key element for the amplification to take place is the Sz-correlated residual dephasing
in a composite measurement. But as I pointed out in Sec. 4.2.1, this correlation can be
avoided by toggling the probe frequency on opposite slopes of the resonance for the two
probes. In this case, measurement deviations M (1)′1 and M
(2)′
1 are the same for the two
probes and no residual dephasing will occur to the PSN limit.
In the preliminary results with this probing scheme, the amplification does not occur
(Fig. 5.13). However, the correlation between two measurements is reduced at longer delay
between them. The reason remains to be understood. One possible explanation is the
frequency and amplitude noise of the probe as we toggle the probe frequency with an AOM
driven by a VCO. Further investigation will be carried out in the near future.
5.3.5 Future work
Clock measurements Once we achieve circumventing the amplification effect with a mod-
ified measurement scheme, we will be able to perform clock measurements with spin squeezed
states and also to study the squeezed state lifetime in a clean setting. Nevertheless, it is also
exciting to explore clock measurements in the presence of the amplification, which require
a quantitative understanding and a careful calibration of the spin dynamics. On the other
hand, as the amplification depends on atomic density, it is possible that the former may
serve to cancel the density dependence of the clock frequency measured by the cavity. To
this end, a more accurate theoretical model is also needed.
Squeezing and quantum correlations The fact that the correlation between the two
measurements is preserved is quite remarkable. The spin state is essentially squeezed after
the first measurement, witnessing entanglement in the spin degree of freedom. The advent of
the ISRE further modifies the spin of each atom in correlation with its motional state. The
second measurement, in full correlation with the first one, shows that the collective spin is
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Figure 5.13 Preliminary results with the modified measurement scheme that prevents the
correlation between Sz and residual dephasing. Two probes of the composite measurements
are at ±κ/2 detuning respectively. M2 has the same fluctuations as M1 even at long delay.
However, correlations between M1 and M2 disappear at longer delay, suggesting either
technical noise or unknown mechanism.
still squeezed. But how is the entangled state modified? Though spin squeezing (collective
state) seems to be preserved, entanglement might be extended in the motional degrees of
freedom. Theoretically, it is interesting (but challenging) to describe the spin dynamics
starting with a squeezed state and to study the entanglement in the motional degrees of
freedom.
Experimentally, we will be able to characterise the spin-squeezed state (e.g. by spin
tomography) in the presence of spin dynamics. Assessing entanglement in the motional
degrees of freedom may also be accessible through imaging (see e.g. [141]).
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Conclusion and outlook
In this thesis, we have set up and characterised a new apparatus (TACC-2) to study spin
squeezing in a metrological context. As a trapped-atom clock, TACC-2 reaches a fractional
frequency instability of ∼ 6 × 10−13τ−1/2 using standard Ramsey interferometry, to which
the QPN has the biggest contribution. I have presented in Ch. 3 a detailed analysis of the
major instability sources, showing that despite other prominent technical noise, using spin-
squeezed states and QND measurements can improve the overall clock performance. On
the other hand, we have demonstrated clean cavity-QED signatures thanks to the efforts
in cavity stabilisation. In particular, cavity frequency measurement (via transmission) is
limited by photon shot noise up to 104 detected photons.
With this highly stable cavity-QED platform, and a spin-echo technique to mitigate the
probe-induced dephasing due to inhomogeneous coupling, we achieved 8(1) dB conditional
spin squeezing by cavity measurement for 1.7 × 104 atoms (Ch. 4). It is believed to be
limited by the decoherence due to technical noise, allowing further improvements. I have
also presented preliminary results of cavity-feedback squeezing, showing 2 dB squeezing
which is limited by detection noise (absorption imaging).
The long coherence time of the system (∼ 20 s) allows us to study spin-squeezed states at
an unprecedented timescale. We have seen, though indirectly, that atoms remain squeezed
after 800 ms in the trap. Moreover, spin dynamics due to cold collisions, the ISRE, comes
into play, and we observed the interplay between the ISRE and cavity measurements through
inhomogeneous atom-light coupling (Ch. 5). Remarkably, with our composite measurement
scheme using spin echo, the ISRE dynamics is rendered correlated with the measurement
result (Sz), and manifests itself as an amplification effect of the cavity measurement. I have
shown an intuitive explanation using a toy model with atoms in two energy classes. Pre-
liminary results of a numerical simulation using a semi-classical model also show qualitative
agreement with the observation.
Starting from the work in this thesis, the major objectives of TACC-2 are readily within
reach. We will apply the spin-squeezed states, either conditionally by QND measurement or
deterministically by cavity feedback, in a clock sequence at mid-10−13τ−1/2 instability level.
It should be possible to use the QND measurement to determine more precisely the total
atom number at the beginning and the end of the Ramsey sequence, reducing the uncertainty
in the collisional shift due to atom loss. Furthermore, QND measurements will allow us to
reuse our atoms in a few shorter Ramsey sequences, possibly reducing the Dick effect. For
example, after a Ramsey sequence ended up by a QND measurement, atoms can be rotated
back and repumped into the initial state (|↓〉) to start a new clock measurement, or they can
be put back to the equator coherently while gaining phase information [56].
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Beyond a clock, our cavity-QED platform allows to explore the rich spin dynamics due
to cold collisions in the quantum regime, closely related to the state-of-the-art optical lattice
clocks [53]. For example, the interplay between the light-mediated entanglement (squeezed
states) and the collision-mediated entanglement (correlations between the internal and ex-
ternal degrees of freedom) may shed light on new non-classical states or many-body physics
in general. A first study can be investigating the quantum correlations through spin-noise
tomography, with a combination of cavity measurement and high resolution imaging.
Appendix A
PDH error signal
A.1 Frequency noise from PSN
Here I give a brief analysis following the treatment in [130]. Let us recall the general reflection
coefficient (the ratio between incident and reflected electric field Er and Ei) of a F-P cavity
(ignoring losses):
F (ω) = Er
Ei
=
r
(
exp
(
i ωνfsr
)
− 1
)
1− r2 exp
(
i ωνfsr
) (A.1)
where r is the reflection coefficient of each mirror. The incident field is phase modulated.
We shall consider only the first order for weak modulation:
Ei = E0ei(ωt+β sin Ωt)
≈ E0[J0(β)eiωt + J1(β)ei(ω+Ω)t − J1(β)ei(ω−Ω)t] (A.2)
where β is the modulation depth and Jn(β) is the Bessel function of the first kind. The
reflected power from FP cavity then reads
Pr = Pc|F (ω)|2 + Ps
(
|F (ω + Ω)|2 + |F (ω − Ω)|2
)
+ 2
√
PcPs
(
Re [F (ω)F ∗(ω + Ω)− F ∗(ω)F (ω − Ω)] cos Ωt
+ Im [F (ω)F ∗(ω + Ω)− F ∗(ω)F (ω − Ω)] sin Ωt
)
+ (2Ω terms) (A.3)
with power in the carrier Pc = J20 (β)P0 and in the sidebands Ps = J21 (β)P0.
In our case, only the blue sideband enters the cavity. At high modulation frequency,
F (ω − Ω) ≈ F (ω) ≈ −1 and F (ω)F ∗(ω + Ω) − F ∗(ω)F (ω − Ω) ≈ −F ∗(ω + Ω) − 1. Near
resonance of a high finesse cavity, F ≈ 2iδωκ , where κ/2pi = νfsr/F (FWHM). Therefore,
Pr ≈ Ps + Pc − 2
√
PcPs(cos Ωt− 2iδω
κ
sin Ωt) + (2Ω terms) (A.4)
Demodulation at quadrature phase gives the error signal (sin Ωt term):  ≈ 4√PcPs δωκ , from
which we can define a frequency discriminant
D = 
δω/2pi = −
4
√
PcPs
κ/2pi (W/Hz) (A.5)
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The detected power is associated with PSN. As it is dominated by the reflected carrier,
we can approximate it by a white spectrum. The spectral density in the error signal reads
Se =
√
2hc
λ
Pr ≈
√
2hc
λ
Pc (W/Hz1/2) (A.6)
where λ is the laser wavelength, h the Planck constant, and c the speed of light. This shall be
compared with the noise equivalent power (NEP) of the photodetector. Would the detection
be PSN limited, we could estimate the noise in frequency. Dividing the signal by D, we have
Sf =
√
hc
8λ
(κ/2pi)√
Ps
(Hz/Hz1/2) (A.7)
We see that it only explicitly depends on the power in the sideband – the PSN of the photons
that carry phase information of the cavity.
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Figure A.1 Noise estimation for two photodiodes – APD310 and FPD310 from Men-
loSystems. We plot as a function of modulation depth the in-coupled sideband power, as
well as the total detected power. Curves are in the same colour as their corresponding axes.
The detection efficiencies have been taken into account. We assume a fixed SNR of 100
and a bandwidth of 100 kHz for this analysis. Mode-matching and optical losses are taken
into account.
Here I examine two good photodetectors available in the experiment, APD310 and
FPD310, both from MenloSystems. The detection is PSN limited when the PSN exceeds the
NEP of the detector, or Se > SNEP in spectral density. However, from the specifications,1
the FPD310 simply cannot be PSN-limited before saturation. Therefore we rather evaluate
the required sideband power at a given SNR. In Fig. A.1, we plot as a function of β the
sideband power (solid red), the total power (solid blue) at SNR of 100 with a bandwidth
of 100 kHz. The noise is a sum of the PSN and NEP. APD310 can in principle achieve a
1APD310: gain 2.5× 104 V/W, NEP (calculated) 2 pW/√Hz;
FPD310: gain 5× 103 V/W, NEP (calculated) 15.7 pW/√Hz
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PSN-limited detection. It requires less in-coupled power to achieve the same SNR, due to
the lower specified NEP. Yet, this is a highly idealised analysis, only to give an idea of the
order of magnitude.
Appendix B
Alternative light shift compensation
B.1 Background
The cavity probe introduces inhomogeneous light shift on the atoms, causing dephasing.
We now perform composite measurements in which two probes are separated by a pi pulse,
forming an echo sequence. Probing at a fixed detuning κ/2, the transmitted photon numbers
in the two probes differ if ∆N ≡ N↑ −N↓ 6= 0. This causes a residual dephasing correlated
to ∆N (Sz), initiating the amplification effect. Nevertheless, this correlation can be removed
by toggling the probe at ±κ/2 respectively for the two probes.
To achieve a good pi pulse, we apply composite pulses, whose constituent pulses have to
respect the thermal oscillations in ~z, each having a minimum duration of the trap period
∼ 9 ms. The entire p˜i pulse takes 27 ms, and each composite measurement takes about
45 ms. This is clearly a disadvantage. Note that the long p˜i is not necessarily affected by the
ISRE. Because at high probe power, the spins are completely dephased after the first probe,
ISRE then would not happen. It is only after the rephasing by the second pulse that ISRE
starts to play a role.
An alternative solution is to use another cavity field (another longitudinal mode of the
cavity, e.g. 1 FSR away) to compensate the probe. this field should produce the same but
negative light shift on the clock transition. Having the same intensity profile as the probe
(a reasonable assumption), it compensates the probe light shift exactly for all atoms. The
experiment can be further simplified if we separate the two cavity fields in time, namely a
normal probe pulse followed by a compensation pulse. However, if they are separated in
time, they do have to respect the oscillation period such that the transverse oscillations are
averaged. The minimum total duration will be 9 ms.
In the following, we first show that the compensation field cannot compensate the light
shift exactly in the presence of QPN (in Sz), namely the correlation between dephasing
and Sz persists. Possible resolution is discussed. We also evaluate the compensation in
the presence of atom number fluctuation and show that this scheme would work in realistic
situations.
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Compensation setting
Recall that for the cavity shift by the atoms
δωc =
g2
ωat/2
N↑ +
g2
−ωat/2N↓ =
2g2
ωat
∆N (B.1)
where we assume equal coupling g of the two clock states, and an effective equal detuning
∼ ωat/2. For the second cavity field, one FSR away (ωfsr = 2piνfsr):
δω′c =
g2N↑
ωfsr + ωat/2
+ g
2N↓
ωfsr − ωat/2 =
g2
ω2fsr − ω2at/4
(
ωfsrN − ωat2 ∆N
)
(B.2)
with N the total atom number. Note that g is geometrical, which we assume the same for
the two cavity modes.
Simultaneously, the light shifts on the clock transition for both fields read:
δωat =
4g2
ωat
nc δω
′
at =
(
g2
ωfsr + ωat/2
− g
2
ωfsr − ωat/2
)
n′c = −
g2ωatn′c
ω2fsr − ω2at/4
(B.3)
where nc and n′c are the average intra-cavity photon numbers for the two fields, respectively.
The light shift compensation requires δω′at = −δωat, giving
n′c =
4
ω2at
(
ω2fsr −
ω2at
4
)
nc =
(
4ω2fsr
ω2at
− 1
)
nc ≡ Gnc (B.4)
G ≈ 4ω2fsr/ω2at ≈ 1300 is the “gain” needed for the compensation condition. We find that the
frequency shift of the compensation mode has been attenuated by the same factor compared
to the probe:
δω′c =
g2
4ω2fsr/ω2at − 1
(4ωfsr
ω2at
N − 2
ωat
∆N
)
= g
2
G− 1
(
G
ωfsr
N − δωc
g2
)
≈ g
2N
ωfsr
− δωc
G
(B.5)
We notice that δω′c also depends on N , susceptible to technical fluctuations.
B.2 Residual dephasing
More importantly, we shall look at the correlation between the light shift and ∆N . It is
better to note the phase shift induced on an atom by nc transmitted photons, namely the
light shift integrated over the cavity lifetime 1/κ:
φac =
δωat
κ
≈ 4g
2
ωat
nc
κ
(B.6)
nc is a function of the probe input photon number np (a constant) and the cavity shift. With
the probe detuned at κ/2 from resonance, we have
nc = Tnp ≈
(1
2 +
δωc
κ
)
np ≈
(
1
2 −
2g2
κωat
∆N
)
np (B.7)
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We shall assume that the compensation condition is satisfied in the average case, ∆N = 0
hence δωc = 0, and focus on the deviation from ∆N = 0:
δφac =
∂(δωat)
∂nc
δnc
κ
≈ ∂(δωat)
∂nc
δωc
κ2
np ≈ 8g
4np
ω2atκ
2 ∆N (B.8)
For the second mode, we have similarly:
δφ′ac =
∂(δω′at)
∂n′c
δn′c
κ
≈ − 1
G
∂(δωat)
∂nc
δn′c
κ
(B.9)
where we have used the result that δω′at = −δωat is ensured by n′c = Gnc. If we hope to get
δφ′ac ∼ −δφac, we should fix the compensation field on the slope with the opposite detuning
−κ/2, because according to Eq. B.5, δω′c = −δωc/G (we assume the other term a static shift
from a constant N). Therefore,
δn′c = −
δω′c
κ
n′p ≈
δωc
Gκ
(Gnp) ≈ δnc (B.10)
where we used the fact that the compensation condition n′c = Gnc leads to n′p = Gnp for
detuning ±κ/2. Finally, we have
δφ′ac = −
1
G
δφac (B.11)
The residual dephasing due to ∆N 6= 0 cannot be compensated by the compensation field.
B.3 Noise from fluctuations of total atom number
In practice, we might be more concerned about the fluctuation in δφ′ac due to fluctuations
in N (Eq. B.5). As the compensation field can not compensate the fluctuations in φac, we
should instead choose zero detuning to be less sensitive to N fluctuation.
The benchmark would be the fluctuation in φac (standard deviation ∆) due to the PSN
of the probe:
∆φac,psn =
∣∣∣∣∂(δωat)∂nc
∣∣∣∣
√〈nc〉
κ
(B.12)
where 〈nc〉 = np/2. For the compensation field, at zero detuning, δω′c is first-order insensitive
to δN , so we consider the second order:
δn′c ≈ −n′p
(
δω′c
κ/2
)2
≈ −
(
2g2δN
ωfsrκ
)2
Gnp
2 (B.13)
Note that now as the compensation field is on resonance, the compensation condition is
modified to n′p = Gnp/2. Recall Eq. B.9, we have
δφ′ac =
1
G
∂(δωat)
∂nc
(
2g2δN
ωfsrκ
)2
Gnp
2κ (B.14)
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Now we compare it with PSN of the probe:∣∣∣∣∣ δφ′ac∆φac,psn
∣∣∣∣∣ ≈ 1G
(
2g2δN
ωfsrκ
)2
Gnp/2√
np/2
=
(
g2
ωfsrκ
)2√
8np(δN)2 (B.15)
≈ 7× 10−11√np(δN)2 (B.16)
In a realistic situation, np ≈ 104 and δN ≈ 103, |δφ′ac| ∼ 7 × 10−3∆φac,psn, which seems
sufficiently good.
Trapping and scattering rate
We briefly discuss the trapping effect and spontaneous scattering of the compensation field.
Recall the trapping potential
U ∝ Ic∆c ∝
nc
ωat/2
(B.17)
where Ic is the intra-cavity intensity. And the scattering rate
Γsc ∝ Ic∆2 ∝
nc
ω2at/4
(B.18)
For the compensation field at n′c = Gnc:
U ′ ∝ n
′
c
ωfsr
≈ Gnc
ωat/2
(
ωat
2ωfsr
)
=
√
GU (B.19)
Γ′sc ∝
n′c
ω2fsr
≈ Gnc
ω2at/4
(
ω2at
4ω2fsr
)
= Γsc (B.20)
The concern is more the trapping effect. Our calculation shows that for a realistic probe
power, the trapping potential of the compensation field can reach 0.2 recoil energy which
is more than 10% of the thermal energy. The real effect on the atoms needs to be verified
experimentally.
B.4 Possible scheme
Although I showed that the compensation field cannot compensate the residual light shift
from ∆N , a modified scheme can work. Similar to the original composite measurement, we
can have two probes with toggled detuning at ±κ/2 respectively. It is the two probes that
ensures the total probe photon number always average to np/2, independent of ∆N . The
compensate field is at zero detuning to compensate the total light shift. If they are separated
in time, the minimum duration would be 3/2 trapping period ∼ 13.5 ms. There are still
advantages compared to a composite measurement with a MW pi pulse.
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Sujet : Compression et dynamique de spin dans une horloge à
atomes piégés
Résumé : Les capteurs atomiques sont un outil de référence pour les mesures de précision du temps, des
champs électriques et magnétiques et des forces d’inertie. Cependant, en absence d’une corrélation
quantique entre atomes, le bruit de projection quantique constitue une limite fondamentale pour
ces capteurs, appelée la limite quantique standard (SQL). Les meilleures horloges actuelles ont déjà
atteint cette limite. Cependant, elle peut être surmonté en utilisant l’intrication quantique, dans un
état comprimés de spin notamment. Ce dernier peut être crée par mesure quantique non-destructive
(QND), en particulier dans le cadre de l’électrodynamique quantique en cavité (cQED).
Dans cette thèse, je présente la deuxième génération de l’horloge à atomes piégés sur puce (TACC),
dans laquelle nous combinons une horloge atomique compacte avec une plateforme cQED miniature
pour tester les protocoles de métrologie quantique à un niveau de précision métrologique. Dans une
mesure Ramsey standard, nous mesurons une stabilité de 6 × 10−13 à 1 s. Nous démontrons la
compression de spin par mesure QND, atteignant 8(1) dB pour 1.7× 104 atomes, limitée actuellement
par la décohérence due au bruit technique.
Les collisions entre atomes froids jouent un rôle important à ce niveau de précision, donnant lieu à une
riche dynamique de spin. Nous constatons que l’interaction entre mesures par la cavité et dynamique
collisionnelle de spin se manifeste dans un effet d’amplification du signal de la cavité. Un modèle
simple est proposé et confirmé par des mesures préliminaires. De nouvelles expériences sont proposés
pour éclairer davantage la physique à N corps surprenante dans ce système d’atomes froids.
Mots clés : Horloge atomique, états comprimés de spin, electrodynamique quantique en cavité,
dynamique de spin, métrologie quantique, microcircuit à atomes
Subject : Spin squeezing and spin dynamics in a trapped-atom clock
Abstract: Atomic sensors are among the best devices for precision measurements of time, electric and
magnetic fields, and inertial forces. However, all atomic sensors that utilise uncorrelated particles are
ultimately limited by quantum projection noise, as is already the case for state-of-the-art atomic clocks.
This so-called standard quantum limit (SQL) can be overcome by employing entanglement, a prime
example being the spin-squeezed states. Spin squeezing can be produced in a quantum non-demolition
(QND) measurement of the collective spin, particularly with cavity quantum electrodynamical (cQED)
interactions.
In this thesis, I present the second-generation trapped-atom clock on a chip (TACC) experiment,
where we combine a metrology-grade compact clock with a miniature cQED platform to test quantum
metrology protocols at a metrologically-relevant precision level. In a standard Ramsey spectroscopy,
the stability of the apparatus is confirmed by a fractional frequency Allan deviation of 6×10−13 at 1 s.
We demonstrate spin squeezing by cavity QND measurement, reaching 8(1) dB for 1.7 × 104 atoms,
currently limited by decoherence due to technical noise.
Cold collisions between atoms play an important role at this level of precision, leading to rich spin
dynamics. Here we find that the interplay between cavity measurements and collisional spin dynamics
manifests itself in a quantum amplification effect of the cavity measurement. A simple model is
proposed, and is confirmed by initial measurements. New experiments in this direction may shed light
on the surprising many-body physics in this sytem of interacting cold atoms.
Keywords: Atomic clock, spin-squeezed states, cavity quantum electrodynamics, spin dynamics,
quantum metrology, atom chip
