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Abstract. Seismicity is a distributed process of great spatial
and temporal variability and complexity. Efforts to charac-
terise and describe the evolution of seismicity patterns have
a long history. Today, the detection of changes in the spatial
distribution of seismicity is still regarded as one of the most
important approaches in monitoring and understanding seis-
micity. The problem of how to best describe these spatio-
temporal changes remains, also in view of the detection of
possible precursors for large earthquakes. In particular, it is
difﬁcult to separate the superimposed effects of different ori-
gin and to unveil the subtle (precursory) effects in the pres-
ence of stronger but irrelevant constituents. I present an ap-
proach to the latter two problems which relies on the Princi-
pal Components Analysis (PCA), a method based on eigen-
structure analysis, by taking a time series approach and sepa-
rating the seismicity rate patterns into a background compo-
nent and components of change. I show a sample application
to the Southern California area and discuss the promising re-
sults in view of their implications, potential applications and
with respect to their possible precursory qualities.
1 Introduction
The identiﬁcation and description of characteristic seismicity
patterns has been and remains the most important approach
in the effort to understand the earthquake process and to pre-
dict large events (e.g. Wyss et al., 1999, for a comprehen-
sive collection of recent research papers on the topic). In
the past, the search for precursory signals focused on local
patterns situated around or near the source region of the fu-
ture earthquake. Mogi donuts (Mogi, 1969) are a famous
early example for propositions of this kind. Other such ex-
amples, non-exhaustively, include precursory seismic quies-
cence (e.g. Wyss et al., 1996), seismic gaps (e.g. Haberman,
1981), characteristic earthquakes (e.g. Swan et al., 1980),
foreshocks (e.g. Dodge et al., 1996) and temporal clustering
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(e.g. Fr¨ ohlich, 1987). More recently, the application of the
concept of critical point dynamics to the earthquake process
(e.g. Bufe and Varnes, 1993) and corresponding numerical
simulations (e.g. Rundle, 1988) combined with ﬁrst observa-
tional evidence (e.g. Brehm and Braile, 1998) has led to the
expectation of non-local, premonitory patterns, spanning up
to hundreds of kilometers.
Both approaches, local as well as non-local, however, suf-
fer from the fact that an appropriate region for the hypothe-
sised patterns to occur must either be known in advance or
otherwise somehow be determined from data. The funda-
mental problem thus lies in the objective decompositon and
quantiﬁcation of observed seismicity as a whole, into inde-
pendent characteristic constituents. So far, methods attempt-
ing this decomposition have been either been somewhat ar-
bitrary or purely qualitative in nature. I suggest that a spatio-
temporal principal components analysis can address this is-
sue.
The paper is organised as follows: in Sect. 2, I present the
methodical approach by ﬁrst discussing digital change detec-
tion and then introduce the principal components transforma-
tion, extending it to incorporate temporal change in addition
to spatial change. The earthquake catalogue data used in this
study is described in Sect. 3. Section 4 details the preparation
of the data into a suitable time series and the subsequent ap-
plication of the spatio-temporal principal components anal-
ysis. Results are discussed in Sect. 5. Conclusions and an
outlook are found in Sect. 6.
2 Digital change detection
Digital change detection is an active ﬁeld of research primar-
ily in connection with remote sensing satellite data. Essen-
tially, it attempts to quantify the spatio-temporal effects, such
as environmental change in multitemporal data. The digi-
tal vectorial nature of satellite data makes it easily amenable
for computer-aided analysis. The analogy with seismicity
data prompted the approach presented in this paper. Detect-84 C. Goltz: Decomposing seismicity
ing change possibly involves a procedure to transform the
data into a more appropriate representation and a technique
todelineateareasofsigniﬁcant ﬂuctuations. Data ofdifferent
dates may be classiﬁed independently before comparison or
multitemporal data may be analysed simultaneously. Singh
(1989) gives a comprehensive review of the different tech-
niques in use. As shown below, a simultaneous analysis of
transformed multitemporal data is most appropriate for seis-
micity data as it allows for the decomposition of the super-
imposed effects which are not discernible in the raw data.
Detecting change in high-dimensional data is fundamen-
tally a problem of the appropriate representation of the data.
Orthogonal transformations, such as Fourier- or wavelet--
transformations, are generally employed to preserve the
shape (information) of the data so that the vector norm is pre-
served (e.g. Gershenfeld, 1999). Wavelets are a generalisa-
tion of the global trigonometric functions of a Fourier trans-
formation in that they introduce locality. However, it is still
assumed that the data is best represented in time-frequency
space. As this is certainly not always the case, it is desir-
able to customise an optimal orthogonal transformation for
a given particular data set. Principal Components Analysis
(PCA) provides a way to ﬁnd such a transformation.
While PCA is widely used in linear, multivariate statistics
and has many different applications (e.g. Jackson, 1991), its
application in remote sensing is most closely related to the
problem at hand. Namely, it is most often applied to mul-
tispectral image data (i.e. reﬂectance data of a region ob-
tained simultaneously in several frequency bands) to reduce
redundancy between bands or to make evident features not
discernible in the original data (e.g. Lillesand and Kiefer,
1994). There have also been applications to multitemporal
data, such as the detection of change in land cover type or
vegetation index (e.g. Eastman and Fulk, 1993).
2.1 Principal Components Analysis
The starting point for PCA is the variance/covariance matrix
Cx = h(x − µx)(x − µx)ti, (1)
where x denotes vectorial data, µx is the mean vector or ex-
pectation of x, t denotes transpose and hi is the expectation
operator. An unbiased estimate of Cx may be obtained from
Cx =
1
n − 1
n X
i=1
(xi − µx)(xi − µx)t (2)
to describe the variability of the data around µx in an l-
dimensional vector space. n is the number of individual vec-
tors xi and should not be confused with the dimension m of
each observable (which is two in the case of images). PCA
of m-dimensional variables in an l-dimensional space only
requires the appropriate rearranging of the input and output.
The rationale for using a vector (x) to designate multidimen-
sional data is explained in more detail in the Appendix. The
correlation matrix Rx with the elements
Rij =
1
σiσj
Cij, (3)
where Cij are the elements of Cx and σi =
√
Cii is the stan-
dard deviation of the ith observable may be used instead of
Cx. Using Rx is equivalent to standardising the data by sub-
tracting the mean and dividing by one standard deviation be-
fore obtaining Cx. PCA based on the correlation matrix is
termed standardised principal components analysis. In the
case of high correlation between observables, the diagonal
terms of Cx (the variances) will be small in comparison to
the respective off-diagonal elements (the covariances). Co-
variances will be close to zero if there is weak correlation. If
none of the observables correlate with any other, then both
Cx and Rx will be diagonal.
To obtain a diagonal matrix Cy of the transformed data
y = Tx (4)
is precisely the objective of principal components transfor-
mation. In other words, one seeks a transformation into a
new coordinate system, where the transformed variables y
will be uncorrelated. It is (e.g. Richards, 1986)
Cy = TCxTt. (5)
Hence, assuming an orthogonality state, the transformation
matrix T is the transposed matrix of eigenvectors i of Cx.
Cy is then the diagonal matrix of eigenvalues λi of Cx. The
eigenvalues of Cx are thus the variances of the transformed
variables. As detailed here, the transformation is equivalent
to the Karhunen-Lo` eve (Lo` eve, 1955) or Hotelling transfor-
mation (Hotelling, 1933). To compute T, one ﬁrst obtains the
eigenvalues of Cx by solving the characteristic equation
|Cx − λI| = 0, (6)
where I is the identity matrix. The eigenvectors then result
from
(Cx − λI) = 0 (7)
with the constraint that T must be orthogonal, i.e. TtT = I.
As Cx, and, Rx are real symmetric matrices, it is always
possible to ﬁnd such a set of orthonormal eigenvectors (e.g.
Golub and Van Loan, 1996). The transformed variables
are ﬁnally obtained by applying Eq. 4. The new variables
are called (principal) components or, in the case of two-
dimensional observables, component images, hereafter de-
noted by Ci,i={1,2,3,...}. An instructive numerical example for
the complete procedure may be found in Richards (1986).
The transformation may equally be achieved by a singu-
lar value decomposition (SVD) (e.g. Golub and Van Loan
(1996)) of the original data, instead of an analysis of the
eigenstructure of the covariance matrix (e.g. von Storch and
Navarra, 1995; Freire and Ulrych, 1988), but it would be
computationally more intensive in the current application.
Several points are noteworthy: the eigenvectors i deﬁne
the new component axes in terms of the original axes, span-
ningarotatedorthogonalcoordinatesystem. Hence, theclas-
siﬁcation of the principal components transformation as a ro-
tational transformation. It is carried out such that the ﬁrst
component axis points in the direction of maximum varianceC. Goltz: Decomposing seismicity 85
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Fig. 1. Illustration of standard PCA
(spatial, left) and “Change Analysis
PCA” (spatio-temporal, right). Shown
are (1) two, two-dimensional observ-
ables as a subset of higher dimensional
hypothetical input data sets, (2) the re-
sulting components with their proper-
ties and, (3) for the spatio-temporal
case, the loadings graph which serves to
identify the temporal signiﬁcance of the
respective components. C1 represents
the stationarypart, C2 isthe changethat
occurs from t2 to t3 and persists during
the period of observation.
(therefore, also the term “varimax rotation”), and the sec-
ond axis points in the direction of second largest remaining
variance, etc. It is in this sence that the principal compo-
nents transformation is optimal concerning the decorrelation
of original observables. By interpreting variance as infor-
mation, the ﬁrst (or principal) component C1 thus represents
the majority of information contained in the data set, where
the higher components contain increasingly smaller portions
of the overall information. One may also say that C1 will
contain what is common among observables (highly corre-
lated, “characteristic” or “typical” features), while higher
components will emphasize increasingly subtle differences
(weakly or anti-correlated, “atypical” features).
2.2 Spatio-Temporal PCA
As detailed so far, PCA will only yield spatial information by
means of the component images. Inspection or appropriate
post-processing of the images will show where regions with
common or different properties are located and how domi-
nant these features are. To incorporate time into the analy-
sis simply requires replacing, for example, different spectral
bands by snapshots (time slices) of one “band” at different
consecutive time intervals
[t0,t0 + 1t[,[t0 + 1t,t0 + 21t[,... (8)
The resulting component images will still give spatial infor-
mation, but C1 will now show regions with temporal con-
sistency, while the higher components will be increasingly
subtle components of change. C1 thus represents the station-
ary or background process, and Ci,i>1 represents the ﬂuc-
tuations. It is important to note that this only applies if the
largest part of the total variance is due to the stationary con-
stituent. Here, I use the terms stationary constituent and
background process interchangeably and only in the sense
above, i.e. not claiming stationarity of C1 in the strict sta-
tistical sense. The temporal information about the onset and
duration of changes may be obtained from the so-called load-
ings graph, where the correlation r between each component
and all time slices is obtained. If a particular component iso-
lates a particular change effect, there must be a sudden in-
crease in r in the case of rapid-onset change. For gradual
change, r also should increase gradually. In fact, one might
require spatio-temporal coherence of any change for it to be
considered a signiﬁcant change rather than an inconsequen-
tial variation. Coherence designates patterns have a tendency
to persist over space and time (Eastman et al., 1994).
For an interpretation of a spatio-temporal PCA, both the
component images and the loadings graph have to be re-
garded simultaneously. Note that for C1 to represent the sta-
tionary part, one would expect a consistent high r with time.
The idea of spatio-temporal PCA in comparison with stan-
dard PCA is illustrated in Fig. 1.
Spatio-temporal PCA has been applied by Byrne et al.
(1980) (land cover change), Howarth and Boasson (1983)
(urban areas), Richards and Milne (1983) (bush ﬁres and re-
vegetation) and Eastman and Fulk (1993) (vegetation index).
The work by Eastman and Fulk (1993) most resembles the
approach taken here in that it compares data of more than
only two different dates. Tiampo et al. (2000) and Rundle
et al. (2000) applied PCA to seismicity patterns. While their
approach is similar to the one taken here, their focus is on the
expansion of seismicity patterns into physical modes and the
subsequent prediction of large earthquakes associated with
these modes. PCA components do not neccessarily represent
physical modes, however, as will be discussed below.
3 Data
Seismicity data for the Southern California are obtained from
the Southern California Earthquake Data Center. Data from
January 1984 to July 2000, where the SCEDC catalogue is
complete for events of magnitude M ≥ 1.8, was selected,
resulting in about 280000 events. This catalogue contains
several large events of different spatio-temporal qualities, as86 C. Goltz: Decomposing seismicity
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Fig. 2. Southern California seismicity from January 1984 to July 2000. The temporal colour-coding demonstrates that seismicity may be
regarded as a stationary process with superimposed ﬂuctuations (1984–1987: blue; 1988–1991: black; 1992–1995: red; 1996–2000: green).
well as quiet years. It contains no data gaps and is well doc-
umented (www.scecdc.scec.org). No further contraints (e.g.
magnitude or depth restrictions) were imposed on the data
and no declustering (e.g. Reasenberg, 1985) was attempted.
All conventional declustering methods include arbitrary pa-
rameters, such as a pre-deﬁned space-time window (the so-
called aftershock window) and it is easy to over-decluster or
under-decluster the catalogue. Linking the removal of depen-
dent earthquakes with a large event under a space-time dis-
tance threshold does not remedy the situation (e.g. Zhuang
et al., 2001). Avoiding declustering thus avoids the intro-
duction of free parameters into the current analysis. Further-
more, spatio-temporal PCA may be regarded as a promising
approach to declustering (in the sense of pattern separation)
by itself, as will be seen below. More generally, PCA is to be
tested on the earthquake process as a whole.
The vertical extent of the data set (average hypocentre
depth is 20km) is negligible in comparison to the horizontal
dimensions (roughly 560km × 450km). The data may thus
be regarded as essentially two-dimensional. In addition, the
depth location error is, on average, two times larger than the
horizontal one. Horizontal accuracy is primarily better than
5km in the selected data. The following analysis will thus
be constrained to an analysis of the spatio-temporal evolu-
tion of epicentre patterns. The data is shown in Fig. 2, where
earthquakes of magnitude M ≥ 5.8 are highlighted. Tem-
poral colour-coding illustrates that the distributed earthquake
process may be viewed as a stationary process of background
seismicity with superimposed ﬂuctuations due to mainshock-
aftershocksequencesandswarms(colour-codinginfouryear
intervals: 1984–1987: blue; 1988–1991: black; 1992–1995:
red; 1996–2000: green). A plot of magnitude versus time
is part of Fig. 6. Background activity is again equated with
stationarity here, as well as below, in the sense of the “no-
change”-component, as detailed in Sect. 2.2. Seismolog-
ically speaking, background earthquakes are those which
have no causal relation with other earthquakes, in contrast
to events such as fore- and aftershocks, swarms and multi-
plets. While it is frequently impossible to discriminate be-
tween these events, many authors in fact agree that the back-
ground seismicity process should be regarded as a (Poisso-
nian) stationary process (e.g. Wyss and Toya, 2000).
4 Application
Conducting a principal components analysis of epicentre dis-
tributions ﬁrst requires turning the earthquake catalogue into
vectorial data, i.e. a raster data set or matrix of spatial res-
olution 1l. For the spatio-temporal analysis, an additional
separation into time slices of equal duration 1t is required
(see Fig. 1 and Eq. 8).
In addition to the selection of a feasible space-time vol-
ume, i.e. the overall geographical bounds of the area of in-
terest (here: 1X = 115◦ to 121◦ lon W, 1Y = 32◦ to 36◦ lat
N) and the total duration 1T (here: 17 years), the choices of
cell size 1l and time slice duration 1t represent the only freeC. Goltz: Decomposing seismicity 87
parameters in this analysis. This is in stark contrast to other
methods dealing with the quantitative description of seismic-
ity patterns.
In summary, the time slice observables Si (see also Ap-
pendix) result as a function of the parameters
{1X,1Y,1T,1l,1t,t0,[1Z,1M,...]}, (9)
where t0 denotes a possible time shift of the ﬁrst time slice
against the absolute beginning of the observation. 1Z and
1M are optional restrictions to a certain depth or magnitude
band. Further constraints are possible depending on the pur-
pose of the analysis. Most parameters may simply be chosen
according to the purpose of the analysis (e.g. short- vs. long-
term), but numerical contraints also exist in that, for exam-
ple, the choice of 1l and 1t is a compromise between res-
olution and a sufﬁcient population of the grid cells. 1t also
restricts the ability to detect short-term transient changes or
periodic signals (Gao et al. (2000) present an example for
annually modulated seismicity rates). The time shift t0 may
become crucial in the case of ﬂuctuations whose lifetime or
onset should not be spread over adjacent time slices or if one
wants a time window to end prior to the occurence of a large
event in order to detect possible precursors (see Tiampo et al.
(2000) for such an application).
After the discretisation according to Eq. 9 has been de-
cided, the data is projected into Cartesian coordinates and
a grid is formed by determining the cumulative number of
events per cell, thus obtaining the spatial distribution of
earthquake rates for each time interval. Due to the fact that
the results of the PCA are area-weighted, it is important to
use an equal area projection before the grid is formed (East-
man et al., 1994). In the present study, 1l was chosen to be
5km, according to the arguments in Sect. 3, thus resulting in
a grid of 112 × 90 cells. 1t was set to one year. None of the
optional constraints were applied. It should be noted, how-
ever, that despite the neglect of event magnitude, the largest
part of the event count is contributed by small events, as they
are potentially more frequent than larger events, as stated by
the Gutenberg-Richter law (Gutenberg and Richter, 1954).
Thus, effectively a study of microseismicity patterns is con-
ducted.
“Empty” cells in the raster data, i.e. the inherent spar-
sity of epicentre distributions due to fractal clustering (e.g.
Goltz, 1997), pose no problem for the PCA. If an empty cell
becomes populated at a later time for example, this repre-
sents real change; if a cell remains permanently empty, this
is equivalent to “no change” and the region will automati-
cally show up in the ﬁrst component. Remember that ef-
fects showing up in a particular component will have been
removed from all subsequent components.
As has been stated in Sect. 2.2, the stationary constituent
will only show up in the ﬁrst component if it contributes to
the dominant portion of overall variance. Due to the frac-
tal nature of earthquake (frequency) distribution in space and
time (e.g. Hirabayashi et al., 1992; Goltz, 1997), i.e. the ex-
istence of singular values, this requirement is not fulﬁlled
for raw seismicity data. The occurrence of large events with
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Fig. 3. Examples of log-transformed time slices Si representing
seismicity rates of 1984 (quiet), and 1991 to 1993, bracketing the
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numerous aftershocks produces too much variance. A statis-
tically feasible way out is to log-transform the data. Taking
Sij → log(1 + Sij), (10)
with Sij representing the elements of Si, additionally avoids
having to manually deal with unpopulated areas. In addition
to statistical reasons, log-transforming the data may also be
prompted geophysically since the well-known effects of the
clustering of seismicity are all of the power-law type, includ-
ing the Omori-law R(t) ≈ 1/(tE + t)ρ for the decay in the
rate of aftershocks after the main event at time tE (Omori,
1894).
Standardised PCA (see Sect. 2.1, Eq. 3) must be used
when the original observables possess different physical
units, for example, but it is also preferable in the case of
change detection (e.g. Eastman and Fulk (1993) and refer-
ences therein), especially when the spatial patterns are to be
emphasised (Wallace and Gutzler, 1981).
Figure 3 gives examples of time slices Si, with the log-
transformed S1984 representative of a seismically quiet year,
and S1991 through S1993 bracketing the M = 7.3 Landers
earthquake on 28 June 1992. The colour-coding of all slices
has been scaled to the range of S1992 for easier comparison.
5 Results
Figure 4 is a plot of the eigenvalues λi as obtained by solving
Eq. 6. Such a plot is also called a scree plot, in the analogy to
the accumulations of broken rock on steep slopes. The values
have been expressed as percent total variance explained (see
Sect. 2.1) according to
λi → λi × 100/
17 X
k=1
λk. (11)
The rapid decline in the size of the eigenvalues indicates a
high degree of correlation between time slices and warrants
that statistically useful results will be obtained by the trans-
formation. Component C1 will have captured ≈ 61.5% of the
total information contained in the spatio-temporal seismicity
patterns observed, C2 will have captured about 10.7%, C3
will have captured about 4.5%, etc. Examples of standard-
ised components resulting from Eq. 4 are given in Fig. 5.
As they result from a linear combination of earthquake rates
occuring at different times (all time slices enter all compo-
nents, weighted by the eigenvectors i), they cannot simply
be interpreted as “separated” earthquake rates in all cases.
Spatio-temporally coherent patterns (see Sect. 2.2), however,
allow for this interpretation. In addition, due to the coor-
dinate rotation, negative values occur. While this problem
could be easily corrected without an effect on the transforma-
tion by shifting the origin of the component space (Richards,
1986), it is the relative values within each component that
deﬁne detail. Therefore, the output images in Fig. 5 were not
post-processed except for setting the no-change areas of the
change components to black. The components C1, C2, C3
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Fig. 4. Eigenvalues λi of the correlation matrix of yearly seismicity
rates Si as obtained from Eq. 6. The values have been expressed in
terms of the percentage of total variance explained (see text). The
rapid decline in the size of λi indicates a high correlation between
time slices and warrants that statistically useful results will be ob-
tained by a principal components transformation.
and C6 are shown, of which the latter explains about 2.6%
of the total information. The principal component C1, which
should represent stationary seismicity, is indeed very similar
to S1984 (Fig. 3). None of the larger event sequences men-
tioned in Sect. 3 can be singled out. The maximum positive
change seen in C2, the ﬁrst component (and most dramatic)
of change, can easily be associated with the occurence of the
Landers earthquake (see Figs. 2 and 3). The effects due to
the M = 7.1 Hector Mine event on 19 October 1999, and the
M = 6.7 Northridge event on 17 January 1994, can also be
identiﬁed to some extent. C3, however, the second compo-
nent (and less dramatic) of change, very clearly singles out
thechangeinseismcityrateduetotheHectorMineevent. C6
as an example of a higher component shows subtle, spatially
distributed change which cannot easily at ﬁrst be associated
with any individual cluster.
So far, the patterns decomposed by the transformation
have only been identiﬁed by their spatial location. Figure 6
delivers the second crucial ingredient for a spatio-temporal
analysis, the loadings graph introduced in Sect. 2.2. To aid
interpretation, the lower part of the ﬁgure shows a plot of
earthquake magnitude (M ≥ 4.0) versus time. The persistent
high correlation of C1 with seismicity patterns throughout all
years (¯ r = 0.78) nicely conﬁrms that the principal compo-
nent indeed captures activity patterns common to all years,
i.e. background seismicity. It also shows that the major ele-
ment of variability in (log-transformed) earthquake rate data
is that which occurs spatially. The latter is also expected due
to the standardisation of Si. Component 2 shows a strong,
negative correlation with seismicity rates up to S1991. From
1991 to 1992, a sudden reversal occurs and the correlation
stays constantly positive until the end of observation in 2000.
This behaviour not only conﬁrms that C2 indeed captures the
change due to the Landers earthquake, but also that it de-C. Goltz: Decomposing seismicity 89
scribes the unusually strong persistence of aftershock activ-
ity of this event. The loadings graph of C3 is somewhat sim-
ilar to that of C2 in that the correlation jumps from slightly
negative to signiﬁcantly positive during and after the Hector
Mine event. C6 shows gradual change. Namely, r increases
monotonously from -0.37 in 1987 to +0.38 in 1991. Af-
terwards, correlation drops rapidly. Taken together with the
component image, i.e. the distributed nature or spatial inco-
herenceofthischange, onemightbeledtointerpretthiscom-
ponent as a gradual change in seismic activity throughout the
Southern California area, possibly a precursor to the Landers
event. On the other hand, the M = 5.8 Sierra Madre earth-
quake happened on 28 June 1991 at the location of the maxi-
muminC6. 1991isalsothetimeofmaximumpositivecorre-
lation of C6 with any time slice. The fairly small aftershock
sequence of this event would explain the rapid declire in r. A
more localised study would clarify this occurence. The ex-
ample demonstrates that interesting information is contained
in higher components which are usually disregarded in stan-
dard applications of PCA. It should be noted, in this regard,
that the covariance and correlation matrices are measures of
global variability; localised anomalies may, therefore, show
up in high components, not necessarily in a low component.
In addition, large magnitude ﬂuctuations of small spatial ex-
tent are equivalent to small size ﬂuctuations of large spatial
extent, i.e. it is equally probable that they show up in higher
components.
While not shown here, temporal randomisation of the
earthquake catalogue (see Tiampo et al., 2000) leads to the
disappearance of all coherence in the components and their
loadings. This is similar to results obtained from raw seis-
micity rates. Randomisation of Si such that the shape of
patterns is preserved, i.e. keeping the binary pattern of ac-
tivity, does not have such a pronounced effect (see Sect. 4 for
reasons).
6 Conclusions and outlook
Spatio-temporal standardised principal components analysis
has been successfully applied to earthquake rate evolution in
the Southern California area. It was possible to separate seis-
micity into a pattern of background activity and patterns of
change. Dominant earthquake events were unambiguously
identiﬁed as coherent structures in the respective PCA com-
ponents. Furthermore, the example of the Sierra Madre event
(component 6) illustrates that comparatively subtle effects
may be isolated as well. The gradual pre-seismic increase in
loading of this component hints at possible precursory qual-
ities and warrants further research in this direction. PCA as
detailed here thus may be regarded as the ﬁrst method of
abstraction and quantiﬁcation of signiﬁcant spatio-temporal
change effects in seismicity. So far, characteristic seismicity
patterns had to be described qualitatively and decomposition
of the space-time coupled earthquake process was arbitrary.
The current approach possesses no free parameters except in
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Fig. 5. Examples of components Ci, the new variables after the
principal components transformation has been applied to the log-
transformed earthquake rates Si. The principal component C1,
which captures background seismicity, and some higher compo-
nents representing change are shown. No-change areas have been
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Fig. 6. Loadings graphs for compo-
nents C1 through C3 and C6, giv-
ing the degree of correlation between
these components and all time slices Si.
These graphs allow for the determina-
tion of the onset and duration (i.e. tem-
poral coherence) of the change patterns
captured in the respective components.
Earthquake magnitude versus time has
been added to aid interpretation. The
consistent high correlation of C1 con-
ﬁrms that this component indeed cap-
tures background seismicity. See text
for a discussion of the change compo-
nent loadings.
the preparation of the data for analysis. Those parameters,
however, are not critical.
The approach of this paper opens up new possibilities with
respect to several applications: for earthquake declustering,
given the objective decomposition of seismicity patterns, for
the detection of periodically or otherwise (antropogenically)
induced seismicity, by studying the spectral contents of the
loadings graph, and for the removal of effects due to the seis-
mological network (see Eastman and Fulk (1993) for an ex-
ample of the removal of sensor effects by PCA). The method
should also prove valuable in the comparative study of seis-
mogenesis in tectonically different settings as the spatio-tem-
poral evolution and dependance of event sequences can be
quantiﬁed.
The recent developments in the application of the critical
point concept (e.g. Sornette, 2000, for a comprehensive gen-
eral introduction, including applications to earthquakes) to
earthquake dynamics (e.g. Jaum´ e and Sykes, 1999; Hainzl
and Z¨ oller, 2001) crucially depend on the choice of the crit-
ical region. The mechanism of critical point dynamics pre-
dicts a long-range correlated stress ﬁeld with exponentially
accelerating cumulative seismic energy/moment release (e.g.
Bowman et al., 1998) and diverging correlation length (e.g.
Z¨ oller et al., 2001) in this region. All tests of this hypothesis
either deﬁne the critical region arbitrarily to some extent or
require a priori knowledge of the fault (segment) to rupture
and/or determine it’s size as a result of an optimisation with
respect to what one is seeking. PCA based on earthquake
rates might not only help to identify large coherent patterns
which are indicative of the critical region (by incorporating
magnitude thresholds), but may of course also be applied di-
rectly to cumulative energy [Benioff strain, (e.g. Bufe et al.,
1994)] release or maximum magnitude.
Also within the context of earthquake prediction and seis-
mic hazard assessment lies the important question of the
physical interpretation of PCA components. While the ﬁrst
component may always be regarded as background activ-
ity, interpretation of the higher components is not so sim-
ple. Component patterns are constructed to be optimal in the
sense of variance and covariance (as in joint variance), not in
the sense of coherence (physical connections) or maximum
correlation (e.g. Chen and Harr, 1993). While the issue of
coherence can be overcome by utilising standardised PCA,
there is thus no guarantee that the components tell us some-
thing about the structure of an underlying continuous pro-
cess from which Si is sampled. In fact, only physical modes
which act independently and with orthogonal patterns (nor-
mal modes) can be reproduced in the components (North,
1984). Von Storch and Navarra (1995) discuss these issues
in the context of climatology (where PCA components are
termed empirical orthogonal functions (EOFs)).
Tiampo et al. (2000) present results of an eigenanalysis
of Southern Californian seismicity from 1980 to 1991. The
dominantemergingcoherentpatternsidentiﬁedinthepresent
work (i.e. Landers, Northridge, Hector Mine) are also iden-
tiﬁed indirectly by these authors. Under the assumption that
the components do represent physical modes (see also the
work by Rundle et al., 2000), Tiampo et al. (2000) regard
the eigenvectors of the correlation matrix as the square root
of a probability which is directly related to the probability
of the occurrence of a future earthquake. Correlation of ar-
eas of increased probability with the later occurence of large
earthquakes yields some cases of success, but the fact that in-
creased probabilities appear and vanish without occurrence
of a major event as well as the occurrence of large earth-
quakes without prior increased probabilities may be taken as
an argument that in fact, seismicity cannot be decomposed
completely with the constraint of orthogonality. Rather, it
appears that some earthquake sequences are amenable to or-
thogonal decomposition, while others are not. Qualitatively,C. Goltz: Decomposing seismicity 91
themoststrikingresultfromTiampoetal.(2000)istheemer-
gence of coherent structures around the later epicentre of,
for example, Landers despite the fact that the data analysed
ended in 1991. It is regrettable, however, that the authors
did not take a long time series approach and that the loadings
information was subsequently not obtained.
Dropping the constraint of orthogonality by allowing an
oblique transformation of the original data (oblique PCA) as
well as generalising the notion of dependence between vari-
ables might improve the results of seismicity eigenanalysis.
Independent Components Analysis (ICA), for example, goes
beyond PCA by ﬁnding a linear transformation that renders
the components independent (in the sense of minimum mu-
tual information) rather than just uncorrelated (e.g. Comon,
1994).
In addition to addressing the points mentioned above, fu-
ture plans include a realisation of a signiﬁcant number of
case studies in different areas, including the explicit search
for precursory patterns with an assessment of their statisti-
cal signiﬁcance and the variation of the parameters relevant
in the preparation of Si. By restricting the area of interest
to a smaller one than the one shown in this paper might not
only facilitate the analysis of the results, but also allow for
an extension to three-dimensional observables by incorporat-
ing earthquake depth information. Finally, the issue of delin-
eation and quantiﬁcation of areas of signiﬁcant change in the
component images has not yet been addressed in this paper.
Appendix Using a vector to describe multi-dimensional
data
In digital satellite remote sensing, input data for the the PCA
consists of several rasterised two-dimensional images, i.e.
the data is multi-dimensional. The (brightness) value of each
raster cell or pixel represents the measured value at the spa-
tial location of that pixel. It is convenient to construct a vec-
tor space with as many dimensions as there are images car-
rying information for each pixel. One may then simply plot
the complete information for each pixel from all images as
a point in this vector space. In other words, the components
of the pixel vectors are the individual measurements in each
image.
The above example from satellite remote sensing is di-
rectly applicable to the data analysed in this paper. Earth-
quake rates in a grid correspond to “pixel values”, which are
temporalwindows(timeslices)ofearthquakeactivityto“im-
ages”. The vector x from Eq. 1 thus represents the data as a
whole; xi (Eq. 2) represents the set of earthquake counts for
each grid cell at all times. Referring to the comments about
Eq. 2 in Sect. 2.1, it is m = 2, n = 10080 and l = 17 in the
case presented here. The spatial distributions of earthquake
rates during a particular time window are designated by Si
(Sect. 4). Si, as well as the components Ci (Sect. 2.1), have
been denoted as matrices here, due to the two-dimensional
nature of epicentre distributions.
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