This paper is concerned with the estimation of performance measures of two priority disciplines in a d-station re-entrant queueing network. Such networks arise from complex manufacturing systems such as wafer fabrication facilities. The priority disciplines considered are rst-bu er-rst-served and last-bu er-rst-served. An analytical method is developed to estimate the long-run average workload at each station and the mean sojourn time in the network. When the rst-bu er-rst-served discipline is used, a re ned estimate of the mean sojourn time is also developed. The workload estimation has two steps. In the rst step, following Harrison and Williams (1992) , we use a d-dimensional re ecting Brownian motion (RBM) to model the workload process. We prove that the RBM exists and is unique in distribution, and it has a unique stationary distribution. We then use an algorithm of Dai and Harrison (1992) to compute the stationary distribution of the RBM. Our method uses both the rst and second moment information, and it is rooted in heavy tra c theory. It is closely related to the QNET method of Harrison and Nguyen (1993) for two-moment analysis of rst-in{ rst-out discipline. Our performance estimates of several example problems are compared to the simulation estimates to illustrate the e ectiveness of our method.
STATEMENT OF CONTRIBUTION
In many manufacturing systems such as in wafer fabrication, materials may visit processing stations multiple times. The performance of such systems is a ected by the priority disciplines and process varabilities. These systems can be modeled as re-entrant queueing networks. Currently, there is no analytical method for estimating the performance of this type of network that takes priority discipline and process variability into consideration. In this paper, an analytical method is developed to estimate the long-run average workload at each station and the mean sojourn time in a network under the rst-bu er-rst-served and last-bu er-rst-served disciplines. When the rst-bu er-rst-served discipline is used, a rened estimate of the mean sojourn time is also developed. Following Harrison and Williams
Introduction
This paper is concerned with queueing network models of job-shop or batch manufacturing systems. For our purposes a manufacturing system is a collection of \workstations," or simply \stations," each of which has one \server" working at the station. A \server" may represent either a machine or an operator. The entities that are processed at the workstations will be called \jobs" or \customers." Depending on the particular manufacturing context, what we call a job might actually be referred to as a \part," a \work order," a \production lot" or a \production batch." In the models considered here each job that enters the system requires a particular sequence of operations, each of which must be performed at a particular station.
The \route" of a job is the ordered sequence of stations that it visits, and the time required to perform any given operation is called a \service time."
In this paper, we restrict our attention to what Kumar (1993) has called a re-entrant line, which is a special type of d-station queueing network in which all jobs follow a deterministic route of K stages, and the jobs may visit some stations multiple times. An example of two station re-entrant line with d = 2 and K = 3 is pictured in Figure 1 . A distinctive feature of a re-entrant line is that jobs at di erent stages may be processed at the same station. For example, a machining cell is used to perform cutting operations of a family of complex components using computer numerical controlled machines. In order to satisfy the nal tolerances and nish, various features on a part are processed in several setups based on di erent data systems and motion requirements to reduce the deformations caused by thermal expansion and forces in xturing and cutting. Another example of re-entrant line can be found in semiconductor wafer fabrication facilities. The manufacturing process there consists of building up layers of implanted material according to a sequence of masks. Some layers are implanted on a common machine at di erent processing stages. As an example, one wafer process (after major simpli cations and aggregations) can be described as a re-entrant line with d = 12 and K = 60, with some stations being revisited 14 times.
When a station in a re-entrant line becomes available and there are several jobs at di erent stages waiting in their respective bu ers at the station, it is necessary to decide which job to process rst. Here, the bu er for a stage does not have to be physically present. The simplest queueing discipline (or dispatching rule) is rst-in-rst-out (FIFO). Alternately, an operator can assign priorities based on the stages of a job. Obviously, the queueing disciplines have impact on the number of jobs waiting at various stations and sojourn (or ow) times. The queueing disciplines considered in this paper are two bu er priority disciplines: rstbu er{ rst-served (FBFS) and last-bu er{ rst-served (LBFS). Under the FBFS discipline, priority is given to the waiting job that is at the earliest stage in its route. Under the LBFS discipline, priority is given to the waiting job that is at the latest stage in its route. We assume preemptive priority disciplines, though our simulations show that the performance di erence between a preemptive discipline and a non-preemptive discipline is not signi cant.
In this paper, we present an analytical method to predict the performance of the two queueing disciplines. The method, called the QNET method following Harrison and Nguyen (1990, 1993) , has two steps. We rst use a d-dimensional re ecting Brownian motion (RBM) to model the d-dimensional workload process. This amounts to specializing the Brownian model developed by Harrison and Williams (1992) for a multiclass queueing network to the re-entrant line with the FBFS and LBFS disciplines. We simplify their formulas that convert queueing network data to Brownian model data. The Brownian data are calculated explicitly from the rst and second moment information of the network. Furthermore, we prove that the proposed RBM exists and is unique in distribution, and has a unique stationary distribution when the tra c intensity at each station is less than one. In the second step, we use an algorithm developed by Dai and Harrison (1992) to compute the stationary distribution of the RBM. We then use the steady-state mean of the RBM to estimate the long-run average workload at each station and the mean sojourn time in the network under each of the two priority disciplines. When the FBFS discipline is used, the steady-state mean of the RBM is used to develop a re ned estimate of the mean sojourn time in the network. We present some numerical results to compare the estimates obtained from Brownian models with the estimates obtained from simulations. These results show that our Brownian estimation performs well for average workload and very well for mean sojourn time under the FBFS discipline.
Performance analysis of queueing networks has mostly been restricted to the FIFO discipline. When all interarrival and service time distributions are exponential, Jackson (1957), Baskett et al (1975) and Kelly (1975) derived exact formulas for performance measures. (The latter two papers also dealt with some non-FIFO disciplines.) If general distributions are allowed, one does not have exact formulas. Whitt (1983) developed a Queueing Network Analyzer to approximately predict the performance of Jackson-type networks. That method was generalized to multiclass networks by Bitran and Tirupati (1988) and Segal and Whitt (1989) . In all these approximations, a network is decomposed into many single-station systems, and each system is analyzed separately. Shalev-Oren, Seidmann and Schweitzer (1985) developed a generalization of mean value analysis for closed queueing networks that allows static priorities at each station. Harrison and Nguyen (1990, 1993 ) adopted a completely di erent approach called the QNET method. They proposed to use d-dimensional RBM to model the d-dimensional workload process in an open multiclass network under the FIFO discipline. They also used an algorithm of Dai and Harrison (1992) to compute the stationary distribution of the RBM. In most cases, their performance estimates are quite accurate. Recently there is a growing e ort to study Brownian models of queueing networks with non-FIFO queueing disciplines. Co man, Puhalskii and Reiman (1995 developed Brownian models for single-station polling systems. Reiman and Wein (1996) developed Brownian models for polling systems in tandem.
Harrison and Williams (1992) developed Brownian models of multiclass queueing networks under some general queueing disciplines, which include FIFO discipline, processor sharing discipline and static bu er priority disciplines. However, they had not attempted to establish the existence of their Brownian models nor had they assessed the accuracy in using their Brownian models to predict performance measures of queueing networks. There are two major reasons for us to study Brownian models of the FBFS and LBFS disciplines. First, these disciplines have been proven to be stable as long as the tra c intensity at each station is less than one; see Kumar (1993) , Dai and Weiss (1996) and Kumar and Kumar (1996) . Recent work on the stability of multiclass queueing networks shows that such stability property is not shared by all priority disciplines or by the widely used FIFO discipline; see Kumar and Seidman (1990) , Lu and Kumar (1991) , Rybko and Stolyar (1992) , Bramson (1994) and Seidman (1994) . The stability of the FBFS and LBFS disciplines indicates that these disciplines are reasonably good, at least when they are compared with the FIFO discipline. Therefore, it is important to understand their performance. The other motivation of our work is to present a pilot study for Brownian models of priority disciplines. It is unclear at this point which type of priority disciplines the Brownian models can be applied for.
Our Brownian model is based on a heuristic that is rooted in heavy tra c theory. A heavy tra c limit theorem would assert that as the tra c intensity at each station approaches the critical value of one, the normalized queue length process in high priority classes converges to zero and the normalized d-dimensional workload process converges to an RBM. In particular, the theorem would assert that at each station only customers of the lowest priority are in the queue in heavy tra c. As of this writing, there is no such heavy tra c limit theorem for a re-entrant line under a general priority discipline. However, Chen (1994) has recently shown that for some two station re-entrant lines under the FBFS and LBFS disciplines the heavy tra c limit theorem indeed prevails. It is believed that such a limit theorem holds in general under the FBFS and LBFS disciplines.
Multidimensional RBM's were rst introduced by Harrison and Reiman (1981) to approximate Jackson type networks. These approximations were justi ed by the so called heavy tra c limit theorems in Reiman (1984) , Johnson (1983) and Chen and Mandelbaum (1991) . There has been much recent progress in the study of RBM's. See, for example, Harrison and Williams (1987) , Reiman and Williams (1988) , Dai and Harrison (1992) , Taylor and Williams (1993) , Dupuis and Williams (1994) and Dai and Kurtz (1994) . With the recent work of Taylor and Williams (1993), RBM's can be used to model multiclass networks under FIFO discipline. However, the corresponding heavy tra c limit theorems are limited either to multiclass single station systems or to feedforward networks; see Reiman (1988) , Dai and Kurtz (1995) and Peterson (1991) . Readers are referred to Harrison and Nguyen (1993) for the current status of heavy tra c limit theorems under FIFO discipline.
The following conventions will be used in this paper. All vectors are envisioned as column vectors unless stated otherwise. Vector inequalities are interpreted componentwise. A prime on a vector or a matrix means transpose. The symbol ) denotes weak convergence of stochastic processes (cf. Ethier and Kurtz 1986). We end this introduction by outlining the rest of the paper. The re-entrant multiclass queueing network model is introduced in Section 1. The background materials on RBM are discussed in Section 2. The derivation of the Brownian model for our queueing network is given in Section 3. The performance analysis procedure is summarized in Section 4. In Sections 5{7 we present three network examples, where Brownian estimates are compared with simulation estimates. The paper concludes in Section 8 with some open problems. Readers can rst read Section 1 to get the model description, and proceed directly to Section 4 and then to the examples to get an overview of our method.
Model descriptions and preliminaries
Consider a d-station re-entrant queueing network, or a re-entrant line. Customers arrive at station 1 from the outside according to a general process E 1 = fE 1 (t); t 0g, where E 1 (t) is the cumulative number of arrivals by time t. Each customer follows a deterministic route:
(1) = 1; (2); : : :; (K), where (k) is the station number that the customer visits during the kth stage of its service. We designate customers in their kth visit as class k customers, and they wait in bu er k for service at station (k). We assume that each station has a single server and the bu er size for each class is in nite. In the example pictured in Figure 1 , there are two stations (d = 2) and three customer classes (K = 3). Customers of classes 1, 2 and 3 visit stations (1) = 1, (2) = 2 and (3) = 1, respectively. Two classes of customers are served at station 1, competing services from server 1.
Let v k (i) be the service time for the ith class k customer. De ne S k (t) = maxfn : n 0; v k (1) + : : : + v k (n) tg; t 0; k = 1; : : :; K:
We interpret S k (t) as the number of class k services completed in the rst t units of time that are devoted by server (k) to the service of class k. We call S k = fS k (t); t 0g class k service process. We assume that the arrival process E 1 = fE 1 (t); t 0g is independent of the service processes S 1 , : : :, S K , and that as t ! 1, almost surely, E 1 (t) t ! 1 ;
( Intuitively, Z i (t) is the average amount of work for server i if no more arrivals are allowed to station i after time t. Let Q(t) = (Q 1 (t); : : :; Q K (t)) 0 and Z(t) = (Z 1 (t); : : :; Z d (t)) 0 . In vector form, we have Z(t) = CMQ(t); where M = diag(m 1 ; : : :; m K ). We call Z = fZ(t); t 0g the station level workload process, or simply the workload process. Our de nition of workload process is slightly di erent from the traditional one as de ned in Harrison and Nguyen (1990, 1993 ). More will be said on this at the end of Section 2. The workload process is the key process that we will study in this paper. In particular, we will estimate a primary performance measure exists and is nite under the FBFS and LBFS disciplines; see Dai and Weiss (1996) and Dai and Meyn (1995) . Thus, the long run average workload de ned in (1.9) exists and is equal to
Another performance measure commonly used is the mean sojourn ( ow) time F of each job de ned to be F lim n!1 F 1 + : : : + F n n ; where F n is the sojourn time in the network for the nth job. By Little's law, the mean sojourn time F exists when the long run average queue lengths are nite. Furthermore, F = Q 1 + : : : + Q K ; (1.10) when the external arrival rate 1 = 1.
Even when all distributions are exponential, there is no analytical method to estimate Q k (k = 1; : : :; K) in a re-entrant line. We are going to devise a method to estimate the long-run average workload by using an RBM described in the next section. Y i ( ) increases only at times t when Z i (t) = 0; i = 1; : : :; d; (2.4) where X = fX(t); t 0g is a d-dimensional Brownian motion with drift and covariance matrix and v i is the ith column of the re ection matrix R. Note that the RBM Z is con ned to the orthant < d + . Heuristically, the behavior of an RBM Z may be described as follows. The process Z behaves like a Brownian motion in the interior of the orthant and it is con ned to the orthant by instantaneous \re ection" (or \pushing") by Y i ( )'s at the boundary, where the direction of re ection on the ith face fx 2 < d + : x i = 0g is given by v i .
In order for an RBM to exist, the directions of re ection must point to the interior of the orthant. To fully describe the condition on the directions of re ection, we need the following de nition. We have intentionally used symbol Z in our description of the RBM. The resemblance to the queueing network analog is to emphasize the connection of this process with the workload process in our queueing model. Speci cally, as we will see in later sections, the workload process Z de ned in Section 1 will be replaced by an RBM Z . We hope such usage does not cause any confusion.
Reduction to an RBM
In this section we present an RBM that approximate the workload process in the queueing network. In the Appendix of Harrison and Williams (1992) , the authors presented Brownian models for multiclass queueing networks under several queueing disciplines. Their multiclass queueing networks include re-entrant lines considered in this paper. Among the queueing disciplines that they considered are static bu er priority disciplines, which include the FBFS and LBFS disciplines. Harrison and Nguyen (1990, 1993 ) also studied Brownian models for multiclass queueing networks. But their queueing discipline primarily focused on FIFO.
According to Harrison and Williams (1992) , the workload process Z = fZ(t); t 0g can be modeled by a ( ; ; R)-RBM Z = fZ (t); t 0g as de ned in Section 2. The Brownian data ( ; ; R) were given on page 288 of Harrison and Williams (1992) . Speci cally, the re ection matrix R was given by R = (I + G) ?1 ;
(3.1) where G = CM(I ? P 0 ) ?1 P 0 ; (3.2) P is a K K matrix whose entries are zero except that P k;k+1 = 1 for k = 1; : : :; K ? 1 It is expected that the Brownian data should depend on a particular queueing discipline used. It turns out that the matrix used in (3.2) does depend on the queueing discipline used. The determination of is often based on a heavy tra c theory although the resultant dominates in any tra c conditions. The system is in heavy tra c if i is less than one but is close to one at each station i. For some queueing networks, Reiman (1994b) The state space collapse is usually a key to proving a heavy tra c limit theorem, which is often used to justify Brownian approximations of the type proposed by Harrison and Williams (1992) and Harrison and Nguyen (1993) . Under the FBFS and LBFS disciplines, when system is in heavy tra c, we expect that customers in the lowest priority class experience most of the waiting. In fact, Johnson (1983) and Peterson (1991) proved that for certain multiclass queueing networks, under heavy tra c scaling, only the lowest priority class has nonempty queue in heavy tra c. This suggest that Because of the special structure of P, (I ?P 0 ) ?1 is a lower triangular matrix with each entry in the lower triangular part being equal to 1. Therefore the (i; j)th entry of I + G is 0 @ X
The following two theorems are proved in the Appendix. It was shown by Dai and Kurtz (1994) that the stationary distribution of Z was unique. Furthermore, it was characterized by a basic adjoint relationship; see also Harrison and Williams (1987) . The stationary distribution of the RBM can be computed by a numerical algorithm devised by Dai and Harrison (1992) . When the re ection matrix R and covariance matrix satisfy a special condition, the stationary distribution of the RBM is of an exponential form that can be determined analytically. The condition, called the skew symmetric condition for historical reasons as in Harrison and Williams (1987) It has been proved in Theorems 3.1 and 3.2 that the ( ; ; R)-RBM Z exists and is unique in distribution, and when the tra c condition (1.7) is satis ed, Z has a unique stationary distribution. The stationary distribution of the RBM can be computed by a numerical algorithm, which has been implemented in a QNET software package that can be run on virtually any type of computer platform. In particular, the long run average position The mean sojourn time F can be estimated based on mean queue length ( Q 1 ; : : :; Q K ) 0 and
Little's law as in (1.10). When the queueing discipline is FBFS, we propose the following recursive procedure to obtain a re ned estimate of ( Q 1 ; : : :; Q K ) 0 from the estimate of mean workload. First observe that in analyzing the rst L (L K) bu ers 1; : : :; L, the rest of the bu ers L+1; : : :; K can be ignored because of the FBFS discipline. We call the subnetwork consisting bu ers 1; : : :; L the L-truncated network. We choose the largest K 1 K such that there is exactly one class at each station in the K 1 -truncated network. For k = 1; : : :; K 1 , Q k can be calculated via Q k = Z (1) i =m k , where Z (1) i is the mean workload at station i = (k) in the K 1 -truncated network. If K 1 = K, we are done. Otherwise, choose the largest K 2 (K 1 < K 2 K) such that in the K 2 -truncated network each station has at most one job class that has an unknown mean queue length. For any station i in the K 2 -truncated network, there are at most two classes visiting the station. If station i has one job class k, then Q k can be computed as before via Q k = Z (2) i =m k . Otherwise, there are two classes, k and`with k K 1 and K 1 <` K 2 . In this case, Q k has been computed in the K 1 -truncated network. Furthermore, Q`can be computed via Q`= ( Z (2) i ? m k Q k )=m`; where Z (2) i is the mean workload at station i in the K 2 -truncated network. Thus, we have obtained estimates for Q k (k = 1; : : :; K 2 ). Continuing in this way, we will eventually have K 1 < K 2 < : : : < K`= K and and estimate of Q k for k = 1; : : :; K.
In the next three sections, we will present numerical studies for three re-entrant lines.
A simple re-entrant line
Let us come back to the two-station network pictured in Figure 1 . Assume that the standard assumptions in Section 1 hold, and the exogenous arrival process to class 1 is Poisson with rate 1. For this network, the workloads Z(t) = (Z 1 (t); Z 2 (t)) 0 at time t at both stations are Z 1 (t) = m 1 Q 1 (t) + m 3 Q 3 (t); Z 2 (t) = m 2 Q 2 (t):
Under the FBFS discipline, the workload process Z can be replaced by a ( ; ; R)-RBM Z Although such a system can be modeled by a continuous-time discrete state space Markov chain, its stationary distribution is beyond the domain of exact analysis. In System B, class 3 has low variability service times, whereas in system C, class 2 has low variability service times. We should expect that the mean workload at station 2 be smaller in system C than in other systems, regardless of whether the FBFS or LBFS discipline is employed.
For every system, we x the tra c intensity at both stations to be 0:90, which is reasonably heavy. For each system we consider three di erent cases. Each case corresponds to a di erent work allocation for server 1. In case 1, server 1 evenly splits its e orts between class 1 and Table 1 gives the simulation and QNET estimates of the long run average workload at each station and the mean sojourn time in the network under the FBFS and LBFS disciplines. When the FBFS discipline is used, QNET estimates of the mean sojourn time are calculated from the re ned procedure proposed in Section 4. The following conventions apply to this table, as well as to all subsequent tables. The column SIMAN contains the estimates obtained by simulations, and the numbers in parentheses after the simulation estimates represent the half-width of 95% con dence intervals, which is expressed as a percentage of the simulation average. The estimates obtained by the proposed method are contained in the QNET column, and the numbers in the parentheses after the QNET estimates represent percentage errors from the simulation average. The simulations are performed using SIMAN 3.5. In all cases, simulation estimates are collected from ten replications and the simulation time of each replication is set to be 10 5 , at which time the systems seem to have been in steady state for a long time. Since service time distributions are allowed to be general, in simulations we use Erlang distributions, exponential distributions and hyperexponential distributions to t service time distributions with SCV being less than one, equal to one and larger than one, respectively. A random variable is said to have Notice that, as we discussed earlier, our QNET method cannot tell the di erence among the three cases for long run average workload at station 2 under the FBFS discipline, whereas Table 1 : Estimates of mean workloads and mean sojourn times in a two-station network simulation indicates that they are signi cantly di erent between Systems B and C. We expect this discrepancy to become smaller if the tra c intensities at both stations get higher. Also, under the FBFS discipline, in case 3 (m 1 = 0:2; m 3 = 0:7) of all systems the QNET estimates are more accurate. We attribute this accuracy to the small mean service time for class 1, which allows class 1 customers to pass through station 1 quickly. The quick passage of class 1 customers is consistent with the heavy tra c conjecture. Notice that the re ned QNET estimates of the mean sojourn times under the FBFS discipline are extremely accurate compared with the simulation results. In calculating the QNET estimates of mean sojourn times, we have used the Brownian estimates for mean queue length in formula (5.4) instead of the exact formula (5.5). Our calculations show that the relative di erence of mean sojourn times based on these two estimates are insigni cant (within 1%).
6 The Lu-Kumar network Pictured in Figure 2 is the Lu-Kumar two-station re-entrant line. Customers enter the network from outside, and follow a deterministic routing sequence given by stations 1, 2, 2, 1. Lu and Kumar (1991) show that if classes 2 and 4 receive higher priorities, the network may not be stable even if (1.7) is satis ed. Under the standard assumptions in Section 1 and the assumption that the exogenous arrival process is a Poisson process with rate 1, the FBFS and LBFS disciplines are stable as proved by Dai and Weiss (1994) The RBM Z exists and is unique in the pathwise sense because R is of upper triangular form. Again, as in the FBFS case in Section 5, the Brownian estimates of the workload at station 2 can be analytically calculated without using the QNET software. In this network, the product-form condition (3.6) is equivalent to ?m 4 =m 3 22 = 2 12 :
After a lengthy calculation, the condition is further reduced to We consider two systems of this network. In System A, all service times are exponentially distributed. In System B, service time SCV's are (3; 1; 1; 0:25). Again, as in the rst example, we x the tra c intensities at both stations to be 0:90. For each system, we consider three cases, each case corresponds to a di erent combination of mean service times. In Case 1, all mean service times are the same, equal to 0:45. In Case 2, classes 1 and 2 have long mean service times (equal to 0:7) and classes 3 and 4 have short mean service times (equal to 0:2). In Case 3, classes 1 and 2 have short mean service times (equal to 0:2) and classes 3 and 4 have long mean service times (equal to 0:7). The numerical results are summarized in Table 2 . The conclusion is similar to the rst example. In particular, the QNET estimates of the mean sojourn times under the FBFS discipline are again quite accurate. Consider the six-station queueing network depicted in Figure 3 . In the network, customers enter from outside and follow a deterministic routing sequence given by stations 1, 2, 3, 2, 1, 4, 5, 6, 5, 4, 6. We assume the standard assumptions as in Section 1 and the exogenous arrival process is a Poisson process with rate 1.
In this example we consider two systems. In System A, all service time distributions are exponential. In System B, the service time SCV's are given In both systems, tra c intensities are 0:9 at all stations. Class 3 has mean service time 0:9 and the rest of the classes have mean service time 0:45. The numerical results are summarized in Table 3 . As shown in Table 3 , the QNET estimates are still encouraging. This example shows that the proposed method is quite robust in analyzing complicated networks. When the FBFS discipline is used, the re ned QNET estimates of the mean sojourn times are calculated as follows. First, as discussed in Section 4, we let K 1 = 3. We obtain the QNET estimates of Q 1 , Q 2 and Q 3 . Next, we let K 2 = 8 and obtain the QNET estimates of Q 4 8 . Finally, letting K 3 = K = 11, we obtain QNET estimates of Q 9 , Q 10 and Q 11 . The mean sojourn time in the network is Q 1 + : : : + Q 11 by the Little's law.
Conclusions and open problems
In this paper, we have presented a Brownian system model that can be used to predict the long run average workload level at each station and the mean sojourn time in a re-entrant line under the FBFS and LBFS disciplines. When the discipline is FBFS, our method also yields a re ned estimate of the mean sojourn (or ow) time in the system. The Brownian model was rst proposed by Harrison and Williams (1992) , in which a d-dimensional re ected Brownian motion was used to models the workload process in the re-entrant line. We show that the re ected Brownian motion exists and is unique in distribution, and has a unique stationary distribution when the usual tra c condition (1.7) is satis ed. We also present three network examples in which performance estimates based on the Brownian model are shown to be reasonably accurate.
We have not attempted to prove a heavy tra c limit theorem which would justify the approximation procedure presented here. We conjecture that a properly normalized sequence of workload processes converges to the RBM in Section 4 under a heavy tra c condition when the FBFS or LBFS discipline is used. In fact, our method can readily be applied to any bu er priority disciplines for which a conventional heavy tra c limit theorem holds. Finally, it is desirable that more numerical studies, which represent all tra c intensities, are conducted to test the accuracy of our method that is rooted in heavy tra c theory.
A Proofs for Theorems 3.1 and 3.2
In this appendix, we present proofs for Theorems 3.1 and 3.2. Recall that`(i) is the lowest priority class at station i. We make the convention that stations are numbered such that (1) <`(2) < : : : <`(d). Also recall the de nition of the re ection matrix R = (I + G) ? It is a linear function of w(t), and hence of z(t). It is often called a linear Laypunov function. We are going to show that g( ) decreases to zero at certain rate. A vector valued function x( ) is said to be regular at time t if it is di erentiable at t. We use _ x(t) to denote the derivative of x( ) at a regular point t. Let 
