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This thesis presents the research work regarding the solution of a localization problem in 
indoor WLANs by introducing a distributive time division multiplexed localization 
technique based on the convex semidefinite programming.  
Convex optimizations have proven to give promising results but have limitations of 
computational complexity for a larger problem size. In the case of localization problem the 
size is determined depending on the number of nodes to be localized. Thus a convex 
localization technique could not be applied to real time tracking of mobile nodes within 
the WLANs that are already providing computationally intensive real time multimedia 
services. Here we have developed a distributive technique to circumvent this problem 
such that we divide a larger network into computationally manageable smaller subnets. 
The division of a larger network is based on the mobility levels of the nodes. There are two 
types of nodes in a network; mobile, and stationery. We have placed the mobile nodes 
into separate subnets which are tagged as mobile whereas the stationary nodes are 
placed into subnets tagged as stationary. The purpose of this classification of networks 
into subnets is to achieve a priority-based localization with a higher priority given to 
mobile subnets. Then the classified subnets are localized by scheduling them in a time 
division multiplexed way. For this purpose a time-frame is defined consisting of finite 
number of fixed duration time-slots such that within the slot duration a subnet could be 
localized. The subnets are scheduled within the frames with a 1:n ratio pattern that is 
within n number of frames each mobile subnet is localized n times while each stationary 
subnet consisting of stationary nodes is localized once. By using this priority-based 
scheduling we have achieved a real time tracking of mobile node positions by using the 
computationally intensive convex optimization technique. In addition, we present that the 
resultant distributive technique can be applied to a network having diverse node density 
that is a network with its nodes varying from very few to large numbers can be localized 
by increasing frame duration. This results in a scalable technique. In addition to 
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computational complexity, another problem that arises while formulating the distance 
based localization as a convex optimization problem is the high-rank solution. We have 
also developed the solution based on virtual nodes to circumvent this problem. Virtual 
nodes are not real nodes but these are nodes that are only added within the network to 
achieve low rank realization. 
Finally, we developed a distributive 3D real-time localization technique that exploited the 
mobile user behaviour within the multi-storey indoor environments. The estimates of 
heights by using this technique were found to be coarse. Therefore, it can only be used to 
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4G wireless networks are beginning to be deployed with an intention of providing 
broadband services comprising of voice, video and data. The services provided by 4G 
networks include truly broadband, low-latency applications comprising of mixture of 
voice, video, data and location-based services.  
There are number of applications and requirements of location based services such as 
health care [1], public safety [2-3], performance enhancement of the network where 
location of the nodes, for example, could be used for efficient routing, location sensitive 
browsing, and many more. 
Localization is defined as a process to determine the physical coordinates of mobile 
terminals, simply called as nodes, within a predefined space. In the past, different terms 
have been used within literature for this process such as radiolocation, position location, 
geolocation, location sensing, realization [4] or localization [5]. We have adopted the 
terms of localization and realization within our dissertation. The term realization is 
normally used when localization is studied in the context of distance geometry. 
There are number of techniques by which localization can be achieved; the most popular 
and well developed techniques are based on GPS. Although GPS based localization are 
promising, they have one constraint, that is, the mobile device should be under the open 
sky to receive LOS signals from at least four GPS satellites for localization. Therefore, GPS 
based localizations are not suitable for indoor and urban environments where signal 
strength weakens and LOS is not always available [6]. 
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This research develops an alternative technique for indoor localization which is based on 
distance measurements taken from Time of Arrival. Although time based measurements 
are highly accurate but the resultant distance based optimization becomes non-convex. 
Therefore, non-convex optimization techniques can result in large errors due to 
estimation from local optima. To overcome this limitation, we developed a WLAN 
localization technique based on convex optimization.  
1.1 Localization and Challenges 
Localization process can be divided into two sub-processes. In first sub-process 
measurements are obtained, these could be distance measurements obtained from signal 
strength, time of arrival (TOA), time difference of arrival (TDOA), carrier signal phase of 
arrival (POA) or angle measurements based on angle of arrival (AOA). The indoor radio 
channel suffers from multipath propagation and shadow fading due to which AOA and 
signal strength based measurements provides less accurate results as compared to TOA 
measurements [91]. Therefore TOA based distance measurements are recommended for 
indoor environments. Hence in this thesis we have developed a localization technique 
based on distance measurements. 
Mobile terminals or nodes localization is the second sub-process. Localization based on 
the distance measurements is such that within a network some nodes positions are 
known a priori, called hereafter as anchors, and others called hereafter as unknown nodes 
or simply nodes. Nodes determine their positions by measuring distances with respect to 
these anchors and the distance measurements among unknown nodes [8-10]. Since the 
measured distances are never accurate, therefore, some kind of estimation technique is 
needed in the second sub-process to determine the actual position i.e. coordinates of the 
nodes.  
The analytical and theoretical study of localization problem based on the distances 
measurements is adopted from the theory of distance geometry, rigidity, and Euclidean 
Distance Geometry. Wherein the distance geometry, the problem of finding positions 
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from distances is known as a graph realization problem and is considered to be a difficult 
problem [10, 11]. Furthermore problem of finding a unique position from distances is 
known as a unique realization [8].  
Localization based on the distance information is a non-convex optimization problem [8]. 
The non-convex optimization techniques may result in large estimation errors due to the 
possibility of finding the local minima instead of global minima. Fortunately, there exist 
some techniques where a non-convex problem could be formulated in a convex form with 
promising results. 
In [8] Anthony has analyzed the use of SemiDefinite Programming (SDP): a convex 
optimization technique to study localization problems based on distance measurements; 
where, some relaxations are applied to the original non-convex problem to formulate it 
into a convex form. Relaxation affects the dimension of the solution, that is, an optimized 
node position can end up in higher dimension than required. However, in [8] Anthony has 
found that if a network to be localized is uniquely realizable then even with a relaxed 
convex optimization a unique position estimations resulting in required dimension can be 
found; however, his findings were based on ideal noiseless distances. Apart from Anthony, 
a lot of research works have been done in applying the relaxed SDP for localization, see for 
example [11-17,4], where highly accurate results are demonstrated even for noisy 
measurements. 
Although convex SDP localization generate highly accurate results yet there are two 
drawbacks associated with it: one, it is computationally demanding, secondly, for the 
relaxed SDP approximations unique realizations could not always be guaranteed for noisy 
distance measurements. However it has been shown that if a network is universally rigid 
then unique realization can be found by applying rank reduction techniques as discussed 
in [16, 50] at the cost of computational complexity. For the case of random networks, 
large number of distance measurements or larger coverage range normally results in a 
rigid network for which a unique realization could be achieved [15]; however, large 
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number of measurements means increase in computation complexity. Therefore, a novel 
technique is needed which is not only accurate but is also computationally efficient.  
Recently various techniques such as [4,9-14] have been proposed to reduce the 
computational complexity but most of these techniques are proposed for sensor networks 
which are densely populated and are not an optimum solution for WLAN; where, number 
of nodes and their mobility level is highly diverse as compared to sensor networks.  
In our developed solution we have divided large networks into smaller subnets consisting 
of computationally manageable number of nodes. Then these subnets are localized 
iteratively in a time division multiplexed way, that is, one subnet is localized at a time then 
in next time slot another subnet is localized. The proposed method is similar to 4G 
networks serving multiple users with data packets in a time division multiplexed access 
technique. With proposed method only a portion of nodes within a network are localized 
and the entire network is localized incrementally in time. Hence resultant network is 
highly scalable, that is, if number of nodes within a network increases it will result in more 
subnets which are then localized one at a time. 
Furthermore nodes present within the WLAN are classified as mobile and stationary based 
on their mobility levels, then all mobile nodes are placed in subnets marked as mobile 
while stationary nodes are placed in stationary subnets. The reason for this classification is 
that for a real time tracking, only mobile node positions will be changing compared to 
stationary nodes. We can reduce the computational complexity by localizing mobile 
subnets more frequently compared to stationary nodes. With this priority based 
localization, nodes can be localized in a real time. Computational complexity is reduced 
further by sparsifying the network. It is achieved by localizing nodes using distance 
measurements between at least three anchors for the case of a 2-dimensional (2D) 
localization and at most two additional distances between neighbouring nodes for more 
accuracy with a condition that node-node distance measurements are measureable. This 
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constraint will generate a trilateral network: a network which can be universally rigid and 
unique position estimations can be found for this kind of network. 
We have also developed a 3D distributive localization technique exploiting the fact that 
the rate of change of a mobile WLAN node user in the horizontal plane will be greater 
than the rate of change in vertical direction, that is, change in floors for the case of a 
multi-storey building; therefore, for real time tracking in 3D, the computational 
complexity can be reduced by estimating positions of nodes iteratively in the 2D and 3D 
fashion. 2D positions being more frequently estimated compared to estimations in 3D.  
During 2D position estimations, only the horizontal positions along the ground are 
estimated. While the height estimates which are the 3rd dimension of positions are 
retained from previous 3D estimate with an assumption that no change was occurred in 
vertical direction of the nodes resulting in the overall 3D localization.  
We have further found in the 3D localization that errors in estimating the heights of the 
nodes are much greater compared to planar position estimations. However, it is possible 
to estimate the floor in which a node exists for the case of a multi-storey building. For 
many localization applications node’s floor estimates will be sufficient instead of node’s 
actual height from the ground.  
 
1.2 Performance Metrics in Localization 
Kaemarungsi in [5] listed the most critical performance metric in localization as accuracy 
which is defined as the difference between the actual node position and its estimated 
location.  Another related parameter to accuracy is called location precision which is a 
confidence interval with successful location estimations. Apart from these, other 
performance metrics are delay, capacity, coverage and scalability of the localization 
technique. Delay refers to the time required in localizing a node. The capacity metric 
refers to number of node estimations a system can process per unit time. Coverage metric 
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refers to a boundary of an area within which a system can localize nodes. The scalability 
metric concerns with how well the system responses to large number of nodes and larger 
coverage. All of these performance metrics depend on type of measurement adopted, 
channel characteristics, bandwidth of the measured signal, and the complexity of the 
localization algorithm used.   
In our dissertation we have proposed a distributive localization algorithm for WLANs 
which is highly scalable and have a traceable capacity. 
 
1.3 Achievements 
First of all we gave overview and review of the localization problem and presented 
analytical and theoretical formulation of the localization problem adopted from distance 
geometry, rigidity theory and Euclidean distance geometry. Then convex optimization 
techniques used in the localization problem were reviewed by considering convex 
formulation of localization based on the Euclidean Distance Matrix and convex 
formulation of localization based on minimizing distance square errors.  The major 
achievements and our contribution in WLAN localization includes: 
Derivation of performance benchmarks which are based on Cramer-Rao Lower Bounds 
(CRLB) and Circular Error Probability (CEP). Then two types of estimators i.e. Weighted 
Least Square (WLS) and convex semidefinite programming based estimations are analyzed 
by deriving expressions for their performance bounds. Based on these bounds and 
simulations, both types of estimators are compared.  This work is presented in chapter 3. 
Development of a novel distributive localization technique for WLAN is presented in 
chapter 4. The proposed technique is highly scalable, and can be used for real time 
tracking. It is achieved by dividing the large number of WLAN nodes into computationally 
manageable subnets. Then these subnets are localized in a time division multiplexed way 
by scheduling subnets in time domain with higher priority given to subnets containing 
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mobile nodes.  Apart from being highly scalable, the proposed algorithm is always 
traceable. The rate with which nodes are localized can always be computed which helps in 
applying the proposed distributive localization algorithm for real time tracking of mobile 
nodes. In addition to this, problem of a high rank position estimations arising in convex 
optimization due to relaxations is mitigated by introducing virtual nodes which are not 
real nodes to be localized but system inserted nodes. Simulation results show 
improvements in performance by adding virtual nodes within a network. All this work is 
presented in Chapters 4 and is published in [18]. 
3D localization is considered to be a challenging task with very few contributions available 
in literature. 3D localization becomes necessary in multi-storey indoor environments 
where nodes are required to be identified within multi-floors. Research in this thesis also 
presents development and simulation of a computationally efficient distributive 3D 
localization technique that exploits mobility patterns across floors. The rate with which 
nodes change floors is always less compared to the rate of change in planar positions. This 
mobility pattern is used to develop an efficient 3D localization technique which localizes 
mobile nodes in planar space more frequently compared to vertical floor changes.  This 
work is presented in chapter 5. 
 
1.4 Outline of the Thesis 
 
Research work presented in this thesis focuses on WLAN localization. In chapter 2, we 
present fundamental concepts of localization, reviewed localization techniques, and 
formulate the localization problem. Chapter starts with brief review of terms used in 
distance geometry, rigidity theory and convex optimization which are used to formulate a 
localization problem for convex optimization.  Then least square and convex semidefinite 
programming (SDP) optimization techniques are listed where localization problem is 
formulated to be solved using SDP. Finally, the signal model used in the analysis is 
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presented.  In addition, we present the known results from different references in a 
connected manner to help scientists and researchers to understand and perform further 
research in localization. 
Benchmarks to measure the performance of the estimations are listed in chapter 3. 
Where two types of bounds are derived: one based on Cramer-Rao Lower Bound (CRLB) 
for accuracy calculations, and other to quantify the accuracy based on the Circular Error 
Probability (CEP). Then using simulations, nodes are localized using least square and SDP 
based localization techniques. Performance of these techniques is evaluated against these 
bounds. We have found that convex based optimizations outperform the non-convex least 
square optimizations and this work is presented in chapter 3.  
After evaluating the performance of convex based localizations in chapter 3, the novel 
distributive time division multiplexed WLAN heuristic is described in chapter 4. 
Computational complexity of the convex optimization is evaluated and then performance 
of the newly developed distributive localization technique is evaluated based on the 
scalability, capacity and accuracy. The developed technique is extended to 3D distributive 
localization which is presented in chapter 5. 










This chapter first of all introduces notations and defines terms used within this 
dissertation to formulate a localization problem. Then a localization problem is 
mathematically formulated based on inter node distances using theory from distance 
geometry, and rigidity. The resultant formulation (consisting systems of equations), 
generally, does not give a unique solution. Additional constraints are, therefore, needed 
for guaranteeing a unique solution. These constraints are generated by using theory of 
rigidity for achieving a unique solution in 2D and 3D environments which is explained in 
this chapter. Literature review of localization techniques is also presented in this chapter. 
Least square and convex optimization techniques used in localization have also been 
discussed. Furthermore, SDP based convex approximation to an original non-convex 
problem is also presented (section 2.5.1). Finally, the signal model used to generate 
measured distances for localization is also explained within this chapter. 
 
2.1 Localization Problem and Measurement Metrics 
Localization as a process can be divided into two sub-processes: metric measurement sub-
process and a localization algorithm sub-process which processes these metrics to 
determine locations.  Metric measurement sub-process measures either approximate 
Angle Of Arrival (AOA) or approximate distance between some unknown nodes and 
known nodes (nodes whose positions are known). The Time Of Arrival (TOA), Time 
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Difference Of Arrival (TDOA) or Received Signal strength (RSS) are commonly used metrics 
to estimate distances between the nodes. TOA based measurements are proven to be 
more accurate for indoor environments and are commonly used [19].  
Work in this thesis focuses on localization algorithm based on distance measurements 
between some nodes whose locations are known (termed hereafter as anchors) and 
nodes whose positions need to be determined (termed hereafter as nodes).  
The localization based on distance measurements is formulated using the field of distance 
geometry, therefore, in next section we introduce notations and terminologies from the 
distance geometry, rigidity theory and Euclidean distance matrix which are used within 
this thesis to mathematically formulate and analyze a localization problem.   
 
2.2 Definitions and Notations  
In this section, selective scattered terms from theory of distance geometry, Euclidean 
distance matrix, convex optimization and rigidity are defined. These terms are used to 
formulate a problem for localization. Purpose of this effort is to familiarize the reader with 
scattered terms from different aforementioned fields and make thesis easily readable and 
understandable with minimum consultancy to references. For example, definitions 2.1 to 
2.6, and 2.12 to 2.14 are related to formulate a localization problem for convex 
optimization, definitions 2.7 to 2.11 taken from rigidity theory are used to derive 
conditions under which a unique solution to a location problem given in equations 2.3 can 
be guaranteed. Furthermore some simple examples are added to further elaborate the 
concepts.  
Measured distances always have noises due to which localization problem has to be 
solved using optimization. Problem formulated given in equations 2.3(a-c) is a non-convex 
optimization problem; therefore, it has to be transformed into convex form for accurate 
estimates. Within convex optimization, a cost function and constraints must be convex. 
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Sections 2.5 to 2.6 explain how a non-convex localization problem can be approximated 
into convex form. It is achieved using a double centring transformation given in equation 
2.9. Convex constraints are derived using equation 2.9 and are given in equations 2.10a-c. 
Finally, localization problem is formulated for convex optimizations using two approaches: 
one based on Euclidean distance matrix given in equation 2.12 and other based on 
minimizing distance square errors given in equation 2.13. This has been explained in 
section 2.6.  
The real number system is denoted by R, and Rd is the vector space of real d-tuples x=( 1, 
2, …, d). Consider a network in d-dimensional Euclidean space (R
d) with N number of 
nodes including: Na the number of nodes whose positions ai R
d, i=1,2,…,Na are known 
(termed as anchors) and Nn the number of nodes whose positions xi R
d, i=1,2,…,Nn  need 
to be determine. Let the distance between a node ‘i’ and node ‘j’ is denoted as dij.  
Matrices within this thesis are denoted by capital bold letters, while vectors are denoted 
by small bold letters. Estimate of any variable ‘ ’’ is denoted by . I and O denote the 
identity and all zero matrices respectively. 
Let X be the matrix containing the position coordinates of the total number of nodes (N) in 
a d-dimensional network given by:  
 
Where xi is the vector containing position coordinates of node ‘i’ in R
d, for d=2 it is written 
as: 
 




Definition 2.1 Trace or inner product: Trace of the matrices A, B  Rn×n denoted by tr(A) is 
the standard trace inner product between A and B given as: 
 
It is the sum of the elements on the diagonal of ATB where AT is the transpose of a matrix. 
 
Definition 2.2 Euclidean norm or l2-norm:  Euclidean norm of a vector x R
n is defined as 
 
 




Definition 2.4 Positive definitive matrix: An n × n symmetric matrix A is said to be positive 
definite if:  
 
 






then A is said to be positive semi-definite matrix and is denoted as A ≽ 0. 
In addition, according to [46, Theorem 15.2] for positive semidefinite matrices, following 
are equivalent statements: 
1. A ≽ 0 
2. i ≥ 0 for i =1, 2, …, n, where i are the Eigen values of A 
3. A = XTX where X Rn×n 
The third statement implies that A is positive semidefinite if it has a matrix square root, 
similar to the fact that a real number is said to be positive if its square root is real.  
Furthermore, for two symmetric matrices A and B, A≽B means A-B≽0, i.e. A-B is a positive 
semidefinite matrix. The importance of semidefinite matrix comes from the fact that the 
set of all positive semidefinite matrices forms a convex cone with well defined boundaries. 
 
Definition 2.5 Euclidean Distance Matrix (EDM): EDM also known as pre-distance matrix D 
is the n×n symmetric and nonnegative matrix of distance squared whose entries are given 
by:  
 




Definition 2.6 Gram matrix (G): Positive semidefinite matrix defined as the inner product 
of X is known as a Gram matrix i.e. 
         (2.2) 
 
Definition 2.7 Graph(G): A graph G = (V, E) is a set of vertices V together with a nonempty 
set E of edges along with a real number associated with each edge.  
 
Definition 2.8 Trilateral graphs: Let l be an integer such as v ≥ l + 1, for a graph G=(V, E) 
with v vertices is said to be trilateral graph if there exists an ordering {1, 2, …, v} of the 
vertices in V such that: 
a) The first l + 1 vertices form a complete graph, and 
b) Every vertex j ≥ l + 1 is connected to at least l + 1 of the vertices 1, 2 , …, j-1 
 
Definition 2.9 Framework: A framework G(X) in Rd is a pair (G, X), where G is a graph and X 
is a point such that: 
X = (x1, x2, …, xv) R
d×v 
X is also referred as in [20] a configuration of v points in Rd, such that for every i=1,2,…,v, 
vertex i of G is located at xi. 
 
Definition 2.10 Graph realization: [8]: In distance geometry, graph realization is a problem 
in which a graph G is given along with a real number associated with each edge {wij, i, 
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j V}, and the goal is to assign coordinates to each vertex so that Euclidean distance 
between any two adjacent vertices is equal to the real number associated with that edge.  
Graph realization problem of distance geometry can be related to localization such as 
vertices of G correspond to nodes, vertices can further be partitioned into two sets: one 
whose positions are known i.e. anchors, and second whose positions needs to be 
determined i.e. nodes. Edges correspond to communication links between nodes and a 
real number associated with edges as distances between nodes. The goal in localization is 
then to determine positions of the nodes (graph realization) given the anchors and 
distances between some nodes and anchors (dij is equivalent to wij in a graph realization). 
With the presence of anchors, the positions of some vertices in the graph realization 
problem are constrained to be fixed. 
Mathematically distances between nodes-anchors and between nodes-nodes and 
between anchors-anchors are written as: 
 
       (2.3a) 
       (2.3b) 
        (2.3c) 
 
where xi R
d and Ian, Inn and Iaa are a set of indices of anchors-nodes, nodes-nodes and 
anchors-anchors with measurable distances respectively.   
Localization will then be the solution in Rd space to the set of quadratic equations given in 
(2.3a-c) with the conditions that there exist at least d+1 non collinear anchors and a 
unique solution exists (see example 2.1 for further details). Generally, there could be 
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more than one solution to these set of equations, meaning multiple positions for a node 
or nodes which is not possible. The conditions under which a unique solution is 
guaranteed are studied in rigidity theory for frameworks [4, 21-22,65]. The same 
theoretical work is adopted and extended for a localization problem see for example [4, 
23-25]. 
In rigidity theory, it is stated that if a network is globally rigid then there will be a unique 
solution to the set of quadratic equations 2.3 a-c [4]. Global rigidity states that X is the 
only realization in Rd up to rigid motion or stated as [21]: 
 
Definition 2.11 Globally rigid: Two frameworks one G(X) with a realization X, and for any 
other realization Y, framework G(Y) in Rd are said to be equivalent or congruent, when 
 (where N is total number of vertices and xi, yi R
d ) 
written as: 
G(X)  G(Y) 
Framework obeying these conditions is said to be globally rigid [21,24,26,27]. Figure 2.1 to 
2.3 depict non-rigid, only rigid and globally rigid graphs in R2. The condition of only rigidity 
framework must be such that there does not exist continuous deformations to reach to 
other possible realization, as shown in figure 2.2, there exists two realization of the graph 
but graph cannot be continuously deformed by satisfying all the distance constraints i.e. 



















Figure 2.2: A rigid graph having two realizations but it is not possible to move a shaded 
vertex continuously to approach to other realization by keeping all distances fixed as is the 








Figure2.3: A globally rigid graph having unique realization. 
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In conclusion, if a network with measured distances is globally rigid and anchors are not 
collinear and at least d+1 anchors exist then by solving set of quadratic equations (2.3a-c) 
unique positions of nodes could be determined. 
Then next step is to solve quadratic equations (2.3 a-c). These equations can be solved 




Consider an Euclidean 2-D space (R2) consisting of two anchors with anchor-node 
measurements. Let us look at the graphical solution of this problem. The plot of equations 
2.3 will be two circles centred at anchors having radius as anchor-node measurements, 
depicted in figure 2.4. The only case in which we can find a unique solution to this 
problem is when an unknown node exists at the straight line joining two anchors as shown 
in figure 2.4 (a), otherwise there will always be two solutions as depicted in figure 2.4 (b). 
Line drawn from anchors to point of intersection represents measured distances between 
anchors and node. If we add another collinear node to this problem, a unique solution 
cannot be found as shown in figure 2.4 (c). Hence for a unique solution in Rd, we need at 























(c)                                                                             (d) 
Figure 2.4: Graphical solution of equations 2.3, a) a unique solution, b) two solutions i.e. 
intersection of two circles, c) two solutions i.e. intersection of three circles d) a unique 
solution 
 
Let us now add noise to distance measurements. With noise added, we can have a 




















                                                                                     (c) 
Figure 2.5: Cases (a)-(c) where due to presences of noises within distance measurements a 
unique solution cannot be found by solving equation 2.3 directly. 
 
Due to noisy distance measurements there might not be a unique solution or any solution 
at all, see figure 2.5 (a)-(c). Therefore, equations are not generally directly solved, instead 
optimization techniques are applied to mitigate effects of noise.  
Recently novel techniques have been proposed for indoor localization covering sensor 
networks and WLANs. Example given in [9] summarizes various techniques. In [27-29], 
localization is performed using multi-dimensional scaling (MDS), while [30, 31] use Cayley-
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Menger determinant. Similarly, a technique based on DV hop method suitable for densely 
populated sensor networks is also proposed in [32].   
In [31], authors proposed a technique to mitigate noise in distance measurements using 
Cayley-Menger determinants. When the equality constraints are derived from Cayley-
Menger determinants, these constraints can then be used with any estimation technique 
to further improve results. As per our knowledge, this technique has not been used within 
a convex optimization.  
Some of the terms used within convex optimizations are defined as: 
 
Definition 2.12 Affine function or affine transformation [87]: the affine transformation f 
from Rn to Rm is the mapping of the form linear plus constant i.e. 
 




where Ai  R
p×q is a linear transformation. 
 
Definition 2.13 Convex Set [87]: A subset C of Rn is a convex set if it contains the line 
segment joining any of its points, i.e. if 
 












Figure 2.6: Examples of convex and non convex sets 
 
Definition 2.14 Convex function [87, theorem 4.1]: A function f from C=Rn to R, where C is 
a convex set, then f is convex on C if and only if  
 
  (2.4a) 
 
For every x  C and y  C.   
 
Geometrically, equation 2.4a implies that the line segment between (x, f(x)) and (y, f(y)), 













Figure2.7: Graphical representation of a convex function. 
 
Some examples of convex function are: 
1. f(x) = x2 
2. f(x)=1/x 
3. f(x) = ax + b 
4. f(x) = x2/y,      y>0 
For more than two variables, convex functions are given by: 
 
    (2.4b) 
whenever 
 
Examples of convex functions of matrices are: 






2.3 Literature Review  
Research work in an indoor localization was carried out following two paths; one covering 
localization of nodes in WLANs and other area covering localization of sensors in sensor 
networks.  Separate localization techniques have been developed for these two types of 
indoor networks and review of these techniques is given in this section.  
Sensor networks, which are different to WLANs, are assumed to be small, inexpensive, 
cooperative and deployed in large numbers [7]. These are typically utilized for monitoring 
and controlling homes, cities and the environment. Any localization technique proposed 
for one type of network, although, theoretically can be applied to other type but may not 
be an optimum solution for the other-one. Hence localization techniques are optimized 
based on network types.  
The reason for including sensor network localization within review is due to the many 
proposed convex based localization techniques for sensor networks in literature [8,14-17, 
41-43,57]. As this research work has developed a convex based localization technique for 
WLANs, therefore, literature review in this field is used to compare and emphasize our 
contributions within an existing field.   
2.3.1 Senor Network Localization 
Different localization techniques are proposed for wireless sensor networks, for example, 
in order to exploit the smaller range within which network is deployed, DV-hop based 
techniques are proposed [88-89]. In this technique, instead of measuring actual distances 
between nodes, the average distances between sensors and anchors are estimated by 
using the minimum hop information between the two. This technique is promising as well 
as cost effective only if a network is densely populated and has smaller coverage area. In 
addition to DV-hop method, cooperative techniques also exist for densely populated 
sensor networks and are presented in [14, 27, 90]. In these techniques, sensors cooperate 
with each other in order to localize other unknown sensors. In other words, localized 
sensors act as anchors and further help to localize unknown sensors.  
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In addition to connectivity based DV-hop approach, measurement based approaches also 
exist such as distance measurements based techniques. In these approaches distances 
between nodes are obtained from signal strength, time of arrival (TOA), time difference of 
arrival (TDOA), carrier signal phase of arrival (POA) or angle measurements based on angle 
of arrival (AOA) measurements. The indoor radio channel suffers from multipath 
propagation and shadow fading, due to which AOA and signal strength based 
measurements provide less accurate results as compared to TOA measurements [91]. 
Therefore, TOA based distance measurements are recommended for indoor environments 
if accuracy is to be achieved. 
AOA and signal strength based measurements are less accurate as compared to the TOA 
based distance measurements [91]. However, there might not be a significant difference 
in localization performance by using either signal strength or TOA based localization 
techniques in the case of sensor networks. This is because the sensor networks are 
deployed in smaller range as compared to WLANs. Measurement errors are a function of 
distances between nodes [39]. This means that for WLANs having large coverage area, 
errors in measurements will be significant, if signal strength based techniques are applied. 
Therefore, signal strength based techniques give coarse estimations [95].  
 
As mentioned earlier in this thesis, distance based localization is a non-convex 
optimization. This limitation was overcome by relaxing the problem into convex SDP 
localization form [8], resulting in highly accurate localization. There are two drawbacks 
associated with this approach; one is computational complexity, secondly unique 
realizations could not always be guaranteed for the relaxed SDP approximations with 
distance measurements corrupted with noise. However, it has been shown that if a 
network is universally rigid, unique realization can be found by applying rank reduction 
techniques as discussed in [16, 50] at the cost of computational complexity. For the case 
of random networks, large number of distance measurements or larger coverage range 
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normally results in a rigid network for which a unique realization could be achieved [15]. 
However, large number of measurements result in computation complexity. Therefore, a 
novel technique is needed which should not only be accurate but should also be 
computationally efficient.  
Recently, various techniques such as proposed in [4,9-14, 17] have reduced the 
computational complexity. However, most of these techniques are proposed for sensor 
networks which are densely populated and are not an optimum solution for WLAN, where 
number of nodes and their mobility level is highly diverse as compared to sensor 
networks. In the following paragraph, we have reviewed some of these techniques. 
To make the SDP based localization computationally efficient, a novel edge sparsification 
technique is proposed in [13], in which the number of measured edges (distances 
between nodes) is reduced while preserving localization properties. Furthermore, 
theoretical relationship is derived for a universally rigid network and trilateral graphs are 
proved to be universally rigid.  On the other hand, in [14], an iterative distributive 
technique is proposed where a larger network is divided into subnets based on 
geographical positions. In this case, only sensors with the capability of measuring 
distances between anchors within the subnets, are localized initially. Then, localized 
sensors are turned into anchors which further help in localizing other unknown nodes 
Thus overall technique is cooperative, that is, sensors cooperate to further localize 
unknown nodes. In this technique, any error incurred could propagate. Furthermore, the 
technique is ad-hoc and there is no measure for a subnet to be uniquely realizable. The 
technique is proven to generate unique positions for a network which is densely 
populated. WLANs are not densely populated as compare to sensor networks, therefore, 
proposed technique is not feasible for localization. Similarly, a distributive heuristic in 
which a larger network is divided into smaller subnets is proposed by the name of 
SPASELOC [17], where subnets are formed based on some pre-defined rule sets. Again, it 
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is proposed for the sensor networks and is not an optimum solution for WLANs based on 
the diverse node densities and their mobility levels.  
In addition, signal strength based co-operative and non co-operative SDP localization 
techniques have been proposed in [92] for sensor networks where it has been shown that 
SDP based localization outperforms least square and maximum likelihood-based 
optimizations.  
2.3.2 WLAN Localization 
WLANs are different from sensor networks in terms of node densities, that is, nodes in 
WLANs can vary from few to large numbers while nodes in sensor networks exist in very 
large numbers [7]. Network size, also known as coverage area, is much greater in WLANs 
as compared to sensor networks. Additionally, prime services offered by WLANs are time 
sensitive broadband multimedia services in addition to localization whereas most 
applications of sensor networks are environmental monitoring, search and rescue services 
[95].   Hence WLANs are planned and optimized in order to maximize the data rates and 
coverage. With these characteristics and the existence of a complex multipath rich indoor 
channel, localization for WLANs has become a real challenge.  
 
A lot of research work has been done for WLAN localization based on Received Signal 
Strength (RSS) measurements because of simplicity of the technique [95-101].  RSS based 
methods can be further categorized as trilateration and fingerprinting. In trilateration 
technique, RSS values are converted into distances by using signal propagation model and 
then trilateration is applied [101]. Therefore, the accuracy of trilateration depends very 
much on the surrounding environment, which for the case of indoors is not sound. 
Accuracy achieved in this case is about 8 meters to 15 meters [97]. Such location 




Fingerprinting, on the other hand, performs localization by using location dependent 
parameters of measured radio signals in the region deployed. It is divided into two phases, 
the off-line phase and the on-line phase. In the off-line phase, RSS values received from 
every access node are collected at different points in the area within WLAN coverage. 
These measured RSS values at are then stored in the database. 
 
During the on-line phase, the RSS values from every access point is measured by the node, 
then localization is achieved by comparing measured RSS values with the reference data 
stored in the fingerprint. Furthermore, in on-line phase, measured signal strength is 
matched to the stored data either using deterministic approach or probabilistic [97].  
 
Deterministic matching uses a simple signal strength map in which each location has a list 
of access nodes within range and an average value of signal strength for each access point. 
Matching might be either on one point or on several points, whose coordinates are 
averaged. 
 
Probabilistic matching requires more data in the signal strength map. Signal strength 
values must be described by a probability distribution. Matching is achieved by 
probabilistic methods based on Gaussian models or the kernel method. Fingerprint based 
techniques have better accuracy of around 2 meters as compared to triangulation. 
Therefore, Fingerprint based techniques are widely used in the indoor location estimation. 
 
Although fingerprinting technique has been shown to provide promising results but has 
many limitations, such as applying it in a greater scale is not practical. This is because it is 
very time consuming to collect the RSS measurements of all locations in a large area. This 
large amount of measurements will also cause the storage problem. Furthermore, it is 
very sensitive to the surrounding environments, thus re-calibration or re-collection of data 
is often required. Another limitation is that most of the on-line phase algorithms have 
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been developed on the assumption that the devices used for training and position phase 
perform identically. There are extremely wide arrays of WLAN chipsets in the market, 
which are built-in on variety of devices such as laptops, iphone, USB-devices etc. This 
results in variation in RSS measurements. These variations in measurements due to 
different devices have been studied aggressively in [102]. It is found that different WLAN 
devices perform significantly differently, even those which have come from the same 
vendor. It is also found that even two identical models of same vendor did not perform 
identically. Moreover, some devices are entirely unsuitable for positioning purpose as 
they report bogus RSS values [102].  In addition to this, RSS values also depend on antenna 
design, hardware design, drivers and environment. All these factors have effect on 
accuracy of the localization. Therefore, accuracy reported during experimental setup 
cannot be achieved in a real environment where different WLAN devices are used. To 
minimize the aforementioned dependence of RSS values on hardware, heterogeneous 
signal model and algorithms to circumvent this problem are proposed in [103]. The 
achievements of the proposed technique is proven using simulations only, an actual 
experimental verification using off the shelf devices is required for more validation. With 
these limitations, RSS based localization are only suitable for coarse sensor localization 
[95]. 
 
Apart from RSS, AOA based localization is reported in [104]. Limitation of AOA based 
techniques is that it requires a directional antenna. It is also difficult to design AOA 
sensing devices with small form factor and low energy consumption [101]. Furthermore, 
the indoor radio channel suffers from multipath propagation and shadow fading due to 
which AOA based measurements provide less accurate results [91]. 
 
Time based localization techniques are considered to be highly accurate [101] as 
compared to RSS and AOA based techniques. Localization using TOA is proposed in [105], 
where TOA based trilateration algorithms and non convex least square optimizations are 
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used for localization. Although least square optimizations are computationally efficient 
with good performance, but there are two drawbacks that algorithms depend on starting 
point or initial guess and a problem becomes non-convex outside the parameter of 
anchors which may result in large variations in performance.  Furthermore, different time 
based techniques have been presented that reduces the effects of biased measurements 
by using prior statistical characteristics of the measurements [106]. Again problem of non-
convexity and its effects are not considered. 
 
 
Next we review work done in solving localizing problem using least square and SDP 
estimation techniques. 
 
2.4 Least Square Estimations 
Least square (LS) estimations are applied to localization problem in [33-35,64], while least 
square estimations are discussed in detail in [36-38]. In [34], authors linearized the 
quadratic equations 2.3a-c using Taylor series and then used LS estimations for 
localization. Similarly [39] used Taylor expansion to linearize quadratic equations before 
applying LS estimations. Apart from this, A H Sayed in [40] performed localization using LS 
without linearizing quadratic equations to mitigate the effects of noise. In chapter 3, we 
have shown that estimators based on convex optimization outperform LS estimation 
techniques, see also [92].  
 
2.5 Convex Optimization and Semidefinite Programming 
The maximizing or minimizing of a given function, possibly subject to some type of 
constraints, is known as optimization. The given function is known as the objective 





                           (2.5) 
 
 
The above equation describes the optimization problem of finding a vector x of decision 
variables that minimizes cost function fo(x), satisfying constraints given by inequality 
constraint functions, fi(x),  and equality constraints, hi(x).  
Convex programming studies the case when the objective function is convex and the 








Where fo, …, fm are convex functions.  Comparing it with that of standard optimization 
problem given in equation 2.5, convex optimizations require cost function, inequality 
constraints to be convex and equality constraint function to be affine. Convex SDP 




2.5.1 Semidefinite Programming 
Semidefinite programming is a subfield of convex optimization where the underlying 
variables are semidefinite matrices. It is a generalization of linear and convex quadratic 
programming. The standard mathematical representation of semidefinite programming is 




where Fi,, G are all positive semidefinite matrices. 
 
2.6 Formulating Localization Problem for Convex Optimization 
Localization based on distance measurements as given in equations (2.3a-c) is a non-
convex problem [8]. Therefore, if non convex optimization techniques are used, it can 
result in large estimation errors. There exist some techniques where a non-convex 
problem could be formulated in a convex form. In [8], Anthony has analyzed the use of 
SDP a convex optimization technique to study localization problems based on distance 
measurements by applying some relaxations to an original problem. He has shown that if 
a network is uniquely realizable, then even with relaxations a unique position estimations 
resulting in required dimension can be found. However, his findings were based on ideal 
noiseless distances. Apart from Anthony, a lot of research work has been done in applying 
a relaxed SDP for localization; see references [41-45], where highly accurate results are 
demonstrated even for noisy measurements. Here we will review two heuristics used to 
transform a localization problem into a SDP problem. One based on EDM while other on 
minimizing distance square errors found in [14, 16,44], where an optimization problem 




2.6.1 EDM Based SDP Localization  
EDM based localization formulation into SDP are studied in [48-50], where localization is 
performed using theory adopted from EDM completion problem. Book by Dattorro [50] 
specifically explores the links between EDM and a convex optimization. We have briefly 
explained the problem formulation while details on properties of the EDM and 
formulation can be found in aforementioned references and in a work by Gower 
presented in [51,66] 
Entries of EDM (Dij) and those of Gram matrix (Gij) are related as [52]: 
 
        (2.7) 
 
As G is a function of X (see equation 2.2), D can also be written as a function of X, i.e. D(X) 
[50]. Although D is a function of X but it is not a convex function nor a positive 
semidefinite matrix, therefore, it cannot be directly used within optimization to find X 
given partially completed D (generally not all the distances between nodes are 
measurable). Instead, partially completed G, which is a positive semidefinite matrix, is 
used within optimizations. Once all the entries of G are known, X could be found by 
decomposing G. 
On the other hand if all entries of EDM D are known then position matrix X is found by 
representing G in terms of EDM with an assumption that one of the vertex x0 is at origin 
(this corresponds to a simple translation) as: 




G is further decomposed to obtain the position matrix X. Problem can also be formulated 
in which matrix G is completed and then X is determined; see [50] for details.   
Not all the entries of D or G are measurable or known. In this case, problem is formulated 
to find unknown entries of D or G with a condition that resultant matrix is an EDM for 
former case and for the case of G, it must be positive semidefinite (psd). In SDP, cost 
function and constraints must be positive semi definite.  
A famous result by Schoenberg, also known as double centring [51-53], is used to 
formulate and define constraints for SDP formulation of a localization problem.  The 
simple steps for localization using the convex formulation based on EDM similar to MDS 
scaling [29] are: 
Step1: Compute EDM from distance measurements between nodes (not all the distances 
between nodes are measurable resulting in an incomplete EDM) 
Step2:  Apply double centring as: 
 
          (2.9) 
where  
 and 1 is a vector of all ones. 
If resultant F is a positive semidefinite matrix, then according to Schoenberg the D in 
equation 2.9 will be an EDM. In other words, the EDM D will result in a positive 
semidefinite F by applying Schoenberg transformation given in equation 2.9. If F can be 
decomposed as F=XXT, then the rows of X give coordinates of points that generated D. In 
addition, X will be a matrix with least rank, explained shortly in subsequent paragraphs. 
Step 3: Complete the EDM D using SDP optimizations and by using equation 2.9  
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Step 4: Compute Eigen value decomposition as 
 
Step 5: Realization matrix X is then given by: 
 
 
Dattorro in [50] found positive semidefinite matrix based constraints for SDP in terms of 
double centring given as: 
 
          (2.10a) 
       (2.10b) 
        (2.10c) 
 
Where vector ei in equations 2.10a-c is a standard basis vector with i
th element as ‘1’ and 
all others elements as ‘0’.  
We further discuss rank and dimensionality of EDM in terms of Schoenberg criteria, which 
is used to formulate localization problem in SDP. The dimensionality of D is the minimum 
space containing points that generate D. It is, therefore, the minimum rank of a matrix X 
that generates D. We clarify this statement by considering two different configurations X1 





  be the realization with rank =2, and 
 with realization rank =1 







(a)                                                                            (b) 
 
Figure2.8: (a) Graphical representation of configuration X1, and (b) graphical 
representation of configuration X2. 


















In this case, dimensionality of D will be 1 that is the minimum rank with which D can be 
generated is 1. Furthermore, all the G matrices (i.e. gram matrix) with minimum rank will 
also be F matrix given by equation 2.9 [66, theorem 5], i.e. 
 F = G = XTX,   if   G is a minimum rank matrix. 
Summarizing, if we compute an incomplete matrix D or F given by equation 2.9, then 
resultant configuration matrix X will always be the one with a minimum rank or the points 
will be in a lowest possible dimensional space. 
By using aforementioned expressions, localization problem can be formulated in terms of 





    




where in equation 2.11a, instead of F=XTX, we have written an equivalent expression as 
rank F=d [8], whereas A(D) = b can have constraints as given in equation 2.10. If problem 
2.11a can be solved and F with rank d is obtained, then by decomposing it or by taking a 
matrix square root of it [54], configuration matrix X with a minimum rank will be obtained.  
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As the rank constraint problem 2.11a is not a convex optimization problem, authors in [54-
56] proposed an equivalent rank constraint convex problem by replacing rank constraint 





  (2.11b) 
 
 
Example 2.2 explains how a localization problem can be formulated using equation 2.11b.  
 
Example 2.2 
Consider a network in R2 Euclidean space with three anchors located at a1= (x1, y1), a2= (x2, 
y2), and a3= (x3, y3) and a node at x4=(x4, y4) in a Cartesian coordinate system as shown in 
the figure 2.9. Let all the distances are measurable, then localization problem is 













   
 
 
     

























Dattorro in [50] proposed an iterative form of SDP formulation for a rank-reduction as: 
 
 












where W in equation 2.12a can be initially selected as W = I or W = O, that is either  
identity or all zero matrix.   and   are the lower and upper bounds on distance square of 
actual distances. We call this formulation hereafter as TSDP, the equations 2.12a and 




2.6.2 Minimization of Distance Square Errors 
Biswas [11,13,46, 57] formulated convex localization of a problem given in equation 2.3a-c 
by minimizing distance square errors. Let dij be the actual Euclidean distance between 
nodes i and j, and  be the measured distance between two nodes. The relationship 




where ij is the square distance error between actual and measurements. Biswas and Ye 




  (2.13a) 
 
 
Instead of minimizing sum of absolute distance square errors substitutions  







     (2.13b) 
 
 
We call hereafter heuristic given in equation 2.13b as DSDP.  
 
2.7 Impact of Relaxation 
By relaxing the original localization problem into SDP convex formulation, realization of 
unknown nodes can result in a higher dimensional solution (equally known as high rank 
solution) especially for noisy distance measurements and for a network being only globally 
rigid. This is a necessary condition for a unique realization in Rd, where d is the desired 
dimension of the problem.  Due to relaxation, if there exists a higher dimensional 
realization of the problem, SDP formulation will find it. Therefore, global rigidity is not 
enough criteria for the relaxed SDP formulation guaranteeing a unique realization. 
Resultantly, more strict constraint known as unique d-localizable is required for the 
network. A unique d-localizable [23,13] is defined as: 
Definition 2.15: Unique d-localizable: A network is uniquely d-localizable, if for a system of 
equations 2.3a-c has a unique solution and is also a unique solution for any space Rl, 
where l>d.  Therefore, for SDP based localization, necessary condition for a unique 
solution is unique d-localizability. Under such conditions, unique solution for a relaxed SDP 
could be obtained. It has been found in [13] that trilateral graphs defined in 2.4 are 




2.8 Signal Model 
Performance of any optimization technique used depends on the channel conditions that 
induce noise in the received signal. The channel condition further depends on the building 
type (residential, office or manufacturing) and type of furniture within it. In order to 
design a sound indoor localization system and for its performance evaluation, a 
comprehensive channel model is vital. 
It should be noted that the generic indoor channel models used to evaluate performance 
of indoor wireless systems are not suitable for localization problem performance 
evaluations as they do not fit the empirical models found specifically for localization [39]. 
Therefore, extensive work has been done in [58-61] to develop indoor channel models for 
localization applications based on TOA distance measurements.  
In TOA based technique, the distance between a node and anchor is measured by 
estimating the signal propagation delay (τ) in free space, where radio signals travel at the 
constant speed of light (c). Therefore, distance (d) between anchors and the node is 
estimated as: 
d = τ c     
Within the indoor environment, measurements are corrupted by four types of sources, 
that is due to multipaths, thermal noise, fully or partially obstructed signal. All these 
sources will introduce two types of noises: measurement noise and a positive bias.  
Measurement noise is modelled as independent identically distributed (i.i.d) Gaussian 
with zero mean at all nodes represented as N (0, σ2n). Biases in [39] are modelled as 
Gaussian in regions with a stronger signal normally considered into a coverage area and 
lognormal distributed elsewhere. In [47], it is modelled as positively distributed where 
probability distribution function was developed based on measurements, while in [63] 
positive biases are modelled as gamma distributed. 
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Based on aforementioned references and channel characterization found in [39], we 
considered in our analysis the general model for distance measurements (  based on 
TOA between two nodes given as: 
      (2.14) 
Where dij represents the actual Euclidean distance between two nodes, bij is the biased 
within the measurements and is a function of distance while n is the random 




In this chapter we formulated the localization problem using theory of distance geometry, 
rigidity theory and EDM. We have also presented the review of indoor localization. The 
conditions guaranteeing a unique solution for a non convex problem (it must be globally 
rigid), with at least d+1 non-collinear anchors is also explained. We have also presented 
SDP relaxed formulation of the original non-convex problem. For a unique solution, 
network must be uniquely d-localizable. Trilateral graphs are the types of graphs with a 
property of unique d-localizability, a necessary condition for a unique realization in all 






Theoretical Bounds and Estimator Performance 
 
 
Theoretical bounds are the theoretical limits indicating the best estimates achievable with 
all the noises present within the distance measurements used for position estimates. 
These bounds also serve as the benchmarks for comparing different estimation techniques 
against the best theoretical values attainable.  
In this chapter, computation of bounds for a localization problem with biased 
measurements having prior Gaussian or gamma distributions is presented.  
We have analyzed the performance of the SDP, and Least Square estimation techniques 
for localization and compared results with theoretical limits.  
The pre-averaging case, where the distance measurements are pre-averaged prior to 
estimations is also analyzed. It has been found that pre-averaging the measurements prior 
to estimations can improve performance especially for stationary nodes.  
 
3.1 Estimated Positions as a Random Variable 
Distance measurements are never accurate. Additionally, measurements are also always 
biased in an indoor environment. Due to the presence of noisy measurements resultant 
estimated positions of the unknown nodes and their estimates are random variables.  
These random positions could be completely classified by a probability density function 
which further depends on factors such as mathematical relations of positions (X) with 
measured distances, probability of noise and estimation technique used. 
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Although probability density function gives complete information regarding estimated 
values, it is most of the time sufficient if two parameters: mean of the estimated values 
and their variances/standard deviation can be used to judge the quality of the estimates 
and performance of the estimation technique used. Therefore, in subsequent sections we 
will analyze the performance of the estimation techniques based on these two 
parameters. 
 
3.1.1 Desirable Estimates 
Any optimum estimation technique used for localization is desired to have following two 
characteristics on any estimated value :   
1 Mean value of the estimate should be equal to actual values i.e. , 
where x is actual node positions, and E[. ]represents mean 
2 Variance or standard deviation of the estimates should be minimum i.e.               
   tends to zero. 
Any estimator with mean of the estimates satisfying the condition (1) above is known as 
an unbiased estimator. Second condition implies that the average mean square deviations 
of the estimations from the true values should be small which further implies that the 
estimates are distributed closely around their mean values. 
Conditions 1 and 2 are the desired characteristics of the estimates expected from any 
optimum estimation technique. Now two questions arise: whether an estimator exist 
satisfying conditions 1 and 2 for localizing nodes with biased distance measurements, 
secondly if an estimator does not exist with such properties, then what are the best 
estimates which could be achieved with measurements having all the noises present. The 
answer to second question is that if an estimator exists and is unbiased, then the best an 
estimator could estimate is lower bounded by Cramer Rao Lower (CRL) bounds or (CRLB). 
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On other words, if condition one is met then the lowest value for condition 2 achievable is 
lower bounded by CRL bounds. 
For the case of biased estimator, its variances around the mean values cannot be 
compared with those of CRL bounds since variations are around mean of the estimates 
which are biased and not the actual node positions. For this case, the Circular Error 
Probable (CEP) (a performance measure metric used in target detection [67] and 
localization applications) can be used [34, 68, 69]. CEP is basically a confidence interval 
consisting of fifty percent of the estimates. Normally this interval is defined in terms of a 
circle centred at actual position of a node with radius encapsulating 50% of the estimated 
values and is used to quantify the accuracy of the estimator. The smaller the value of CEP 
(radius) the better is the estimated values and the estimator used.  
We have computed theoretical limits i.e. CRLB and CEP using the distance measurement 
model given in equation 2.14. In the next step, we have analyzed the performance of the 
SDP and weighted LS estimators based on these performance metrics. 
In our analysis, we have also considered pre-averaged measurements and found that pre-
averaging can improve variance of the estimations. Pre-averaging could be applied to 
stationary nodes in order to achieve smaller variances.   
 
3.2 CRL Bounds  
CRLB inequality gives the theoretical lower bound for error variances of any unbiased 
estimates of some unknown parameters [38]. These lower bounds can then be used to 
find out the best achievable accuracy. CRL bounds for localization are investigated in [70-
77]. 
Analysis is based on two types of biased distance measurements given in equation 2.14 for 
an indoor environment that is Gaussian and Gamma distributions. Let measurable 
distances between the number of anchors Na, and a single node x0, be di,0. According to 
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signal model (equation 2.14), distance measurements between anchors and a node are 
given as:  
 
,     i= 1, 2, …, Na,       (3.1) 
 
where denote actual Euclidean distance between ith anchor and a node x0 in R
2;  it is 
written as.  
       (3.2) 
We compute CRL bounds for a network in R2 Euclidean space consisting of Na anchors and 
an unknown node. If number of nodes is more than one, expressions derived here could 
be used iteratively to find the CRL bounds for each node. It is also possible to find the CRL 
bound expressions for a network consisting of Na anchors and Nn >1 number of unknown 
nodes. The results obtained will be the same to a case where a network is partitioned into 
subnets consisting of Na anchors and an unknown node and bounds found for each 
subnet. The subnet technique is adopted here due to simplicity.  
 
3.3 CRLB Computations 
To compute CRL bounds, we begin with biased distance measurements having prior 
Gaussian distributions. Therefore, we consider the position coordinates (x0, y0) of an 
unknown node and biases (bi,0) within distance measurements to be unknown 
parameters. The resultant unknown parameters to be estimated consist of two sets i.e. Na 
number of biases and (x0, y0) coordinates of an unknown node. These unknown 
parameters can be arranged into a vector (u) as. 
u = (x0, y0, b1,0, b2,0,… ,bNa,0)        (3.3) 
49 
 
Let  denote the estimates of the unknown parameters u. CRL bounds for these unknown 
parameters given in by the vector in equation 3.3 are computed as [38]: 
         (3.4) 
where covariance (Cov ( ) )is defined as:   
 
    
while JT
-1 in equation 3.4 is the Fisher Information matrix, and E[ .] is the expectation. 
According to [78], JT matrix for unknown parameters with prior information consists of 
two parts: 
JT = JD + JP             (3.5) 
where JD in equation 3.5 is information due to data and JP is the information due to prior 
knowledge. Furthermore, JD for an unknown parameter u is given by: 
 
      (3.6) 
 
In equation 3.6, ‘d’ is a measured distances between anchors and a node, fu(d) is the joint 
probability density function of measurements ‘d’ conditioned on u. For a Gaussian 
measurement noise (n (0, n
2)) joint probability density function is given by 
 




Whereas elements of a JP in equation 3.5 are given by [78]: 
 
     (3.8) 
 




3.3.1 Computation of JD 
 
With Gaussian measurement errors elements of JD matrix (with (Na + 2) unknown 
parameters of u) can be computed as [38]: 
 
  (3.9) 
 






















  j=4,5, …, Na+2 
  
   
   
 






































































































Or equally, JD matrix could be partitioned according to dotted lines and written into blocks 
matrices form as:  
 
          (3.10) 
 




































































3.3.2 Computation of JP 
Considering biases according to [39] as Gaussian with non-zero mean N (μb,i0, (σbi0)
2), the 
prior probability of u i.e. Pu(u) is given by: 
 
      (3.12) 
 





























The dimensions of JP matrix will be equal to that of JD; (Na+2) (Na+2). Likewise, JD we can 




         (3.13) 
 
Where O1 and O2 are all zero block matrices. After combining JD and JP given in equations 
3.10 and 3.13, JT is expressed as: 
 





Finally, CRL bounds according to equation 3.4 are obtained by evaluating the inverse of JT 
found in equation 3.14. Let (JT)
-1 be given as:  
 
   
 
where DN is: 
 




The subscript ‘N’ with D in equation 3.15 is used to represent CRL bounds with biases 
considered as Gaussian. The first two diagonal elements of DN will be the location bounds 
for an unknown node as 
 
In terms of real location (x0 ,y0) of an unknown node and its estimates , variances 
in x and y coordinates are: 
 
         (3.16a) 
and 
         (3.16b) 
 
While mean squared Euclidean distance between the true location x0= (x0, y0) and its 
estimated location is given by: 
       (3.17) 
 
3.3.3 CRL Bounds for Gamma Distributed Biases 
From equation 3.5, CRL bounds consists of JD and JP, where JP only depends on prior 
information. If prior information of biases changes, only JP matrix will be adjusted 
accordingly. The biases in [73] for indoor environments are found to be gamma 
distributed G(α, β) with probability density function: 
 




where is the gamma function. To evaluate CRL bounds, only prior information 
regarding biases has been changed from Gaussian distributions to Gamma, therefore JP is 
re-evaluated using 3.18 and 3.8 as:  
    
         (3.19) 
 
By combing JP from equation 3.19 with JD given in equation 3.10, JT is obtained as: 
 
          (3.20) 
where  
     
 
while A and B are given in equations 3.11 a, b. 
Following similar steps in deriving equation 3.15, lower bounds for position estimates by 
considering biases as Gamma distributed are obtained by using equation 3.20.Resultantly 
position bounds will be the first two diagonal elements of DG given by: 
 
       (3.21)  
 
where subscript G with D in equation 3.21 is used to represent Gamma distribution. 
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By observing CRL bound expressions given in equation 3.15 and 3.21, it is deduced that 
bounds only depend on variances of the measurement noise and biases, while mean of 
the biases has no effects on the bounds. 
As an example, we consider a case with three anchors located at vertices of an equilateral 
triangle with sides 10 m at (0, 0), (10, 0) and (5, 8.66) respectively. While an unknown 
node could move freely between them.  The contour of square root of the Euclidean 
distance (equation 3.17) is given in figure 3.1, where measurement variance is 4e-4m and 
biases are considered to be Gaussian distributed and function of distance with variance at 
1m as 7.84e-4 from [39]. 
 
 
Figure3.10: Contour of square root of the Euclidean distance for the case where known 
sensors are placed at the vertices of an equatorial triangle with sides 10 m. 
 
Similarly, we also considered a case with six anchors located at the vertices of a regular 
hexagon with side length 10m at (-5, -8.66), (5, -8.66), (10, 0), (5, 8.66), (-5, 8.66) and (-10, 
0), respectively. The variance of measurements and biases is same to that of 



















aforementioned three anchors example.  It is found that centre of the hexagon is not the 
optimum minimum error location area as shown in figure 3.2. 
  
Figure 3.2: Contour of square root of the Euclidean distance for the case where 6 known 
sensors are placed at the vertices of a regular hexagon with side length 10m. 
 
3.3.4CRL Bounds for Averaged Measurements  
If WLAN is not densely populated and nodes are static then by pre-averaging the 
measurements, performance of the localization can be improved. In this section, we have 
found the theoretical CRL bounds for the case where distance measurements are pre-
averaged prior to applying localization algorithm. 
The pre- averaged distance measurements of a signal model given in equation 2.11 are:   
 
























     (3.22) 
 
where M is the number of measurements averaged. Furthermore, equation 3.22 can be 
written into a simplified form as: 
       (3.23) 
 
where if measurement noise nk is Gaussian ,then nM in equation 3.23 will be: 
 
 
If each bias bij,k for any k
th measurement is normally distributed i.e. N (μb, σb
2), then bij,M 
will also be normally distributed with N (μb, σb
2/M) [79]. Lower bounds for pre-average 
measurements given by equation 3.22, and 3.23 are found by replacing variances in JD and 
JP given in equations 3.10 and 3.13 respectively with new variances of averaged biases and 
averaged measurement noises. Following the steps in deriving the expressions for CRL 
bounds in previous section, it can be easily proved that pre-average measurements are 
1/M times of a single measurement DN as: 
 
          (3.24) 
 
If biases are considered gamma distributed as in section 3.3.3 and M>>1, then using 
central limit theorem (CLT), averaged gamma biases could be approximated by Gaussian 
distribution N (μi, αiβi
2/M). M>30 is considered by most of the statisticians as sufficient 
number for any averaged distribution to be approximated as normal [79]. 
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Approximating gamma distribution to be normal (for M>30) and following the similar 
steps as in the aforementioned section, JD and JP are written for gamma distribution as:   
 
          (3.25) 
          (3.26) 
 
Combining equation 3.25- 3.26, JT is given by: 
 
         (3.27) 
 
where  
           (3.28) 
 
Following the equation 3.15, the CRL bounds for pre-averaged measurements with 
gamma biases from equation 3.27 will be the first two diagonal elements of DAG given as: 
 
       (3.29) 
 




3.4 Accuracy of the Estimators 
CRL bounds only give theoretical limits. To quantify the accuracy of the estimator, circular 
error probable (CEP) is computed, which is basically a location precision. It is defined to be 
the radius (Rc) of the smallest circle with centre at actual position of the node which has a 
50% probability of containing the estimated locations [34]. Thus for 50% of the time, the 
estimates of the unknown node will lie within the circle drawn around the actual position.  
To derive mathematical expressions for CEP=RC: radius of a circle (we will be using CEP and 
RC interchangeably to mean RC within this thesis), let us consider a single random variable 
x with Gaussian probability density function (pdf) f(x). Figure 3.3 depicts two cases of x 






(a)      (b) 
 
Figure 3.3: (a) Gaussian pdf with zero mean, (b) Gaussian pdf with  mean 
 
If there are two Gaussian random variables (x, y) with mean ( x, y) and variances , 










     (3.30) 
Figure of equation 3.30 will be a 3-dimensional (3D) bell shape. If variances in x and y are 
equal, plot of equal probability will be a circle and if x  y, equal probability results in an 













            
   (c)       (d) 
Figure 3.4: (a) equal probability case when x = y and mean of both variables is zero (b) 
equal probability case when  x = y and mean of both variables is not zero, (c) equal 
probability case when x  y and mean of both variables is zero (d) equal probability case 












Let x1 =(x1, y1) be the actual position of a node, and be its estimate as shown in figure 
3.5, then Rc will be the radius of a circle centred around x1. For the unbiased position 
estimations, centre of Rc circle and circles of equal probability values coincide as shown in 
figure 3.5 a, while figure 3.5b shows a case of biased estimates when centres of both 












      (b) 
Figure 3.5: (a)Rc circle around actual position for unbiased estimate (b) Rc circle around 





x1 Actual position 
Rc 
Mean of the Estimate 







The CEP, a circle with a radius containing 50 % estimates will be the area within curves 
(i.e. circle or ellipse) as shown in figures 3.4 and 3.5. For simplicity and without any loss, 
we assume unknown node to be present at an origin, then RC is obtained by solving the 
integral given in equation 3.31 [67,80, 88]. 
   (3.31) 
 
where FRc is a cumulative distribution function. Setting FRc = 0.5 for 50% probability and 
substituting 3.30 into 3.31, we get: 
 
      (3.32) 
 
where  are the mean of estimate in x and y coordinates. 
RC is found by solving equation 3.32. If biases are not zero then it is not possible to obtain 
a closed form solution [80]. If x = y = , then equation 3.32 will be the area of a circle 
having radius RC and can be numerically approximated by [80] as: 
 






Not all the time variances are equal and resultant equal probable shape is an ellipse 
instead of a circle as shown in figure 3.4c-d. In [80], authors replaced an ellipse by an 
equivalent circle to simplify calculations and suggested that:  
 
     (3.34) 
 
This will produce a standard circle which will effectively replace the standard error ellipse, 
that is by setting value of  as given by equation 3.34 and solving equation 3.33, Rc value 
can be found for unequal variances.
 
In [34] CEP is approximated more simply as: 
 
         (3.35) 
 
We have used this approximation to generate initial value within the algorithm to solve 
equation 3.31 numerically for fast convergence.  
 
3.5 Least Square (LS) Estimation  
LS estimator has been used for localization problems as it does not require probabilistic 
assumptions about data. Only signal model is sufficient to formulate the problem. In this 
section, we analyze LS estimations for the indoor signal model given in equation 2.14 by 
finding mean and variance of the estimated values.  
For analysis, we assume a trilateral WLAN in R2, with Na number of anchors and for 
simplicity we consider one unknown node, although LS estimations presented here could 
easily be extended for Nn > 1.  
Solution to a set of quadratic non-linear equations 2.3 a-c, with a distance measurement 
model given in equation 2.14, can be simplified by approximating them with a linear set of 
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equations. Linearity is obtained by expanding quadratic equations 2.3 a-c using Taylor 
series expansion and retaining terms below second order. For this purpose, let the 
Euclidean distance between an anchor located at xi in R
2 and an unknown node located at 
x, be denoted by  is written as:  
 
 




or equally be written in simplified form as: 
 










After substituting approximate equation 3.36 into equation 2.14, we get the following 
linear equation in terms of unknown coordinates (x, y) as: 
 
      (3.37) 
 
For a set of Na number of linear equations 3.37, there are Na + 2 unknowns, that is Na 
number of biases and two position coordinates of an unknown node in Rd. Therefore 
resultant problem is underdetermined.  One way to overcome this is to merge biases with 
a measurement noise considering biases as noises unlike we treated biases as unknowns 
to compute CRL bounds. For Gaussian distributed biases and merging with measurement 
noise, equation 3.37 results in: 
 
     (3.38) 
 
where nbi is  
further combining terms in equation 3.38 results in: 
 
      (3.39) 
  





The set of resultant equations 3.39 can also be written into vectors as:   
             (3.40) 
where matrix H is 
 
and a noise vector   
 
LS estimator minimizes the square difference between the observed measurements given 
in equation 3.40 and the assumed signal model, mathematically written as: 
 
      (3.41) 
 
LS estimator is obtained by setting the gradient of the cost factor given in equation 3.41 
equal to zero. Resultant LS estimator giving estimates of an unknown node location 
coordinates is given by [38]:  
 
        (3.42) 
 
An improvement in LS could be made if statistical characteristics of the measurements are 
known. The resultant LS is known as weighted LS and is obtained by minimizing the cost 
factor:  
 




where W can be selected as the variance of noises. The resultant weighted LS estimator is 
obtained as: 
 
        (3.44) 
 




Substituting s in equation 3.44 and rearranging terms results in: 
 
     (3.45) 
 
If mean of biases are known, the estimator will account for biases by the last term in 
equation 3.45. However, it has been observed that mean values are a function of indoor 
environment and distance between two nodes. Thus for a generic system used in diverse 
environments, it is difficult to assign a fixed value to biases. Therefore, we assume mean 
values of the biases to be unknown and equate them to zero values. The resultant 
estimator with unknown mean will then be: 
 




For n to be normal, the distributed   in equation 3.46 will also be normal with covariance 
given as: 
 
          (3.47) 
 
While expected values and bias of the estimates given in equation 3.46 are:  
 
        (3.48a) 
        (3.48b) 
 
For the case of Gaussian measurement noise and Gaussian biases LS estimator given by 
equation 3.45 will also be Gaussian with probability density function [88, section 4.11.7]: 
 
       (3.49) 
 
where   is given in equation 3.47 and m = x+ bx, with bx given in equation 3.48b.  
In the absence of biases, estimator will be unbiased with a mean value equal to actual 
positions and its variance will satisfy the CRL bounds. While in the presence of biases with 
or without prior knowledge, variances of the LS estimate is given in equation 3.47. 
Although these variances are comparable with CRL bounds but one should note that these 
variances are not around actual positions. They are around mean value given by equation 
3.48a which are further biased. Thus the covariance of the estimates given in equation 
3.47 are not the variances around actual positions.  
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Furthermore, for conditions where biases either not known or are assumed to zero, have 
no effect on variances. However, it does affect the accuracy which can be measured using 
CEP.   
 
3.5.1 Error Analysis WLS 
The mean of the WLS estimates for biased distance measurements are not the actual 
positions, therefore, WLS for biased measurements will not be an unbiased estimator. Due 
to this, variances, even if they are comparable with CRL bounds, are not the variances 
around actual positions and thus do not represent real errors.  Alternatively, CEP metric 
will be used for performance measure. 
 
3.6 SDP Formulation for Localization Analysis 
In this section, we analyze the SDP optimization technique for localization given in 
equation 2.13 based on a mean and variances of the estimated values.  
For simplification, we consider a trilateral WLAN in R2 with three non collinear anchors (a1, 
a2, and a3) and an unknown node at x0.  For the case where distance measurements are 
corrupted with zero mean measurement noise, mean and variance of the SDP estimate is 
found in [57]. Here we have extended the given results for a biased indoor distance 
measurements as given in equation 2.14.  
We rewrite a distance measurement model equation 2.14 for this purpose as: 
 
        (3.50) 
 






By merging biases with the measurement noise equation 3.50 can be written as: 
 





The SDP optimization function given in equation 2.13 will be minimized by solving 
following system of linear equations:    
 
       (3.52a) 
       (3.52b) 
       (3.52c) 
 
where G as before is a Gram matrix. To find the mean of the estimates, we take 
expectations of both sides of equations 3.52a-c and get the following results: 
 
      (3.53a) 
    (3.53b) 




By solving system of linear equations 3.53a-c, mean of the estimated positions in x and y 
coordinates is obtained as: 
 
       (3.54a) 
       (3.54b) 
 
where 
        (3.54c) 
 
If measurements were unbiased, then  in equation 3.54c will be zero and mean of the 
positions obtained from equations 3.54a,b would be the actual positions. The biases 
within position estimates can be obtained as: 
 
  (3.55a) 
 
     (3.55b) 
 
where  is as given in equation 3.54c with   equal to zero. Since SDP estimator is 
biased, therefore, variance of the estimates will be around the biased estimated values 
and not around the actual positions. Therefore, we cannot compare variance of the 
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estimates to that of CRL bounds, instead we will compute CEP to quantify the accuracy of 
the SDP estimations.  
 
3.6.1 Error Analysis SDP 
The SDP estimations due to biased distance measurements will be biased, with biases 
within a position coordinates given in equations 3.55a-b. Therefore, CEP will be used to 
quantify the performance of the estimation technique. 
 
3.7 CEP Computations for SDP and WLS 
We have computed CEP for two SDP formulations given in equations 2.12, 2.13 and WLS 
optimization technique given in equation 3.46 and compared results with theoretical CEP 
computations using equation 3.33.  
For simulations, we considered an arbitrary network with Na anchors and Nn=30 unknown 
nodes. Distance measurement model given in equation 2.14 is considered with 
measurement noise assumed to be Normal distributed with zero mean while biases are 
considered as Normal distributed with mean and variance function of distances.  
Figure 3.7 depicts the simulation results of RC for WLS, TSDP, DSDP and theoretically 
computed RC using equation 3.33 (we have represented theoretical computed RC by a 
‘CEP’ legend in all figures). Results have been obtained by assuming a network consisting 
of three anchors placed arbitrary at the vertices of the equilateral triangle with 30 
unknown nodes placed on two linear lines as shown in figure 3.6. Within simulation, 
biases are assumed to be Gaussian function of distance with mean (0.058 at 1 meter) and 








Figure 3.6: Network in R2 consisting of 3 anchors, and 30 nodes 
 
 
Figure 3.7: Rc for the network given in figure 3.6, CEP green curve is obtained by solving 
equation 3.33  
 
Simulations were also carried out to obtain RC for 40 unknown nodes placed randomly as 







Figure 3.8: Network with 40 randomly 
distributed nodes. 
Figure 3.9: Rc for the network shown in 
figure 3.8. 
 
Similarly CEP was computed for six anchors placed arbitrary at the vertices of a regular 
hexagon. In simulations, again 40 unknown nodes were considered placed randomly and 
on two linear lines as shown in figure 3.10 and figure 3.12. Simulation results for the two 









Figure 3.10: Network with 40 randomly 
distributed nodes and 6 anchors. 
 





Figure 3.12: Network with 40 randomly 
distributed nodes and 6 anchors 
 
Figure 3.13: Rc for the network shown in 
figure 3.12. 
 
From simulations and observation of the computed Rc, it can be seen that CEP for WLS 




less than that of WLS. Moreover, theoretical Rc values are the upper bounds for all 
estimators. 
 
3.8 The Effects of SDP Relaxations on Localization 
The original localization problem based on distances measurements is a non convex 
problem, it is converted into a relaxed convex SDP formulations given in equations 2.12 
and 2.13.  
Due to the presence of noises within distance measurements, it is quite possible that 
distance constraints contradict each other resulting in no realization in Rd; this results in 
G  XTX. However, in SDP formulation, this equality constraint is relaxed into G ≽ XTX, 
therefore, it is possible for the SDP optimization to find a realization in higher space X Rl 
(resulting in high rank solution) than desired space Rd (i.e. l > d ) by making an objective 
value zero. For the case of TSDP, it uses an iterative technique given in equations 2.12a, b 
for a low rank realizations. 
Figure 3.14 shows an example of the effects of a high rank solution for ideal distances that 
is with no errors for a DSDP optimizations.  The method to force the solution into a low 
rank for DSDP has been discussed in [16]; where two solutions have been discussed. One 
is to place anchors such that all of the unknown nodes are enclosed within the parameter 
of the anchors. It might be possible for sensor networks but not for WLAN where we 
assumed no additional hardware available for localization; access points already used for 
traffic can be used for localization service as well. In this case access points (anchors) 
positions are optimized for throughput and coverage.  The second method is to add 
regularization to the cost function. Results have demonstrated that using the 
regularization technique performance is sound, but disadvantage of this method is the 
difficulty in selecting the value of the regularization parameter, which further depends on 




of bounding away constraint is also discussed in [16] to achieve a low rank solution. With 
this technique, the number of constraints and computation complexity increases.  
We have found that spreading out anchors at the boundary of the indoor environment; all 
the unknown nodes are within the parameter, is not feasible for WLAN as discussed 
earlier. If however, the virtual nodes are placed at the centre and near the boundary (i.e. 
outer walls of the building), a solution in lower dimension can be achieved. Virtual nodes 
are not the real nodes, we just place them to stretch out the problem. With addition of 
just one virtual node within the centre of the network shown in figure 3.14, a low 









Figure 3.15: Localization of a network of 





Similarly for the case where large number of nodes are present within the network and 
outside the parameter of the anchors are shown in figure 3.16. The effect of adding virtual 
nodes (encircled) encapsulating anchors and unknown nodes is shown in figure 3.17. From 
the figure 3.17, an improvement in estimations has been observed. TSDP is based on 
iterative rank minimization technique, due to iterations it is computationally expensive 
compare to DSDP. Therefore, one has to compromise between computational complexity 





Figure 3.16: Localization of nodes without 





Figure 3.17: Localization of nodes with 




3.9 Analysis and Discussions 
In this chapter, the localization performance evaluation metrics have been explained 
which are used exclusively for biased estimators. We have found that CRL bounds cannot 
be used as benchmarks for performance evaluation. Therefore, CEP metric, which is 
confidence interval containing 50% estimates, is used for performance evaluation. 
Simulations are used to evaluate performance of the least square and two SDP based 
convex optimization techniques. Results show convex based techniques outperform the 
least square technique. In addition, we have also found that accuracy of estimates 
depends on various factors such as:  
 number of anchors as shown in figures 3.7 and 3.13 respectively where RC values of 
six anchors is lower than three anchors  
 on location of a node, such as nodes located around the centre of  an area have 
minimum errors with anchors at the boundaries (as shown in figures 3.12 and 3.13, 
where nodes 6 to 13 and nodes 21 to 27 are located around the centre have lower 
RC values) 
 on quality of distance measurements.  
The high rank problem arising due to relaxation is solved by developing the concept of 
virtual nodes. Results show that low rank estimations can be obtained by adding virtual 
nodes.    
 
3.10 Summary 
In this chapter, we have computed theoretical bounds and then analyzed two estimation 
techniques that is WLS and SDP for localizing nodes in WLAN. We have found that for the 
biased indoor distance measurements, both estimators will be biased. Therefore, their 
variations around mean value could not be compared to that of the CRL bounds. Instead, 




estimators. We have also found that SDP estimators outperform the LS estimations based 
on the CEP metric. Furthermore, due to the SDP relaxation, a higher rank solution could be 
obtained. For DSDP, we have found that with the placement of virtual nodes at outer 
boundary a low rank solution can be obtained.  
After evaluating the performance of the convex SDP based localization and its comparison 
with non-convex technique, a new convex based distributed localization technique to 
achieve highly accurate real time localization has been developed and is presented in next 










In this chapter a novel distributive WLAN localization algorithm based on SDP developed 
during the research work is described. Although original problem relaxed to the convex 
SDP form can produce highly accurate results as demonstrated in chapter 3, there are two 
problems associated with relaxed SDP optimization: 
i. If a network is not universally rigid then a high rank solution with large estimation 
errors can be generated. 
ii. SDP based optimizations are computationally demanding.  
The proposed heuristic divides a WLAN consisting of large number of nodes into subnets 
consisting of small number of nodes as SDP based optimizations for small number of 
nodes is computationally efficient. Subnets are created based on geographical positions 
and mobility levels of the nodes, and are further classified as mobile and stationary 
subnets. Mobile subnets include all those nodes whose positions are continuously 
changing with time. On the other hand, stationary subnets consist of nodes with fixed 
positions (the status of these nodes can change at any time). Furthermore, mobile subnets 
are more frequently localized as compared to stationary nodes. Overall localization 
process becomes computationally efficient as not all the nodes present within the WLAN 
need to be localized all the time.  
In addition, developed distributive localization technique is analyzed for its performance 




Various parameters’ selection like number of nodes within a subnet, threshold value for 
classifying nodes as mobile and stationary. Finally a case study by considering WLAN 
localization is included. 
 
 
4.1 WLAN Node Distributions 
To develop a novel algorithm for WLAN localization, distribution of nodes and their 
dynamics need to be taken into account.  In a typical WLAN, number of active nodes is 
variable as it can vary from no-node to hundreds of nodes. As an example, consider a 
University campus, where during weekends and/or at night. It is highly probable that 
there is no one in the campus apart from few security personnel who may be using WLAN 
devices to communicate with the central office, and central office is able to locate security 
personnel roaming within the building using locations based application. The positions of 
security personnel can be estimated if the device used by the security personnel can 
directly measure distances between at least (d+1) anchors in Rd Euclidean space.  Perhaps 
within the same campus during office timings there may be more than 100 WLAN device 
users. Therefore WLAN node distributions are highly diverse. Furthermore, not all the 
WLAN device users are on the move, some of them might be stationary for some time 
before changing their status. 
The main traffic flow among the nodes within a WLAN provides broadband services.  
These services include typical real time applications such as video conferencing, VOIP 
video streaming etc and are computationally intensive.  
It has been found that SDP optimizations for number of nodes greater than 50 cannot be 
solved efficiently due to computational complexity [8]. Thus within a network which is 




service can overload the network. Therefore computation-efficient heuristic is needed for 
the WLAN network providing multimedia and localization service.  
If a network is densely populated with uniformly distributed nodes then it is not a 
necessary condition that each node measures distances with at least (d+1) anchors to 
create a trilateral network., If node-node measurements are measurable between closely 
located nodes such that a resultant network becomes universally rigid, then nodes can be 
uniquely localized without requiring larger anchor range. Such techniques for densely 
populated networks are discussed in [83].  
What we have seen from aforementioned discussion is that the number of nodes in 
WLANs could vary a lot. For such a network, all nodes must be able to measure distances 
between at least (d+1) access points (anchors) because in WLANs, dense node distribution 
is not always guaranteed. If closely located nodes exist, we assume that they can measure 




While designing a novel localization heuristic, it has been assumed that the WLAN 
network is planned and optimized for capacity and coverage where each access point 
(with known positions) has a coverage range of Ra to provide broadband services other 
than the localization services. For localization services there exist at least (d+1) access 
points in Rd with known positions (anchors).  Nodes within the coverage area of a network 
can measure distances with respect to d anchors. It is also assumed that all the nodes 
periodically measure distances between (d+1) anchors, thus for distance measurements 
only node to anchor range (Rr) is extended. Therefore, for distance measurements, only 
anchor-node range is extended periodically beyond Ra for a short duration. Node-node 
distances are also measurable if nodes are close to each other, we assume this range to be 




better accuracy can be achieved with these additional measurements. These nodes are 
known hereafter as neighbour nodes. If a large number of nodes is within the neighbour 
of a certain node then only two such node-node distance measurements will be 
considered and additional distance measurements will be sparsified. 
To create the trilateral network, only those nodes will be localized having at least (d+1) 
anchor-node distance measurements, otherwise node(s) will not be localized.    
We also assume localization algorithm runs at one of the anchors for estimating nodes 
positions; these estimated positions are then accessible to a location based application as 
and when required. We define a subnet as a subset of nodes present within a WLAN.  
 
4.3 Distributed WLAN Localization Heuristic 
An algorithm to localize nodes within a WLAN starts by comparing total number of nodes 
present within a network to a certain threshold number (NT), selection of this number is 
described in detail in subsequent sections.  For a network with nodes greater than NT, it is 
divided into subnets based on geographical positions, i.e. by using node-node distances 
subnets are formed. If a node can measure a distance between a neighbouring node(s), 
then it is near to it and all such cluster of nodes are included within a subnet. The 
maximum number of nodes a subnet can have is NT. Each subnet is sparsified such that 
anchor-node distances are always kept for localization and if for a certain node, more than 
two neighbouring nodes exist then only two arbitrary node-node measurements are kept. 
For the case where the number of nodes is greater than NT and no neighbouring nodes 
exist, then subnets are formed by combining the nodes arbitrarily. 
When the algorithm starts for the first time, each subnet is created based on the 
geographical positions and is then localized iteratively in time division multiplexed form. 
After this, by using new distance measurements, subnets created in previous iteration are 




for a certain node, the Euclidean distances between two estimates is greater than some 
threshold value say d , we assume it to be mobile otherwise it is marked stationary (see 
section 4.9 for determining d ). All mobile nodes added within subnet(s) (if number of 
nodes are greater than NT then the number of mobile subnets could be more than one) are 
marked as mobile.  
The subnets are localized in a time division multiplexed (TDM) form, that is time slots are 
created such that within a slot subnet could be localized. All the subnets are scheduled 
within these time slots in a TDM way and are explained in section 4.12. The frequency (fm) 
with which mobile subnet is localized depends on factors such as: total number of nodes 
within a subnet, number of subnets, technique used for localization and on processing 
capabilities of the processor. We have explained frequency determination with examples in 
subsequent sections.   
Furthermore, after iteration each node (even stationary node) is checked for its state by 
comparing its new estimated position with previous estimate. If a mobile node becomes 
stationary or vice versa, it is placed into an appropriate subnet. With this technique, only 
mobile subnets that are time critical are updated frequently, therefore, not all the nodes 
within the network need to be localized frequently. Resultantly a localization algorithm is 
computationally optimized. Only nodes detected as mobile are segregated from the 
stationary nodes and are treated differently by localizing them more frequently compared 
to stationary nodes.   
If total number of nodes within a WLAN is less than NT, we do not create separate mobile 
and stationary subnets.  The whole network is localized iteratively by treating it as mobile, 
this is done to reduce overheads.  Due to possible change in status of the nodes, number 
of nodes within subnets will change. if there exist two subnets of identical type with total 
number of nodes less than NT/2, then these subnets will be merged., This is done to 
reduce creation of large number of subnets with only few nodes. For a stable network, 




Main steps of the algorithm are: 
Algorithm:  
Input: A network with total number of nodes N=Na+Nn, anchors with their respective 
positions and measured distances i.e. anchor-node, node-node.  
Output:  i.e. estimates of the unknown node positions. 
Step 1: Create trilateral network by screening out nodes with less than (d+1) anchor-node 
distances in Rd. 
Step 2: Check if N < NT, then sparsify and localize the network, by treating it as mobile. 
Else: Create subnets based on geographical positions, sparsify subnets, merge 
smaller subnets and then localize all subnets using SDP. 
Step 3: Get new distance measurements and perform steps 1 and 2 (excluding creation of 
subnets in step 2). 
Step 4: Find Euclidean distance between two successive position estimations for each 
node found in steps 2 and 3. 
Step 5: If N> NT, and Euclidean distance between two estimates is greater than d  add it 
into a new subnet marked as mobile.  
Step 6:  If new node enters the network, check it for a neighbouring node, if so, then add 
it in a mobile subnet which contains its neighbour. If a subnet containing 
neighbour is not mobile, then add it in a mobile subnet with least number of 
nodes.  
Step 7:  Schedule subnets for localization (see section 4.12) 
Step 8: Localize all subnets according to a scheduled time. 
Step 9: Find Euclidean distance between two successive position estimations for each 
node, and check for a change in status of the node(s), if there exists a change in 




Step 10:  Based on new distance measurements perform step 1.  
 
Step 11: Check if N < NT, then sparsify and localize the network, by treating it as mobile, go 
to step 7. 
Else: go to step 6 
 
The resultant distributive algorithm giving high priority to mobile nodes can be used to 
track mobile nodes in real time.   
We have applied this iterative, distributive localization algorithm to a WLAN with different 
node densities and dynamics. Simulation results, performance analysis and scalability of 
the algorithm are explained in subsequent sections. 
In next section, brief introduction of a software programming tool used for simulation is 
presented. 
 
4.4 Convex programming tool used within simulations 
Simulations are performed using CVX [84], Matlab based routines developed for solving 
convex optimizations. CVX is a modelling system to solve convex optimization problems 
which are described using a limited set of construction rules and enables convex problems 
to be analyzed and solved efficiently [84]. 
  
CVX is implemented in Matlab, turning it into an optimization modelling language. Using 
this tool within Matlab, convex problem specifications are constructed using common 
Matlab operations and functions. Standard Matlab code can be freely mixed with these 
specifications. This combination makes it simple to perform the calculations needed to 





Convex specific commands are separated from ordinary Matlab statements by enclosing 
them within a cvx_begin statement and a cvx_end statement. Within these two cvx 
specific statements, any ordinary Matlab statements, as well as cvx-specific commands 
can be included.  
 
Within a CVX specification, optimization variables have no numerical value; instead, they 
are special Matlab objects. This enables Matlab to distinguish between ordinary 
commands and CVX objective functions and constraints. As Matlab reads a CVX 
specification, it builds an internal representation of the optimization problem. If it 
encounters a violation of the rules of convex programming (such as an invalid use of a 
composition rule or an invalid constraint), an error message is generated. When Matlab 
reaches the cvx_end command, it completes the conversion of the CVX specification to a 
canonical form, and calls the underlying core solver to solve it. 
 
If the optimization is successful, the optimization variables declared in the CVX 
specification are converted from objects to ordinary Matlab numerical values which can 
be used in further Matlab calculations. In addition, CVX also assigns a few other related 
Matlab variables. One, for example, gives the status of the problem (i.e., whether an 
optimal solution was found or the problem was determined to be infeasible or 
unbounded). Another gives the optimal value of the problem.  
 
4.4.1 Constraints and SDP LMI constraints 
Three types of convex constraints may be specified in CVX environments i.e. 
 
1. An equality constraint, constructed using ==, where both sides are affine. 
2. A greater-than inequality constraint, using either >= or >, where the left side is 




3. A less-than inequality constraint, using either <= or <, where the left side is convex 
and the right side is concave. 
 
Non-equality constraints, constructed using ~=, are never allowed. (Such constraints are 
not convex.) 
 
In semidefinite programming (SDP) the constraints are typically expressed using linear 
matrix inequality (LMI) notation.  
 
CVX provides a special SDP mode which allows this LMI convention to be employed inside 
CVX models using Matlab’s standard inequality operators >=, <=, etc. In order to use it, 
one must simply begin a model with the statement cvx_begin sdp or cvx_begin SDP 
instead of simply cvx_begin. When SDP mode is engaged, CVX interprets certain inequality 
constraints in a different manner. To be specific: 
 
Equality constraints are interpreted the same (i.e., element wise). Inequality constraints 
involving vectors and scalars are interpreted the same; that is element wise. Inequality 
constraints involving non-square matrices are disallowed; attempting to use them causes 
an error. Inequality constraints involving real, square matrices are interpreted as follows: 
 
X >= Y and X > Y become X - Y == semidefinite(n), where n=max(size(X,1),size(Y,1)). 
X <= Y and X < Y become Y - X == semidefinite(n), where n=max(size(X,1),size(Y,1)). 
 
If either side is complex, then the inequalities are interpreted as follows: 
 





X <= Y and X < Y become Y - X == hermitian_semidefinite(n), where 
n=max(size(X,1),size(Y,1)). 
 
In effect, CVX enforces a stricter interpretation of the inequality operators for LMI 
constraints. Furthermore the CPU used for simulation has features, CPU speed = 3 GHz, 
with 4 GB RAM (Memory).  
 
4.5 Experimental Test bed 
In analyzing the distributive heuristic, we arbitrarily considered an indoor WLAN within 
PTCL, Academy, Pakistan. The floor plan details of the building in 2D are depicted in figure 
4.1. The building consists of laboratories (labs), a library, class rooms and offices (OF). The 
building is divided into two portions by a corridor, on one side of the corridor are all labs, 
and other side comprises of offices and class rooms.  
The distance measurement model given in equation 2.14 are used within the simulations 
with measurement noise assumed as zero mean Gaussian with  = 0.02, and biased as 
Gaussian distributed with mean and variances as a function of distances. 
 
4.6 Scalability Versus Speed  
By considering an indoor environment depicted in figure 4.1 (with three anchors and 
randomly distributed nodes), we localized nodes increasing from 5 to 100 using SDP 
relaxed localization formulations given in equations 2.12a, b and 2.13. Furthermore, for 
iterative TSDP formulation (equations 2.12a,b) we considered three cases:, first with no 
iteration (only equation 2.12a is solved once we call it zero iteration), second and third 
cases are with one and two iterations respectively. The resultant average CPU time to 
localize nodes for all cases is tabulated in table 4.1. From the table it can be seen for DSDP 




nodes. While with iterations TSDP consumes more processing time. Overall DSDP is 
computationally efficient compared to TSDP, but as we have seen in chapter 3 that if 
anchors are not placed at the outer boundary of the indoor environment, a low rank 
solution is not always guaranteed for a DSDP resulting in large errors. Dashed lines in table 
4.1 under TSDP technique with 100 nodes indicate memory full errors which means that 
software cannot handle the problem. 
TSDP is recommended to be used only with the condition that all nodes exist within the 
parameter of the anchors. If still for computation efficiency it needs to be used then 
virtual nodes (as discussed in chapter 3) can be added to stretch the resultant graph for 






































Table 4.1: Effect of number of nodes on computational speed  
Total Number of 
nodes 
= Unknown 
Nodes + Anchors 
TSDP 
Average CPU 
Time in Seconds 
(0 iterations) 
TSDP 
Average CPU Time 










5+3 0.3011 0.6834 1.0094 0.2126 
10+3 0.3249 0.8479 1.2792 0.3288 
20+3 0.5594 1.4162 2.3506 0.5614 
25+3 0.7135 1.9115 3.1422 0.7008 
30+3 0.98 2.72 4.5313 0.9 
40+3 1.5850 5.4502 8.9677 1.30 
50+3 2.6861 12.8628 23.5855 1.9657 
60+3 4.4957 35.9480 64.4469 2.9417 
70+3 6.9885 82.2741 168.4219 6.7774 
100+3 51.0660 - - 27.6103  
 
 
4.7 Impact of Creating Subnets 
Let us consider a case of localizing 100 nodes. With reference to table 4.1 in order to 
localize these nodes using TSDP and DSDP, average CPU time of 51 and 27.6 seconds is 
required respectively. On the other hand if a network with 100 nodes is divided into two 
subnets consisting of 50 nodes each, then the time required will be approximately 1.965 + 
1.965  4 seconds for a DSDP technique, or 5.36 seconds for a TSDP with no iterations. 
This shows huge amount of reduction in computation complexity. Although for the case of 
sensor networks, not all the nodes can measure distances with anchors. Sensor-sensor 
distance measurements in addition to sensor-anchor measurements are used for 
localization. Dividing the network into subnets can generate localization errors, but 
WLANs are not similar to sensor networks due to diverse range of node densities. 






4.8 Impact of Noise on Accuracy 
We have used CEP to measure the accuracy of the TSDP and DSDP estimators, i.e. we have 
found a confidence interval with 50% successful localization estimations. This interval is a 
function of measurements, node positions and type of estimation used. It is also upper 
bounded by theoretical values obtained by using equation 3.33. The impact of bias values 
within distance measurements is found using simulations by considering a subnet 
consisting of 20 randomly distributed nodes with three anchors as depicted in figure 4.2 
(a). Figure 4.2 (b) shows simulation results for bias at 1 meter considered as 0.029m as per 
suggestion [39]. Figures 4.2 (c)-(e) show increase in bias values as 0.058 (that is 100% 






















Figure 4.2 : CEP for the random node distributions, in all figures green line represents 
theoretical calculated Rc, blue line DSDP Rc, and red line TSDP Rc (a) network with 20 
random unknown nodes (b)CEP with bias at 1 meter considered as 0.029 (c) CEP with bias 
at 1m = 0.058  (d) CEP with bias at 1m = 0.0870 (e) CEP with bias at 1m = 0.1160 
 
Figures 4.2 (b-e) show that the increase in bias values has no effect on the CEP of a DSDP 
technique compared to TSDP which is much sensitive to bias. Hence DSDP gives better 
estimations compared to TSDP in addition to be computationally efficient.  The 
disadvantage of higher rank solution of DSDP can be compensated by adding dummy or 
virtual nodes as discussed in chapter 3 and by creating stationary subnets by randomly 
selecting nodes, not based on geographical positioning as discussed previously. It may 




Consider a network consisting of three anchors and 20 unknown nodes located very close 
to each other outside the parameter of anchors as shown in figure 4.3a. Simulated RC 




values of RC indicate a high rank solution. We have added 20 random virtual nodes to the 
network of figure 4.3a as shown in figure 4.3c, resultant RC values are given in figure 4.3d, 
















Figure 4.3: (a) network with 20 unknown closely located nodes (b) Rc of the network of 






In figure 4.3 d, nodes numbered 1 to 20 are unknown nodes while nodes from 21 to 40 are 
virtual nodes. From example 4.1 and from aforementioned discussions, if DSDP is to be 
used, it is recommended to add randomly distributed virtual nodes.  
4.9 Identification of Mobile Nodes 
Mobile nodes are separated from the stationary nodes by comparing Euclidean distance 
between two position estimations obtained from successive iterations (that is i+1, and i, 
where i is the ith iteration) against a threshold value d  given as: 
      (4.1) 
else node is stationary. 
The value of d  must be greater than RC (i.e. 50% CEP), therefore threshold for detecting 
mobile node from the stationary node is given by: 
         (4.2) 
Hence, d  depends on distance measurements and type of localization technique used.   
 
4.10 Selection of a Maximum Number of Nodes within Subnets (subnet size) 
SDP based localization is computationally intensive for large number of nodes as can be 
seen from table 4.1. CPU time required for localization increases by increasing number of 
nodes. In section 4.3, we have described a distributive technique to reduce computational 
complexity by dividing a larger network into subnets with small number of nodes to be 
localized. The selection of maximum number of nodes within a subnet, (hereby called as 
subnet size), depends on factors like type of SDP formulation used i.e. DSDP or TSDP. For 
the case of TSDP, number of iterations used, and at the frequency with which updated 
localization of nodes are also required to be considered For WLANs, the mobility level is 




all the nodes will be mobile all the time. Considering these factors, maximum number of 
nodes within a subnet can be selected. 
By referring to table 4.1 for using TSDP with one iteration and three anchors, the choice of 
maximum number of nodes within a subnet 20+3 (nodes+ anchors) seems reasonable. It 
can be validated by considering the following example 4.2. 
 
Example 4.2 
Let there be only 60 stationary nodes within a network. If we consider a subnet of size 30, 
it will result in two subnets, adjusting parameters by considering table 4.1 and using TSDP 
with one iteration we obtain following results:  
Total time required for localization = 2.72 + 2.72 = 5.44 seconds 
If we reduce the maximum number of nodes within subnets and fix it as 20, this will result 
in 3 subnets, then 
Total time required for localization = 1.5 + 1.5 + 1.5 = 4.5 seconds 
Difference between the CPU time required for localization of subnets with 30 and 20 
nodes is 0.94 seconds. 
Let there be 30 total nodes within a network then for a 30 subnet size 
Total time required for localization = 2.72 seconds 
While for the case where subnet size is 20, it will result in two subnets with 
Total time required for localization = 1.5 + 1.5 = 3 seconds 
There is only a difference of 0.03 seconds in this case as compared to 0.94 seconds for the 




reduction in slot duration in some cases., For example, consider a network with 30 nodes, 
let subnet size be 20 then two subnets will be created. Instead of creating two subnets of 
size 20 and 10, if we select subnet size as 15 for each, it can result in further reduction in 
computation speed. Slot duration can be adjusted according to 15 subnet size which is less 
as compared to case of 20 subnet size.  
For DSDP we recommend a subnet of size 40 with 20 unknown nodes and 20 virtual 
nodes. 
 
4.11 Selecting Frequency of Iteration of Slots 
In proposed distributive localization technique, the subnets are iteratively localized with a 
certain frequency. For this purpose we used time division multiplexing technique. 
Furthermore, we defined a frame in time domain as fixed time interval (Tf) of some 
duration. The frame is further divided into slots of equal duration (Ts). A subnet is localized 
within a slot; therefore duration of the slot must be adjusted so that a subnet of known 
size can be localized.  The frame and slot concept is depicted in figure 4.4.  
The size of the frame i.e. its duration depends on number of slots it contains, therefore, 
frame duration is the integer multiple of slot duration. The minimum size of a frame is one 
slot duration.  
The duration of the slot depends on the maximum number of nodes it can have. By using 
table 4.1, the slot duration can be selected based on the localization technique used.  
The frequency with which a subnet is localized depends on number of factors such as the 
number of nodes within a network, number of subnets, their types that is mobile or 
stationary (stationary nodes are less frequently localized) and number of slots allocated 




We have considered in our analysis a 1 : n ratio of subnet localizations within frames, that 
is each mobile subnets will be localized in every frame, while stationary subnets will be 





Figure 4.4:  Frame and slot concept. 
 
Example 4.3 
As an example, consider a network of 100 unknown nodes, with 40 mobile and 60 
stationary nodes. We set maximum number of nodes within a subnet to be 20, with this 
there will be two mobile subnets and three stationary subnets. If we are using TSDP with 
one iteration, then Ts can be selected from table 4.1 as 1.5 seconds. This network can be 
designed for a distributed localization by considering a ratio of 1:3, (a specific stationary 
subnet will be localized after every 3 frames) the resultant frame must consist of at least 
three slots, two for mobile subnet localization and one for a stationary subnet localization. 
All the five subnets scheduled within the frame are shown in figure 4.5, where mi stands 
for ith scheduled mobile subnet and si for i
th scheduled stationary subnet. Same notation 





Figure 4.5: Frame structure of subnets of example 4.3 
time 
Frame (Tf) Slot (Tfs) 
m1 m2 s1 m1 m2 s2 m1 m2 s3 m1 m2 s1 





For this example using the distributive approach, the best we could achieve is: 
Minimum Frame duration (Tf) =  3× Ts 
Maximum Frequency of each mobile node localization = 1 / Tf 
Maximum Frequency of each stationary node localization =   (1 / 3Tf) 
The frame duration found in example 4.3 is the minimum duration for the desired 
network.  If the requirement of localization update is not high, the frame duration can be 
increased by appending a frame with an empty time space at the end with the shaded 







Figure 4.6 Increase in frame duration of example 4.3 by appending an empty space at the 
end of each frame. 
 
As we have seen from example 4.3 that after designing a frame, frequency of subnet 
localization can be determined which depends on number of subnets and mobile / 
stationary subnet ratio. 
 
Frame 1 Frame 2 Frame 3 Frame 4 




4.12 Scheduling of Subnets 
Scheduling of mobile and stationary subnets is done based on frequency of iterations of 
both types of subnets. This is defined based on localization ratios such as 1:2, 1:3, 1:4, … 1 
: n of mobile and stationary subnets where 1:2 ratio means every mobile subnet will be 
localized once in a frame while every stationary subnet will be localized once in two 
frames. Figure 4.7 shows subnet ratio and frame relationships for 1:n, consisting of two 





Figure 4.7 Scheduling of 1 : n ratio of mobile and stationary subnets within frames. 
 
Let Ms be the number of mobile subnets and Ss be the number of stationary subnets, then 
scheduling of subnets within frame slots using mobile / stationary subnet ratio 1:n is 
performed as: 
If Ss  n, then  
Minimum number of slots per frame = Ms + 1     (4.3a) 
If   n < Ss  k.n, where k is integer, then 
Minimum number of slots per frame = Ms + k     (4.3b) 
Hence the frequency of frame and node localization is obtained as: 
Minimum Frame duration (Tf) =  (Ms + 1)× Ts , if Ss  n or    (4.4a) 
m1 m2 s1 m1 m2  m1 m2 s1 




    (Ms + k)× Ts,   If   n < Ss  k.n    (4.4b) 
Maximum Frequency of each mobile node localization = 1 / Tf   (4.5a) 
Maximum Frequency of each stationary node localization = (1 / nTf)  (4.5b) 
Example 4.4 to 4.6 further clarify scheduling of subnets within frames.  
Example 4.4 
Consider a network with Ms=1, and Ss=2 subnets with 1:3, the number of slots are 
computed as: 
Here Ss < n, then  
Minimum number of slots per frame = Ms+1 = 2 
 Example 4.5 
Consider a network with Ms=1, and Ss=3 subnets with 1:3, the number of slots are 
computed as: 
Here Ss    n, then  
Minimum number of slots per frame = Ms+1 = 2 
Example 4.6 
Consider a network with Ms=1, and Ss=4 with 1:3, the number of slots are computed as: 
n=3  <  Ss = 4  2.n = 6 then  





The subnets of example 4.4 to 4.6 are scheduled within slots as depicted in figure 4.8 a-c. 
For the case of example 4.4 and 4.6, there will be ideal slots within frames.  These ideal 














Figure 4.8: Scheduling of mobile and stationary slots within frames of example 4.4 – 4.6 
 
4.13 Reducing Frame Time -- An Early Start Approach  
The frame time can be further reduced in some cases such as given in examples 4.4 and 
4.6, where instead of waiting during idle slot, the slot can be removed and next frame can 
start earlier as shown in figure 4.9, we call this approach as early start approach.  
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Figure 4.9: Frames with early start approach. 
 
4.14 Scalability versus Capacity 
Scalability as defined in chapter 1 is the response of the localization algorithm to large 
number of nodes, while capacity refers to number of node estimations, a system can 
process per unit time. Our proposed distributive time division multiplexed algorithm is 
highly scalable. As the number of nodes increases it results in more subnets which further 
increases time slots within frames and the frame duration also increases.  
Our distributive system with time division multiplexed scheduling is always traceable, we 
can always measure its capacity. The capacity of the system can be determined from the 
number of slots within a frame, subnet size, type of localization technique used and frame 
duration as: 
Let ST be the total number of slots within a frame of fixed duration Ts, and subnet size be 
Ssize. From this we can calculate total number of nodes that can be localized within a 
frame, and frame duration Tf as: 
Total number of nodes, a frame can localize = Total slots within a frame × Subnet size = ST 
× Ssize           (4.6) 
m1 s1 s2 m1 s3 s4 
 
m1   m1 s1 s2 
m1 s1 s2 m1 s3 s4 
 






Frame Duration (Tf) = Total slots within a frame × Slot duration = ST × Ts  (4.7) 
Capacity is computed as: 
Capacity = Total number of nodes a frame can localize / Frame Duration =  
(ST × Ssize) / (ST × Ts) = Ssize / Ts     (4.8) 
The capacity of our method is always fixed and depends on subnet size and time required 
to localize a subnet.  
 
4.15 Scalability versus Frequency of Localization 
As we have seen from equation 4.8 that scalability has no effect on the capacity of the 
system which is always fixed. The factor that is affected will be the frequency with which 
we can re-localize the nodes. We have classified the nodes as mobile and stationary with 
mobile nodes being more frequently being localized as compared to stationary nodes. 
Frequencies of mobile and stationary node localization are given in equations 4.5a and 
4.5b respectively. Both frequencies depend on frame duration which further is a function 
of number of nodes, hence by using equation 4.4 and 4.5 frequency of node localization 
can be found.  
 
4.16 Scalability versus Time Required to Localize all Nodes 
In our distributive algorithm we localize the mobile and stationary nodes with frames 
scheduled 1 : n, which means that all stationary and mobile nodes will be localized within 
n number of frames. So the total time required to localize all the nodes can be computed 
as: 




Again in equation 4.9, frame duration depends on total number of nodes and their types. 
Also note that within this time if there exist mobile subnets, then mobile nodes will be 
localized n times.  
Next we present a case study showing how aforementioned parameters can be used in 
designing the distributive localization solution.  
 
4.17 Case Study 
In this section, we consider an arbitrary WLAN within an indoor environment as shown in 
figure 4.1 with three anchors and 300 randomly distributed nodes, consisting of mobile 
and stationary nodes. Let there are 50 mobile nodes and they are only present within a 
corridor, we also assume a distance measurement model of equation 2.14. It is also 
assumed that prior statistical characteristics of distance measurements are known.  
For this case, we will design a distributive TDM localization solution by finding the 
accuracy of the positions, and the maximum frequency with which nodes can be localized.  
Let us set the mobile and stationary subnet localization ratio to be 1:5.  
To design a distributive localization solution, we begin by calculating accuracy of the 
localization. As we have seen in chapter 3, for biased distance measurements given in 
equation 2.14, resultant estimations will be biased., Therefore, CRL bounds cannot be 
used in determining accuracy. For this case, CEP is used and RC values are determined 
which further depend on measurements and technique used for localization. However, 
upper bounds of Rc values can be found using statistical characteristics of measurements 
and equation 3.33. Therefore accuracy of this network can be calculated by using equation 
3.33 with prior statistical characteristics of measurements. 
For maximum node localization frequency, we first of all design a distributive solution by 
finding the number of mobile and stationary subnets. From section 4.11, we have seen 




sizes, therefore, we set subnet size as 20. Let us select TSDP with one iteration as 
localization technique. Then from table 4.1, we set slot duration (Ts) as 1.5 seconds. 
There are 50 mobile nodes which will result in three mobile subnets (Ms), while for 
remaining 250 nodes, there will be 13 stationary subnets (Ss), therefore, total number of 
subnets will be 16. 
For 1 : 5 scheduling, the frame and slots are determined by using expressions given in 
section 4.12 as:  
5 <  Ss < 3×5 
Therefore k=3 
Minimum number of slots per frame = Ms + k = 3 +3 =6 
Minimum Frame duration (Tf) = 6 × 1.5 = 9 seconds (1.5 seconds is slot duration) 
Maximum Frequency of each mobile node localization = 1 / Tf = 0.11 Hz 
Frequency of each stationary node localization = (1 / 5Tf) = 0.022 Hz 
Time after which each mobile node will be re-localized = 9 seconds 
Time after which each stationary node will be re-localized =9 × 5 = 45 seconds 
Capacity = Ssize / Ts = 20 / 1.5 = 13.33 nodes per second. 
 
4.17.1 Real Time Traceability 
As we have seen in the case study that every mobile node will be localized after 9 seconds. 
If a mobile user is walking with an average speed around 80 meters/ minute, then within 
two localization iterations, a mobile user might have covered a distance of 12 meters. The 




subnet within a frame compared to three as we considered previously for the network 
under study. With this, mobile to stationary scheduling ratio becomes 1:13 as there are 
total 13 stationary subnets and we have to localize at least one stationary subnet per 
frame. With 1:13 we get new values as: 
Slots per frame = 3+1 =4 
Frame duration (Tf) = 4 × 1.5 = 6 seconds (1.5 seconds is slot duration) 
Maximum Frequency of each mobile node localization = 1 / Tf = 0.166 Hz 
Frequency of each stationary node localization = (1 / 13Tf) = 0.0128 Hz 
Time after which each mobile node will be re-localized = 6 seconds 
Time after which each stationary node will be re-localized =6 × 13 = 78 seconds 
The distance travelled by the mobile node user within successive iterations (assuming 
average human walk) = (80/60) × 6 = 8 meters 
The time and distance covered in this case are reduced to 3 meters, but it is the best that 
could be achieved. 
 
4.18 Summary 
In this chapter, we have explained the novel distributive WLAN localization heuristic in 
where localization process is made computationally efficient by dividing the larger WLAN 
into smaller subnets consisting of small number of nodes. Furthermore, two types of 
subnets are created, mobile and stationary. This characterization is made to localize 
mobile nodes more frequently compared to stationary nodes. With this technique, only 
small portion of the nodes are localized at one time with highest priority given to mobile 




manner. The resultant technique can be used for tracking mobile nodes within the 
network in real time. 
Furthermore, we have explained how developed distributive technique works and how its 
computation performance can be calculated. Scheduling of subnets is also explained in 
detail along with the method of determining maximum speed with which nodes can be 
localized. A case study is presented in which we designed a distributive localization 










In this chapter, we extend the analysis of localization to three dimensional space. The 
problem is reformulated for 3D localization and necessary conditions for unique 
realization are discussed. Simulation based analysis are performed to localize nodes in 3D. 
A computation efficient distributive TDM technique for 3D localization is also proposed. 
5.1 Problem Formulation for 3D 
Different 3D localization techniques such as multidimensional scaling based techniques for 
sensor networks discussed in literature can be found in [94]. Anchor free 3D localization is 
presented in [85]. Another technique known as COLA which is based on non-convex 
localization is proposed in [93]. COLA reduces computational complexity of localization by 
introducing pair of anchors known as super anchors. Super anchors are pair of anchors 
placed in 3D space with a constraint that each pair is located at the same x and y location 
but at different z coordinates.  This configuration can be used to transform 3D localization 
problem into 2D localization resulting in lower computational complexity.  Constraint of 
COLA approach is the requirement of super anchors. In addition errors are induced during 
3D to 2D transformation. Cause of the errors is use of trigonometric laws during 3D to 2D 
transformation instead of using any optimization technique to mitigate errors. Our 
proposed technique for 3D localization avoids such constraints and proposes 
computational efficient heuristic. Moreover COLA technique can be improved by 
investigating the possibility of using convex optimization. 
Here we have analyzed localization for WLANs based on convex optimization. In many 
applications 2D localization will be sufficient. For example, in a single floor indoor 




height estimates of the nodes, where height of the node might not be of any interest. 
Also, in most indoor cases every floor is covered by access points whose range is limited to 
that floor only, therefore, 2D localization in such cases will be sufficient.  But in some 
other applications, like in a multi-floor building where coverage of access points is not 
limited to a single floor, floor information may be of interest and will be required for 
complete positioning. The 3D localization for multi-floor environment would estimate the 
floor in which node exists in addition to its planar 2D positioning. 
For the case of 3D localization, realization matrix X consisting of N number of total nodes 
will have the dimensions R3×N, and distance measurements will be as given in equations 
2.3a-c, rewritten here as: 
 
 
       (5.1a) 
       (5.1b) 
        (5.1c) 
 
where vector xi R
3 represent ith node position and is expressed as: 
 
The conditions under which a unique solution to 3D equations 5.1a-c exists will be the 
presence of at least (d+1=4) number of non-planar anchors, and a trilateral graph formed 
with measured distances.  One example of a trilateral graph with non-planar anchors can 
be as shown in figure 5.1. Where anchors connected by a shaded triangle are assumed to 














Figure 5.1: Anchors and a node in 3D environment forming a trilateral graph. 
 
In the absence of any noise and assuming only the anchor-node distance measurements, 
for a trilateral 3D network having four anchors and an unknown node, the graphical 
solution of equations 5.1a-c will be the intersection of four spheres centred at each 
anchor having a radius equal to anchor-node distance. 
As noise is always present therefore estimation techniques are used for localization. We 
can easily extend SDP techniques given in equations 2.12 and 2.13 for a 3D case by adding 













Let us extend example 2.2 for 3D localization by considering four nodes placed in a non-
planer network in R3 Euclidean space with anchors located at a1= (x1, y1, z1), a2= (x2, y2, z2), 
and a3= (x3, y3, z3) and a node at x4=(x4, y4, z4) in a Cartesian coordinate system as shown in 
the figure 5.2. Let all the distances are measurable then the localization problem is 
formulated using TSDP as: 
 
 
























Figure 5.2: Anchors and a node in 3D environment forming a trilateral graph for example 
5.1. 
 
5.2 Simulations for 3D Localization 
In this section, we present the simulation of a 3D localization by extending the WLAN 
given in figure 4.1, to a 3D network space. Let us assume single floor of an indoor 
environment given in figure 4.1, having a height of 15 feet as shown in figure 5.3. We have 
selected x-y coordinates to represent floors while z-coordinate indicating height from the 
ground as depicted in figure 5.3.  
Let there be 3 anchors fixed arbitrarily along the walls at equal height of 10 feet from the 
ground, while fourth anchor be fixed along the roof at a height of 15 feet. We assume to 
localize forty randomly placed nodes within this indoor environment with an average 
height of 3 feet (height of nodes uniformly varies between one to five feet).  The resultant 
estimated positions in x-y coordinates, x-z coordinates, CEP values in x-y direction and CEP 
values in x-z direction are depicted in figures 5.4. In figures 5.4 a- b, lines between the 
estimates and actual node positions indicate localization errors. Within simulations we 









function of distance as found in [39], and considered mean value at 1m as 0.058m from 










Figure 5.3:  3D representation of figure 4 .1 with one floor 
 
 
We have found from simulations that the errors in position estimations in x-z directions 





















Figure 5.4: (a) x-y position estimations (b) x-z position estimations, two horizontal lines 






We have increased the iterations for a TSDP technique to six, resultant simulation results 
of position estimations in x-z directions and corresponding CEP are depicted in figures 5.5 
a-c. There were significant improvements in position estimations in x-z coordinates for a 
TSDP estimations, see for example figure 5.5c, but at the cost of computation complexity. 
CEP values for TSDP in x-z coordinates are reduced from 1.5m to less than 1m. On the 
other hand, more iterations has no effect in x-y position estimations between two 

















Figure 5.5: (a) x-z position estimations, two horizontal lines show a ground and a floor of 
the building (b) RC values in x-y coordinates with 6 iterations, (c) RC values in x-z 





Moving forward, instead of considering a single floor, we added another floor to our 
simulation model. We placed two anchors at each floor and localized twenty five 
randomly placed nodes at each floor, again uniformly distributed between one to five 





Figure 5.6: (a) Nodes with floor estimation errors by using DSDP (b) nodes with floor 




We repeated simulations by adding one anchor at each floor to the previous case that is 
we placed a total of six anchors, three at each floor, we found improvements in DSDP 







Figure 5.7: (a) Nodes with floor estimation errors by using DSDP with 6 anchors (b) nodes 





To analyze the effects of anchor positions, we placed one anchor at a ground of each floor 
instead of placing at the walls near roof, simulation results with ground located anchors 
















Figure 5.8: (a) x-z position estimations (b) nodes with floor estimation errors by using DSDP 







Effects of number of anchors on the performance of localization in floor identification are 
analyzed by simulating an indoor environment consisting of two floors with dimensions 
given in section 5.2. Within simulations twenty randomly distributed nodes are placed in 
each floor and anchors are varied from four to eleven. Nodes are localized and floor 
identification is performed by using TSDP (with two iterations) and DSDP techniques. 
Within simulations we assumed biases within measured distances to be normally 
distributed having mean function of distance as found in [39], and considered mean value 
at 1m as 0.058m from [39] and  = 0.028. The percentage of incorrect floor identification 
is computed and is given in table 5.1. From table 5.1, it could be observed that DSDP 
estimations outperformed TSDP Furthermore in order to improve percentage of floor 
identification number of anchors needs to be increased. 
 
Table 5.1: Effects of number of anchors on floor estimations  
No of Anchors Percentage of floor estimation 
errors using TSDP 
Percentage of floor 
estimation errors using DSDP 
4 46 44 
6 44 27 
7 43 25 
9 31 23 
11 25 18 
 
 
5.3 2D Approximations of a 3D Problem 
We have also analyzed the localization problem by distributing it dimension wise that is 




measurements used are same as for 3D localization, that is, no transformation is 
performed on measured distances. The performance of this 2D approximation is 
evaluated by simulating the experimental setup as described in section 5.2. The nodes are 
placed randomly within a 3D space, measured distances between nodes and anchors are 
generated using signal model given in equation 2.14. These generated measured distances 
for 3D space are used to localize nodes within x-y planer space by using 2D TSDP and DSDP 
techniques given in equations 2.12 and 2.13 respectively. Simulated results show that 
there is an Euclidean difference of around 0.4m only between estimates obtained by 
solving a problem in 3D and its approximations using 2D optimizations for the case of 
DSDP as shown in figure 5.9. It means that if only planar x-y position of nodes is to be 
estimated for nodes present in 3D then these estimates can be approximated by solving 
the problem by formulating it in 2D. Error incurred will not be more than 0.4 meters. The 
advantage of this approximation is that it minimizes computational load. In most cases, 
the rate with which mobile nodes change floors will be very less compared to the rate of 
change in x-y plane. However for the case of TSDP, errors are significant as depicted in 
figure 5.10. Consequently it cannot be used to approximate x-y planar positions of nodes 






Figure 5.9: Euclidean distance between 3D and its 2D approximate estimates of 50 nodes in x-y 
plane by using DSDP technique 
 
Figure 5.10: Euclidean distance between 3D and its 2D approximate estimates of 50 nodes in x-y 
plane by using TSDP technique. 
 
 
5.4 Analysis of 3D Localization 
Simulation results obtained for 3D localization show that accuracy of position estimates in 




axis) are coarse. Therefore coarse height estimates can only be used to identify floor of a 
node for the case of a multi-storey building.  
In addition to this, simulated results of DSDP and TSDP optimizations show that in 3D 
localization, estimates in x-y plane of a TSDP technique are better than DSDP. On the 
other hand height estimates of DSDP are more accurate compared to TSDP as given in 
Table 5.2. Overall 3D CEP values obtained show DSDP to be more accurate, but with large 
percentage of errors in floor identification compared to TSDP. The number of anchors and 
their locations also has impact on accuracy in height estimates. 
We have also simulated a 3D localization problem in 2D to obtain only position estimates 
in x-y plane. Distance measurements are generated for 3D environment and are then used 
to obtain position estimates in x-y plane. Results show DSDP estimates node positions 
with an error of 0.4m compared to 3D estimates of x-y positions, whereas TSDP 3D to 2D 
approximations do not perform well and cannot be used.   
We have developed TDM localization for 3D, exploiting 3D to 2D approximation if DSDP is 
to be used to reduce computational complexity. 
Considering these observations from simulated results, a distributive 3D localization 
technique is developed. 3D localization technique works similar to 2D localization 
algorithm in which nodes are identified as mobile and stationary; furthermore mobile 
nodes are more frequently localized compared to stationary nodes. In order to classify 
nodes as stationary and mobile, nodes are localized whereas in SPACELOC [17] nodes are 
classified based on variations in measured distances. In WLANs, coverage range is larger 
than sensor networks and errors in distance measurements are function of distances. 
Therefore, it is not possible to identify mobile nodes by just observing changes in 





Although accuracy in identifying stationary and mobile nodes is much greater for the case 
where identification is done after localization using optimization technique, but there is a 
disadvantage of computational complexity. For the case of 2D localization, we have 
developed a TDM based localization technique where stationary nodes are localized less 
frequently as compared to mobile nodes. In reality, nodes exist in 3D environment; 
therefore localization must be achieved in 3D space. To make localization process 
computationally efficient and scalable, a 3D TDM distributive technique is developed and 
is explained in section 5.6.   
 
 
5.5 Scalability versus Speed 
Similar to the section 4.6, we have found the average speed required to localize nodes in 
3D by using DSDP and TSDP techniques for the nodes increasing from 5 to 60. The 
resultant average CPU time to localize nodes is tabulated in table 5.2. In order to compare 
CPU time of 2D and 3D localization, table 6.2 is also generated. From table 5.3 it can be 
deduced that slot duration to localize 40 nodes using DSDP has to be increased from 1.5 
seconds to 2 seconds. Similarly to localize 20 nodes in 3D using TSDP with two iterations, 











Table 5.2: Effect of number of nodes on computational speed  
 
 
Total Number of 
nodes 
= Unknown 
Nodes + Anchors 
TSDP 
Average CPU 
Time in Seconds 
(0 iterations) 
TSDP 
Average CPU Time 










5+4 0.3837 0.6746 1.0886 0.2425 
10+4 0.5183 1.0933 1.5817 0.3991 
15+4 0.6623 1.5889 2.5131 0.5612 
20+4 0.9486 2.3228 3.4636 0.7554 
25+4 1.1808 3.1405 5.0887 0.9263 
30+4 1.6154 4.6550 7.2641 1.1914 
40+4 2.8360 9.0679 14.3421 1.7961 
50+4 5.2117 22.9168 40.2334 3.1258 














Table 5.3: Comparison of a computational speed of 2D and 3D localization 
 
Total Number of 
nodes 
= Unknown 
Nodes + Anchors 
TSDP 
Average CPU 
Time in Seconds 
(0 iterations) 2D 
TSDP 
Average CPU Time 








Time in Seconds 
3D 
5+4 0.3011  0.3837 0.2126 0.2425 
10+4 0.3249  0.5183 0.3288 0.3991 
15+4 0.4325 0.6623 0.4314 0.5612 
20+4 0.5594  0.9486 0.5614 0.7554 
25+4 0.7135  1.1808 0.7008   0.9263 
30+4 0.98   1.6154 0.9     1.1914 
40+4 1.5850   2.8360 1.30   1.7961 
50+4 2.6861   5.2117 1.9657   3.1258 
60+4 4.4957     7.8146 2.9417    6.1965 
 
 
5.6 Time Division Multiplexed Distributive Localization  
We have developed two separate distributive localization techniques for TSDP and DSDP 





5.6.1DSDP Based 3D Localization    
As seen from tables 5.2 and 5.3, 3D localization is more computationally demanding 
compared to 2D localization. One method to reduce computation complexity for 3D 
localization can be based on exploiting the rate with which a mobile node user will be 
changing floors compared to its planar x-y coordinate changes in its position. For a mobile 
user rate of change in x-y coordinate will always be greater than a change in floors. Based 
on this we can reduce the localization time by applying alternative technique to a time 
division multiplexed distributive algorithm. In this technique, not all the time localization 
is performed in 3D instead subnets are localized in 3D to 2D ratio. Each subnet is localized 
within frame(s) once in a 3D space then in a 2D space in an alternative way, if DSDP is to 
be used. When nodes are localized in 2D coordinates, their 3rd dimension estimates are 
retained from previously estimated values.  With this alternative method, overall 
localization speed can be improved to track the mobile nodes in real time applications. 
Figure 5.11 depicts this 3D TDM distributive technique for a network with one mobile and 
one stationary subnet. When nodes are localized in frame 2 only, x-y coordinates of the 
node positions are estimated, their 3rd dimension estimates i.e. z-coordinates are kept 






Figure 5.11: Frame structure of subnets for a proposed 3D TDM technique. 
Complexity can be further reduced if 3D to 2D approximations are used. In this case, all 
the subnets are localized initially in first two frames in 3D space. It is done for two 
purposes: to estimate node positions in x-y plane and floor identification and to identify 
Frame 1 Frame 2 Frame 3 




mobile and stationary nodes. Subnets are then localized in 1:n such that all the mobile 
subnets are localized in 3D while stationary subnets are localized in 2D. Subsequently 
stationary and mobile node identifications are achieved by comparing only estimations in 
x-y plane. 
 
5.6.2 TSDP Based 3D Localization 
As we have seen in aforementioned simulations, TSDP based estimates in x-y plane are 
more accurate compared to DSDP based technique. However, 2D approximation of a 3D 
problem using TSDP is not feasible. Therefore, distributive technique developed for DSDP 
cannot be used. Hence, we have developed a novel distributive technique of localization if 
TSDP is to be used. In this case, initially all the nodes are localized by creating subnets if 
number of nodes are large and then localized using 3D localization. Then subnets are 
localized once again in 3D. This is done to identify mobile and stationary nodes. After this, 
all the mobile subnets are localized in 3D in every frame while stationary nodes are 
localized less frequently in 2D space. The 2D estimates of stationary nodes are not used to 
determine estimates of positions but just to detect change in status of the node, while 
position estimates of stationary nodes are obtained from previous 3D estimates only.   
 
5.7 Summary 
In this chapter we have analyzed 3D localization and deduced that performance of floor 
identification increases by increasing number of anchors. Simulations results show that 
CEP in three dimensions are not equal, that is CEP values in x-z coordinates representing 
heights is much greater than CEP values in x-y coordinates representing a ground. We 
have also presented a time division multiplexed technique for a 3D localization in which 
3rd coordinate position estimations are performed at a slower rate compared to 2D 
position estimations. , It is based on fact that mobile nodes will not be changing floors any 





Conclusions and Future Research 
 
 
In this thesis, we have developed a time division multiplexed distributive localization 
algorithm based on convex optimizations for WLANs. This chapter summarizes the 
developed algorithm and discusses future research directions. 
 
6.1 Contributions 
The proposed algorithm is a distributive approach in localizing WLANs using convex 
optimizations. Although convex optimizations are more accurate as compared to other 
techniques such as least square, but are computationally inefficient for a network with 
large number of nodes.  
We have proposed localization algorithm for WLANs planned and optimized for providing 
multimedia services and requiring no extra hardware or relocation of access points for 
providing additional localization service.  
A lot of existing work done in indoor localization is for sensor networks, which are 
different for WLANs in terms of node densities, mobility and operational range. Hence 
those techniques do not provide optimum solution for WLANs. We have optimized a 
localization technique for WLANs having diverse node densities with different mobility 
levels.  
In order to apply a convex optimization to WLANs with large number of nodes, we 
proposed to divide a larger network into smaller networks known as subnets with 
computationally manageable sizes. Within WLANs, not all the nodes are mobile all the 




have exploited this characteristics of WLANs to further optimize the localization process 
by classifying nodes as mobile and stationary. Mobile nodes are more frequently localized 
compared to stationary nodes whose positions are not changing, resulting in a localization 
solution that can track mobile nodes in real time.  With this technique, total number of 
nodes to be localized is less thus the computational complexity is reduced. 
To make a localization algorithm scalable we have developed a time division multiplexed 
based scheduling technique in which subnets are localized one after another by assigning 
a time slot to each subnet. In this technique, time axis is divided into frames of fixed 
duration; frame is further divided into slots such that within slot duration, a subnet can be 
localized. The frame duration and number of slots is a function of total number of mobile 
and stationary nodes present within the network. For a dynamic network with changing 
number of nodes, frame size varies resulting in a highly scalable localization solution. The 
duration of slots depends on type of localization technique used.  We have found the semi 
definite programming technique minimizing distance square errors given in equation 2.13 
to be more computationally efficient as compared to iterative trace minimization 
technique given in equation 2.12 a , b. One of the drawbacks of distance square error 
based technique is a high rank realization for the subnets consisting of cluster of nodes 
distributed very close to each other or subnets with nodes present at outside the 
parameter of anchors. One method to circumvent this is by adding randomly placed 
virtual nodes to subnets, which results in performance improvements. 
Scheduling of subnets within frames is based on the type of a subnet:, mobile subnets are 
given more time slots compared to stationary subnets. We have set a ratio of mobile and 
stationary node scheduling within frames as 1:n, which means that within n number of 
frames all mobile subnets will be localized n times, while all stationary node, if present, 
will be localized once. With this approach, only mobile nodes will be more frequently 
localized as compared to stationary nodes. Our algorithm works by an incremental 




and a network is localized incrementally by localizing the nodes present within a subnet in 
a time division multiplexed way. 
Our algorithm is always traceable; we can compute the delay parameter, the time 
required to re-localize a node, or equivalently a maximum frequency with which a node 
can be localized, an important parameter for real time node tracking.  
The accuracy of the localization depends on the measured distances and its upper bounds 
can be determined by using CEP parameter given in equation 3.33. 
We have also analyzed a 3D localization and found that errors in determining the heights 
of the nodes are  much greater compared to estimations along the surface of the floors 
However it is possible to estimate a floor in which node exists in a multi-storey building, 
an estimate which is sufficient for most of the applications. We have also proposed a TDM 
distributive algorithm for 3D localization where the computational complexity is reduced 
by localizing the nodes in 3D to 2D ratio. During 2D localization, 3rd dimension estimates 
are kept from previous estimates. It is based on the fact that the rate of change of floor is 
very less compared to the changes along the ground plane. 
 
6.2 Future Research 
Some of the future directions in WLAN localization are highlighted below: 
WLANs are deployed by optimizing coverage and throughput for providing the bandwidth 
hungry multimedia services, we have proposed a localization technique for such a 
network. We have also found that proper placement of anchors which we assumed as 
access points can improve position estimations which are normally placed only to 
optimized throughput and coverage.  The developed localization technique assumes 
proper placement of anchors for optimized throughput and coverage; a joint 
optimizations of anchor positions for coverage, throughput and localization can be a 




Our distributive algorithm is based on nature of WLANs, further research work can be 
done with reference to statistical characteristics of node densities and node mobility to 
further optimize the localization algorithm.   
We have found coarse position estimations in 3D environments and developed a 
technique that identifies the discrete floor only. Further work may be carried out by 
applying hybrid-solution of convex and non convex techniques like least square, where 
convex techniques can be used as initial starting point for least square estimations for 
achieving accuracy in 3D. 
In addition to above the developed technique can be extended for cellular wide area 
networks having diverse nature of node mobility from stationary users to users travelling 
at high speeds.  
Sum Of Square (SOS) optimization method has been proposed for sensor network 
localization [107], performance is demonstrated to be promising.  This technique can be 
investigated to be applied for WLAN localization.  More specifically SOS can be analysed 
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