Introduction
Shape analysis of curves is important in various area such as computer vision, medical diagnostics, and bioinformatics. The basic idea is to obtain a boundary curve of an object in a 2D image or contours of a 3D object and analyse those curves to characterize the original object. Elastic shape analysis is receiving increasing attention due to its superior theoretical results and effectiveness. The price for the improved effectiveness is the relative increase in expense in computing various objects, e.g., geodesics and means. In this poster, we compare the performance of recent geodesic algorithm in [YHGA15] to the existing geodesic algorithm in [SKJJ11] in computing Karcher mean.
Elastic Shape Analysis
Inelastic shape analysis invariants:
Elastic shape analysis additional invariant: (vi) Reparametrization. Elastic shape analysis has been studied in many papers, e.g., [You98, KSMJ04, YMSM08, SKJJ11]. given by the frameworks of landmark-based Kendall's shape analysis [Ken84, DM98] and elastic shape analysis [SKJJ11] respectively.
Square Root Velocity
The square root velocity (SRV) framework given in [SKJJ11] for elastic shape analysis of general n dimensional curves is considered. In this poster, we only consider closed curves
, where · denotes 2-norm. The preshape space l n (that removes translation and rescaling) is
The shape space L n (that further removes rotation and reparameterization) is
, and SO(n) and Γ denote the rotation group and the reparameterization group respectively.
Karcher Mean
The Karcher mean of shapes [q i ], i = 1, 2, . . . , N is defined to be the minimizer of the cost function
A representation of the gradient of (1) 
Geodesic Algorithm
The closed form of distance d L n is unknown, hence we compute it with an algorithm sketched in Figure 3 . 
where
is the gradient of (1). 4: If some stopping criterion is satisfied, then stop. Else, k ← k + 1 and goto Step 2.
Experiments
The MPEG-7 dataset [Uni] is used in the experiments. Algorithm 1 with the approaches in [SKJJ11] and [YHGA15] are denoted by MeanCD and MeanLRBFGS respectively. 
Conclusion and Future Work
Two approaches for computing elastic shape geodesics required have been given in [SKJJ11] and [YHGA15] . Here we have compared their performance in computing the Karcher mean.
We have shown that Algorithm 1 with the approach in [YHGA15] converges faster.
In the future, we will test the quality of the Karcher mean by MeanLRBFGS in the sense of superior clustering, classification and stochastic analysis.
