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Abstract
Social networks continue to receive significant attention in academia and busi-
ness practices. The increasing number of users, along with the amount of im-
plicit and explicit information available, poses challenges in finding, matching
and recommending people in social networks. The people recommendations
need to be accepted by both parties and presented in a reasonable time period.
Existing social matching systems can be seen as recommender systems that
recommend people to each other, in lieu of recommending products to users.
Existing systems use two popular approaches: (1) content-based matching,
using the users’ profiles; and (2) collaborative-based, using users’ activities to
facilitate the matching. Only a few social networks use a hybrid-based ap-
proach in which both profiles and activities are used. However, with the rapid
growth of users in social matching networks and with the increasing amount
of information that social matching systems obtain about their users, recom-
mender techniques are less adept at matching people in the social networks.
This thesis presents a hybrid recommendation system for matching people
in social networks with the use of clustering. Two incremental constraint-
based clustering algorithms were developed to produce fine clustering solutions
that improve the accuracy of the recommendation. The proposed clustering
algorithms combine the similarity measurement and constraints validation in
one step and execute it at the cluster level, which makes these algorithms viable
for large datasets, such as social networks. Two personalised ranking methods
were developed that employ the users’ constraints and past communications
v
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to rank the recommendations in the social networks.
The proposed system and methods are evaluated using the data collected
from a real life social network. The empirical analysis confirms that the pro-
posed system and methods achieved great improvements in the accuracy and
efficiency of matching and recommending people. Using clustering algorithms
helps the proposed system to reduce the computation complexity (through re-
ducing the number of users that the matching system needs to consider) by
up to 99.98% compared to the baseline. More importantly, it improves the
accuracy of the recommendation from 25% to up to 71%. It also helps to over-
come other problems that social matching systems usually suffer, including
the absence of knowledge, when a new user joins (cold-start problem). Fur-
ther improvements to the quality of the recommendations were made using the
proposed ranking methods. Finally, this research advances the current state
of recommending people in a social network by proposing an efficient social
matching system that uses the clustering technique and employs different data
sources, profiles and ranking methods.
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Chapter1
Introduction
Online social networks is an online service that simulates the human social
interactions and relations of real life. It allows users within the social network
to communicate with other users, interact with them and add them to their
friends lists. Research shows that users connect to friends they already know
in real life and also new friends they discover on the online social network [15].
Some users are interested in finding new people with whom they share similar
interests, personalities or even research and work domains [28]. Thus, the
number of online social networks and their members is rapidly increasing. This
makes the process of finding new friends on the social network very challenging
and illustrates the need for a social matching system that provides users with
a list of recommended friends. A social matching system can be defined as
a recommender system that recommends people to people instead of items to
1
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people.
Recommender systems have been commonly used over the last ten years to
provide recommendations of products and services to users, based on their in-
terests, preferences and online behaviour [111]. Such applications have gained
popularity, especially due to the information overload problem, as they present
the most relevant recommendations to users. The recommendations are based
on implicit and/or explicit data obtained from the user. The implicit data are
collected by recording the user behaviours while interacting with the system.
These data include navigations, preferences and rating. The explicit data are
usually obtained during the registration when the user is asked to answer a
number of questions. Examples of the recommender systems are movie recom-
mender systems [80], job search systems [120], news personalisation systems,
and advertisement delivery systems [50].
The increasing number of users in social networks, and the rich informa-
tion they provide, illustrate the need for recommender system that helps users
find their preferred matches. The task of recommending people is more com-
plicated and sensitive compared to the task of recommending products [111].
The reason behind this is the special nature of the relationships between the
users in social matching systems like online dating networks. An online dating
network is a web-based service that allows people to make contact and com-
municate with each other, and where the user is the sender and receiver at the
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same time. Therefore, social matching needs to consider both parties in the
matching process (two way matching). Analysis of an underlying online dating
network shows that it is not always true that, when two users share the same
attributes (such as values that describe themselves, including age, personality,
and smoking habit), they can be recommended to each other. However, if two
users in a traditional recommender system are similar to each other in their
interests, personalities and/or ratings then they will receive the same recom-
mendations. As a result, the standard recommendation techniques may not
be appropriate to match people in online dating networks.
Another difficulty is the increasing numbers of social network members and
their information, which builds up the computational complexity. In Facebook,
for example, there are more than 500 million active users, with 50% of the ac-
tive users logging on in any given day (www.facebook.com, 2012). Another ex-
ample is RSVP, which is considered as the largest dating network in Australia,
with more than 2 million members, and an average of 1,200 new members ev-
ery day (http://www.rsvp.com.au/, 2012). In such social networks, the huge
amount of information obtained about the users is required to achieve accurate
and efficient recommendations. This information can be divided into explicit
and implicit information. The explicit information is collected by asking the
user to answer a series of questions which represent his/her characteristics and
preferences. The user’s behaviour on the network (such as sending messages
4 Chapter 1. Introduction
and watching profiles) is also recorded in majority of social networks which; it
is referred to as implicit information.
Even though social matching systems are increasingly used and attract
more attention from both academic and industrial researchers, many aspects
still need to be explored and developed. A major problem is the low accuracy of
matching users in social networks. Hence, two-way matching process is needed
to deal with compatibility between the users who have been recommended
to each other. The majority of existing social matching systems consider the
similarity between user x and user y, and produce the recommendation without
checking that user y is also compatible with user x. Terveen and McDonald
(2005) have also emphasized the importance of this area of research and raised
some general questions, namely: What is the information that should be used
to achieve high quality matching? How does the system make a good match?
Is it possible to evaluate the matching process and then use the evaluation
outcome as a feedback? The authors argue that data mining techniques can
be used to improve recommendations in the social networks [110].
Clustering is one data mining technique that can be used to improve the
matching process in social networks [30]. It reduces the data size and cuts
down the complexity that the matching process has. Moreover, a clustering
technique assists the recommendation process by overcoming some existing
problems, such as cold start and sparsity. For example, cold start problem oc-
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curs when a new user joins the social network and the system has not gathered
enough information about the user to be matched. Assigning this user to an
existing cluster, which already has been matched with the appropriate oppo-
site gender cluster (as it has been used in this research and will be explained
later in chapter 3), allows him/her to receive recommendations instantly. For
these reasons, clustering is used in the current research to group together users
who have similar characteristics.
To clearly understand the objective of this research, this chapter outlines
the research problem, the research questions and aims and objectives as well
as the significance and contributions of the research. The chapter concludes
with the structure of this thesis.
1.1 Research Problem Statement
A new type of recommender system, the social matching system, has been
introduced in the last few years due to the popularity of social networks. Such
social matching systems recommends people to people, which is its main differ-
ence from standard recommender systems that recommend products to people.
However, recommending people to each other is much more complicated and
challenging as many aspects are involved, including privacy, different types
of data, and the relationships’ nature. As a consequence, using the standard
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recommender systems’ techniques to match people in social networks results
in low accuracy recommendations [111]. Another major problem is the high
complexity of the social matching system using normal recommender system
techniques. Although a number of social networks are already widely used,
their accuracy and efficiency need development and improvement for a num-
ber of reasons from different perspectives [110].
The current research aimed to improve the matching process in online dat-
ing social networks by employing clustering techniques [83]. The application
of data mining techniques (of which clustering is one) is usually expensive,
especially with the huge set of data as in social networks. Other challenges in
data mining people in social networks that need consideration include mining
different types of data, how often the data needs to be mined, and the con-
straints that need to be considered in the social matching process. To date,
the work on applying data mining techniques to improve the social matching
process has been limited, with many areas needing investigation.
1.2 Research Questions
The following research questions have been examined in the current research:
 How to effectively improve the recommendations in online dating social
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networks using clustering techniques?
– What clustering algorithms can be used to cluster large numbers of
people in social network?
– How to utilise the people’s constraints in clustering, and matching
them in social matching systems?
 How to rank the users’ recommendations in social networks ensuring
personalised and compatible recommendations?
 What are the appropriate metrics for evaluating clustering and matching
people in social networks?
1.3 Research Aims and Objectives
The research was designed to explore and improve the recommendations in
online dating social networks by employing data mining techniques. Firstly,
the research focused on pre-processing and profiling users’ information in so-
cial networks. The second focused on clustering the users in social networks.
The third focused on improving the matching and ranking processes in so-
cial networks, utilising clustering outcomes to achieve accurate and reliable
recommendations.
The research objectives are outlined below:
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 Develop a hybrid social matching system based on clustering techniques
to increase the accuracy of recommendations, to reduce the complexity
of the matching process, and to overcome current social matching system
problems.
 Identify the data sources (implicit and explicit data) of social networks’
members that can be used to improve the matching process.
 Develop incremental constraints-based clustering algorithms that can be
used efficiently to group people in social networks.
 Develop a matching and ranking model for presenting the recommenda-
tions.
 Develop new methods for evaluating the appropriation of clustering al-
gorithms when they are used in social matching systems.
1.4 Research Significance and Contributions
This research significantly improves the matching process in social networks,
particularly in online dating social networks. As discussed earlier, matching
people with each other is an extremely sensitive task and needs to have a
high accuracy rate. Employing data mining techniques, such as clustering in
the matching process, increases the efficiency and accuracy and, therefore, the
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users’ satisfaction.
Further, the research makes important contributions to matching and rec-
ommending people in social networks in three areas: 1) designing a new recom-
mender system that uses clustering; 2) developing new clustering algorithms;
and 3) developing a new method of ranking recommendations.
The research presents a novel hybrid recommender system that employs the
clustering technique; it uses both implicit and explicit data to achieve better
accuracy in the recommendation with less computation complexity. Moreover,
the design helps social networks to overcome some existing problems, such as
a cold start and sparsity.
As the clustering is a main component in this study, two incremental
constraints-based clustering algorithms were developed to improve grouping
people in social networks. These algorithms were designed to overcome the
shortcomings in existing clustering algorithms, and to take to consideration
the special needs and requirements of people in social networks.
The final contribution made by the present research is in the area of rank-
ing the recommendations; two new methods (constraint similarity-based and
personalised similarity-based) were developed to order the recommendations
and present them in a way that increases their acceptance.
Overall, this research has enriched the knowledge of social matching sys-
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tems by presenting a new recommendation system that bridges the gaps in
clustering and recommending people in social networks.
1.5 Thesis Structure
The remainder of the thesis is organised as follows:
 Chapter 2 reviews recent developments in the main topics, that is, so-
cial matching systems and clustering people in social networks. It also
includes the recommendations ranking for social networks, and provides
an insight into the methods used to identify the weaknesses in the state-
of-the-art methods for both social matching systems and clustering. Fur-
ther, presentation outlines how to identify the research gaps in both of
these tasks.
 Chapter 3 describes the research design used in this thesis, including the
experimental design, a detailed description of the social network and its
datasets, and the various evaluation metrics used to evaluate the cluster-
ing methods. The chapter also covers the pre-processing and profiling of
users information in social networks. It shows how to deal with multiple
data types and different data sources in social networks. Finally, it in-
troduces the evaluation metrics that were used to evaluate the proposed
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methods.
 Chapter 4 presents the methods for clustering people in social networks,
which were evaluated using the metrics defined in Chapter 3. The empiri-
cal results and the analysis of the experiments for the method against the
benchmarks conducted on the datasets are also covered in this chapter.
 Chapter 5 provides an overview of the methods designed to match and
rank the recommendations in social networks.
 Chapter 6 presents the final conclusions, summarises the findings, and
lists the main contributions of the work developed in this thesis. Further
research extensions are also offered.

Chapter2
Literature Review
2.1 Introduction
The main objective of the literature review provides a background knowledge
of the related research areas, including social networks and social matching
systems, recommender systems, and clustering and matching people in social
networks. The chapter also presents a critical review of relevant recent work
on these techniques. As discussed earlier, social matching systems have gained
in importance and popularity. These systems are considered as an extension
of the recommender system. However, the difference is that the recommender
system suggests items, while the social matching system recommends people.
However, the matching process in social networks still require improvements
so that they can produce quality recommendations. One way to improve the
13
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matching process in social matching systems is to employ data mining tech-
niques. Examples of data mining algorithms, that can be used to improve the
matching process in social networks, include clustering and association rules
(see Figure 2.1).
Figure 2.1: Flow and Relations of Information from the Literature Re-
view
Figure 2.1 shows the flow and relations between the literature review com-
ponents. The chapter outline is as follows: Section 2.2 introduces the social
networks and social matching systems, along with real world examples.; Sec-
tion 2.3 provides the background to the recommender systems as the majority
of today’s social matching systems are based on the recommender system; Sec-
tion 2.4 discusses the clustering techniques that can be used to cluster the users
in the social systems; Section 2.5 discusses the ranking techniques; Section 2.6
presents the limitations of the related works in identifying the research gaps
to be addressed in the current research; and, finally, Section 2.7 concludes the
chapter.
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2.2 Social Networks
Most of today’s communications have changed to online interactive dialogues
between organizations, communities, and individuals; they use the social me-
dia, including web-based and mobile based technologies. Andreas Kaplan and
Michael Haenlein (2010) define social media as ”a group of Internet-based ap-
plications that builds on the ideological and technological foundations of Web
2.0, and that allows the creation and exchange of user-generated content”
[58]. Figure 2.2 shows the categories and forms of the social media tech-
nologies where each technology supports a different type of communication
(www.fredcavazza.net (2012)). Therefore, the focus of the current research is
on social network sites like Facebook, Myspace, RSVP, and eHarmony; they
help their members to connect by recommending people to each other using a
social matching system.
Social matching systems, in general, are based on recommender systems
(which will be discussed in Section 2.3) [111]. However, normal recommender
systems are not appropriate to match people in social networks. In social net-
work systems, much personal information about the users is required, along
with their explicit and implicit profiles. The explicit profile is generated by
asking the user to answer a series of questions which represent his/her char-
acteristics and preferences. Some advanced social network systems keep an
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Figure 2.2: Different Categories of Social Media (www.fredcavazza.net
(2012))
implicit profile for every single user where the user’s behaviour (such as send-
ing messages and watching profiles) is kept as well.
A similar technique to social matching is social personalisation. The social
matching and social personalisation systems always overlap [21]. However,
social personalisation systems deal with both items and users, while social
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matching systems deal with users only.
In social matching systems, users start by creating their profiles and de-
scribing themselves; they choose appropriate answers to a series of questions.
Users are also required to identify what they like and dislike about their po-
tential partner. The next step involves applying matching algorithms that use
all sources of data to recommend the best matching people. Once the system
presents the recommended people, the user is allowed to interact with them
electronically via email and chat. The process is summarised in Figure 2.3.
Figure 2.3: Basic Model for Social Network Systems
2.2.1 Social Matching Techniques
Social matching systems employ different techniques to produce their recom-
mendation. Such systems consist of two main phases: the data collection phase
and the recommendation phase [83]. In the data collection phase, information
about the user was collected from implicit and explicit profiles, whereas, in the
recommendation phase, the collected data were used to identify the relevant
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users. Three learning approaches, obtained from the recommendation tech-
niques discussed in the previous sections, are widely used to match people in
social networks: rules-based approach; content-based approach; collaborative
approach; and hybrid approach [17]. More details about each approach are in
the following sections.
There are many examples of online social networks. Each one has it own
way of profiling users, matching them, and allowing them to contact each other.
Table 2 compares four social networks; two are general social matching systems
(Facebook and Myspace) and two are dating systems (RSVP and eHarmony).
2.2.1.1 Rules-based Approach
Rule-based systems recommend partners to users, based on manually or auto-
matically generated decision rules. In the manually generated systems, admin-
istrators are allowed to specify the rules, based on the users’ characteristics.
These rules affect the delivered recommendation to the users in which they
satisfy their profiles. The user profile is built explicitly by the user answering
a range of questions, and implicitly by obtaining information about the users
as they interact with the system. The main concern in relation to the rule-
based system is that they are based mainly on information provided by the
users, which is subjective and static [92].
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Table 2.1: Examples of Social Networks
Social Profiles Matching Property
network
Explicit profile Demographic: Standard interface
(information that based on users’ and properties for
Facebook users provided profiles (e.g. all users
when they school, university,
register) city, interests,
etc.) and emails
Explicit profile Content-based: Customisable
(information that based on users’
Myspace users provided profiles (e.g school,
when they university, city,
register) interests, etc.) and
emails
Explicit and Content-based: When searching,
Implicit profiles based on user’s user filters out
(information profiles (users’ inactive profiles
provided from variables)
RSVP users, and
information traced
from the user
interacting with
the website)
Explicit profile Content-based: Only allows users
(twenty-nine based on to contact those
eHarmony different personality the system has
personality variables determined to be
variables) highly compatible
2.2.1.2 Content-based Approach
Content-based filtering systems are based on what users have specified in their
profiles. The users are represented by sets of features which enable them to
be matched with a similar user profile. To achieve that outcome, user profiles
are represented as weighted term vectors, and then a weighting model, such
20 Chapter 2. Literature Review
as term frequencyinverse document frequency (TF.IDF), is used. The main
problem with content-based filtering systems is that they depend on what the
users have specified in their profiles, which limits the recommendation [91]
2.2.1.3 Collaborative Approach
Collaborative filtering systems have advantages over the previous two ap-
proaches. These systems perform much better, overcoming the shortcomings
in both the rules-based and content-based filtering approaches. In collabora-
tive filtering systems, the user preferences are considered, along with those
preferences of similar users (nearest neighbours). An advanced work utilizes
tensor models which have the ability to correlate and find latent relation-ships
between similar users based on both information [66]. Another interested work
utilizes the recognition of the reciprocal recommender as an important class
of recommender along with the identification of its distinctive characteristics
and the exploration of how these impact the recommendation process in the
domain of social networks [94]. However, the collaborative filtering approach
still suffers from a lack of scalability. Additionally, explosions in the number
of users means the process takes a very long time.
Chapter 2. Literature Review 21
2.2.1.4 Hybrid Approach
Hybrid filtering systems use a combination of collaborative and content-based
filtering techniques to produce the recommendations [107]. Two sources of
data are utilised and unified in hybrid filtering systems, namely: interaction
data (implicit) and content information (explicit). These systems achieve more
accurate recommendations when compared to other matching systems. How-
ever, hybrid filtering systems suffer from some problems, such as scalability
and data sparsity, and cold-start problems.
2.2.2 An Example of Social Matching Network
This section discusses in details the social matching network RSVP (www.rsvp.com.au).
RSVP is one of the largest dating networks in Australia, with more than 2 mil-
lion members, and an average of 1,200 new members every day [52]. Addition-
ally, users can join, view other users’ profiles, and send predefined messages
for free. However, users need to buy stamps if they decide to go for further
contacts with the recommended partners.
There are two sources of data within RSVP: an explicit profile, and an
implicit profile (web server log files). In the explicit profile, users answer
some structured and unstructured questions. The structured data includes:
personality, smoking habits, dietary habits, whether they have pets, political
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persuasion, date of birth, gender, whether they have children, relationship sta-
tus, location, height, body type, eye colour, hair colour, cultural background,
religion, education level, job role, and industry. On the other hand, for the
unstructured questions, the user is free to write his/her opinion about the fol-
lowing topics: about me, music, reading, movie and TV interests, and sport.
There are also some implicit data that represents the user’s behaviour;
RSVP traces them in an implicit file. The implicit data includes user’s searches,
viewed profiles, predefined messages, emails, instant messages, and calls. Fig-
ure 2.4 shows an example of the implicit data which represent the communi-
cations between the users.
Even though social matching systems are increasingly used, and attract
more attention from both academic and industrial researchers, a great many
aspects still need to be explored and developed. Terveen and McDonald (2005)
raised some general questions, namely: What is the user information that
should be used to achieve high quality matching? How does the system make
a good match? Is it possible to evaluate the matching process and then use
the evaluation outcome as feedback? The authors argue that data mining
techniques can be used to discover the social relationships within the social
networks. It is possible to mine patterns of communications, find out the
association rules from the users who get together, and divide users into clusters,
based on their similarities [110].
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Figure 2.4: Visualization for Users’ Communications in Social Network
Another large-scale measurement study has been conducted to analyse the
structure of multiple online social networks [82]. In the current study, four
popular online social networks have been used to gather the data. The study
shows that the social networks are structurally different from other networks,
especially in terms of the fraction of symmetric links and the level of local
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clustering. Mislove et al. (2007) reiterated that much work needs to be done
in this direction [82]. Also a conceptual, historical and scholarly survey about
social networks was presented by Boyd and Ellison (2008) [15]. They reviewed
research in social networks, addressing their strengths and weaknesses. Fur-
ther, they confirmed that this area of research required large-scale quantitative
and qualitative research.
The current study provides a new design of social matching system; it
makes use of all previous matching and filtering approaches. Moreover, the
hybrid social matching system overcomes the majority of shortcomings existing
in today’s social matching systems, especially the scalability problem. As
mentioned earlier, social matching systems are based on standard recommender
systems and, therefore, the standard recommender systems are introduced in
the following section.
2.3 Recommender Systems
As a result of the exponential increase in the volume of information available
on the web, recommender systems have been developed and used widely in the
last decade. This overloading of information makes the process of choosing an
item (such as movies or books) complicated. The recommender systems sup-
port users by recommending the right items to the right users, as well as helping
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e-businesses to deliver products that meet the users’ interests. A famous ex-
ample of an online recommender system is Amazon.com [51]. At Amazon.com,
the recommendation system is used to personalise the online store for every
individual customer. Every time a user logs in, a list of recommended items
appear. These recommendations are based on the users browsing history and
rating items. Amazon.com also uses a collaborative filtering approach, which
is discussed later in this chapter [44].
The recommender systems can be divided into five categories: collabora-
tive, content-based, demographic, knowledge-based, and hybrid filtering [33].
These categories are based on the filtering techniques used in producing the
recommendations and the data sources used to obtain the required knowledge,
as shown in Table 2.2. In the following sections, each one of these categories
are discussed in detail.
2.3.1 Collaborative Recommender Systems
Collaborative filtering is one of the most promising and widely used recom-
mender techniques [100]. It recommends items to users by determining the
items that similar users have positively rated or selected. For example, if
two customers are similar to each other in their interests and behaviours, the
system will recommend the items bought by one to another.
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Table 2.2: Recommender Techniques
Techniques Data source Process
Collaborative User rating and Find user X, who rated similar
user history items to what user Y rated, and
exchange their items
Content-based Item attributes Classify items based on their
attributes and then use user
behaviour to match users with item
classes
Knowledge-based Implicit data (such as Use implicit data to predict items
users’ opinions, requests that the users may
and clicks), along with like, along with explicit data
Explicit data ( such
as users’ profiles)
Demographic Users’ demographic Find the relationships between
information people and the item they like.
Hybrid filtering Mix of the previous techniques.
The advantages of the collaborative recommender systems, that allow them
to be highly sought and widely used, is summarised as follows. First, recom-
mendations in a collaborative system are based on the preferences of many
users who are similar to the targeted user, which extend the items that are
recommended to users, as well as the recommendation of items that are not
part of the user’s direct interest. Additionally, the collaborative recommender
systems are not dependent on either the items’ preferences or the users’ pref-
erences. As a result, the system can be used with any type of items, including
items that do not have enough preferences, or their preferences are left null
[26].
On the other hand, the collaborative recommender systems suffer from two
main problems. The first problem is the lack of user feedback or user rating
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in some types of websites. For example, a recommender system in a movie
website is expected to receive more preference ratings than a real estate or
car website. While a user may search for movies several times a week, he/she
may search for a home or a car only once a year or less. A similar problem,
referred to as a cold-start problem, is the absence of knowledge when a new
system starts or a new user joins. In such cases the recommender system has
no basic knowledge about the users’ preferences and, hence, it produces poor
recommendations. Therefore, the quality of recommendations depends on the
volume of available knowledge.
Another significant problem in collaborative recommender systems is the
coverage of the users’ rating, which is referred to as a sparsity problem [54].
It occurs when a website, such as an online book store, contains a massive
increase in the number of books when compared to the increase in the number
of users. In such cases, many items may be left unrated and, therefore, they
may not be included in the recommendations. It is also possible that users rate
different items where they do not have overlapped items; this can negatively
affect the process of finding the recommendations. In other words, the number
of active users who provide preference ratings should be large enough to obtain
accurate recommendations.
Many collaborative recommender systems have been developed and pro-
posed. An interesting research outcomes have overcome the problem of rating
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sparsity in collaborative recommender systems using a coefficient factor [124].
The coefficient factor, used to calculate the similarity between the users, is
the ratio between the number of items being rated by more than one user to
the total number of items. A number of efficient techniques have improved
the collaborative recommender systems, including: using item based cluster-
ing methods instead of user-based clustering methods; using the recommender
system as a classification approach; and using dimensionality reduction tech-
niques, such as Single Value Decomposition (SVD), to reduce the dimension-
ality of sparse rating matrices [69]. Other work has demonstrated that simple
clustering to the preference ratings improves the local density of the rating
and solves the sparsity problem [26].
A limited work has been done in using collaborative filtering to recom-
mend people in social networks. One interesting work utilised the traditional
collaboration recommendation methods and used them in online dating web-
site. In this method, ratings are the only parameter which affects the matching
algorithm. The results sowed that collaborative filtering can provide good rec-
ommendations to users in online dating services [16]. Another work claims
that not only the users’ interests and demographic data need to be considered,
but also their activities and relationships with other users [60]. This work
gives a comprehensive theoretical view over how a matching algorithm should
be implemented.
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Although using collaborative recommendation techniques to recommend
people in social networks can be effective for some users, it does not work
for the majority of the users because the common behaviour of people in so-
cial networks includes users joining the social network and staying passive for
some time before starting to communicate with others. Such behaviour re-
moves users from both receiving recommendation and being recommended to
others. Nevertheless, the collaborative recommendation techniques are very
useful with recommender systems having extremely large numbers of interac-
tions between their members.
2.3.2 Content-Based Recommender Systems
Content-based recommender systems rely on item features to produce the rec-
ommendation. Two approaches are used: the classification approach, and the
nearest-neighbour approach [25]. In the classification approach, items are clas-
sified, based on their characteristics. Then, the items of the relevant classes
are recommended, based on the user rating information and the user profile.
In contrast, the nearest-neighbour approach uses the information of previously
rated items for a specific user to recommend new items to him/her. Once
a user positively rates or buys an item, the system searches for other items
which are similar to the previous one, and introduces them to the user as
recommendations [33].
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Content-based recommender systems do not suffer from the problems of a
cold-start or new items, as do the collaborative recommender systems. This is
because content-based recommender systems have access to item characteris-
tics which are identified, for both old items and new items. It involves building
sufficient user profiles and improving the profile every time a user performs a
new rating.
However, the quality and accuracy of the item features in the content-
based recommender systems are not always sufficient, which negatively affects
the recommendations. As mentioned above, the users’ profiles are updated,
based on the item characteristics that they have rated. If the characteristics
are not sufficient (usually the case for movies, music and photographs) or are
over specified, then the accuracy of the recommendations will be low. Another
problem occurs when the item attributes need to be in the same structure
so that the comparison process can take place. While this may be possible in
some domains (such as online book stores), they present very difficult problems
in many other domains (such as music recommenders).
Today, many techniques have been employed in content-based recommender
systems, including: neural networks, decision trees, rule inductions, and Bayesian
networks. These techniques help the content-based recommender systems to
perform better in their different forms. For example, using a decision tree
with structured data can improve the performance and the recommendation
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accuracy [91]. In the Bayesian network, when users are allowed to rate items
as relevant or irrelevant, there is an improvement in the performance of the
recommender system when it is used to recommend unrated data sets [2]. For
more examples of recommender systems that incorporate these techniques see
[32], [33] and [91].
In the context of social matching system, the majority of social match-
ing systems are based on content-based approach. An example is RECON,
a content-based reciprocal recommender, that match and recommend people
in the online dating website [95]. One advantage of RECON is that it deals
with the cold-start problem, providing a substantial improvement of more than
60% in success rates for new users. Another example is Beehive, a social net-
working that helps users to communicate, share information, and connecting
with each other [21]. Chen et al. explored the use of four algorithms, two
content-based and two collaborative filtering, and evaluated the accuracy of
these algorithms. The content-based technique provided the highest percent-
age of good recommendations among contacts who were not previously known;
collaborative filtering worked well in finding previously known contacts.
To conclude, the majority of basic social matching systems which based
only on content-based recommendation techniques, have low accuracy rates
[7]. Thus, the use of user behaviour is an important and accurate source of
information, along with their profile information. Also if users provide more
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information on their profiles the content-based matching process will be much
improved.
2.3.3 Knowledge-Based Recommender Systems
Recommender systems that utilise advanced data sources, other than those
used by collaborative recommender systems and content-based recommender
systems, are known as knowledge-based recommender systems [32]. In these
systems, implicit data (such as users’ opinions, requests and clicks) are traced
and used to improve the recommendation, along with the explicit data. Two
approaches are widely used in knowledge-based recommender systems: case-
based recommendations and constraint-based recommendations.
In case-based recommender systems, the process of producing recommen-
dations is a similarity-assessment problem. The system attempts to find items
that are similar to what the users are seeking. Such recommendations require
more data sources (especially explicit data sources) so that the data profile
can be built and improved. Therefore, the processes of identifying what the
user likes, and defining what is similar to that like, are critical in such rec-
ommender systems. Examples of case-based recommender systems include:
discovering useful compound critiques during the recommendation session to
improve recommendation efficiency [104]; combining feature entropy with an
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appropriate measure of feature relevance using feature-selection methods [81];
and applying critique-based recommendation methodology to the acquisition
and revision of user preferences to improve mobile recommender systems [99].
The other knowledge-based recommender approach, the constraint-based
recommendations are based on the implicit and explicit constraints which are
used as a filtering or compatibility process. The uniqueness of the constraint-
based recommender system is that it omits undesirable recommendations from
the recommendations list, based on the user constraints. Examples of constraint-
based recommender systems are: VITA (Virtualis Tanacsado), a financial ser-
vices recommender system that was developed and maintained to support cus-
tomer selections in complex and high involvement product domains, based
on knowledge-based techniques [34]. A number of other systems that employ
constraint-based techniques have been discussed by Felfernig and Burke [32].
The knowledge-based recommendation techniques are rarely used in so-
cial matching system due to their vast complexity. However, in the current
research, constraints are used to improve the accuracy and efficiency of the
recommendations in ways that do not increase the complexity.
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2.3.4 Demographic Recommender Systems
Demographic recommender systems rely on users’ characteristics (such as their
age, education and interests) to find the relationships between them and oth-
ers, and to find out what they like. Such a system categorises items, based
on their characteristics, and recommends them to the user, based on their de-
mographic attributes. For example, when making movie recommendations to
a user, who is interested in cultural documentaries, a range of demographic
information needs to be considered, including: language, age, nationality and
cultural background.
One major weakness in demographic recommender systems is that the sys-
tem uses static user profiles, which do not get updated when the users interests
change. On the other hand, the collaborative recommender system and the
content-based system are both adaptable to changing user ratings and inter-
ests. Demographic recommendation techniques are already used by the ma-
jority of social matching systems. Users tend to seek out and disclose much
demographic information and, as such, they appear to be sensitive to some de-
mographic factors, even when they are not explicitly disclosed [110]. While the
techniques are sufficient to be used in some domains, social matching systems
need more implicit and explicit information to obtain more accurate recom-
mendations. They also require more dynamic profiles which are updated when
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the users’ behaviours change.
2.3.5 Hybrid Recommender Systems
The hybrid recommender systems are based on a combinations of the tech-
niques that have been discussed above. The combination allows the systems
to gain benefits from different techniques, which improves the performance and
increases the recommendations’ accuracy. In order to achieve this outcome,
hybrid recommender systems incorporate different data sources that are used
with other recommender systems. The hybrid recommender systems can be
divided into seven categories: weighted, mixed, switching, feature combina-
tion, cascade, feature argumentation, and meta-level [18]. Examples of recent
hybrid recommender systems are presented below.
Hydra is a hybrid recommender system that uses a combination of collabo-
rative and content-based filtering techniques to produce its recommendations
[107]. Two sources of data are utilised and unified in Hydra, namely: rating
data and content information. Experiments have shown that Hydra achieves
more accurate recommendations when compared to traditional collaborative
recommender systems. Another hybrid recommender system, that combines
collaborative, content-based and demographic filtering techniques, was devel-
oped by Ghazanfar and Prugel-Bennett [40]. Their system overcomes a number
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of problems, such as scalability, data sparsity, and cold-start problems. Other
recommender systems using the hybrid techniques are discussed by Burke [18].
The hybrid recommender systems are popular today as they use different
data sources and employ more than one technique. This approach improves the
quality of the recommendations and, at the same time, increases the process
cost. Importantly, the recommender system is the base for social matching
systems, as many of its techniques are used in social matching systems.
2.4 Clustering Users in Social Networks
Clustering, one data mining technique, can be used to improve the matching
process in social networks. It reduces the data size and the processes that need
to be performed. For this reason, clustering was used in the current research to
group together users who have similar characteristics. In the context of social
networks, clustering results in groups of users who share the same preferences
and behaviours. The social network data are classified into two categories:
usage and user profile. Usage refers to the users interaction with the system
(explicit data), while the user profile contains information about the user that
he or she is required to provide when joining the system. The user profile may
be static or dynamic [43].
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The process of clustering the users into social networks can be divided
into two phases. The first phase is the data pre-processing phase, where the
relevant data are collected, cleaned and transformed into user profiles. The
second phase is the data mining process, where users are clustered and the
groups are identified [30].
Data pre-processing in social networks is an important step, as unsuccessful
pre-processing will lead to unsuccessful mining. A number of challenges may
occur during this stage. As a result a variety of algorithms and techniques
have been designed and improved to deal with such situations, including: data
fusion and cleaning, user and session identification, and pageview identification
[43], [83], [37].
2.4.1 General Clustering Algorithms
Clustering algorithms can be classified into four categories, based on the em-
ployed techniques, namely: partitional, hierarchical, density-based and grid-
based [117]. These categories are discussed in the following sections.
Partitional clustering algorithms assume that there are k clusters, based
on the a priori knowledge. They randomly choose k objects from the data
set. Each chosen object is considered as a single cluster. Then, the partitional
clustering algorithms iteratively reallocate other data points to their closest
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cluster until a stopping criterion is met. As a result, k clusters are gener-
ated. However, partitional clustering algorithms suffering from the number of
clusters k needing to be known. This requires that users have at least some
domain knowledge, which is often not available since the users, mostly, do not
have any idea of how many clusters are in the data set. Another problem
is the difficulty of identifying clusters with large variations in size. Finding
the stopping criterion for the partitional clustering algorithm requires all pos-
sible partitions to be considered. This is almost impossible and, therefore,
partitioning algorithms do not consider all partitions in a large data set.
To overcome this problem, hierarchical clustering algorithms attempt to
partition objects into nested grouping relationship clusters. The results of hi-
erarchical clustering algorithms are represented by either a binary tree or a
dendrogram. In the dendrogram, the root node represents all the data objects
while each leaf node represents a single data object. The intermediate nodes
are regarded as extensions of the objects that are proximal to each other; and
the height of the dendrogram represents the distance (similarity) between each
pair of objects or clusters, or between an object and a cluster. Hierarchical
clustering algorithms follow two methods in the clustering process: agglomer-
ative or divisive. Agglomerative methods form clusters from the ”bottom-up”.
At the start, each object is a separate cluster; then the small clusters are
merged into bigger clusters at each level of the hierarchy until, at the top of
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the hierarchy, all the objects are in one cluster. Divisive methods form clusters
from the ”top-down”. They start with all objects in a single cluster; then the
cluster is split until all points are divided into one small cluster.
Density-based clustering algorithms group clusters, based on the density of
the data points in regions. All the regions that are reachable from each other
are merged to form clusters. These algorithms perform well to find clusters of
arbitrary shapes.
Grid-based clustering algorithms are used primarily for spatial data sets.
They first calculate the clustering space into a fixed number of cells, and then
perform the required operations on the quantified space. The cells that contain
more than a certain number of data objects are marked as dense. All close
dense cells are connected together to form clusters.
The previous categories cover the majority of clustering algorithms. How-
ever, there are some clustering algorithms that are designed differently so that
they cluster special datasets, for example: constraint-based clustering, model-
based clustering, and evolutionary methods. Figure 2.5 illustrates the cat-
egories of clustering algorithms, along with examples of algorithms for each
category [23].
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Figure 2.5: Clustering Algorithms’ Categories [23]
2.4.2 Clustering Large Datasets
The large-scale clustering algorithms address the challenge of clustering ex-
tremely large datasets with a large number of attributes, as well as large num-
ber of observations. Examples of such algorithms include k-means, BIRCH,
CLARONs, Clique and Rock [56]. K-means, a basic clustering algorithms, ef-
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fectively clusters large-scale data. It aims to partition n items into k clusters,
where each item belongs to the cluster with the nearest mean. Many improved
versions of k-means have been released in order to overcome its disadvantages.
For example, one extension to k-means was able to handle categorical domains
and domains with mixed data [53]. Another example, an efficient disk-based
k-mean clustering algorithm, works inside a relational database management
system to handle large high dimensionality datasets [90].
However, algorithms such as k-means require the pair-wise similarity to be
computed. This process can be expensive and unnecessary for clustering some
types of data. To address this challenge, another class of clustering algorithms,
the incremental algorithms, were developed and do not require each pair of
objects to be matched. These methods define a criterion function at cluster
level: the global similarity measure. An example of this algorithm is LargeItem
[113], which uses a new clustering criterion based on the notion of large items
(without using any measure of pairwise similarity). LargeItem assumes that
there are many large items within a cluster and little overlapping of such
items across the clusters. Another efficient and effective algorithm, Clope,
used for clustering transactional data, introduces the notion of the cluster
histogram [119]. The clustering criterion function (Profit) as defined, takes into
account the shape of the cluster histrogram and the number of transactions
in it. Another incremental clustering algorithm XCLS [86], was clusters XML
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documents with level similarity; the XML documents are grouped according
to structural similarity using a global criterion function.
2.4.3 Constraints Clustering and Semi-supervised Clus-
tering
Most existing clustering algorithms do not consider the constraints in the
clustering process. The traditional clustering algorithms were designed to
find clustering solutions that group similar objects together, whereas, for the
constrained clustering problem, users who share high commonality may not
be clustered together due to the conflict in their attribute values, which are
deemed as constraints. For example, if two users in a social network are similar
to each other in the majority of their attributes, except for the attribute that
has been identified as a constraint (have kids attribute, for example), they
will be placed in the same group using traditional clustering algorithms. In
contrast, a constrained clustering algorithm identifies such a constraint and
maintains it in the clustering process. Consequently, that user would not be
placed in the same cluster.
In addition, any external information available along with the dataset is ex-
tremely useful in finding a good partitioning of the data. Clustering algorithms
that utilize such information are called semi-supervised clustering algorithms
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[19]. This additional information is usually in the form of pair-wise constraints,
such as a must-link constraint, which means that the point pair connected by
the constraint belongs to the same cluster. On the other hand, a can-not link
constraint specifies that the point pair connected by the constraint does not
belong to the same cluster. It is generally assumed that the constraints are
provided by the domain expert. However, there has been only limited work
on automatically deriving constraints from the data. Some attempts in de-
riving the constraints from the domain ontology, and other external sources,
into clustering algorithms include the use of ontology, or Wikipedia to guide
the clustering solutions [13]. Nevertheless, these are mostly feature constraints
and not constraints based on the Instances [55]. In the newly developed meth-
ods, the constraints are driven from the data, itself, by analysing the profiles
of successful communicating users to increase the reliability and accuracy of
these constraints.
Most algorithms in the semi-supervised clustering technique modify the
existing clustering algorithms to incorporate the pair-wise constraints. One
example, BoostCluster [75], follows a boosting framework to improve the per-
formance of any given clustering algorithm using pair-wise constraints. It
iteratively modifies the input to the clustering algorithm by generating new
data representations, such that the pair-wise constraints are satisfied while
also maintaining the integrity of the clustering output. Some semi-supervised
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clustering algorithms consider the label information, where pairs of instances
are labelled as belonging to the same or different clusters. However this algo-
rithm is not applicable in some domains, including social networks, because of
the absence of such label information.
2.4.4 Clustering Users in Social Networks
A number of clustering algorithms have been proposed to group users in social
networks; some of the current work is presented below. Harper, Sen and
Frankowski (2007) designed an algorithm that automatically groups users into
social networks and describes the resulting user groups. Their algorithm does
not require pre-existing groups but, instead, is based on activity balanced
clustering which considers both user activity and user interest. The results
show that the activity balanced clustering algorithm outperformed the k-means
algorithm for both compactness and separation. It also produced far more
uniform clusters than the k-means in terms of the total number of users per
cluster and the number of active users [48]. Constrained clustering is also
employed to cluster users into social networks. This type of algorithms helps
to overcome some clustering problems, such as near-duplicate [118].
Another semi-supervised pairwise constrained clustering algorithm, designed
to cluster a large amount of labelled and unlabeled data, has pairwise must-
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link and can-not link constraints [12]. This algorithm significantly improves
the accuracy of clustering data, especially when small amounts of supervision
is provided. It is also able to handle very high dimensional data with large
datasets. Furthermore, an interesting paper, by Sun et al. (2005), used a ten-
sor model to improve the personalisation of the web search. The data collected
from a search engine are represented by a 3-order tensor model. The authors
then performed a 3-mode analysis using the higher-order singular value de-
composition technique to automatically capture the latent factors that govern
the relations among the multi-type objects: users, queries, and Web pages.
Kutty et al.’s (2011) work developed a clustering method, XCT, for effectively
combining both the structure and the content features in the XML documents
using TSM model [67]. Their work clearly ascertained that the XCT improved
the accuracy of the clustering solution.
In conclusion, clustering the users into social networks is a promising tech-
nique that helps improve the efficiency and accuracy of the recommendations.
However, the existing algorithms need to be improved to more effectively clus-
ter users in the social networks. The community detection techniques, a topic
related to the current research, are based on the clustering techniques to or-
ganize data based on the common features of the actors.The techniques are
discussed in relation to social networks in the following section.
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2.4.5 Community Detection in Social Networks
Identifying communities of individuals within a social network another topic
related to this research. These communities are defined as subsets of people
among whom there are relatively strong, direct, intense, frequent, or positive
links [29]. Another instance of community detection involves identifying com-
munities who play an important role in Web analysis; here a Web community
is defined as a set of sites that have more links to members of the community
than to non-members [70].
Additionally, community identification, such as occurs in social networks,
can be applied in wide range of applications to improve their services. In
social networks users with similar interests are clustered to help to improve
the recommendation and matching of users; hence, each user in a cluster can
share other users’ recommendations. Also, community identification can be
used to identify clusters of customers with similar purchase interests in online
retailers ( e.g. www.amazon.com). This clustering enables efficient recom-
mendation systems to be established that provide the customers with a list of
recommended items (from the retailer) and that enhance business opportuni-
ties. In the social recommendation context, community detection involves the
clustering of the users in the social network into groups that share common
characteristics. These communities should contain more edges ”inside” the
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community than edges connecting the users from inside the community to the
outside of the community. The main reason for community detection in social
networks is the identification of similar users into groups, and the making of a
group-group based recommendation.
Many techniques (described in the following) have been discussed in the
literature. The Block modelling technique partitions social networks into po-
sitions which consist of sets of positions [39]. The KOJAK group finder [1]
expands the existing groups, based on the heuristic reasoning process, group
members’ interactions or activities. The collaborative graph model [65], which
is a generative model for multi-type link generation, utilizes the k-group algo-
rithm to discover the subgroup.
2.5 Recommendation Ranking
In many domains, including social matching systems, the number of recom-
mendations is large, as a result of the huge number of items or users, and the
similarity between them. This makes it difficult for the user to distinguish
between these recommendations, as well as to identify the most relevant rec-
ommendations. Ranking the recommendations helps the users to overcome
such a problem; the recommendations are presenting in an order of how the
users like them; the top n items are shown to the user. While many techniques
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have used the ranking process, the following section presents a discussion of
some famous rankings.
The basic ranking method is a novel method of ranking the top k-rows that
match with the users requirements [20]. This methodology revolves around a
scoring variable which is used to retrieve the top-k results. If this variable is
high, no rows are retrieved, and if it is low, too many rows are retrieved. An-
other ontology based method utilizing user profile information uses three sub-
techniques (re-ranking, filtering and query expansion) to collectively improve
the performance of the recommended documents [96]. Re-ranking depends on
a ranking function which is applied to the results which are returned by a
search engine. If that function is well chosen, it will bring more relevant items
to the top of the list. Such filtering eliminates, mostly, all irrelevant items;
it is done by comparing the items to a list of keywords or previous ratings,
provided by the users. Query Expansion is achieved by modifying the query
to include the users interests obtained by the query.
Recent research [38] has adopted a query dependant ranking approach,
which utilizes a K-Nearest Neighbour (KNN) method for query dependent
rankings. A feature vector defining the query in the feature vector space is
used to find its k nearest queries in terms of Euclidean distance. Another work
[3] incorporated the user profile information to increase the efficiency of the
searched results. The authors used a supervised machine learning technique
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(neural net tuning algorithm) to develop a ranking function that best predicted
the relevance of each search result. The Features Importance Technique (FIT)
ranking, a flexible ranking method, can optimally utilize the available informa-
tion for the best ranking results [97]. When the workload is used, or the user
preferences are available, FIT gives the exact occurrence of these features an
extra impetus, relative to the consideration of other features, and scores them
higher. When no information is available, FIT still manages to score, based on
the number of features searched and matched. In Web databases, with millions
of values and multiple search features, the performance of search results can
be improved by the FIT algorithm. However, to give optimally ranked search
results, some workload information or user profile details are needed. Another
work, presented by [97], proposed a ranking algorithm that gives higher pref-
erence to a user’s current search and also utilizes profile information in order
to obtain the relevant results for a users query.
Soliman and Ilyas (2009) developed a probabilistic ranking model, based
on partial orders, to rank result sets in cases where many values are missing,
or are uncertain [105]. Another interesting study, by Meng et al. (2009), used
the previous queries of a user to recommend the most approximate results [78].
These techniques are examples of ranking techniques that have been used
to rank queries, items or news. Applying such techniques to rank recommen-
dations in social matching systems will make it much easier for the users. For
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example, once the recommendations are ranked; ranking is very useful in mea-
suring the users’ satisfaction about the recommendation; it is then taken as a
feedback to improve the recommendations.
2.6 Discussion and Research Gap
This chapter reviewed the literature related to the four research focus areas:
social matching system, recommender systems, clustering users in social net-
works, and recommendation ranking. It has shown the structure of social net-
works, and how existing social matching systems are based on recommender
systems. It also provided details of the different categories of recommender
systems, their features and techniques. A detailed description of the cluster-
ing algorithms was provided; it highlighted major related research, and, finally,
discuss the recommendation ranking techniques. From the literature review,
the following limitations were observed:
 The low accuracy rate of existing social matching systems results in low
quality recommendations.
 The lack of an efficient social matching system that can scale for the
large and increasing number of users in social networks.
 The limited social matching methods use implicit information in their
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system.
To the best of the researcher’s knowledge, no clustering algorithm exists
that can provide an accurate grouping of users that considers their constraints
within a reasonable computation time period.
2.7 Summary
The literature review introduced: the range of social matching systems; how
they related to the recommender systems; and why it is not sufficient to use
recommender systems in a social matching system. The chapter also presented
a real example of a social matching system, its structure, and how it works.
As social matching systems still require more development, the most common
shortcomings were summarised to identify the existing gaps. Next, the most
promising techniques that could be used to improve the matching process in so-
cial networks were outlined. Further, the details of some clustering techniques,
and how they could be used to develop the matching process in social networks,
were also discussed. Finally, an overview of the ranking recommendations was
presented, along with an introduction to previous important research.

Chapter3
The Proposed Research Methodology
3.1 Introduction
This research has developed a new approach to match users in social networks
using data mining. The approach considers both explicit data (information
that users provide about themselves) and implicit data (user activities on the
social networks) to improve the matching process. The matching process, in
a majority of social matching systems, is based on explicit data that users
provide to describe themselves [15]. However, the new system uses implicit
data that represents the users’ activities in the matching process, as well as the
explicit data. The explicit data are used to cluster the male and female users
into homogeneous groups. Then the clusters are matched using implicit data,
with users then being recommended to each other. The research design of this
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approach, described here, covers three main phases: the pre-processing and
profiling users’ information; the clustering of users; and the recommendation
of matching partners. The chapter also presents the social network and the
datasets used to evaluate the new method. In addition, some social network
analysis techniques, used to study the users’ behaviour and their interactions
and relationships, are outlined. Finally, a wide range of evaluation metrics,
used or developed to measure the effectiveness of the new approaches, are
outlined.
The clustering and matching of people in social networks are covered in
detail in separate chapters (Chapters 4 and 5). As the core of the new match-
ing system is based on the clustering, different existing clustering algorithms
are used in the current study. Two clustering algorithms, that overcome the
shortcomings of the existing algorithms, were developed. Chapter 4 provides
these clustering methods and how they can be used to improve the clustering
solutions in a way that improves the accuracy of the recommendation in social
networks. The matching and recommendation methods are discussed in chap-
ter 5. In this chapter, chapter 3, the new matching and recommender system
(using different clustering algorithms) is compared with other social matching
methods.
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3.2 Research Design
The aim of the current research was to develop an accurate and effective rec-
ommender system that improves the accuracy and acceptance of recommen-
dations in social networks. The research was divided into three phases: data
pre-processing and profiling; clustering; and recommendation. The output of
every individual phase was used as an input for the following phase. First
phase is the pre-processing and profiling of users’ information in social net-
works. The second phase is clustering which is the main core of the new
design. Clustering allows the use of both implicit and explicit data. Using
clustering in the new system helped to overcome some problems with existing
social networks suffer, such as the cold-start problem and sparsity. Last Phase
is the recommendation phase where recommendations were presented to the
users. The research design is graphically presented in Figure 3.1.
Also an ongoing evaluation process was involved in each phase, as well as
being used to develop the whole system. More details about each phase are
presented in the following sections.
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Figure 3.1: Research Design
3.2.1 Phase-One: Pre-processing and Profiling
The main task in phase one was the pre-processing of the data obtained from
a social network, and preparing for the next phase. The data about the users
of the social networks can be derived from two sources: explicitly from the
users profiles, and implicitly by tracking the users behaviour on the network.
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Examples of the implicit data included: communication with other users, such
as sending invitations, watching users profiles, and so on. Data integration was
another important task within this phase, particularly as different data types
were involved in social networks. The next task involves cleaning the data by
omitting the outliers and the inactive users. Once the data was aggregated
and cleaned, the relevant information was identified and separated from the
whole dataset and, then, to be used in the next phases. The users were divided
into two groups (male and female) in order to cluster every group individually.
It was important to perform the pre-processing tasks correctly so that suc-
cessful data mining and matching could be ensured. Five tasks were used in
the current research: data fusion, data cleaning, data integration, data aggre-
gation, and data generalisation. This information was used in the next phase
(phase two).
3.2.2 Phase-Two: Clustering
The aim of phase two was to cluster the male users and the female users,
separately, based on their similarities. The males and females were clustered
separately so that one gender’s clusters could be matched with the other gen-
der’s clusters; then the users in one cluster can be recommended to the users
in the other. This process reduced the cost of user matching from pair-wise
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matching (user level) to clusters matching (cluster level). It also increased the
efficiency and accuracy of the matching, as the results show (see Section 5.4.2),
and overcame some existing problems in social matching networks. There were
a variety of clustering algorithms that could be used to cluster the users in the
social networks; however, many were not applicable when it came to clustering
users in social networks. The reason for this inefficiency related to the special
nature of the data and the constraints of a social network. The number of users
and the volume of data available in social networks was extremely large which
adds high computational complexity to the matching process. Moreover, the
data about the users suffered from the sparsity problem as the users only filled
in some information in their profiles and left the rest empty.
In this phase, two incremental algorithms utilized the social networks’ con-
straints and used the global similarity measurement developed to cluster the
users. The new algorithms overcame the problems of dimensionality and spar-
sity in the social network data. The algorithms were able to handle the social
network constraints, and they were scalable as well. The output from this
phase involved two sets of clusters (male and female clusters). The content of
the two groups of clusters were in the same structure and format, and they
were used as an input in the next phase (Phase Three).
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3.2.3 Phase-Three: Recommendation
Phase 3 aimed to recommend the best partners to the users, based on their
compatibility. The process of recommending the users was divided into two
parts: clusters matching, and recommendations ranking. The output of the
clustering was a set of male clusters and a set of female clusters. The cluster
matching was intended to assign a gender cluster aligned with the most com-
patible other gender cluster, according to the clusters overall similarity. The
developed algorithm, identified the similarities between the clusters, based on
the clusters’ features, was used in this process. Once the clusters were matched,
the ranking took place. The ranking process aimed to rank the users’ recom-
mendations. For example, if cluster x was assigned with a cluster y, then
each user in cluster x would receive the best n matching users from cluster
y as recommendations, and vice versa. The ranking process organised these
recommendations in descending order, based on their similarities.
The new methods were developed and tested using the Java and PL-SQL
programming languages. As the case study for the current research contained a
huge amount of data, it was determined that it would be more efficient to keep
those data in an Oracle database, and interact with them using PL-SQL codes.
In addition, the SAS and Weka software were used to mine and visualise the
data, thus enabling a clearer understanding of the data behaviour. Further,
60 Chapter 3. The Proposed Research Methodology
Matlab was an essential tool used to analyse the data.
3.3 Case Study of Social Network
Social networks come in different forms categorised according to their usage.
The data used in this research was from an online dating network that aimed
to provide the best compatible partners to users. There were more than two
million users (members) in 2012, and this number is increasing rapidly. The re-
lations between the users in the social network were seen in the form R1(u1, u2),
where u1 was a user from a gender, u2 was another user from the other gen-
der, and R1 was the relationship type. Many activities can be represented
by the relationship R1 such as viewing profiles or sending messages. Also R1
was considered as the most successful relationships, where the partners were
successfully connected with each other, as illustrated in Figure 3.2. Each user
was connected with one or more users, and each one was also connected with
one or more user, and so on. This relation could be positive where both users
are agreed or negative where it is rejected from the other part.
Each user was asked to answer a set of questions to complete his/her profile.
These questions were divided into two subgroups: information about the user,
and information about the preferred partner.
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Figure 3.2: Relationships Between Social Networks’ Users
The first section included information about the user’s age, industry, ed-
ucation level, body, interest, etc. For each attribute, the user was required
to select the best value that represents him/her, or leave it null. Table 3.1
shows a snapshot of these attributes and the number of distinct values that
each every attribute holds.
An example of such attributes was marital status, where the users were
asked to select their marital status from the list: married, divorced, separated,
single, widowed, or leave it null.
The other subgroup of questions related to the users’ preferred partners.
The users were allowed to select as many values about their partners as they
liked. It was also possible for them to select more than one value for a single
attribute. An example of this information related to the potential partner’s
eye colour, where users could select one value, many values, or ignore the
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Table 3.1: Users’ Attributes and their Distinct Values
Attribute Number of
distinct values
Have pets 3
Industry 29
Occupation level 11
Marital status 5
Body type 5
Eye color 8
Hair color 10
Ethnic background 13
Have children 4
Personality 5
Smoke 4
Religion 13
Want children 3
Education 5
Politics 4
Diet 4
Height 18
Drink 3
Age group 18
attribute. In this network, the maximum number of values that a user can
select about his/her partner was 146, while the minimum was none. The
database analysis showed that the users provided, on average, the information
about 10 preferences.
In the dataset, the user entered their age (in years) and the age range of
their potential partners (age from, age to). The user’s age was transformed into
groups to reduce the complexity of age matching between users. The user’s
age group, along with the number of male and female users in each group, are
presented in Table 3.2. It shows that the majority of users were between 20
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to 49 years, while the age distribution ratios for both males and females were
very similar.
Table 3.2: Age Groups for Users
Age Group Female Male
< 20 0.11% 0.12%
20 29 11.93% 14.31%
30 39 14.89% 18.00%
40 49 11.04% 11.39%
50 59 5.93% 5.41%
60 69 1.72% 1.59%
70 79 0.19% 0.24%
80 89 0.02% 0.04%
90 99 0.01% 0.02%
100+ 0.03% 2.99%
Unknown 0.02% 0.02%
Total 45.88% 54.12%
3.3.1 Data Pre-Processing and Profiling
The data available in the social networks was different when compared with the
data in other domains. The main reason for these differences rest in the nature
of the relations and communications that exist in the social network, where
each user had data that described himself/ herself, his/her preferred match,
and the interactions and communications between the users. This chapter
presents an analysis of social networks’ data and profiles, the filtering of the
data, and the integration and transformation of the data used in the matching
system. The relationships between these areas are presented in Figure 3.3.
A clear understanding of the social networks’ dataset lead to a good pre-
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Figure 3.3: Data Pre-Processing
processing approach. Obtaining high quality data increased the efficiency and
quality of the matching system, which was the aim of this section.
3.3.2 Data Filtering
The number of users in the majority of social networks, and their number of
attributes and values were large. The dataset used in the current research
contained over two million users and an average of 40 explicit attributes per
user (including own and preference attributes), in addition to the implicit
data. This large amount of data would normally take a long time to process,
and to derive the recommendations. Further, the computational complexity of
finding the best matched partner for a user, from a dataset that contains ten
million users, is much more expensive than comparing a dataset that contains
five million users. Although different matching methods result in different
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computational complexities, the number of users and information they have
are still major factors that affect the running time of the social matching
system. Hence, the data were reduced by filtering the users and identifying
the relevant attributes that the users tended to rely on to make their decisions.
One way to identify the relevant attributes to a user is by finding the previous
relationships for that user, then find the attributes’ similarity between that
user and his/her previous partners. If, for example, the user share the same
value of smoking habit with all previous partners then this attribute is very
important for the user. More details about this process are discussed in section
5.3.
The users can be active or inactive. Thus, many criteria were used to
define who is active and who is not. An inactive user may include: users who
have not viewed any profile; users who have not communicated with any other
users; and users who have not logged in for more than three months. Table
3.3 shows how the filtering of the users reduced the number of users.
Table 3.3: Inactive Users
No. of users Users who have not Users who have not
login in the last 12 month communicated with others
Number Percentage Number Percentage
2092585 528585 25% 866493 41%
It was also possible to reduce the size of the data by omitting the attributes
that did not make any difference to the recommendations. Identifying these
attributes was achived by: measuring the attributes’ importance; identifying
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the attributes that are always selected by the users; and ignoring the attributes
that do not make any difference in the recommendation process, such as du-
plicated attributes.
Measuring the attributes’ importance is a technique that most data mining
software offers. The SAS data miner has it own Variable Selection node (us-
ing R-square criterion), which was used to identify the important attributes
that the social network users’ articulate. Further, the study identified how im-
portant attributes were to users by finding out how many users had specified
these attributes. If the majority of users selected an attribute, for example,
age, then this attribute was determined to be important. Table 3.4 shows how
many users specify each attribute.
Finally, omitting unimportant attributes was an important part of the pro-
cess performed in any data mining process. It was obvious that not all at-
tributes were required to recommend people in social networks. Examples
of the attributes that can be excluded are: email, last update, etc. Exclud-
ing such attributes will reduce the size of the users’ data and speed up the
recommendation system.
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Table 3.4: Total Number of Records per Attribute
Attributes % of Total Records
Body Type 14.93
Age 10.85
Personality 9.48
Marital Status 9.32
Smoke 6.44
Hair Color 5.55
Ethnicity 5.15
Drink 5.04
Want Children 5.03
Have Children 4.44
Education 3.79
Eye Color 3.33
Religion 3.32
Star Sign 3.02
Occupation Industry 2.8
Occupation Level 2.42
Have Pets 2.13
Diet 1.48
Politics 1.47
3.3.3 Data Integration and Transformation
the data about the users were stored in two different tables. The information
about the users themselves was stored in the user account table, while the
information about their preferred partner was stored in the preferred partner
table. The user account information came in three types of data: binary data
(seeking long relationship, seeking short relationship), nominal data (industry,
body type), and ordinal data (number of children). Unlike the user account
table, the data in the preferred partner table came in the nominal data type
only. However, the preferred partner table can accept more than one value
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for every attribute (separate entry for every value). For example, a user may
select black, blue and green for his/her preferred partners’ eye colour. These
preferences allowed for more than one value per attribute, with the result being
a disparity in the number of users’ values, as shown in table 3.5. The research
then revolved around how to handle such different types of data and prepare
them to be clustered for the next phase.
Table 3.5: No. of Values per User
User ID No of Values User ID No of Values
#1 14 #5 5
#2 47 #6 8
#3 10 #7 13
#4 5 #8 9
Two approaches were taken to integrate the previous data. The first ap-
proach transformed all data into nominal data. This approach seemed to be
useful as it reduces the number of null values. However, it could not handle the
multivalued attributes. The second approach which was used in the current
research, to transformed all the data into binary values, which were referred
to as a vector space representation. In this approach all the values were listed,
with the values representing the users being 1 s, while the rest were 0 s. For ex-
ample, if the values are {P1, P2, P3,,, P210}, the user’s values are represented
as {1, 0, 1,,, 1}. Using the binary representation overcame the multi-value
problem. However, it increased the size of the data. Once the data were in-
tegrated and transformed, it was divided into two groups; male and female.
This prepared the data for clustering in the next phase, as discussed in the
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following chapter. The male and female users were clustered separately. Then,
the clusters were matched with each other, and the users were recommended
to each other. More details about this issue are presented in the following two
chapters (chapters 4 and 5).
3.3.4 Datasets
The new methods were tested and evaluated using four data sets obtained
from an online social network with over 2 million members. The implicit data
set (communication) for the social network was for one year, starting from
31/3/2009 until 30/3/2010. Analysing the data showed that an average user
is active for three months, and initiates at least one communication channel.
Therefore, the data were divided into four separate data sets, each one covering
three distinct months. Also the implicit subsets were divided into two month
training data and one month testing data. While the training implicit data
were used to match the clusters, the testing data were used to evaluate the
matching. Table 3.6 shows the details of these data sets.
Table 3.6: Data Sets Used in This Research
Dataset From To # % % # All # Successful
Users Male Female comm. comm.
1 30-3-09 29-6-09 120394 51.9 48.1 12301297 2089122
2 30-6-09 29-9-09 81844 46.1 53.9 3642167 682721
3 30-9-09 29-12-09 73655 47 53 2949179 610772
4 29-12-09 30-3-10 82506 45.9 54.1 2234175 502212
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The data were pre-processed to makes it suitable for the new system. As
mentioned earlier, the data users obtained explicitly by asking users to build
their profiles, or implicitly by tracing the users’ behaviour. Both types were
kept in the social network’s databases.Due to privacy conditions, the author
is not able to provide more detailed information about the dataset.
3.3.5 Social Network Analysis
Social Network Analysis (SNA) is the study of social entities (users in a net-
work) and their interactions and relationships. The purpose of SNA is to
understand the structure and behaviour of the network and, thus, improve
the social network and social relations [61]. There are three main concepts in
SNA: users, relations and ties (which represent the relationships between the
individuals).
With this context, a user is a person who logs onto the social network and
views other users’ profiles and communicates with them. The word relation in
a social network is the link and communication between users. The direction
of the relation can be bidirectional where a user can be both the sender and the
receiver. The strength of the relation can be identified by the response of the
receiver; a relation could be positive, unknown, or negative. It is considered
positive when it receives a positive reply from the other partner; unknown
Chapter 3. The Proposed Research Methodology 71
when it does not receives any reply; or negative when it receives a negative
reply from the other partner. Two SNA techniques were conducted on the four
datasets (Table 3.6) that were used in this research; they are discussed in the
following sections.
3.3.5.1 The Bow Tie Structure Analysis
The Bow Tie structure [123] was used in the current research to explain the
dynamic behaviour of the users in the social network that had been used in
this research, as shown in Figure 3.4. The Bow Tie structure has four distinct
components: Core, In, Out, and Others (Tendrils and Tubs). The Core repre-
sents the users who frequently participate by sending and receiving messages.
A large core indicates the presence of a community where many users interact,
directly or indirectly. The In represents the users who predominantly receive
messages. The Out represents the users who predominately send messages.
The Tendrils or Tubes are attached to either the In or the Out components,
or both. The Tendrils are those users who only send messages to In users.
Tubes are those users who receive the messages from the Out users.
Table 3.7 shows the result of the Bow Tie structure analysis on the datasets
that were used in the current research. On average, the core of the social
network showed that 61.25% of the active users were involved in all kinds of
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Figure 3.4: Bow Tie Structure
information exchange activities. The majority of users actively participated
in the social network by sending and receiving messages. A few users (5.25%)
only received messages, while 14.25% of user only send messages. Thus, the use
of the implicit data (users’ behaviour on the social networks) was very effective
and explains the reason for the improvement in the new system’s success rate.
The results also confirm that when the number of communications increased
in the dataset the core of the social network improved. Finally, the results in
all datasets are similar to each other which confirmed the stability of these
findings.
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Table 3.7: Bow Tie Structure Values
Dataset Core In Out Tendrils, Tubes and
Disconnected
#1 68% 4% 12% 16%
#2 61% 5% 14% 20%
#3 59% 5% 15% 21%
#4 57% 7% 16% 20%
Average 61.25% 5.25% 14.25% 19.25%
3.3.5.2 Degree Centrality
Degree centrality identifies highly connected users by measuring their com-
munications in the social network [106]. Degree centrality can be used to
measure the users’ popularity, based on the number of communications they
have sent/received, and the profiles they have viewed or been viewed. Based on
the direction of the communication, two indexes were defined: indegree and
outdegree. Indegree is the number of communications arriving to the user.
Outdegree is the number of communications initiating from the user.
After conducting the degree centrality on the datasets used in the cur-
rent research, the results show (Figure 3.5) that only a small number of
users sent/received a large number of communications. Thus, most users
sent/received few communications. The indegree and outdegree results indi-
cate that only a small number of users were very active and initiated/received
a high number of communications; thus, a large number of users were at a low
level of participation and initiated/received a low number of communications.
The degree centrality on the four datasets have similar behaviours (Data set
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2 and 3 have the same outdegree behaviours) which confirm the accuracy and
stability. Therefore, using only implicit data to match the people in the social
network was insufficient and the explicit data was needed.
Figure 3.5: Messages’ Degree Centrality
3.3.6 Social Networks Users’ Profiling
Social networks are enriched with a variety of implicit and explicit informa-
tion. Such information can be gathered and utilised to improve the accuracy
and efficiency of matching and recommending people in social networks. In
the current research two profiles (users constraints’ profile and personalised
weighting users’ attributes profile) were introduced. Both implicit and ex-
plicit information was used to discover important knowledges that was used
to improve the matching process, as detailed in the following sections.
Chapter 3. The Proposed Research Methodology 75
3.3.6.1 Constraints’ Construction in Social Networks
In the social network domain, understanding the constraints that exist in the
users’ data helps to improve the accuracy of grouping and matching the users.
However, to obtain the best clustering and matching solutions, constraints
should reflect the goals of the social matching system and satisfy the users’
needs. The current research used an advanced method where the clustering and
constraints validation are combined in one step (more details in section 4.3).
This advantage speeds up the process of clustering users and allows for using
multi-value constraints without major increase to the computation complexity,
which can not be achieved using a simple filtering process. The constraints
used in the current research were constructed from analysing the attributes
of the users who were connected successfully with each other. The most rel-
evant constraints that have more confidence and support have been used in
the current research. Also, the weights of the constraints were measured and
recorded to distinguish between the important and unimportant constraints.
Using such constraints enabled both the new clustering algorithms and the
matching system to make more accurate choices about which cluster the user
should be added to, and to whom the user should be recommended. More
specifically, the can-not link constraints and the should-not link constraints
where investigated. The constraints related to two users who can not be in
the same cluster in the SCClust, and should not be in the same cluster in
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the WSCClust. Also two users could not be recommended to each other, and
should not be recommended to each other. The difference between the can-
not link constraints and the should-not link was that can-not link constraints
prevented the users who have such constraint to be matched with each other,
regardless of the importance of the constraint. However, the should-not con-
straints consider the importance of the constraint; further, it may be ignored
if it is unimportant.
Formally, the new learning schema accessed the data of the successfully
connected users and identified the attributes that were shared by the majority
of the successful users and had a high compatibility rate (greater than the user
defined threshold). These attributes considered as constrained attributes, and
they assigned with a can-not link label or a should-not link label meaning the
users can-not or should-not be clustered or matched with each other if they
have different value for the constrained attribute. The learning schema also
assigned a weight for that constraint, which shows the importance of it by
measuring the percentage of successful users who shared that attribute. In
other words, if two users had different values for a constrained attribute that
all successful users shared the same value for, then these two users can-not
be grouped together nor can they be recommended to each other. Figure 3.6
describes this algorithm in more detail.
Constraints’ Construction algorithm has two inputs: the successfully con-
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Input :
1- Subset of successfully connected pairs of users in the form of (um, uf )
from the entire users’ data set U = {u1, u2, . . . uu} where each user uu
has a set of profile attributes {a1, a2, . . . am}
2- User defined constraints’ threshold, threshold
Output:
Set of should-not link constraints X = {(x1, w1), (x2, w2), . . . (xn, wn)}
where each should-not link constraint xn has a weight wn. This list also
used as can-not link constraint in SCClust clustering algorithm but
without the weights.
Algorithm:
while not end of users’ attributes {a1, a2, . . . am} do
Read the next attribute am
Find the percentage of successfully connected pairs of users where
both users (um, uf ) share the same value for attribute am, add to
weight
if weight >= threshold then
Write < am,weight > as a constraint ;
end
end
Figure 3.6: The Constraints’ Construction Algorithm
nected pairs of users’ dataset, where each pair represents a successful com-
munication between two users and the constraints’ threshold, which is de-
fined by the user. The algorithm takes every value of the users’ attributes
and identifies the percentage of successfully connected users who share this
value. If the percentage is greater than the threshold then the value of the
attribute is considered as constrained and its weight is the percentage of users
who share this value. The output of this algorithm is a set of constraints
X = {(x1, w1), (x2, w2), . . . (xn, wn)} where each constraint xn has a weight
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wn.
The constraints which have been constructed and used in the current re-
search are shown in Table 3.8. The constraints are attributes where two users
having different values of a constrained attribute ’should-not’ or ’can-not’ be
grouped together. Each constraint number in table 3.8 is associated with
an attribute. While SCClust uses the constraints only, WSCClust uses the
constraints and their weights to distinguish between the important and unim-
portant constraints (explained in detail in chapter 4). Using such constraints
enable the SCClust and WSCClust to make more accurate choices about where
to cluster a user. More specifically, the can not-link constraints and should
not-link constraints, where two users can not be in the same cluster in SCClust
and should not be in the same cluster in WSCClust, were investigated.
Table 3.8: Constructed Constraints
Constraint no. Weight
1 0.76
2 0.68
3 0.65
4 0.51
5 0.32
6 0.3
7 0.2
8 0.16
The constraints were dynamic and may have changed from one dataset to
another, meaning a totally different data set where the majority of users are
different or there is a large gap in the time, but not the same data set divided
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into training and testing data sets. Also, the dataset may have changed over
the time and, therefore, the constraints needed to be updated and analysed
from time to time.
3.3.6.2 Personalised Weighting for Users’ Attributes
Every user in the social network had a different feeling about how important
each attribute was to him/her. If a user believed that the personality at-
tribute was very important, then it should be highly considered in the match-
ing process for the user. However, this may not be the case for another user.
Therefore, a novel learning algorithm was proposed, which utilised the pre-
vious successful relationships of the users to create a profile for every user
which contains the importance of each attribute to that user. The profile was
dynamic and could be updated with every successful communication the user
made.
Formally, the new learning algorithm had accessed the data of the past
successful communications the users had made, and implicitly found the im-
portance of every attribute for the user. For example, if a user had made 10
successful communications, and the nine out of ten users shared the same per-
sonality value (profile vs preference), then this personality value gained 90%
importance. Figure 3.7 describes this algorithm in more details.
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Input :
1- Users data set U = {u1, u2, . . . uu} where each user uu has a set of
attributes {a1, a2, . . . am}.
2- Data set of successfully connected pairs of users in the form of
(um, uf ).
Output:
Users data set U = {u1, u2, . . . uu} where each user uu has a personalised
set of attributes and their weights {(a1, w1), (a2, w2), . . . (am, wm)}.
Algorithm:
while not end of users data set U do
Read the next user uu
while not end of users’ attributes {a1, a2, . . . am} do
Read the next attribute am
Find the percentage w of users who successfully connected with
user uu and share the same value for attribute am, add to w
Write (am, wm) for user uu ;
end
end
Figure 3.7: Personalised Weighted Attributes Algorithm
The Personalised Weighted Attributes algorithm considered the past suc-
cessful communications for every user to create a personalised weighted list
of attributes for that user. Two entries were accepted; the users data set
U = {u1, u2, . . . uu} and a set of successfully connected pairs of users in
the form of (um, uf ). Then the past successful communications were con-
sidered for every user to calculate the personalised importance for every at-
tribute of that user. The output of the algorithm was the user data set
U = {u1, u2, . . . uu}, where each user uu had a personalised set of weighted
attributes {(a1, w1), (a2, w2), . . . (am, wm)}.
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3.4 Evaluation Methods
The evaluation measures were used and developed in this research for both
the overall proposed matching system and for the clustering methods. For
evaluating the efficiency of the clustering solution produced by the proposed
clustering methods and the benchmarks, inter-similarity, intra-similarity, and
Constraints Satisfaction Rate were used.
3.4.1 Clustering
Several evaluation metrics were used to measure how good the clustering so-
lutions were; they were obtained from different clustering algorithms. These
metrics were divided into two categories: internal and external quality metrics.
The internal quality metrics usually measure the compactness of the clustering
solution.
 Inter-similarity
The Inter-similarity was used to measure the separation between the
clusters [8]; in other words, how far the clusters where from each other
are? For the clustering C = {c1, c2, . . . , cc} , its inter-cluster similarity is
defined as:
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InterSim =
∑c
i=1
∑c
j=i+1Clust Simi,j
0.5 ∗ c ∗ (c− 1) (3.1)
Where c is the number of clusters, Clust Simi,j is the similarity be-
tween cluster i and cluster j. The similarity between cluster i and clus-
ter j was measured by comparing the cluster i centroid, where ci =
{a1i, a2i, . . . , ani} against cluster j centroid, where cj = {a1j, a2j, . . . , anj},
which can be presented mathematically as follows:
Clust Simi,j =
∑n
i=1Comp value(aii, aij)
n
(3.2)
Where n is the number of values or attributes for the clusters’ centroid
and Comp value(aii, aij) is the result of comparing value i from cluster
i centroid with value i from cluster j centroid and:
Comp value(aii, aij) =

1 where aii = aij
0 where aii 6= aij
(3.3)
The clusters’ centroids are binary vectors which make them different
compared to numerical data vectors. Therefore, the mode has been used
to find the most frequently occurring value (either 1 or 0) for each vector,
and then it is considered as the centroid value for that vector. As a result,
a binary vectors centroid has been generated for every cluster.
Chapter 3. The Proposed Research Methodology 83
 Intra-similarity
The intra-similarity was used to measure the cohesion within a cluster
[8]; in other words, how close the users within a cluster were. For the
clustering C = {c1, c2, . . . , cc}, the intra-cluster similarity of the cluster
cc is defined as:
IntraSim(cc) =
∑n
i=1
∑n
j=i+1 User Simi,j
0.5 ∗ n ∗ (n− 1) (3.4)
Where n is the number of users in cluster cc, and User Simi,j is the
similarity between user i and user j by comparing them to each other.
The similarity between user i and user j was measured by comparing user
i values, where ui = {a1i, a2i, . . . , ani} against user j values where uj =
{a1j, a2j, . . . , anj} which can be presented mathematically as follows:
User Simi,j =
∑n
i=1Comp value(aii, aij)
n
(3.5)
Where n is the number of the values or attributes for users and Comp value(aii, aij)
is the result of comparing value i from user i with value i from user j
and:
Comp value(aii, aij) =

1 where aii = aij
0 where aii 6= aij
(3.6)
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The intra-cluster similarity of the clustering solution is defined as:
IntraSim =
∑c
i=1 IntraSim(Cc)
c
(3.7)
 Constraints Satisfaction Rate
the constraints satisfaction is a metric that was developed for this re-
search to measure how each cluster maintained the constraints satisfac-
tion, while forming its members. For example, if two variables were iden-
tified as can-not link constraints, then the constraints satisfaction found
the ratio of the users who satisfied the constraints among all the clusters’
members. Each constrained attribute within a cluster was assigned to
a should-not link value, and then the accuracy of this assignment was
measured by counting the number of correctly assigned members and
divided by the number of the clusters’ members.
ClustConstSat(cc) =
∑n
j=1ConstSat(uj, cc)
n
(3.8)
Where n is the number of users in cluster cc, uj ∈ cc and
ConstSat(uj, cc) =

1 constraint is satisfied
0 otherwise
(3.9)
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The Constraints satisfaction of the clustering solution is defined as
ConstSat(C) =
∑c
j=1ConstSat(cc)
c
(3.10)
3.4.2 Matching and Recommendation
It was also essential to evaluate the accuracy and effectiveness of the overall de-
veloped matching and recommendation models. Therefore, several evaluation
methods had been presented. The effectiveness of the new system’s predictive
accuracy was measured to find out how close the matching recommendations
were to the actual user matching. The actual user matching was collected
implicitly through the previous successful relationships.
 Recall
Recall is a standard metrics used to evaluate information retrieval effec-
tiveness [49]. It measures the probability that a relevant user is recom-
mended, which is mathematically presented below:
recall =
#(successful recommendations ∩ All recommendations)
#all successful communications
(3.11)
In a social network, relevant users are the partners who had communi-
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cated, whilst the retrieved users were the recommended partners.
 Success Rate
Success rate is used to evaluate the accuracy of the recommendation in
a social matching system [88]. The success rate was used to measure
the probability of the recommendation being successful. Success rate is
mathematically presented below:
SuccessRate =
#(successful recommendations ∩ All recommendations)
#All recommendations
(3.12)
To determine the success rates, the users (male and female separately)
were clustered using the clustering algorithms mentioned earlier. Then
the male clusters were matched with the female clusters, based on the
implicit data (successful communications). After that the success rate
was calculated by dividing the number of successful recommendations by
the number of all the recommendations.
Measuring the users satisfaction can be added as feedback to improve
the whole system. Further, different techniques can be used to measure
the users satisfaction, namely: allowing users to rate his/her recommen-
dations; users previous interests; user interactions with the system; and
prior knowledge and previous experiences with the system. However,
this research phase, while important falls outside of the current research
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boundary due to time constraints and the limitation of the research.
3.5 Summary
This chapter presented the methodology and design for the current research. It
also gave an overview of the analysis of the social network and its datasets, to
better understand the experimental results for both the clustering algorithms
and the matching systems. The evaluation metrics were outlined. These met-
rics were used to evaluate the new clustering methods and matching systems
discussed in Chapters 4 and 5, respectively.

Chapter4
Clustering People in Social Networks
4.1 Introduction
Clustering is one of the fundamental data mining techniques used to improve
the matching process in social networks [30]. It reduces the data size, as well
as the complexity inherent in the matching process. Moreover, the clustering
technique assists the recommendation process in social networks by overcoming
some existing problems, such as cold start and sparsity [21]; it also increases
the accuracy of the matching process [7]. In chapter 2, the concept of clustering
has been introduced while chapter 3 showed how the clustering technique has
been used in the current research to improve matching and recommendations
in social networks. Overall, clustering people in social networks is different
from clustering a structural dataset because of the nature of peoples’ data as
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illustrated by the following points:
 Data in social networks are usually sparse; it has a large number of
attributes with each attribute holding multiple values to define a user.
For example, a person can like friends who like tennis or football or
swimming or running as a sport activity. The clustering algorithm should
be able to handle this type of attribute and consider all possible values.
 Some social networks support two types of entities such as: job seekers
and employers; mentors and mentees; consumers and prescribers; and
male and female members in dating networks. In these networks a clus-
tering algorithm also needs to handle the data that are usually divided
into two groups: The data about the users themselves; and data about
their preferred matches.
 Another important difference is the constraints that need to be consid-
ered in clustering users in social networks. An analysis of the underlying
data set in this research showed that if two users share the same value for
a specific attribute, that this does not necessarily mean they can be put
together in a cluster. One such attribute is the user’s smoking habits;
18% of smokers look for a non-smoking partner. On the other hand, some
attributes are always shared between users when they are connected with
each other. One such attribute is ”having children”; 38% of successfully
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connected users share the same value for this attribute. Because of this
potential problems, it is essential that constrained attributes are identi-
fied and a set of constraints are drawn so that they can be considered in
the clustering process.
Consequently, using traditional clustering algorithms to group people in social
networks is not efficient as it can affect the quality of matching and recom-
mendation, due to poor clustering solutions.
This chapter presents the two new clustering methods that were designed
especially for clustering people in social networks, and compares them with
existing clustering algorithms. The chapter begins with an overall presen-
tation of the clustering of people in social networks. The following sections
present the clustering methods: Semi-supervised Constrained Clustering Algo-
rithm (SCClust), and the Weighted Semi-supervised Constrained Clustering
Algorithm (WSCClust). It gives details of each of the steps in the subse-
quent sections. The next section explains the SCClust and how it improves
the clustering solution of comparing to other algorithms, followed by details of
the WSCClust algorithm and the improvement it has over the SCClust. An
in-depth analysis of the two clustering approaches over other state-of-the-art
approaches was conducted using real-life datasets. Next, the analysis of the
proposed clustering approaches are discussed.
92 Chapter 4. Clustering People in Social Networks
4.2 Clustering People in Social Networks: An
Overview
Clustering people in social networks is still a new area of research, with much
work needing to be done. However, the problem of clustering users in a social
network is the fusion of three main areas : large scale clustering, constrained
clustering, and semi-supervised clustering. Each of these areas has been well
researched and many algorithms have been presented for each area. Neverthe-
less, to design an efficient algorithm for clustering people in a social networks
requires a consideration of all three together.
The new clustering methods satisfy the following needs:
 They use a global similarity measurement function to speed up the clus-
tering process.
 They make use of the successful relationships to drive the constraints.
 They use theses constraints to improve the accuracy of the recommen-
dations.
Efficient clustering methods can be used to improve the matching process
in social networks, reduces the data size, as well as the complexity inherent in
the matching process and overcome some existing problems, such as cold start
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and sparsity. Such improvements are experimentally proven in sections 5.2.5
and 5.2.6.
4.3 Semi-supervised Constrained Clustering Al-
gorithm
This section introduces the constrained clustering problem for multi-valued
large social network datasets. Semi-supervised Constrained Clustering Algo-
rithm (SCClust) is a scalable and constraint-based clustering algorithm devel-
oped for the current. It begins by finding an initial solution that satisfies the
constraints X, using a global similarity measurement function (Closeness); it
then refines the solution by performing confined object movements, ensuring
that the constraints are valid. The advantage of the proposed algorithm is that
it considers the constraints between an object and cluster whereas the existing
constraint clustering algorithms verifies the constraints in pair-wise level [13].
Thus the algorithm is much faster and is less computationally complex. The
Closeness function in the algorithm calculates the similarity between an object
and a cluster, then the object is assigned to the cluster which maximizes the
Closeness. However, if there is a constraint conflict between an object and
a cluster, Closeness will obtain a value of zero; this means that the object
will not be linked to that cluster. Combining the similarity measurement and
94 Chapter 4. Clustering People in Social Networks
constraints validation in one step, and executing it at the cluster level, makes
this algorithm viable for large datasets, such as social networks.
The algorithm was evaluated on a dataset obtained from an online dating
website. Several evaluation measures were utilized to show the effectiveness of
the proposed algorithm. Empirical analysis demonstrated that the algorithm
produced finer solutions that satisfy the social networks’ needs. Further, the
proposed algorithm was also tested with an application to show how it improves
the clustering solution in a way that increases the matching accuracy. The
accuracy of recommendations, based on the algorithm, was increased by 16%
compared to the k-means and 10% compared to the Clope.
4.3.1 Closeness Function
The idea of Closeness was inspired from the Clope algorithm [119]. Clope is
a fast and scalable clustering algorithm developed for clustering transactional
data; however, it does not consider the constraints at all. In the SCClust,
Closeness was used to find the best cluster to which that a user could belong.
It uses the gradient G(C) = S(C)/W (C) to measure the quality of cluster
C, where W (C) represents the number of the distinct values of the users’ at-
tributes, and S(C) represents the total number of values. A larger gradient
indicates a better intra-cluster similarity. Using Closeness, the SCClust mea-
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sures the clustering quality at the cluster-level, instead of computing pair-wise
similarity between the individual users. This process makes the SCClust effi-
cient for clustering large numbers of users in social networks. In calculating
Closeness, the constraints are also considered. If a user violates a constraint
with a cluster during the comparison, Closeness is scored as zero and the user
will not be assigned to that cluster. Thus, the Closeness measure enables a
distinction to be made between a user who has a constraint that does not allow
him to be linked with other users and a user who does not have it.
For a clustering solution C = c1, . . . , cq, taking into account the number of
attributes’ values in each cluster, the Closeness function is defined as:
Closeness(C) =
∑q
i=1
S(ci)
W (ci)r
× |ci|∑q
i=1 |ci| × Y
(4.1)
Where q is the number of clusters, S(ci) represents the total number of
values in the cluster ci, W (ci) represents the number of distinct values in the
cluster ci (The difference between S(ci) and W (ci) is that S(ci) represents
the number of all values in the cluster including the redundant values, while
W (ci) represents the number of distinctive values in the cluster), |ci| means
the number of users in cluster ci, r is a positive real number called repulsion
to control intra-cluster similarity, and Y is a scale value that is used to ensure
that the set of constraints X, where X = x1, . . . xn are satisfied, as follows:
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Y =

1 If all constraints X are satisfied
0 Otherwise
(4.2)
To show the calculation of Closeness, the following example is presented.
Let {A,B,C,D,E} be the attribute values for the users, and we have a clustering
solution that has two clusters, each one has two member with the following
values; {{(1,1,1,0,0), (1,1,1,1,0)},{ (0,1,1,1), (0,0,1,1,1)}}. The Closeness value
for this clustering solution is calculated below considering the repulsion is 1
and there is no constraints conflict:
7
41
× 2 + 7
41
× 2
4× 1 = 1.75 (4.3)
4.3.2 SCClust Algorithm
Figure 4.1 describes the SCClust algorithm. The algorithm accepts two inputs:
the users’ dataset and a set of can-not link constraints. The second input is the
reason called a semi-supervised algorithm. The constraints were constructed by
analysing the users who made successful communications in the social network.
The SCClust starts by initializing the clusters using the Closeness function.
Then, it reads every user in the dataset and puts the user in an existing
cluster that maximizes Closeness, otherwise the user is put in a new cluster.
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Once this task is achieved for all users, the iteration task takes place. Here
Closeness is measured again for every user; Then the user is moved to the
cluster that maximizes Closeness until there is no further user movement.
Conflict constraints may make the convergence impossible, or lead to too many
small clusters, therefore repulsion r is used to control the convergence.
Closeness carries out two main tasks; it finds the closest cluster that a user
should be added to and it maintains the constraints’ validity by checking the
constraints’ violation between the instances and clusters. The output of the
SCClust is a set of users’ clusters, where each user is assigned to the closest
cluster, while satisfying the constraints. The execution speed of the SCClust
is much faster when compared to the partition-based clustering algorithm, as
it defines the Closeness function globally, by avoiding the need of pair-wise
matching. SCClust also works well with a dataset that contains rigid con-
straints (constraints that must be satisfied). An example of such constraints
is ”having children” constraint, where a user who has a child cannot be rec-
ommended to a user who does not want children. However, in other cases
where the constraints are soft and have different weights, the SCClust does
not perform satisfactorily as it treats each constraint equally. The WSCClust
algorithm (discussed in the next section) was developed for such constrained
datasets.
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Input :
1- Users data set U = {u1, u2, . . . uu} where each user ui has a set of
attributes {a1, a2, . . . am}, and each attribute aj can hold a single value
vm or multiple values {vm1, vm2, . . . vmi} in an observation. The user
dataset is presented as a binary vectors.
2- Set of can-not link constraints X = {x1, x2, . . . xn} meaning no
instances holding the constraints should be placed in the same cluster.
Output: Set of users clusters C = {c1, c2, . . . cc}, c u
Algorithm:
Part A - Initialization
while ∼ empty(U) do
Read the next user uu
Put uu in an existing cluster that maximizes closeness and does not
contain a can-not link constraint xn, otherwise put uu in a new
cluster
Write < uu, cc > ;
end
Part B Iteration
repeat
rewind users U;
moved = false;
while ∼ empty(U) do
read < uu, cc > ;
move uu to the closest cluster cj that maximizes closeness and
does not contain a can-not link constraint X
if cc 6= cj then
write < uu, cj > ;
moved = true;
end
end
until not moved.;
Figure 4.1: SCClust Algorithm
Chapter 4. Clustering People in Social Networks 99
4.4 Weighted Semi-supervised Constrained Clus-
tering Algorithm
Weighted Semi-supervised Constrained Clustering Algorithm (WSCClust), de-
veloped for the current research, to cluster social networks’ datasets that con-
tain constraints with different weights. It begins by finding an initial solution
that satisfies the constraints using a global similarity measurement function
(Closeness); then, it refines the solution by performing confined user move-
ments ensuring the constraints are valid. The advantage of this algorithm
over the SCClust algorithm is that it considers the weight of the constraint.
The Closeness function in the WSCClust algorithm calculates the similarity
between a user and all clusters; it considers the weight of each constraint with
the user being assigned to the cluster which maximizes Closeness. In the WSC-
Clust, if there is a constraints conflict between a user and a cluster, Closeness
will become a smaller value, based on the constraints weight, which means
that the user may not be linked to that cluster, or not necessarily so.
4.4.1 Closeness Function
As mentioned in the previous section, the majority of constraints in social net-
works are soft and have different weights. Thus, a constraint might be very
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important and have a weight of 100%, whereas other constraints might be
unimportant with a small weight (as described in Chapter 3). The improved
Weighted Semi-supervised Constrained Clustering (WSCClust) algorithm clus-
ters users with multi-valued attributes, ensuring that the constraints are con-
sidered. It also uses a global similarity measurement function (Closeness) to
find the best clusters for users; it then refines the clusters by performing limited
user movements. In the WSCClust, Closeness is used to find the best cluster
to which a user could belong. Further, it uses the same gradient as that used
in the SCClust to measure the quality of clustering. The difference in the
WSCClust compared to the SCClust calculates the Closeness. This Closeness
differentiates the clusters that have constraint conflict with the user, and the
clusters that do not have it. If an instance, to be grouped, violates a constraint
with a cluster, the Closeness is negatively affected and obtains a smaller score,
depending on the weight of that constraint.
For a clustering solution C = c1, . . . , cq, taking into account the number of
users in each cluster, the Closeness function is defined as:
Closeness(C) =
∑q
i=1
S(ci)
W (ci)r
× |ci|∑q
i=1 |ci| × ConsPurq
(4.4)
Where S(ci) represents the total number of values in the cluster ci, W (ci)
represents the number of distinct values in the cluster ci, |ci| means the number
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of users in cluster ci, r is a positive real number called repulsion to control
intra-cluster similarity, q is the number of clusters and, ConsPurq is a measure
used to find the purity of constraint in cluster q (see Equation 4.5).
ConsPurq = 1− (x1 × w1) + (x2 × w2) . . . + (xn × wn)
n
(4.5)
xn represents the value of constraint n, where xn can be 0 (where there is
no constraint conflict) or 1 (where the constraint conflict exists). wn is the
weight of constraint xn, which is between 0 and 1. As a result, ConsPurq
obtains a value between 1, where all constraints are satisfied with full weight
constraints, and 0, where all constraints are not satisfied. An example is when
we have three constraints, two constaints have no conflict and one constaint
has conflict with 0.8 weight. The ConsPur will be 1-((0+0+.8)/3) which gives
0.74 ConsPur.
4.4.2 WSCClust Algorithm
The WSCClust algorithm follows a similar scenario to the SCClust algorithm
, as described in Figure 4.1. Similarly, it has two inputs: users details, and a
set of should-not link constraints along with their weights. The second input is
the main difference between the SCClust and the WSCClust as SCClust does
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not have weights. The WSCClust begins by initializing the clusters using the
Closeness function (which also differs compared to the SCClust Closeness func-
tion). Once the initial assignment is finished, the iteration task takes place,
where Closeness is again, measured for every user, and the user is moved to
the cluster that maximizes Closeness until there is no further user movement.
The main difference between the SCClust and the WSCClust is that the SC-
Clust does not allow any constraint conflict to exist, whereas the WSCClust
minimises the constraint conflict, considering the importance of the constraint.
For that reason, the can-not link constraint was used with the SCClust, while
the should-not constraint was used with the WSCClust.
4.5 Empirical Evaluation
This section presents a discussion on the empirical evaluation of the methods
described in the previous sections. Thus, it aims to provides a clear under-
standing of the quality of the clustering solutions obtained using the new clus-
tering algorithms. It also discusses the scalability of the clustering methods,
along with an analyses of how the clustering solution can be used in other
applications such as in matching and recommending people in social networks
(discussed in more details in chapter 5).
The experiments presented in this section illustrate the suitability of the
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methodology for clustering people in the social networks’ datasets detailed
in Chapter 3. Four separate datasets (see Table 3.6) were obtained from an
online dating website. Each dataset covers a period of three months, which
is the average period for a user to be active in the network, and at least
initiates one communication channel. Each dataset was also grouped into male
and female datasets, to enable them to effectively use them in the matching
system (as described in Chapter 5), and to evaluate the success rate of the
recommendations, based on different clustering algorithm.
Once the data was divided into the male and female groups, the k-means,
Clope, SCClust and WSCClust clustering algorithms were used, separately, to
cluster the male and female users (for all four datasets). The male users were
clustered, based on their own attributes; while the female users were clustered,
based on their preferred partners’ attributes, to ensure high compatibility be-
tween the recommended partners. The k-means and Clope, two well-known
and efficient clustering algorithms, were used to cluster large datasets with-
out considering any constraints. The SCClust clustering algorithm used single
or multiple constraints, obtained from analysing the profiles of successfully
communicated people, with no weight. However, in the WSCClust clustering
algorithm, the constraints are used along with their weights. The maximum
number of constraints used was 8, as the accuracy and efficiency of the cluster-
ing algorithms keep decreasing as the number of constraints increases. Table
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4.1 lists the acronyms used within this chapter.
Table 4.1: Acronyms
Acronym Description
km k-means clustering algorithm
CLOPE Clope clustering algorithm
SCClust1C Semi-Supervised Constrained
Clustering Algorithm with one constraint
SCClust2C Semi-Supervised Constrained
Clustering Algorithm with two constraints
SCClust4C Semi-Supervised Constrained
Clustering Algorithm with four constraints
SCClust6C Semi-Supervised Constrained
Clustering Algorithm with six constraints
SCClust8C Semi-Supervised Constrained
Clustering Algorithm with eight constraints
WSCClust1C Weighted Semi-Supervised Constrained
Clustering Algorithm with one constraint
WSCClust2C Weighted Semi-Supervised Constrained
Clustering Algorithm with two constraints
WSCClust4C Weighted Semi-Supervised Constrained
Clustering Algorithm with four constraints
WSCClust6C Weighted Semi-Supervised Constrained
Clustering Algorithm with six constraints
WSCClust8C Weighted Semi-Supervised Constrained
Clustering Algorithm with eight constraints
4.5.1 Intra-similarity
The intra-similarity measures the cohesion within a cluster, in other words,
how close the users within a cluster are. Figure 4.2 shows the average intra-
similarity of all the clustering solutions (the detailed results are in Appendix
B). Clearly, the k-means (km) achieved the best intra-similarity result, because
it considers all values in the dataset as a vector space. In contrast, the Clope,
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SCClust and WSCClust consider only the values that users are interested in
such as transactional data. For example, if a user specifies 10 values that
he/she is interested in, and leaves the rest null, the k-means will consider all
the values (either as interested in this value or not) to produce the clustering
solution. However, the Clope SCClust and WSCClust only considers the val-
ues in which the users are interested. This aspect improves the intra-similarity
in the k-means clustering algorithm, as the number of not interested in val-
ues was larger than the number of interested in values in these datasets. The
WSCClust achieves a slightly better performance than does Clope because the
WSCClust avoids the constraints conflict, which increases the intra-similarity.
Interestingly, the intra-similarity for the female datasets are better than the
male datasets (see Tables 4.2 and 4.3). This is because the female users intend
to provide more information in their profiles (56%) in comparison to male
(46%), as observed from analysing the social network. WSCClust performs
fairly close to Clope in intra-similarity especially with one, two and four con-
straints. However, when using more than four constraints the performance of
WSCClust drops as the clustering solutions become fragmented and sparse.
In SCClust, intra-similarity is the worst among other clustering algorithm es-
pecially when the number of constraints is increased and the reason of that is
that SCClust considers rigid constraints regardless the weights of these con-
straints which means considering insignificant constraints. On the other side,
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WSCClust relaxes the constraints’ condition by putting weights on them.
Figure 4.2: Intra-similarity
Table 4.2: Average Results for Clustering Female Datasets
Clustering Intra-similarity Inter-similarity Constraints
Algorithm satisfaction
km 0.9187 0.0037 0.4926
CLOPE 0.9078 0.0085 0.4587
SCClust1C 0.9129 0.0076 1
SCClust2C 0.8729 0.0088 1
SCClust4C 0.8294 0.009 1
SCClust6C 0.7721 0.0098 1
SCClust8C 0.5024 0.0112 1
WSCClust1C 0.9072 0.0408 0.5387
WSCClust2C 0.9074 0.0396 0.5481
WSCClust4C 0.9069 0.0401 0.5953
WSCClust6C 0.8895 0.0413 0.5575
WSCClust8C 0.8531 0.0421 0.4888
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Table 4.3: Average Results for Clustering Male Datasets
Clustering Intra-similarity Inter-similarity Constraints
Algorithm satisfaction
km 0.9051 0.0331 0.5829
CLOPE 0.8966 0.0368 0.5529
SCClust1C 0.8991 0.0184 1
SCClust2C 0.8558 0.0189 1
SCClust4C 0.8075 0.0192 1
SCClust6C 0.749 0.0205 1
SCClust8C 0.4602 0.0261 1
WSCClust1C 0.8965 0.0441 0.718
WSCClust2C 0.8968 0.0419 0.7773
WSCClust4C 0.8965 0.0466 0.8429
WSCClust6C 0.8632 0.04712 0.7699
WSCClust8C 0.8333 0.04901 0.6432
4.5.2 Inter-similarity
The inter-similarity was used to measure the separation among the different
clusters. Figure 4.3 shows the average inter-similarity of all clustering solutions
(the detailed results are in Appendix B). As with the intra-similarity, the k-
means (km) achieved better than the Clope and WSCClust. However, the
SCClust performs the best for inter-similarity because of it’s ability to avoid the
constraints conflict while clustering people. It uses rigid constraints where no
constraint conflicts are allowed. Further, the inter-similarity decreases in the
SCClust and, when the number of constraints increases, it becomes worse than
the k-means when the number of constraints exceeds 8. In the WSCClust, the
inter-similarity is much less when compared to the SCClust because it does not
prevent the constraints conflict nor does it considers all values in the dataset (as
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the k-means does). In general, as the number of constraints increase the inter-
similarity decreases; this occurs because it is using less significance constraints
(as constraints are ranked based on their significance). Importantly, after
using 8 constraints, the inter-similarity, intra-similarity, and the success rate
(as discussed in the next Chapter) decrease dramatically, for the same reason.
Figure 4.3: Inter-similarity
4.5.3 Constraints Satisfaction
The constraints satisfaction metric was developed to identify how pure the
clustering solution was from the perspective of the constraints’ conflict. One
special natural aspect of social networks data is the constraints that it has. A
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good grouping of the people in a social network should be pure (or have a high
purity level), and not have any constraint conflicts. Unsurprisingly, Figure 4.4
shows the strength of the SCClust and WSCClust; The purity of constraint
conflict is 100% for the SCClust (all datasets) and between 53% and 84% in
average for the WSCClust (the detailed results are in Appendix B). Thus, there
is absolutely no conflict in the SCClust clustering solutions, 35% constraint
impurities in the solutions obtained from WSCClust and about 50% constraint
impurities in the solutions obtained from the k-means and Clope. Additionally,
the SCClust produces the best clustering solution with no constraints’ conflict
because the Closeness function does not allow any conflict to exist. If a user
obtains a conflict with a cluster then the Closeness will obtain a value of zero,
and that user will not be added to this cluster. However, the WSCClust is
not as strict as the SCClust, that is, the constraint conflict between a user
and a cluster reduces the value of the Closeness, based on the weight of that
constraint. Finally, the k-means and Clope do not consider the constraints at
all, which explains why they have a low constraints satisfaction rate. Although
both of the k-means and Clope do not consider the constraints, the k-means
performs slightly better than the Clope in terms of the constraints satisfaction.
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Figure 4.4: Constraints Satisfaction
4.5.4 Success Rate
The success rate, an external quality metric, was used in this research to eval-
uate the social matching system based on the k-means, Clope, SCClust and
WSCClust clustering algorithms (more details are presented in Chapter 5).
The success rates of matching users in all four datasets, based on the differ-
ent clustering algorithms, are presented in Table 4.4. Figure 4.5 shows that
WSCClust performs better than the other algorithms, especially with the two
constraints (WSCClust2C). Although the k-means achieved the best result for
both intra-similarity and inter-similarity, it gives the lowest success rate. This
occurred, firstly, because the k-means did not consider the constraints and,
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secondly, it built the clustering solution, based on all the values, as discussed
previously. Further, the WSCClust performed about 20% better than Clope
because it used constraints, and about 14% better than the SCClust because
it used the weighted constraints. Figure 4.5 also shows that the success rate
increased in the WSCClust1C and WSCClust2C, but decreased in the WSC-
Clust4C, WSCClust6C and WSCClust8C, because the constraints had less
support and confidence, as the constraints were ranked in descending order.
As Table 3.8 shows, the average weight of the first two constraints was 0.72.
However, when 8 constraints are considered, then the average weight of the
considered constraints was 0.44, which explains the reason for the decreasing
success rate.
Table 4.4: Success Rates
Clustering Dataset 1 Dataset 2 Dataset 3 Dataset 4 Average
Methods
KM 0.38 0.41 0.32 0.38 0.3725
Clope 0.45 0.45 0.4 0.45 0.4375
SCClust1C 0.54 0.54 0.51 0.54 0.5325
SCClust2C 0.58 0.55 0.56 0.56 0.5625
SCClust4C 0.52 0.54 0.53 0.53 0.53
SCClust6C 0.4 0.41 0.42 0.42 0.4125
SCClust8C 0.28 0.3 0.32 0.28 0.295
WSCClust1C 0.62 0.6 0.59 0.62 0.6075
WSCClust2C 0.76 0.72 0.69 0.7 0.7175
WSCClust4C 0.68 0.61 0.62 0.58 0.6225
WSCClust6C 0.59 0.58 0.55 0.55 0.5675
WSCClust8C 0.44 0.42 0.39 0.41 0.415
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Figure 4.5: Success Rate
4.5.5 Scalability Evaluation
The computation time of clustering one million users using the k-means, Clope,
SCClust and WSCClust clustering algorithm are presented in Figure 4.6. The
computation time of k-means, which used a pair-wise similarity measurement
increased dramatically as the number of users increased, whereas there was
no significant increase in the computation time of the Clope, SCClust and
WSCClust, as they use the global similarity measurement. The computation
time of the SCClust and WSCClust increased to a small degree with respect
to the number of users, when compared to the Clope. However, the Clope did
not consider any constraints in the clustering process, whereas the SCClust
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considered multiple constraints, while the WSCClust considered multiple con-
straints and their weights. Considering the constraints in both the SCClust
and the WSCClust, however, did not result in a significant increase in the
computation time as the constraints were validated in the clusters’ level, and
combined with the similarity measurement. Thus, there was efficiency in these
clustering algorithms to cluster large numbers of people in social networks,
which considered their constraints in the clustering process. The SCClust and
WSCClust were extremely fast, entirely clustering the dataset in only 33 min-
utes. In comparison, the k-means clustering algorithm took 133 minutes to
cluster the entire dataset. Figure 4.6 highlights the execution time of both the
SCClust and WSCClust, which are linear to the number of users. However,
the SCClust had less computation time as it did not consider the constraints
weights in the clustering process.
4.6 Discussion and Summary
This section discusses and summarises the empirical evaluation of the new
clustering methods and how they improved the matching process in the social
network.
 As mentioned in Chapter 3, The clustering technique is the core of the
new matching system. Therefore, the quality of the matching and recom-
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Figure 4.6: Scalability performance
mendation was highly affected by the quality of the clustering solution.
Figures 4.2 and 4.3 show that although the new clustering algorithms
performed less well in both the intra-similarity and inter-similarity, they
achieved better success rates when they were used in the social matching
system. This outcome confirms the hypothesis, stated at the beginning
of this chapter, that clustering people in social networks is different to
comparing clustering in other datasets. For example, the clustering al-
gorithms intend to group objects, similar to each other, in one cluster.
However, some constraints exist in social network datasets that may pre-
vent two similar people being placed in one cluster, although they may
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be very similar to each other. Figure 4.4 shows how the new algorithms
maintain the constraints in clustering people in social networks com-
pared to other algorithms. the SCClust does not allow any constraint
conflict to exist, regardless of the weight of the constraint. However, the
WSCClust algorithm takes into the consideration the importance of the
constraints which means that there should not be a constraint conflict;
but constraint conflict may happen, especially when the two users are
very similar to each other, and the constraint is insignificant.
 The new SCClust and WSCClust clustering algorithms are incremental
methods which use global similarity measurement, where the similarity
measurement and constraints validation are combined in one step, and
executed at the cluster level. Thus, the new algorithms are viable for
large datasets, such as social networks unlike the existing constrained
clustering algorithms, where the majority use partitional methods and
the constraints are dealt with locally.
 The difference between the SCClust and the WSCClust is that the SC-
Clust does not allow any constraint conflict to exist, whereas the WSC-
Clust minimises the constraint conflict as it considers the importance of
the constraint. The results show that the WSCClust performs better in
the social network domain; however, in other domains, the SCClust may
be used, especially when the constraints are rigid.
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 The results show that there was a need for the new evaluation measures,
which are able to evaluate the clustering solution of the social networks’
members, especially from the end-user application point of view. In
clustering people in social networks, it is not always true that the intra-
similarity and inter-similarity are good; that means that the clustering
solution is good. Two measures were introduced by this research: con-
straints’ satisfaction and success rate. However, more investigation is
needed in this particular area.
 The accuracy rates of the new SCClust and WSCClust are affected by
the number and weight of the constraints. The results show that two
constraints are the optimal number of the constraints which increase the
success rate. The reason for this outcome is that the constraints are
ordered in descending order and, as the number of constraints increases
their importance decreases. Therefore, the best success rate was obtained
when the first two constraints were used.
 The experiments were conducted on four separated datasets to ensure
the stability and credibility of the new clustering methods. The results
prove that the methods are stable and credible.
 The scalability evaluation proves that the new SCClust and WSCClust
clustering algorithms are scalable and can be used to cluster large datasets
as in the case of the social networks, and they outperform other algo-
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rithms.
 The proposed two clustering algorithms, as well as Clope clustering al-
gorithm, overcome the sparsity problem by considering the values that
the users are interested in, rather than considering all values, as in trans-
actional data.
4.7 Summary
In this chapter, the newly developed two incremental constraint-based cluster-
ing algorithms were discussed, especially in terms of their ability to efficiently
cluster users in social networks. The SCClust and WSCClust used a global
similarity measurement function to efficiently cluster people in social networks.
However, the WSCClust also took into consideration the constraints’ weights,
which represent the importance of each constraint. Both the SCClust and
WSCClust were tested on four datasets, obtained from an online dating web-
site, using internal and external evaluation measures. The findings show that
the WSCClust performs better where clustering people, compared to the exist-
ing clustering algorithms, including the k-means, Clope and SCClust. The area
relared to imposing constraints in the clusters level seems to be a promising
area, especially for clustering people in social networks.

Chapter5
Matching and Recommending People in
Social Networks
5.1 Introduction
A social matching system can be seen as a recommender system that recom-
mends people to people, instead of recommending products to people. How-
ever, recommending people is more complicated and sensitive when compared
with recommending products [111]. The special nature of human interactions
and their relationships in social matching systems require more advanced tech-
niques to accurately match the users. As discussed before, unlike traditional
recommendation systems, it is not always true that when two users share the
same attributes (such as values that describe themselves, including age, per-
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sonality, and smoking habit), that they can be recommended to each other. As
a result, the standard recommendation techniques are not completely appropri-
ate when matching people in social matching systems. Further, the increasing
numbers of social network members, along with their information, increases the
computational complexity. In Facebook, for example, there are more than 500
million active users, with 50% of the active users logging on in any given day
(www.facebook.com, 2013). Another social network is RSVP; it is considered
as the largest dating network in Australia, with more than 2 million members,
and an average of 1,200 new members every day (http://www.rsvp.com.au/,
2013).
This chapter presents and analyses a novel matching and recommendation
system, developed for the current research, which improved the efficiency of
matching people in social networks. The new system is based on the cluster-
ing algorithms discussed in Chapter 4. The clustering process, a data mining
technique, was used to improve the matching process. It reduced the data size
and cut down the complexity of the matching process. Moreover, the clus-
tering technique assisted the recommendation process in social networks by
overcoming some existing problems, such as cold start and sparsity. For ex-
ample, the cold start problem occurs when a new user joins a social networks
and the system has not gathered enough information about the user to be
matched. Assigning this user to an existing cluster, which has been matched
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already with the appropriate opposite gender cluster would allows him/her to
receive recommendation instantly. The new clustering based social matching
system also considers both explicit data (information that users provides about
themselves) and implicit data (user activities on the social networks) to im-
prove the matching process. An in-depth analysis of the new matching system
over other state-of-the-art matching systems was conducted using a real-life
dataset. Finally, a discussion of the analysis of the new matching system is
provided.
5.2 Clustering Based Social Matching System
There are many types of social networks, each developed according to the
purpose of their use. An online dating system is one type of social network.
It aims to introduce people to their potential partners. Online dating systems
usually keep two types of data about their users: implicit data and explicit
data. The implicit data are collected by recording the users activities while
they are interacting with the system. These data include profiles that a user
has seen and messages that they have sent. The explicit data are usually
obtained through an online questionnaire; the users are asked to answer a
number of questions which represent their personality traits and interests. The
explicit data can be divided into two subsets: data about the user; and data
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about the preferred partner.
In the Clustering Based Social Matching System (ClustMatch), let U be
the users in a the social network, U = {u1, u2, . . . uu}, where ui is either a
male or a female user. Each user has a set of attributes ui = {a1, a2, . . . am}.
These attributes can be divided into two groups: attributes that describe
the user’s own attributes (o1, o2, . . . ox), such as age, height, education,. . . etc;
and attributes that describe his/her preferred partner (p1, p2, . . . pg). Users
are allowed to have one value for each of their own attribute ox; however, they
may have null, single or multiple values for each attribute about their preferred
partner attribute pg.
A user ui also performs some activities on the network, such as viewing
another user’s profile, which can be noted as V (u1, u2), where u1 viewed the
profile of u2. This activity shows that u1 may be interested in contacting
u2. Other activities usually include communicating using short pre-defined
messages or long free-text messages. Sending a pre-defined messages can be
represented as the function M(u1, u2,mt,mr), that confirms further interest,
where u1 sends a message mt that contains a pre-defined message to u2. Users
can select one of a variety of mt that represents the users feelings. Then u2 can
reply to the pre-defined messages sent by u1 by using one of several pre-defined
replies mr which can vary between a positive and a negative reply. This reply
represents the decision taken by user u2 about this relation. Therefore, mr
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may be null indicating that the target user has not responded to the sender’s
request. Furthermore, u1 is allowed to send emails E(u1, u2,mg) to another
user u2.
In the new (ClustMatch), both the user profiles and the user activities
were employed to improve the accuracy and efficiency of the recommendations.
The user profiles were used to cluster similar users in groups according to
their profile similarities, taking into account their constraints (as discussed in
chapter 4). Clustering users into groups overcomes two major problems in
the matching process: 1- The cold start problem, and 2- the data sparsity.
Consequently, the clustering increases the matching accuracy and efficiency
(as shown by the earlier findings). Once the users were clustered, the training
data obtained from the users’ activities (implicit data) were used to match the
users clusters with each other. As mentioned in Chapter 3, the implicit subsets
were divided into two month training data and one month testing data. While
the training implicit data were used to match the clusters, the testing data
were used to evaluate the matching. The clustering and matching phases are
discussed in the following sections in more detail.
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5.2.1 Clustering Users in Social Networks
In order to cluster the users in the social networks, the data needs to be
pre-processed. The pre-processing includes the data integration and trans-
formation. Once the data were integrated and transformed, they were then
divided into two groups: male users denoted as Um = (u1, u2, . . . um), and fe-
male users denoted as Uf = (u1, u2, . . . uf ). Thus, the data were prepared to
be clustered in the next phase, as Figure 5.1 shows. The male and the female
users were clustered separately in order to match the clusters with each other,
and then the partners were recommended to each other. The male users were
clustered based on their own attributes (o1, o2, . . . ox); while the female users
were clustered based on their preferred partners attributes (p1, p2, . . . pg). This
outcome ensure high accuracy matching, as explained in Chapter 4. Using
both the user’s own and preferred attributes in the clustering process created
difficulties in finding a male cluster that was similar to a female cluster. For
example, while two users may have similar own attributes, they may be very
different in what they are looking for in their partners. Therefore, a decision
was made to use the males own attributes and the attributes of their preferred
partner (female). As Morgan et al. (2010) found, females are more mindful of,
and put a greater effort into, completing the online dating questionnaires, in
comparison to the male users [84]. This occurred, especially when completing
the requirements for their preference partners. The analysis of the underlying
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social network statistics also confirmed that, even if the number of male users
was greater than the number of female users, the female users attempted to
provide more information about their preferred partners. As a consequence,
the male’s own attributes and the female’s preferred attributes were used as
shown in Figure 5.1.
Figure 5.1: Clustering and Matching Users
5.2.2 Matching Clusters and Recommendation
After clustering the male and female users, two processes were performed:
matching clusters and recommending cluster members to each other. In this
process, let Cm be the clustering solution grouping the male users containing c
clusters, Cm = (cm1, cm2, . . . cmc). Then, let amc be the centroid vector of clus-
ter cmc. The set of centroid vectors can be represented as (amc1, amc2, . . . amcm)
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for the cluster set Cm. Let Cf be the clustering solution grouping the fe-
male users containing d clusters, Cf = (cf1, cf2, . . . cfd). Let afd be the cen-
troid vector of cluster cfd. The set of centroid vectors were represented as
(afd1, afd2, . . . afdm) for the cluster set Cf .
The process of matching the cluster pairs in male and female sets was
based on the communication between clusters members utilizing the implicit
data. As mentioned previously, social networks contain implicit data that can
be used to improve the recommendation. The users interact with each other
by sending messages M(u1, u2,mt,mr), emails E(u1, u2,mg) and by viewing
each others’ profiles V (u1, u2). These implicit data were used to match the
users’ clusters. In the new system, the successful communication interactions
M(u1, u2,mt,mr) between one cluster and the clusters representing the oppo-
site gender data were accessed to determine the pair of clusters that had more
interactions between them; these were then recommended to each other. A
message was defined as a successful message when it received a positive reply
kr which means that the opposite party was also interested in this relationship.
The communication score CommScore can be presented as follows.
CommScore(cmi, cfj) =
∑
M(ui, uj, kt, kr) (5.1)
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Where
M(ui, uj, kt, kr) =

1 If kr is positive
0 Otherwise
(5.2)
When the matching process was completed, the recommendation phase took
place. In this phase, the recommendations were presented to the users in
ranking order of the users’ compatibility scores. The compatibility scores were
calculated between the members of the pairs of matched (or compatible) clus-
ters, according to the members’ profiles and preference similarity. The user
profile vector of the male user Um ∈ Cmi was compared with the preference
vector of all female users Uf ∈ Cfj. The compatibility score, UserSim, can be
presented as follows.
UserSim(um, uf ) =
∑n
i=1 sim(omi, pfi)
n
(5.3)
Where
sim(omi, pfi) =

1 If omi = pfi
0 Otherwise
(5.4)
Finally, the top n partners were recommender to each user using ranking meth-
ods, which are discussed later in Section 5.3. Figure 5.2 presents a high level
definition of the ClustMatch social matching system.
The basic ranking method used in ClustMatch was a similarity measure-
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Input : Male and female dataset;
Output: List of ranked recommendation for each user;
Algorithm:
Begin
1- Cluster male users based on their own attributes (o1, o2, . . . ox) into c
number of groups;
2- Cluster female user based on their preferences (p1, p2, . . . pg) into d
number of groups;
3- for each cluster ci do
Find the opposite gender cluster cj that has highest successful
communication with ci;
end
4- for each user um belong to ci do
Calculate the compatibility with all users in cj where cj is best
matched cluster with ci using equation 5.3;
end
5 Present top n recommendations to the users in ranking order of users’
compatibility scores UserSim and other ranking methods (section 5.3);
END
Figure 5.2: High Level Definition of ClustMatch Method
ment (SimRank) method. However, two other advanced methods were devel-
oped for the current research, and are discussed in section 5.3 below.
5.2.3 Explicit Matching
As mentioned earlier, the new method used the users’ implicit information to
match the clusters. It was also compared with a variation when the clusters
were matched using the explicit information (ClustContMatch). The profile
and preference similarity are used to compare the clusters’ centroids for both
male and female clustering solutions, which related to the different gender
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groups, where each group had a profile and preference information, as explained
previously. The matching was achieved in the ClustContMatch, based on the
explicit profile information rather than the implicit information. In this case,
the matching score MatchScore was used, as follows:
MatchScore(cm1, cf1) =
∑x
i=1 sim(am1i, af1i)
x
(5.5)
Where x is the number of attribuates’ values for the clusters and
sim(am1i, af1i) =

1 If am1i = af1i
0 Otherwise
(5.6)
5.2.4 Two-way Compatibility of Recommendations
A major problem with the existing social matching systems, and one that affect
the accuracy of matching, is the compatibility of recommendation. Many
social matching systems consider the similarity between user x and user y,
and, then produce the recommendation without checking that user y is also
compatible with user x. The new social matching system ensured a two-
way matching process that took into account both the user’s preferences and
their own information for each recommended pair to each other (as figure 5.3
shows). The use of the clustering and the implicit matching, as mentioned in
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the previous sections, also increased the compatibility further.
Figure 5.3: Two-way Matching
5.2.5 Clustering to Reduce the Computational Com-
plexity
The matching process in social networks, using traditional techniques, suffers
from a high computational complexity (Comp) due to the presence of a large
number of users. Further, the Comp is associated with the number of users n,
including m number of male users and f number of female users. A similarity
measurement, however, needs to be conducted between every pair of female-
male members in the social network. Thus, the Comp can be presented as
follows:
Comp = O(f ×m) (5.7)
However, by using the clustering technique, the new system (ClustMatch)
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significantly reduced the Comp. The system was then used to measure the
similarity between a user within one cluster set, and all users who belong to
another (matched) cluster set. Here, let the m number of male users was
divided into x number of clusters, the f number of female users were grouped
into y number of clusters and p was the number of clusters’ pairs that were
matched with each other. The reduced Comp can be expressed as:
Comp = O((
f
y
× m
x
× p) + (y × x)) (5.8)
A reduction of the Comp limited the similarity measurement to the as-
signed cluster, instead of all users. The Comp was affected by the number
of clusters, the average number of users per cluster, and the number of other
gender clusters assigned for each cluster.
5.2.6 Clustering to Solve Cold Start Problem
As mentioned before, social matching systems suffer from a cold start problem.
The cold start problem occurs when a user stays passive, or a new user joins
the social network and the system has not gathered enough information about
the user’s communications to be matched. Using the new ClustMatch system
overcomes the cold start problem through the clustering and provides such pas-
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sive users with an accurate recommendations. Here, Cm = (cm1, cm2, . . . cmc)
was the clusters of male users of the network and Cf = (cf1, cf2, . . . cfd) be
the clusters of female users of the social networks. The male clusters and the
female clusters were matched based on the successful communications between
these groups ( illustrated in Figure 5.1). If a new user joins the social matching
system then this user is assigned to an existing cluster, which already has been
matched with the appropriate opposite gender cluster, allowing the new user
to receive recommendation instantly.
To prove the efficiency of the new ClustMatch system in overcoming the
cold start problem, the following empirical evaluation process was conducted.
A random subset of 5000 successfully connected users was selected. The male
and female users were clustered separately (as it has been explained in Clust-
Match system, see Figure 5.2). Next, all communications were deleted for 40%
of the users, and they were considered as a passive or new users. Sixty percent
of the implicit user data (successful communications) was used to match the
clusters and then the users were recommended the users to each other. This
process was the basic for the Bow Tie structure analysis, which found that only
61.25% of users were involved in all kinds of information exchange activities
(Table 3.7). Finally, the success rate was measured for the recommendations
that the ClustMatch provided for the 40% passive users. The result of this
experiment are discussed in section 5.4.2.
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5.3 Recommendation Ranking
The problem of ranking recommendation arises in many applications, including
social matching systems. Thus, two approaches, applicable in many domain
with constraints and/or different importances of the attributes, were proposed.
The new methods efficiently measured the similarity of the people in the social
networks, taking into consideration the personalised needs of the users to rank
the recommendations. Further, the new methods were compared with the
baseline ranking method, that is, the similarity measurement (SimRank).
5.3.1 Constrained Ranking Method
Two clustering algorithms were proposed to group people in social networks
using their constraints (as mentioned in Chapter 4. In this section, Constrained
Ranking Method (ConstRank) is proposed which also considered the users’
constraints by calculating the similarity between the users and the ranking of
the recommendation. The ConstRank used the same constraints that were
used in the SCClust and WSCClust clustering algorithms (see Table 3.8) to
rank the recommendations. For example, if user u1 and user u2 were similar
in nine out of ten attributes then they received a 90% similarity ranking using
the standard ranking method. However, the ConstRank checked if these two
users were differentiated in a constraint attribute. If it is a normal attribute,
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then the similarity remained the same. If it is a constraint attribute, then the
similarity was reduced by the weight of that constraint. If the constraint’s
weight was 10%, in the previous example, then the similarity was 81% instead
of 90%. The ConstRank similarity measurement function is presented below.
ConstRanksimilarity(um, uf ) =
∑x
i=1 sim(omi, pfi)
x
× ConsPur (5.9)
Where
sim(omi, pfi) =

1 If omi = pfi
0 Otherwise
(5.10)
and
ConsPur = 1− X1 + X2 . . . + Xn
n
(5.11)
Where Xn represents the value of constraint n, and where Xn can be be-
tween 0 (where there is no constraint conflict) and 1 (where the constraint
conflict exists with full weight), depending on the weight of the constraint.
As a result, the Constraints Satisfaction rate (ConstSat) obtained a value be-
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tween 1, where all the constraints were satisfied, and 0, where all constraints
were not satisfied with full weight.
5.3.2 Personalised Weighted Attributes Ranking Method
The Personalised Weighted Attributes Ranking Method (PersonRank) was an-
other ranking method that took into consideration the previous successful com-
munication between a user and his/her partners (as Figure 5.4 shows).
Figure 5.4: Using Previous Communications to Rank New Recommen-
dations
A personalised profile was built for every user, which recorded the impor-
tance of every attribute, based on the previous successful communications (part
A in Figure 5.4). For example, if user u1 had been successfully connected with
100 users, and he/she shared the same value for attribute y (profile attribute
for the sender and preference for the receiver) with 90 users, then attribute y
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received an importance value of 90%, and that was recorded in user u1 profile.
After constructing the profiles for all users, these personalised importance value
were used to calculate the similarity and rank of the recommendation (part B
in Figure 5.4), in a personalised way. The PersonRank similarity measurement
function is presented as:
PersonRank similarity(um, uf ) =
∑x
i=1 sim(omi, pfi)× iweight
x
(5.12)
Where
sim(omi, pfi) =

1 If omi = pfi
0 Otherwise
(5.13)
and iweight is the weight of the value i.
5.4 Empirical Evaluation
This section presents and discusses the empirical evaluation of the ClustMatch
method proposed in the previous section, along with other matching methods.
It provides a clear understanding of the quality of the matching and recommen-
dation obtained using the new method. The section also presents a discussion
of the scalability of the new matching method, comparing to others methods.
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Moreover, the section discusses how the clustering algorithms were analysed (
also see Chapter 4). The clustering algorithms were helpful in improving the
accuracy and efficiency of the matching and the recommendation of people in
the social network.
The new matching method utilized the dating type of the social matching
system in which the opposite gender users were recommended to each other.
Four separate datasets from the online dating website, were used to evaluate
the new method. These datasets were exactly the same datasets that had
been used in Chapter 4, as the outputs of the clustering phase were used in
the matching phase. Each dataset covered a period of three months which,
was the average period for a user to be active in the network, with at least one
initiative for the communication channel. Each dataset was also grouped into
male and female datasets; These users were clustered using different clustering
algorithms, as discussed in Chapter 4, using explicit data. Finally, the clusters
were matched with each other using implicit data, with the users recommended
to each other.
The empirical analysis demonstrated that the new system improved the
accuracy of the recommendations, reduced the matching complexity, and over-
came the cold start problem. The matching process, in a majority of social net-
works, is based on explicit data that users provide to describe themselves [15].
However, the new system proved that using implicit data, that represented
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the users’ activities in the matching process, increased the recommendation
accuracy.
Experiments were conducted to evaluate the accuracy of the recommen-
dation, recall and computational complexity of social matching systems using
different methods, including Content-based matching (ContMatching), cluster-
ing with content-based matching (ClustContMatch), and the new ClustMatch
method, using k-means, Clope, SCClust and WSCClust clustering algorithms.
Table 5.1 lists the acronyms used within this chapter.
5.4.1 Complexity
In the new system, the ClustMatch helped to reduce the computational com-
plexity of matching the users of social networks. Thus, rather than comparing
every male user with all female users, the new system limited the comparisons
to the users within an assigned cluster. Figure 5.5 shows the complexity of
the new ClustMatching system compared to the baseline system. The reason
for such a big difference in the complexity is that the baseline content-based
matching system had to compare all members of the network pair-wise. Fig-
ure 5.5 also shows a strong relationship between the number of users and the
complexity of the social matching system. However, while the ClustMatch-
ing increased by 6.00E+07 for every user added to the system, ContMatching
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Table 5.1: Acronyms
Acronym Description
ContMatching (baseline) Matching people using content-based approach
ClustContMatch Cluster people and match cluster
based on their centroid similarity
KmClustMatch Use k-means clustering algorithm in ClustMatch
CLOPEClustMatch Use Clope clustering algorithm in ClustMatch
SCClustClustMatch1C Use Semi-Supervised Constrained
Clustering Algorithm in ClustMatch with one constraint
SCClustClustMatch2C Use Semi-Supervised Constrained
Clustering Algorithm in ClustMatch with two constraints
SCClustClustMatch4C Use Semi-Supervised Constrained
Clustering Algorithm in ClustMatch with four constraints
SCClustClustMatch6C Use Semi-Supervised Constrained
Clustering Algorithm in ClustMatch with six constraints
SCClustClustMatch8C Use Semi-Supervised Constrained
Clustering Algorithm in ClustMatch with eight constraints
WSCClustClustMatch1C Use Weighted Semi-Supervised Constrained
Clustering Algorithm in ClustMatch with one constraint
WSCClustClustMatch2C Use Weighted Semi-Supervised Constrained
Clustering Algorithm in ClustMatch with two constraints
WSCClustClustMatch4C Use Weighted Semi-Supervised Constrained
Clustering Algorithm in ClustMatch with four constraints
WSCClustClustMatch6C Use Weighted Semi-Supervised Constrained
Clustering Algorithm in ClustMatch with six constraints
WSCClustClustMatch8C Use Weighted Semi-Supervised Constrained
Clustering Algorithm in ClustMatch with eight constraints
increased by 3.00E+11. The complexity of the new method is presented in
Equation 5.8, being compared to the baseline complexity, presented in Equa-
tion 5.7.
As a consequence, the complexity of the new system was reduced by 80%
for a dataset of 1000 users, and by 99.98% for one million users as shown in
Figure 5.6. The ratio of the complexity reduction increased as the number of
users increased as shown in Figure 5.6. The reason for the large improvement
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Figure 5.5: Computational Complexities of Social Matching Systems
in the new system, in terms of complexity, is that the system measured the
similarity in the clusters level, whereas the traditional systems measured the
similarity in the users level (pair-wise).
5.4.2 Success Rate
The success rate was used to evaluate the accuracy of the recommendation
in the new social matching system comparing it to other matching systems.
The success rate is measured the probability of the recommendation being
successful, as indicated by the positive communication between a user and
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Figure 5.6: Ratio of Complexity Reduction
his/her recommended partner. The Success Rate is defined as:
SuccessRate =
successful recommendations ∩ All recommendations
All recommendations
(5.14)
At the beginning, four matching techniques were used to match people in
social networks: ContMatching, ClustContMatch, KmClustMatch, and CLOPEClust-
Match.
Figure 5.7 shows that the Clope clustering algorithm, when used in the
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ClustMatch system, performed better when comparing it to other techniques,
followed by KmClustMatch. That is because the clustering solution obtained
from Clope was more accurate than the clustering solution obtained from the
Km, as mention in Chapter 4 (Figure 4.5). Further, both CLOPEClustMatch
and KmClustMatch used implicit information, which represented the users
communications to match the clusters, where ContMatching and ClustCon-
tMatch used people’s explicit profiles. Thus, the strength of the proposed
system, using clustering algorithm and the implicit information, increased the
accuracy of the recommendation. Notably, using clustering with the content-
based matching system, as in ClustContMatch also increased the accuracy of
matching, as Figure 5.7 shows. Additionally, it also helped to overcome the
cold start problem as people received the recommendation as soon as they
were clustered, and the clusters were matched, whether a user was active or
not. As shown in Figure 5.7, the best success rates in all the methods were
obtained when the number of recommendations were less. Consequently, the
recommendations were organised in descending order of their similarity with
the user who received these recommendation. Therefore, when the number
of recommendations increased, the system recommended lower compatibility
recommendations to the user.
The previous dissections showed that using the new system to match peo-
ple in social networks was very useful and efficient. However, the accuracy
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Figure 5.7: Success Rate of Different Matching Techniques
of matching was highly affected by the clustering solutions. Therefore two
clustering algorithms were developed for the current research to best cluster
people in social networks. These algorithms were the Semi-supervised Con-
strained Clustering Algorithm (SCClust) and the Weighted Semi-supervised
Constrained Clustering Algorithm (WSCClust).
The use of the SCClust, in the new ClustMatch system, is discussed below.
The SCClust is a constraint-based clustering algorithm that uses constraints
with no weights to cluster people is social networks. Thus, if a user has a
constraint that does not allow him/her to be added to a cluster, then they
will not be added, regardless of the importance of that constraint. The results
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show that the use of the SCClust increased the accuracy rate when compared
to the previous methods, especially when the SCClust used teh top two con-
straints. When the number of constraints exceeded two, then the accuracy rate
decreased. The constraints are ordered in a descending order, with the top two
constraints having more weights when compared to the rest (as shown in Table
3.8). If using more constraints in the SCClust, while their weight may not be
important, results in a unimportant fragmented clustering solution. The out-
come is a reduction in the accuracy of the overall matching system (as Figure
5.8 shows). To overcome this problem, The WSCClust were introduced.
Figure 5.8: Success Rate of Matching System Using SCClust
The WSCClust algorithm is a Weighted Semi-Supervised Constrained Clus-
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tering algorithm that was developed for the current research to cluster social
network datasets that contain constraints with different weights. Therefore, as
shown in Figure 5.9, the accuracy rate increased from 0.56, when the SCClust
was used in the ClustMatch, to 0.71 when using the WSCClust. The impor-
tance of taking the constraints’ weights into account when clustering people
in social networks can be seen clearly in Figure 5.9.
Figure 5.9: Success Rate of Matching System Using WSCClust
Finally, Figure 5.10 shows the accuracy of the ClustMatch new system
overcoming the cold start problem. As explained in section 5.2.6, an experi-
ment was designed to use the implicit data of only 60% of the successful users
dataset (as in the real life example) to match and recommend people to each
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other. The WSCClust2c clustering algorithm and PersonRank ranking method
were used to produce the best clustering solution (as shown in Figures 5.9 and
5.15). The results show that the ClustMatch overcame the cold start prob-
lem by providing the passive users with recommendations that achieved up to
a 69% success rate, compared to what the content-based matching achieved
(26% success rate).
Figure 5.10: Success Rates After Solving Cold Start Problem
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5.4.3 Recall
Recall was also used in the current research to measure the probability of
recommending the right partners, which is presented mathematically below.
recall =
#(successful recommendations ∩ All recommendations)
#successful recommendations
(5.15)
The average recall for the four matching techniques (ContMatching, Clust-
ContMatch, KmClustMatch, and CLOPEClustMatch) are presented in Figure
5.11. As with the success rate, the ClopeClustMatch followed by the KmClust-
Match, gained the best recall as both are used in the new ClustMatch social
matching system. ClustMatch used the implicit information (communication)
to match clusters, which reflects the actual interest of the people and results
in increasing the recall compared to the ContMatching and ClustContMatch.
The recall for both the SCClust and the WSCClust being used in the Clust-
Match system, and how they increased the recall compared to other clustering
algorithms can be seen in Figures 5.12 and 5.13. It is clear that the WSC-
Clust was most suitable for clustering people in social networks and achieving
a better success rate, as well as recall.
The new matching system ClustMatch using WSCClust algorithm im-
proved the recall from 0.02 in ContMatching, to 0.08 in the top 1 recom-
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Figure 5.11: Recall of Matching System Using Different Matching Tech-
niques
mendation, and from 0.11 to 0.26 in the top 100 recommendations (Figure
5.14).
5.4.4 Recommendation Ranking
The new ranking methods are discussed below, and are compared to the base-
line and the traditional ranking method. As mentioned previously, two ranking
methods were developed for the current study: Constrained Ranking Method
(ConstRank) and Personalised Weighted Attributes Ranking Method (Per-
sonRank). The success rate of the overall recommender system ClustMatch
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Figure 5.12: Recall of Matching System Using SCClust
was calculated using different ranking methods on different datasets. These
datasets were the same four datasets used in the clustering and matching
phases. The datasets has different numbers of users and different numbers of
communications.
The average success rate of the the new Clustering Based Social Matching
System (ClustMatch) using different clustering algorithms and different rank-
ing methods are presented in Figure 5.15. The PersonRank method improved
the success rate in the majority of the experiments, especially when using the
Semi-supervised Constrained Clustering Algorithm (SCClust). The reason for
that was that the SCClust did not consider the weight and importance of the
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Figure 5.13: Recall of Matching System Using WSCClust
constrained attributes, and when the PersonRank considered that, in the rank-
ing phase, the success rates improved. The Constrained Ranking ConstRank
did not make any significant improvement in the success rate as the constraints
were already considered in the clustering phase and, therefore, there was no
need to check them again in the ranking phase. The best success rate was
obtained when using the Weighted Semi-supervised Constrained Clustering
Algorithm (WSCClust) in the ClustMatch system and the PersonRank rank-
ing method. However, there was no such big improvement in the success rate
using different ranking methods, which means the clustering solution obtained
from the WSCClust was very accurate, and the matched two clusters were
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Figure 5.14: Comparison Between Recalls
very compatible. The results also confirmed that the number and weight of
the constraints in both the SCClust and the WSCClust were important factors
in the clustering phase that affects the accuracy of the recommendation.
The success rates for each dataset, separately, using PersonRank with dif-
ferent clustering algorithms are shown in Figure 5.16. Each dataset had dif-
ferent number of users and different number of communications. The four
datasets were used to identify the affect of the number of communications in
each dataset on the success rate. The result shows a variation in the success
rate between the datasets, and is a correlation between the number of com-
munications and the success rate. Further, the success rate increased as the
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Figure 5.15: Ranking Methods vs Different Clustering Algorithms
number of communications increased. Thus, the PersonRank ranking methods
worked better for the users who had a high number of successful communica-
tions with other users.
The correlation between the success rate and the number of communica-
tions per user are illustrated in Figure 5.17. There was a fairly strong relation-
ship (0.54) between the number of communications per user and the success
rate. Further, the success rate for the overall matching system increased by
0.001 for every communication a user made.
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Figure 5.16: Ranking Methods vs Different Datasets
5.5 Discussion and Summary
This section discusses and summarises the empirical evaluation conducted for
the new ClustMatch system using different clustering algorithms and compar-
ing it to other social matching systems.
 ClustMatch is a novel matching system that was designed to match and
recommend people in social networks, in an efficient manner that in-
creased the accuracy of the recommendation and decreased the compu-
tational complexity of the matching process. The best success rate result
was obtained by using the new WSCClust2C clustering algorithm in the
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Figure 5.17: Correlation Between Success Rate and Number of Commu-
nications Per User Using PersonRank
ClustMatch system. Figure 5.18 shows that the ClustMatch improved
the accuracy of the matching using both SCClust2C and WSCClust2C
when compared to the baseline matching system. Further, the success
rate increased from 0.2566, when the baseline content-based matching
system was used, to 0.7175 when the ClustMatch used the WSCClust2C
algorithm, and for the top first recommendation. When the SCClust2C
was used, the success rate increased to 0.5625. Furthermore, the improve-
ment in the success rate increased as the number of the recommendations
increased. Using the ClustMatch with the WSCClust2C increased the
accuracy of the recommendation, with 500% for the top 100 recommen-
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dations.
Figure 5.18: Ratio of Increasing Success Rates
 In addition to the improvement in the recommendation accuracy gained
by using the ClustMatch. It was much faster and did not take a long
time to process the matching when compared to other matching systems.
As shown in figure 5.6 the ClustMatch reduced the computational com-
plexity by 80% when matching 1000 users; further, the reduction rate
increased as the number of users increased. When matching one million
users, the new ClustMatch system consumed only 0.02% of what the tra-
ditional matching systems consumed. This was one major advantage of
the ClustMatch, which made it effective in matching and recommending
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extremely large numbers of people in social networks.
 Another major advantage of the ClustMatch was the constraints’ con-
flict between users, which were considered in the clustering phase using
SCClust and WSCClust clustering algorithms. Therefore, there was no
need to check the constraint in the matching and recommendation phase.
The new clustering algorithms resulted in sets of male and female clus-
ters where each cluster was united and pure in term of constraints. This
makes the process of matching straightforward, especially as it was based
on the implicit information, as mentioned earlier.
 The use of the new ClustMatch system to match and recommend users
in the social networks overcame a major problem in traditional social
network systems, namely, the cold start problem. The cold start problem
occurs when a new user joins the social network but the system has not
gathered enough information about the user seeking to be matched. As
shown in the Bow Tie structure analysis (Table 3.7), only 61.25% of the
users are involved in all kinds of information exchange activities. Thus,
38.75% of the users will not be recommended to other users, neither
will they receive recommendation using the collabrative recommender
system. However, with the new ClustMatch system, each user is assigned
to an existing cluster in which the cluster have already been matched
with an appropriate opposite gender cluster (via the communications of
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similar users). As a result, the new system allows the user to receive
recommendations instantly.
 In the current research, different clustering algorithms were used, includ-
ing the SCClust and WSCClust. The results show that the WSCClust
algorithm was the more efficient in clustering people in social networks.
The accuracy rate in the ClustMatch was the best result to be achieved
when using the clustering solution obtained from the WSCClust algo-
rithm. The main reason for the success of the WSCClust is that it
considers the importance of the constraints. Hence, when the constraint
conflict is not significant it is ignored.
 As discussed in the literature review (chapter 2), there are three main rec-
ommendations techniques; content-based matching system, collaborative-
based matching system, and hybrid matching system. The new Clust-
Match system was considered a hybrid matching system, where both the
content and collaboration information were used to match and recom-
mend people to each other. The results of ClustMatch were compared
to the baseline matching system which was considered a content-based
matching system. Importantly, using collaborative-based matching in
social networks was found to be inefficient, as the majority of users in
social networks stayed passive for some time and did not create any type
of communication. This mean that those users were omitted from the
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recommendation and so did not receive any recommendations.
5.6 Summary
Many social matching systems are based on the recommender system tech-
niques, with the difference being that the social matching systems recom-
mends people to each other, rather than recommending items to the people.
As noted earlier, recommending people to each other is much more compli-
cated and challenging than recommending products or items. Therefore, the
current social matching systems, which use those techniques, suffer from two
problems: the computational complexity, and the matching accuracy. Thus,
the new hybrid social matching system was developed. As presented in this
chapter, the system uses implicit and explicit data to improve the recommen-
dation process. The clustering technique used in this system also reduces the
computational complexity. Further, the experimental results highlight the ad-
vantages, namely, that the new system provides satisfactory and high-quality
recommendations, with much less computational complexity. Matching the
users in the social networks were based on their implicit data. This area of
research, therefore, is a promising research area, with many aspects that need
to be explored. Furthermore, the data mining techniques, including the clus-
tering and association rules, can be effectively employed to develop ways to
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match the users in social networks.

Chapter6
Conclusion
6.1 Overview
With the increasing popularity of online social networks, the number of their
users and the information they provide are rapidly increasing. Such numbers
of users in today’s social networks makes the process of finding similar people
a very complicated and expensive activity. Thus, there is a need for a social
recommender system that uses all types of available information to produce
high accuracy recommendations, and to successfully match people with each
other on social networks. Clustering has been identified as an effective data
mining technique that can be used to improve the accuracy and efficiency of
matching people in social networks. However, the existing clustering algo-
rithms have some limitations, especially when they are used to cluster people
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in social networks. The quality of the clustering solution in the new matching
system is a critical element as the system is based on the clustering. Hence, the
main objective of this research is to improve the accuracy and efficiency of the
matching and recommending of people in the social network, while utilising
their explicit and implicit data, and using advance clustering techniques.
This research has developed a new clustering based social matching system
that reduces the complexity of the matching process and improves its accuracy.
The system uses the implicit and explicit data at different stages, in the process
to ensure high compatibility recommendations and to overcome some existing
problems in today’s social matching system. This research investigated the
problem of clustering people in social networks. As well as two advanced
clustering algorithms being developed, the research also developed a ranking
method that ordered the recommendation in a way that increased the users’
acceptance.
6.2 Summary of Contributions
This thesis provided an overview of the matching and recommending of people
in social networks, the clustering of people, and the ranking of the recommen-
dation. The literature review revealed the following shortcomings in the extant
literature:
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 The lack of efficient methods in matching people in social networks;
 The lack of a clustering algorithm that can be used to efficiently group
people in social networks;
 The lack of an evaluation method that can be used to evaluate clustering
of people in social networks; and
 The lack of a personalised ranking method that can be used to rank the
people recommendations.
This research focused on overcoming these shortcomings via a new clus-
tering based social matching system. The system used different clustering
algorithms and ranking methods to improve the matching process in the social
networks.
The study produced four main contributions, which are summarised below.
The research:
 Developed a novel hybrid clustering based social matching sys-
tem
The new design of matching people in social networks used data mining
techniques. The design helps to overcome the existing shortcomings with
social matching systems, and improves the accuracy and efficiency of
recommending the people.
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 Developed a new incremental clustering algorithms for group-
ing people in social networks.
Two incremental clustering algorithms were developed to utilise the spe-
cial natural needs of people in social networks, and to produce good
quality clustering solutions that can be used to improve the overall effi-
ciency of the social matching system.
 Developed internal and external evaluation methods that are
used to measure the quality of the clustering solutions based
on social matching applications
Two evaluation methods were developed to evaluate the clustering of
people in social networks. One method was internal, where the person-
alised information was used to evaluate the clustering solution; the other
was external, where the social matching application was used to evaluate
the accuracy of the matching.
 Developed ranking methods to efficiently rank the recommen-
dation in social networks
New personalised ranking methods were developed to ensure a high com-
parability between the recommended pairs. These ranking methods con-
sidered the special needs for every user, individually, as well as the special
constraints in the social networks.
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6.3 Summary of Findings
The main findings from this thesis can be summarized in the following six
points:
 The new clustering based social matching system (ClustMatch) improved
the accuracy of the recommendation (up to 45% improvement) when
compared to content based approaches. Thus, the appropriation of clus-
tering improved the recommendation accuracy in social networks;
 The ClustMatch reduced the computational complexity by 80%, when
matching 1000 users; the reduction rate increased as the number of users
increased (up to 0.02% of what traditional matching systems consume).
Hence,there is efficiency in using clustering based social matching sys-
tems;
 The ClustMatch improved in the matching system by overcoming the
following problems:
– The constraints conflict between users was avoided in the clustering
phase using the SCClust and the WSCClust clustering algorithms
and, therefore, there was no need to check the constraint in the
matching and recommendation phase;
– The ClustMatch overcame a major problem in traditional social
166 Chapter 6. Conclusion
network systems, namely, the start problem; and
– The ClustMatch helped to manage the sparsity problem.
 In the new ClustMatch system, different clustering algorithms were used,
including the SCClust and the WSCClust. The following findings were:
– The accuracy rate in the ClustMatch obtained the best result when
using the clustering solution obtained from the WSCClust algo-
rithm. This positive result occurred because it considered the im-
portance of the constraints;
– the SCClust did not allow any constraint conflict to exist, regard-
less of the weight of the constraint. There was 100% constraints
satisfaction; and
– Both the WSCClust and the SCClust used a global similarity mea-
surement function, which dramatically decreased the cost of the
clustering process.
 Two advanced ranking methods were developed: Constrained Ranking
Method (ConstRank), and Personalised Weighted Attributes Ranking
Method (PersonRank). The following findings were noted.
– Using the PersonRank method improved the success rate of the
majority of experiments, especially when using the Semi-supervised
Constrained Clustering Algorithm (SCClust).
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– The Constrained Ranking ConstRank did not make any significant
improvement in the success rate, as the constraints were already
considered in the clustering phase.
– The best success rate was obtained when using the Weighted Semi-
supervised Constrained Clustering Algorithm (WSCClust) in the
ClustMatch system, as well as the and PersonRank ranking method;
and
– There was no such big improvement in the success rate using dif-
ferent ranking methods. This means that the clustering solution,
obtained from WSCClust, was very accurate, and the matched two
clusters were very compatible.
 The traditional evaluation methods for clustering were not sufficient
enough to be used to evaluate the quality of the clustering solutions
in social networks. Therefore, two measures were introduced in this re-
search: constraints’ satisfaction, and success rate.
Finally, this thesis answered the proposed research questions as follow;
 How to effectively improve the recommendations in online dating social
networks using clustering techniques?
This thesis improved the recommendation in online social networks by
proposing a new clustering based social matching system (ClustMatch).
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The proposed system improved the accuracy of the recommendation,
reduced the computational complexity and overcame major problems in
traditional social network systems, namely, the cold start problem and
sparsity.
 How to rank the users’ recommendations in social networks ensuring
personalised and compatible recommendations?
This thesis proposed two advanced ranking methods, ConstRank and
PersonRank, which consider the user constraints and the personalised
weighted attributes to improve the ranking in social networks.
 What are the appropriate metrics for evaluating clustering and matching
people in social networks?
Along with the existing evaluation metrics, this thesis introduced two mea-
sures that can be used to evaluate the clustering solutions; constraints’ satis-
faction, and success rate. Constraints’ satisfaction was used to measure how
each cluster maintained the constraints satisfaction, while forming its mem-
bers. Success rate was used as an external measure to evaluate the accuracy
of the recommendation in a social matching system using different clustering
algorithms.
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6.4 Limitations and Future Extensions
Importantly, this research focused mainly on the matching and clustering of
people in online dating social networks. However, several extensions can be
made in the future to improve the new methods, in different areas, including:
matching people in social networks, clustering people in social networks and
recommendation ranking.
Since the research also explored the use of implicit and explicit data to
improve the matching in online dating social networks; future research should
focus on using other features (such as previous relations between users, users’
behaviours on the social networks and users’ communications along with some
predictive techniques) to improve the accuracy. It is also recommended that
the new methods be extended into other social network domains.
Additionally,the clustering methods presented in this research could be
extended into different types of data. For example, the use of constraints
in the clustering process still need more investigation. Another study could
examine the factors that have more impact on the quality of the clustering
solutions, and which will affect the accuracy of the overall social matching
system. Further, while the new clustering methods were able to group large
numbers of people within a good response time, there is always room for more
improvement, especially in efficiency.
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The ranking people recommendation also needs more advanced research
into the methods to be employed to rank the recommendations in social net-
works. Still another area for future research is the application of the users’
behaviour to predict a personalised recommendations.
6.5 Final Remarks
Matching people in social networks has been quite popular among researchers
in recent years. This research answered several important questions, namely:
How to effectively improve the recommendations in online dating social net-
works using clustering techniques? What clustering algorithms can be used to
cluster large numbers of people in social network? How to utilise the people’s
constraints in clustering, and matching them in social matching systems? How
to rank the users’ recommendations in social networks ensuring personalised
and compatible recommendations? What are the appropriate metrics for eval-
uating clustering and matching people in social networks? It also bridged the
gap in matching and recommending people in social networks. The work has
been presented in several publications, and so has demonstrated its relevance
and importance to the field. Finally, the study has strengthened the matching
and clustering outcomes for the new social networking system.
Bibliography
[1] J. Adibi, H. Chalupsky, E. Melz, and A. Valente. The kojak group
finder: Connecting the dots via integrated knowledge-based and statis-
tical reasoning. In Proceedings of the national conference on Artificial
Intelligence, pages 800–807. Menlo Park, CA; Cambridge, 2004.
[2] G. Adomavicius and A. Tuzhilin. Toward the next generation of recom-
mender systems: A survey of the state-of-the-art and possible extensions.
IEEE Transactions on Knowledge and Data Engineering, 17(6):734–749,
2005.
[3] E. Agichtein, Y. Liu, and J. Bian. Modeling information-seeker satisfac-
tion in community question answering. ACM Transactions on Knowledge
Discovery from Data (TKDD), 3(2):10, 2009.
[4] S. Alsaleh, R. Nayak, and Y. Xu. Finding and matching communities in
171
172 BIBLIOGRAPHY
social networks using data mining. Advances in Social Networks Analysis
and Mining (ASONAM), 2011 International Conference on, pages 389–
393, 2011.
[5] S. Alsaleh, R. Nayak, and Y. Xu. Grouping people in social networks
using a weighted multi-constraints clustering method. Paper presented
at the The 2012 IEEE World Congress on Computational Intelligence
(WCCI 2012), pages 1–8, 2012.
[6] S. Alsaleh, R. Nayak, and Y. Xu. SCClust: Semi-supervised constrained
clustering algorithm for grouping people in social networks. The Pacific-
Asia Conference on Knowledge Discovery and Data Minin (PAKDD
2012), pages 15–26, 2012.
[7] S. Alsaleh, R. Nayak, Y. Xu, and L. Chen. Improving matching process in
social network using implicit and explicit user information. volume 6612,
pages 313–320. Springer Computer Science, 2011. Proceedings of the
Asia-Pacific Web Conference (APWeb 2011) Lecture Notes in Computer
Science.
[8] E. Amigo, J. Gonzalo, J. Artiles, and F. Verdejo. A comparison of
extrinsic clustering evaluation metrics based on formal constraints. In-
formation retrieval, 12(4):461–486, 2009.
BIBLIOGRAPHY 173
[9] S. Anand and B. Mobasher. Intelligent Techniques for Web Personaliza-
tion. Springer, 2005.
[10] R. Baeza-Yates and B. d. A. j. N. Ribeiro. Modern Information Retrieval.
Addison-Wesley Longman, Reading, Mass., 1999.
[11] M. Balabanovi and Y. Shoham. Fab: content-based, collaborative rec-
ommendation. Communications of the ACM, 40(3):66–72, 1997.
[12] S. Basu, A. Banerjee, and R. J. Mooney. Active semi-supervision for
pairwise constrained clustering. Proceedings of the SIAM International
Conference on Data Mining, pages 333–344, 2004.
[13] S. Basu, I. Davidson, and K. L. Wagstaff. Constrained Clustering: Ad-
vances in Algorithms, Theory, and Applications. Chapman & Hall/CRC,
2009.
[14] A. Bestavros. Banking industry walks tightropein personalization of web
services. Bank Systems & Technology, 37(1):54–60, 2000.
[15] D. M. Boyd and N. B. Ellison. Social network sites: Definition, his-
tory, and scholarship. Journal of Computer-Mediated Communication,
13(1):210–230, 2008.
[16] L. Brozovsky and V. Petricek. Recommender system for online dating
service. arXiv preprint, 2007.
174 BIBLIOGRAPHY
[17] P. Brusilovsky, A. Kobsa, and W. Nejdl. The Adaptive Web : Methods
and Strategies of Web Personalization. Springer, Berlin ; New York,
2007.
[18] R. Burke. Hybrid web recommender systems. The adaptive web, pages
377–408, 2007.
[19] O. Chapelle, B. Schlkopf, and A. Zien. Semi-supervised Learning, vol-
ume 2. MIT press Cambridge, MA:, 2006.
[20] S. Chaudhuri and L. Gravano. Evaluating top-k selection queries. In
Proceedings of the International Conference on Very Large Data Bases,
pages 399–410. Citeseer, 1999.
[21] J. Chen, W. Geyer, C. Dugan, M. Muller, and I. Guy. Make new friends,
but keep the old: Recommending people on social networking sites. In In-
ternational Conference on Human Factors in Computing Systems, pages
201–210. ACM, 2009.
[22] L. Chen and R. Nayak. Social network analysis of an online dating
network. In Proceedings of the 5th International Conference on Commu-
nities and Technologies, pages 41–49. ACM, 2011.
[23] Y. M. Cheng and S. S. Leu. Constraint-based clustering model for deter-
mining contract packages of bridge maintenance inspection. Automation
in Construction, 17(6):682–690, 2008.
BIBLIOGRAPHY 175
[24] L. Coviello, M. Franceschetti, M. D. McCubbins, R. Paturi, and A. Vat-
tani. Human matching behavior in social networks: an algorithmic per-
spective. PloS one, 7(8):41–52, 2012.
[25] C. Desrosiers and G. Karypis. A comprehensive survey of neighborhood-
based recommendation methods. Recommender Systems Handbook,
pages 107–144, 2011.
[26] M. K. K. Devi and P. Venkatesh. An improved collaborative recom-
mender system. In First International Conference on Networks and
Communications, 2009. NETCOM, pages 386–391, 2009.
[27] E. Diaz-Aviles, L. Drumond, L. Schmidt-Thieme, and W. Nejdl. Real-
time top-n recommendation in social streams. In Proceedings of the sixth
ACM conference on Recommender systems, pages 59–66. ACM, 2012.
[28] J. DiMicco, D. Millen, W. Geyer, C. Dugan, B. Brownholtz, and
M. Muller. Motivations for social networking at work. In Proceedings
of the 2008 ACM conference on Computer supported cooperative work,
pages 711–720. ACM, 2008.
[29] N. Du, B. Wu, X. Pei, B. Wang, and L. Xu. Community detection in
large-scale social networks. In Proceedings of the 9th WebKDD and 1st
SNA-KDD 2007 workshop on Web mining and social network analysis,
pages 16–25. ACM, 2007.
176 BIBLIOGRAPHY
[30] M. Eirinaki and M. Vazirgiannis. Web mining for web personalization.
ACM Transactions on Internet Technology, 3(1):1–27, 2003.
[31] S. D. Farnham, P. T. Brown, and J. L. K. Schwartz. Leveraging social
software for social networking and community development at events.
In Fourth International Conference on Communities and Technologies,
pages 235–244. ACM, 2009.
[32] A. Felfernig and R. Burke. Constraint-based recommender systems: tech-
nologies and research issues. In International Conference on Electronic
Commerce (ICEC), Austria, 2008. ACM New York, NY, USA.
[33] A. Felfernig, G. Friedrich, and L. Schmidt-Thieme. Recommender sys-
tems. IEEE Intelligent Systems, 22(3):18–21, 2007.
[34] A. Felfernig, K. Isak, K. Szabo, and P. Zachar. The vita financial services
sales support environment. In The National Conference on Artificial
Intelligence, volume 22, page 1692, 2007.
[35] S. Fortunato. Community detection in graphs. Physics Reports, 486(3-
5):75–174, 2010.
[36] G. Gan, C. Ma, and J. Wu. Data clustering: theory, algorithms, and
applications. ASASIAM Series on Statistics and Applied Probability,
20:219–230, 2007.
BIBLIOGRAPHY 177
[37] S. Gauch, M. Speretta, A. Chandramouli, and A. Micarelli. User profiles
for personalized information access. Lecture Notes in Computer Science,
4321:54, 2007.
[38] X. Geng, T. Y. Liu, T. Qin, A. Arnold, H. Li, and H. Y. Shum. Query
dependent ranking using k-nearest neighbor. In Annual ACM Conference
on Research and Development in Information Retrieval, pages 115–122,
Singapore, Singapore, 2008. ACM.
[39] L. Getoor and C. Diehl. Introduction to the special issue on link mining.
ACM SIGKDD Explorations Newsletter, 7(2):1–2, 2005.
[40] M. A. Ghazanfar and A. Prugel-Bennett. A scalable, accurate hybrid rec-
ommender system. In International Conference on Knowledge Discovery
and Data Mining, pages 94–98. IEEE, 2010.
[41] J. Golbeck. Personalizing applications through integration of inferred
trust values in semantic web-based social networks. Semantic Network
Analysis, page 15, 2005.
[42] A. Gorman and G. Fischer. Toward an analytic framework for under-
standing and fostering peer-support communities in using and evolving
software products. In Fourth International Conference on Communities
and Technologies, pages 1–10. ACM, 2009.
178 BIBLIOGRAPHY
[43] M. Grcar. User profiling: Web usage mining. Proceedings of the 7 th
International Multiconference Information Society IS, 2004.
[44] L. Greg, S. Brent, and Y. Jeremy. Amazon. com recommendations. item-
to-item collaborative filtering. IEEE Internet Computing, 7(1):76–80,
2003.
[45] G. Groh, S. Birnkammerer, and V. Ko¨llhofer. Social recommender sys-
tems. Recommender Systems for the Social Web, pages 33–42, 2012.
[46] J. Han and M. Kamber. Data mining : concepts and techniques. The
Morgan Kaufmann series in data management systems. Morgan Kauf-
mann Publishers, San Francisco, 2001.
[47] D. J. Hand, P. Smyth, and H. Mannila. Principles of data mining.
Adaptive computation and machine learning. MIT Press, Cambridge,
Mass., 2001.
[48] F. M. Harper, S. Sen, and D. Frankowski. Supporting social recommen-
dations with activity-balanced clustering. In The 2007 ACM conference
on Recommender systems, pages 165–168. ACM New York, NY, USA,
2007.
[49] J. L. Herlocker, J. A. Konstan, L. G. Terveen, and J. T. Riedl. Evaluat-
ing collaborative filtering recommender systems. ACM Transactions on
Information Systems (TOIS), 22(1):5–53, 2004.
BIBLIOGRAPHY 179
[50] C. T. Hsieh, C. M. Liang, and S. C. Chou. Personalized advertis-
ing strategy for integrated social networking websites. In Interna-
tional Conference on Web Intelligence and Intelligent Agent Technology
(IEEE/WIC/ACM), 2008, volume 3, 2008.
[51] http://www.amazon.com. amazon.com, 2013.
[52] http://www.rsvp.com.au/. Rsvp, 2013.
[53] Z. Huang. Extensions to the k-means algorithm for clustering large data
sets with categorical values. Data Mining and Knowledge Discovery,
2(3):283–304, 1998.
[54] Z. Huang, H. Chen, and D. Zeng. Applying associative retrieval tech-
niques to alleviate the sparsity problem in collaborative filtering. ACM
Transactions on Information Systems (TOIS), 22(1):116–142, 2004.
[55] A. K. Jain. Data clustering: 50 years beyond k-means. Pattern Recog-
nition Letters, 31(8):651–666, 2010.
[56] A. K. Jain, M. N. Murty, and P. J. Flynn. Data clustering: a review.
ACM computing surveys (CSUR), 31(3):264–323, 1999.
[57] H. Jiang and J. M. Carroll. Social capital, social network and identity
bonds: a reconceptualization. In Fourth International Conference on
Communities and Technologies, pages 51–60. ACM, 2009.
180 BIBLIOGRAPHY
[58] A. Kaplan and M. Haenlein. Users of the world, unite! the challenges
and opportunities of social media. Business horizons, 53(1):59–68, 2010.
[59] C. Kashyap and S. Lade. Performance evaluation of threshold con-
strained member clustering algorithm. Performance Evaluation, 2(7),
2013.
[60] P. Kazienko and K. Musial. Recommendation framework for online social
networks. Advances in Web Intelligence and Data Mining, pages 111–
120, 2006.
[61] D. Knoke, S. Yang, and J. H. Kuklinski. Social network analysis, vol-
ume 2. Sage Publications Los Angeles, CA, 2008.
[62] A. Kobsa. Generic user modeling systems. User modeling and user-
adapted interaction, 11(1):49–63, 2001.
[63] G. Kou, C. Lou, and G. K. C. Lou. Multiple factor hierarchical clustering
algorithm for large scale web page and search engine clickstream data.
Annals of Operations Research, 197(1):123–135, 2012.
[64] P. Krishna Reddy, M. Kitsuregawa, P. Sreekanth, and S. Srinivasa Rao.
A graph based approach to extract a neighborhood customer community
for collaborative filtering. Databases in Networked Information Systems,
pages 188–200, 2002.
BIBLIOGRAPHY 181
[65] J. Kubica, A. Moore, D. Cohn, and J. Schneider. Finding underlying
connections: A fast graph-based method for link analysis and collabo-
ration queries. In Machine learning international workshop, volume 20,
page 392, 2003.
[66] S. Kutty, L. Chen, and R. Nayak. A people to people recommendation
system using tensor space models. In Proceedings of the 27th Annual
ACM Symposium on Applied Computing, pages 187–192. ACM, 2012.
[67] S. Kutty, R. Nayak, and Y. Li. Xml documents clustering using a tensor
space model. Advances in Knowledge Discovery and Data Mining, pages
488–499, 2011.
[68] O. Kwon and Y. Wen. An empirical study of the factors affecting so-
cial network service use. Computers in Human Behavior, 26(2):254–263,
2010.
[69] N. Lathia, S. Hailes, and L. Capra. Evaluating collaborative filtering
over time. In Workshop on The Future of IR Evaluation (SIGIR), page
4142, Boston, 2009. Citeseer.
[70] J. Leskovec, K. Lang, A. Dasgupta, and M. Mahoney. Community struc-
ture in large networks: Natural cluster sizes and the absence of large
well-defined clusters. Internet Mathematics, 6(1):29–123, 2009.
182 BIBLIOGRAPHY
[71] B. Li, F. Shi, and E. Chen. Messages ranking in social network. Intelli-
gent Information Processing VI, pages 268–275, 2012.
[72] Q. Li, C. Wang, and G. Geng. Improving personalized services in mobile
commerce by a novel multicriteria rating approach. Proceeding of the
17th international conference on World Wide Web, pages 1235–1236,
2008.
[73] T. P. Liang, H. J. Lai, and Y. C. Ku. Personalized content recommenda-
tion and user satisfaction: Theoretical synthesis and empirical findings.
Journal of Management Information Systems, 23(3):45–70, 2007.
[74] Y. Liu and E. Agichtein. Youve got answers: Towards personalized mod-
els for predicting success in community question answering. Proceedings
of Association for Computational Linguistics, pages 97–100, 2008.
[75] Y. Liu, R. Jin, and A. K. Jain. Boostcluster: Boosting clustering by
pairwise constraints. In Proceedings of the 13th ACM SIGKDD interna-
tional conference on Knowledge discovery and data mining, pages 450–
459. ACM, 2007.
[76] D. Macrini and H. Sveistrup. Social matching for health researchers. In
World Conference on E-Learning in Corporate, Government, Healthcare,
and Higher Education, volume 2012, pages 700–709, 2012.
BIBLIOGRAPHY 183
[77] D. W. McDonald. Recommending collaboration with social networks: a
comparative evaluation. In The SIGCHI conference on Human factors
in computing systems, pages 593–600. ACM New York, NY, USA, 2003.
[78] X. Meng, Z. M. Ma, and L. Yan. Answering approximate queries over au-
tonomous web databases. In International World Wide Web Conference,
pages 1021–1030, Madrid, Spain, 2009. ACM.
[79] Z. Mi and C. Xu. A recommendation algorithm combining clustering
method and slope one scheme. Bio-Inspired Computing and Applications,
pages 160–167, 2012.
[80] A. Micarelli, F. Gasparetti, F. Sciarrone, and S. Gauch. Personalized
search on the world wide web. Lecture Notes in Computer Science,
4321:195, 2007.
[81] N. Mirzadeh, F. Ricci, and M. Bansal. Feature selection methods for
conversational recommender systems. In IEEE International Conference
on e-Technology, e-Commerce and e-Service, pages 772–777, 2005.
[82] A. Mislove, M. Marcon, K. P. Gummadi, P. Druschel, and B. Bhat-
tacharjee. Measurement and analysis of online social networks. In The
7th ACM SIGCOMM conference on Internet measurement, pages 29–42.
ACM New York, NY, USA, 2007.
184 BIBLIOGRAPHY
[83] B. Mobasher. Data mining for web personalization. Lecture Notes in
Computer Science, 4321:90, 2007.
[84] E. M. Morgan, T. C. Richards, and E. M. VanNess. Comparing narra-
tives of personal and preferred partner characteristics in online dating
advertisements. Computers in Human Behavior, 26(5):883–888, 2010.
[85] M. D. Mulvenna, S. S. Anand, and A. G. Bchner. Personalization on
the net using web mining: introduction. Communications of the ACM,
43(3):122–125, 2000.
[86] R. Nayak. Fast and effective clustering of xml data using structural
information. Knowledge and Information Systems, 14(2):197–215, 2008.
[87] R. Nayak. Utilizing past relations and user similarities in a social match-
ing system. In Proceedings of the 15th Pacific-Asia conference on Ad-
vances in knowledge discovery and data mining, pages 99–110. Springer-
Verlag, 2011.
[88] R. Nayak, M. Zhang, and L. Chen. A social matching system for an
online dating network: A preliminary study. In Data Mining Workshops
(ICDMW), pages 352–357. IEEE, 2010.
[89] H. Oinas-Kukkonen, K. Lyytinen, and Y. Yoo. Social networks and
information systems: Ongoing and future research streams. Journal of
the Association for Information Systems, 11(2):3, 2010.
BIBLIOGRAPHY 185
[90] C. Ordonez and E. Omiecinski. Efficient disk-based k-means cluster-
ing for relational databases. Knowledge and Data Engineering, IEEE
Transactions on, 16(8):909–921, 2004.
[91] M. Pazzani and D. Billsus. Content-based recommendation systems. The
adaptive web, pages 325–341, 2007.
[92] M. J. Pazzani. A framework for collaborative, content-based and demo-
graphic filtering. Artificial Intelligence Review, 13(5):393–408, 1999.
[93] W. Pedrycz, V. Loia, and S. Senatore. Fuzzy clustering with viewpoints.
IEEE Transactions on Fuzzy Systems, 18(2):274–284, 2010.
[94] L. Pizzato, T. Rej, J. Akehurst, I. Koprinska, K. Yacef, and J. Kay.
Recommending people to people: the nature of reciprocal recommenders
with a case study in online dating. User Modeling and User-Adapted
Interaction, pages 1–42, 2012.
[95] L. Pizzato, T. Rej, T. Chung, I. Koprinska, and J. Kay. Recon: a
reciprocal recommender for online dating. Proceedings of the fourth ACM
conference on Recommender systems, pages 207–214, 2010.
[96] A. Pretschner and S. Gauch. Ontology based personalized search. In
Tools with Artificial Intelligence, 1999. Proceedings. 11th IEEE Interna-
tional Conference on, pages 391–398. IEEE, 1999.
186 BIBLIOGRAPHY
[97] R. Rawat, R. Nayak, and Y. Li. Improving web database search incor-
porating users query information. In Proceedings of the International
Conference on Web Intelligence, Mining and Semantics, page 56. ACM,
2011.
[98] R. Rawat, R. Nayak, Y. Li, and S. Alsaleh. Aggregate distance based
clustering using fibonacci series-FIBCLUS. Web Technologies and Ap-
plications, pages 29–40, 2011.
[99] F. Ricci and Q. N. Nguyen. Acquiring and revising preferences in a
critique-based mobile recommender system. IEEE Intelligent Systems,
pages 22–29, 2007.
[100] J. B. Schafer, D. Frankowski, J. Herlocker, and S. Sen. Collaborative
filtering recommender systems. Lecture Notes in Computer Science,
4321:291, 2007.
[101] S.-L. Shieh, T.-C. Lin, and Y.-C. Szu. An efficient clustering algorithm
based on histogram threshold. Intelligent Information and Database Sys-
tems, pages 32–39, 2012.
[102] A. Sieg, B. Mobasher, and R. Burke. Web search personalization with
ontological user profiles. In Sixteenth ACM conference on Conference
on information and knowledge management, pages 525–534. ACM New
York, NY, USA, 2007.
BIBLIOGRAPHY 187
[103] A. D. Smith. Exploring online dating and customer relationship man-
agement. Online Information Review, 29(1):18–33, 2005.
[104] B. Smyth, L. McGinty, J. Reilly, and K. McCarthy. Compound critiques
for conversational recommender systems. In International Conference on
Web Intelligence IEEE/WIC/ACM, pages 145–151, 2004.
[105] M. A. Soliman and I. F. Ilyas. Ranking with uncertain scores. page
317328, 2009. Proceedings of the 25th International Conference on Data
Engineering, ICDE.
[106] R. T. Sparrowe, R. C. Liden, S. J. Wayne, and M. L. Kraimer. Social
networks and the performance of individuals and groups. Academy of
management journal, 44(2):316–325, 2001.
[107] S. Spiegeli, J. Kunegis, and F. Li. Hydra: a hybrid recommender system
[cross-linked rating and content information], 2009. 1651289 75-80.
[108] J. T. Sun, H. J. Zeng, H. Liu, Y. Lu, and Z. Chen. Cubesvd: a novel
approach to personalized web search. pages 382–390. ACM New York,
NY, USA, 2005. Proceedings of the 14th international conference on
World Wide Web.
[109] D. Taniar. Research and trends in data mining technologies and applica-
tions. Idea Group Pub., Hershey PA, 2007.
188 BIBLIOGRAPHY
[110] L. Terveen and D. W. McDonald. Social matching: A framework and
research agenda. ACM Transactions on Computer-Human Interaction
(TOCHI), 12(3):401–434, 2005.
[111] K. Tobias. Extending the applicability of recommender systems: A mul-
tilayer framework for matching human resources. In 40th Annual Hawaii
International Conference on System Sciences, pages 169–169, 2007.
[112] M. Tytherleigh, C. Webb, C. Cooper, and C. Ricketts. eharmony as
an information retrieval system: Searching, matching, and matchmak-
ing. The Official Journal of the Pacific Northwest Library Association,
77(2):150–162, 2013.
[113] K. Wang, C. Xu, and B. Liu. Clustering transactions using large items. In
ACM CIKM-99, pages 483–490, Kansas, Missouri, 1999. ACM. Proceed-
ings of the eighth international conference on Information and knowledge
management.
[114] L. T. Weng, Y. Xu, Y. Li, and R. Nayak. An improvement to collab-
orative filtering for recommender systems. International Conference on
Intelligent Agents, Web Technologies and Internet Commerce, 2005.
[115] L. T. Weng, Y. Xu, Y. Li, and R. Nayak. Improving recommendation
novelty based on topic taxonomy. International Conferences on Web
Intelligence and Intelligent Agent Technology, 2007.
BIBLIOGRAPHY 189
[116] I. H. Witten and E. Frank. Data mining : practical machine learning
tools and techniques with Java implementations. Morgan Kaufmann, San
Francisco, Calif., 2000.
[117] R. Xu and I. Donald Wunsch. Survey of clustering algorithms. IEEE
Transactions on neural networks, 16(3):645, 2005.
[118] H. Yang and J. Callan. Near-duplicate detection by instance-level con-
strained clustering. In Proceedings of the 29th annual international ACM
SIGIR conference on Research and development in information retrieval,
pages 421–428. ACM, 2006.
[119] Y. Yang, X. Guan, and J. You. Clope: a fast and effective clustering
algorithm for transactional data. pages 682–687. ACM New York, NY,
USA, 2002. Proceedings of the eighth ACM SIGKDD international con-
ference on Knowledge discovery and data mining.
[120] X. Yi, J. Allan, and W. B. Croft. Matching resumes and jobs based
on relevance models. In The 30th annual international ACM SIGIR
conference on Research and development in information retrieval, pages
809–810. ACM New York, NY, USA, 2007.
[121] T. Yoshida, G. Irie, T. Satou, A. Kojima, and S. Higashino. Improving
item recommendation based on social tag ranking. Advances in Multi-
media Modeling, pages 161–172, 2012.
190 BIBLIOGRAPHY
[122] Y. Zeng, H. Hao, N. Zhong, X. Ren, and Y. Wang. Ranking and com-
bining social network data for web personalization. In Proceedings of
the 2012 workshop on Data-driven user behavioral modelling and mining
from social media, pages 15–18. ACM, 2012.
[123] J. Zhang, M. S. Ackerman, and L. Adamic. Expertise networks in online
communities: structure and algorithms. In Proceedings of the 16th in-
ternational conference on World Wide Web, pages 221–230. ACM, 2007.
[124] L. Zheng, Y. Wang, J. Qi, and D. Liu. Research and improvement of
personalized recommendation algorithm based on collaborative filtering.
International Journal of Computer Science and Network Security (IJC-
SNS), 7(7):134–138, 2007.
[125] S. Zhu, D. Wang, and T. Li. Data clustering with size constraints.
Knowledge-Based Systems, 23(8):883–889, 2010.
AppendixA
Details of the Real-life Datasets
Table A.1: Data Sets
Dataset From To # % % # All # Successful
Users Male Female communication communication
1 30-3-09 29-6-09 120394 51.9 48.1 12301297 2089122
2 30-6-09 29-9-09 81844 46.1 53.9 3642167 682721
3 30-9-09 29-12-09 73655 47 53 2949179 610772
4 29-12-09 30-3-10 82506 45.9 54.1 2234175 502212
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AppendixB
Details of the Clustering Results
Table B.1: Male Dataset 1
Clustering
Algorithms
Intra-similarity
Inter-
similarity
Constraints
satisfaction
km 0.9525 0.0315 0.5885
CLOPE 0.915 0.0356 0.5685
SCClust1C 0.9 0.01835 1
SCClust2C 0.8745 0.0187 1
SCClust4C 0.83 0.0185 1
SCClust6C 0.7652 0.019 1
SCClust8C 0.4852 0.026 1
WSCClust1C 0.905 0.0442 0.725
WSCClust2c 0.901 0.0418 0.7652
WSCClust4C 0.9 0.042 0.8475
WSCClust6C 0.8736 0.047 0.795
WSCClust8C 0.8525 0.04754 0.6542
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Table B.2: Male Dataset 2
Clusternig
Algorithms
Intra-
similarity
Inter-similarity
Constraints
satisfaction
km 0.9 0.0329 0.578
CLOPE 0.89 0.0348 0.5625
SCClust1C 0.885 0.0185 1
SCClust2C 0.8425 0.0192 1
SCClust4C 0.7855 0.0189 1
SCClust6C 0.7 0.0195 1
SCClust8C 0.4508 0.0275 1
WSCClust1C 0.8925 0.0411 0.705
WSCClust2C 0.8858 0.042 0.765
WSCClust4C 0.8725 0.0468 0.8223
WSCClust6C 0.85 0.04792 0.7489
WSCClust8C 0.829 0.05 0.6254
Table B.3: Male Dataset 3
Clustering
Algorithms
Intra-similarity
Inter-
Similarity
Constraints
satisfaction
km 0.8859 0.035 0.5926
CLOPE 0.9014 0.0418 0.5448
SCClust1C 0.9299 0.01815 1
SCClust2C 0.8637 0.0177 1
SCClust4C 0.842 0.0204 1
SCClust6C 0.8108 0.0225 1
SCClust8C 0.4523 0.0247 1
WSCClust1C 0.899 0.0466 0.752
WSCClust2C 0.9154 0.0417 0.8265
WSCClust4C 0.9343 0.0541 0.8533
WSCClust6C 0.8777 0.04656 0.8102
WSCClust8C 0.8312 0.04925 0.6582
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Table B.4: Male Dataset 4
Clustering
Algorithms
Intra-similarity
Inter-
similarity
Constraints
satisfaction
km 0.882 0.033 0.5725
CLOPE 0.88 0.035 0.5358
SCClust1C 0.8815 0.0186 1
SCClust2C 0.8425 0.02 1
SCClust4C 0.7725 0.019 1
SCClust6C 0.72 0.021 1
SCClust8C 0.4525 0.0262 1
WSCClust1C 0.8895 0.0445 0.69
WSCCulst2C 0.885 0.0421 0.7525
WSCClust4C 0.8792 0.0435 0.8485
WSCClust6C 0.8515 0.047 0.7255
WSCClust8C 0.8205 0.04925 0.635
Table B.5: Female Dataset 1
Clustering
Algorithms
Intra-similarity
Inter-
similarity
Constraints
satisfaction
km 0.9235 0.0035 0.515
CLOPE 0.9125 0.0088 0.4825
SCClust1C 0.91 0.0075 1
SCClust2C 0.885 0.0084 1
SCClust4C 0.845 0.011 1
SCClust6C 0.785 0.0094 1
SCClustt8C 0.5252 0.0118 1
WSCClust1C 0.912 0.041 0.5525
CSCClust2W 0.905 0.0395 0.5585
WSCClust4C 0.9 0.0425 0.6125
WSCClust6C 0.892 0.042 0.575
WSCClust8C 0.8652 0.0425 0.5123
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Table B.6: Female Dataset 2
Clustering
Algorithms
Intra-similarity
Inter-
similarity
Constraints
satisfaction
km 0.9187 0.0037 0.4926
CLOPE 0.9078 0.0085 0.4587
SCClust1C 0.9129 0.0076 1
SCClust2C 0.8729 0.0088 1
SCClust4C 0.8294 0.009 1
SCClust6C 0.7721 0.0098 1
SCClust8C 0.5024 0.0112 1
WSCClust1C 0.9072 0.0408 0.5387
WSCClust2C 0.9074 0.0396 0.5481
WSCClust4C 0.9069 0.0401 0.5953
WSCClust6C 0.8895 0.0413 0.5575
WSCClust8C 0.8531 0.0421 0.4888
Table B.7: Female Dataset 3
Clustering
Algorithms
Intra-similarity
Inter-
similarity
Constraints
satisfaction
km 0.9468 0.0038 0.4728
CLOPE 0.9159 0.0083 0.4411
SCClust1C 0.9237 0.0074 1
SCClust2C 0.8712 0.0091 1
SCClust4C 0.8312 0.0075 1
SCClust6C 0.7693 0.01 1
SCClust8C 0.482 0.0103 1
WSCClust1C 0.9171 0.0402 0.5351
WSCClust2C 0.9282 0.0403 0.5506
WSCClust4C 0.9757 0.0358 0.5889
WSCClust6C 0.9515 0.0394 0.5675
WSCClust8C 0.8891 0.0408 0.4896
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Table B.8: Female Dataset 4
Clustering
Algorithms
Intra-
similarity
inter-
similarity
Constraints
satisfac-
tion
km 0.8858 0.0038 0.49
CLOPE 0.895 0.0084 0.4525
SCClust1C 0.905 0.0079 1
SCClust2C 0.8625 0.0089 1
SCClust4C 0.812 0.0085 1
SCClust6C 0.762 0.01 1
SCClust8C 0.5 0.0115 1
WSCClust1C 0.8925 0.0412 0.5285
WSCClust2C 0.889 0.039 0.5352
WSCClust4C 0.845 0.042 0.5845
WSCClust6C 0.825 0.0425 0.53
WSCClust8C 0.805 0.043 0.4645
