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ABSTRACT 
Jian Cheng Wong: First Principles Simulation of Excited Charge Carrier Dynamics and Role of 
Decoherence 
(Under the direction of Yosuke Kanai) 
 
A greater understanding of excited charge carrier dynamics in materials is fundamental to 
improving various technological applications. Although rapid advancements have been made in 
this area, many questions still remain on how changes to the structural details of the materials at 
the atomistic level affect such quantum dynamics. The fewest-switches surface hopping (FSSH) 
algorithm together with first-principles dynamics simulations provide us with a predictive 
approach to simulate such phenomena. However, the FSSH method fails to take into account 
decoherence effects in the simulations and the extent to which decoherence affects excited carrier 
dynamics remains unclear. 
Thus, in this thesis work, we investigate the excited carrier dynamics in a few materials using 
first-principles simulations with decoherence correction in the FSSH simulation. For our study on 
the size dependence and role of decoherence in hot electron relaxation within fluorinated silicon 
quantum dots, the shuttling behavior of hot electron observed in the smaller quantum dot was 
absent in the case of the larger quantum dot. Decoherence was found to slow down hot electron 
relaxation by as much as a factor of two. In our work on the excited electron dynamics at the 
interface of a quantum dot and molecule, excited electron transfer from quantum dot to molecular 
HOMO was significantly slowed down by more than an order of magnitude by decoherence 
although for the case of excited electron relaxation the slow down remains around a factor of two.  
 iv 
Finally, we examined the excited hole relaxation in a DNA molecule generated via ion 
irradiation. Excited hole relaxation was found to depend significantly on the energetic position of 
the generated hole. However, the initial holes in different spatial moieties such as nucleotide bases 
or phosphate backbones did not show noticeable differences in relaxation time. Decoherence slows 
down relaxation by a factor of two or more but the relaxation time was found to be much shorter 
than the typical timescales associated with chemical bond formation/dissociation.
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CHAPTER 1: INTRODUCTION 
 
Excited charged carrier dynamics has been a topic of great interest in research due to its 
importance in many applications. Upon photoabsorption of a photon that contains energy in excess 
of the band gap of a semiconductor material, excited charge carriers are generated in the form of 
an electron-hole pair.2-3 The excited electron (also referred to as hot electron) that is generated in 
the conduction band manifold then loses its excess energy via coupling with phonons in the form 
of atomic vibrations to relax to the conduction band minimum (CBM) of the material. Meanwhile, 
the excited hole (hot hole) that is left behind in the valence band manifold relaxes to the valence 
band maximum (VBM) of the material through the same coupling mechanism with phonons. Upon 
relaxing to the band edge of the semiconductor, the carriers can undergo electron-hole 
recombination either radiatively with the emission of a photon or non-radiatively via trap states 
(Shockley-Read Hall recombination)4-5 located along the band edge of the material. In a 
heterogeneous interface, the dynamics of excited charge carriers becomes even more complicated 
depending on the type of heterojunction such as semiconductor-molecule6-9, semiconductor-
metal10-12, quantum dot (QD) core-shell13-14, etc. The excited carriers can undergo additional 
dynamical processes such as interfacial electron transfer and carrier trapping/detrapping. These 
processes occur in parallel and compete with each other, thus uncovering the specific dynamical 
processes in a heterogenous interface becomes rather challenging.  
In order to gain insights on the excited carrier dynamics discussed above, an understanding 
based on the atomistic details of the material is crucial to design devices with a specific application 
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in mind. Although extensive studies have been done on how structural modifications affect carrier 
dynamics, there are still many aspects that remains to be explored and uncovered such as the role 
of defects15-16, types of surface ligands17-18, etc. Since even a slight structural modification to the 
material can significantly influence carrier dynamics, a full, realistic treatment of the atomistic 
details is important in computational simulations. Furthermore, as discussed above, it is important 
to examine in detail the competing dynamical processes that occur simultaneously in the material. 
In order to achieve this, we develop and utilize a quantitative formulation based on first-principles 
electronic structure theory. A first-principles approach relies on neither experimental data nor 
fitting parameters but instead allows us to construct the theory starting from the fundamental laws 
of physics. Thus, this approach provides us with a unique and predictive perspective to 
systematically model excited carrier dynamics in various materials. 
While it is desirable to simulate excited carrier processes using exact quantum dynamics, the 
approach is still limited to small systems and becomes computationally impractical for large 
realistic systems. Thus, approximations are required to reduce the complexity of the simulations. 
One such approximation is the famous Born-Oppenheimer (BO) adiabatic approximation in which 
the electronic and nuclei motions are assumed to be separable. However, excited state dynamics 
are nonadiabatic which results in deviations and breakdown of the BO approximation. In order to 
incorporate the nonadiabatic effects in the simulation, we utilize the fewest-switches surface 
hopping (FSSH) method19-20, which is one of the mixed quantum-classical (MQC) techniques used 
in computational simulations. In the MQC approach, the nuclear degrees of freedom are treated 
classically using molecular dynamics (MD) while the electronic degrees of freedom are treated 
quantum mechanically to further reduce computational cost. However, the FSSH method suffer 
from a few limitations. One prominent problem is that the method does not take decoherence into 
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account.21 When two wave packets separate on different potential energy surfaces, the coherence 
between the wave packets should decay as they move away from each other. Failure to treat 
decoherence leads to errors in the results obtained from simulations of excited carrier dynamics 
simulation. An important factor for consideration is that the decoherence correction scheme has to 
remain computationally practical for simulation of large systems. Over the years, multiple schemes 
have been proposed in several works to address the decoherence problem in the FSSH algorithm.22-
25 Decoherence results in the observed phenomenon of quantum Zeno effect (QZE)26 in which 
transitions between quantum states are inhibited due to frequent measurements by the environment 
on the quantum system. The measurements strongly couples the quantum system to the 
environment for a short period of time. Thus, frequent measurements are associated with 
continuously strong coupling with the decoherence time being associated with the time it takes for 
the wave function to “collapse” into one of its eigenstates. In this dissertation, we investigate the 
excited carrier dynamics in a few representative systems using first-principles quantum 
simulations while taking into account decoherence effects via corrections applied to the FSSH 
algorithm. 
First, we investigate how size dependence and role of decoherence affects hot electron 
relaxation within fluorinated silicon quantum dots. Quantum dots (QDs) are interesting zero-
dimension nanomaterial that exhibit discrete electronic states due to quantum confinement. The 
optical and electronic properties of QDs can be tuned by modifying their structural properties such 
as size, shape, surface passivation, etc.27 In a previous work on the surface termination of silicon 
QDs using first-principles approach, Reeves et al. discovered that the surface termination of silicon 
QDs significantly affects excited electron relaxation dynamics.28 In the fluorine-terminated silicon 
QD, a specific electronic state that acts as a bottleneck to the excited electron relaxation was 
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observed. However, such electronic state was absent in the case of the hydrogen-terminated QD. 
The extent to which this finding is applicable to larger fluorine-terminated silicon QDs remains 
unexplored. In addition, the effect of quantum decoherence on the excited electron dynamics was 
not taken into account in the previous work. FSSH simulations on two fluorinated silicon QDs of 
diameters ~1.5 nm and ~2.2 nm. The decoherence correction was incorporated into the FSSH 
algorithm using the modified non-linear decay of mixing (NLDM) scheme by Granucci and 
Persico.1 The distinct unoccupied electronic state involved in the shuttling behavior of hot electron 
is no longer observed in the larger ~2.2 nm silicon QD, resulting in a fast relaxation time. 
Simultaneously, decoherence slows down the excited electron relaxation in both QDs by as much 
as a factor of two. This work is the subject of the paper published in The Journal of Physical 
Chemistry C 2018, 122, 51, 29526-29536.29 
Next, we extend our first-principles study to examine the effect of decoherence on the excited 
electron relaxation and transfer at the heterogenous QD-molecule interface using a representative 
interface between a hydrogen-terminated silicon QD of diameter ~1.5 nm and a cyanidin dye 
molecule. Excited electron dynamics at semiconductor-molecule plays an important role in many 
solar fuel conversion applications such as the dye-sensitized photoelectrochemical cell 
(DSPEC).30-31 At the interface of such devices, the excited electron undergoes ultrafast injection 
into the semiconductor’s conduction band after the initial photoexcitation in the molecule. During 
the subsequent relaxation process within the semiconductor, the excited electron can transfer back 
into the molecule. Although a previous theoretical work32 using first-principles method showed 
that the interfacial back electron transfer is decoupled from the rapid excited electron relaxation 
within the semiconductor, the effect of decoherence on the dynamics is not taken into account. 
Unlike our previous work using the modified NLDM scheme, we instead included decoherence in 
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the FSSH simulation as a correction to the off-diagonal elements of the electronic density matrix. 
Although decoherence has a minor role on excited electron relaxation in the QD, decoherence 
effect is found to significantly slow down excited electron transfer from QD to the molecular 
HOMO by more than an order of magnitude. This work is the subject of an article that is current 
under peer-review and is expected to be published in the Fall of 2021. 
We then transitioned away from the scope of QD materials to study the excited hole dynamics 
of a DNA molecule. Excited holes are generated within the valence band of the DNA upon ion 
irradiation by proton or 𝑎-particle, some of which are energetically located deep in the band.33 It 
is believed that the generated holes are responsible for the direct mechanism of DNA damage via 
double strand breaks (DSB).34-35 During the excited hole relaxation process, the holes can be at the 
sugar-phosphate backbone long enough to result in damage at the localized region. Thus, we 
investigate whether the relaxation process depends on both the energetics and spatial location of 
the excited hole within DNA using first-principles dynamics simulation with decoherence. Our 
work shows that the excited holes generated on different spatial moieties such as DNA nucleotide 
bases and phosphate backbones do not show noticeable differences in terms of relaxation time. 
While decoherence causes hole relaxation to slow down by a factor of two, the relaxation time is 
within a few picosecond, which is much shorter than the timescales associated with chemical bond 
dissociation. This work is the subject of an article that is current under peer-review and is expected 
to be published in the Fall of 2021. 
The dissertation is organized as follows. Chapter 2 provides a background to the computational 
methods used throughout the dissertation. The methods include density functional theory (DFT), 
first-principles molecular dynamics (FPMD, many-body perturbation theory using GW 
approximation, and fewest-switches surface hopping (FSSH). Chapter 3 investigates the size 
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dependence and role of decoherence in hot electron relaxation within fluorinated silicon quantum 
dots. Chapter 4 explores the role of decoherence on excited electron relaxation and transfer at the 
interface across quantum dot and molecules. Chapter 5 discusses the quantitative and qualitative 
study on the dynamics of excited hole relaxation in DNA. The final chapter (Chapter 6) presents 
the conclusions of the first-principles studies included in this dissertation. 
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CHAPTER 2: THEORETICAL AND NUMERICAL METHODS 
 
The advancement in computational performance and resources over the past decades, 
combined with the use of rigorous theoretical formulations, has made it possible to perform first-
principles calculations on large scale systems. However, approximations are still required as 
calculations at the full quantum mechanical level remain computationally impractical and thus 
limited to small systems. Nevertheless, this allows for simulations of excited charge carrier 
dynamics in materials while taking into consideration structural details down to the atomistic level. 
Nonadiabatic molecular dynamics (NAMD)36-38 has become a popular approach over the years to 
simulate dynamical processes characterized by strong coupling between the electronic and 
vibrational degrees of freedom. Despite great progress has been made in simulating excited carrier 
dynamics from first-principles theory using the fewest-switches surface hopping (FSSH) method, 
the method still suffers from limitations such as the lack of decoherence. Thus, correction schemes 
due to decoherence have to be applied to the FSSH algorithm. The following chapter provides the 
theoretical background relevant to this dissertation by which the computational simulations of 
excited charge carrier dynamics are performed. A general background on decoherence in FSSH 
algorithm will be provided here while details of the decoherence correction will be introduced later 




2.1 Density Functional Theory 
Even with the Born-Oppenheimer approximation, the many-body wave function of an N-
electron system remains challenging to solve as it still contains too many degrees of freedom. This 
difficulty arises from solving for the electron-electron Coulombic interaction as a single electron 
influences the behavior of all the other electrons in the system. Hohenberg and Kohn39 established 
the framework for Density Functional Theory (DFT) in 1964 that the ground state properties of an 
N-electron system can be determined from the total electron density with a one-to-one 
correspondence to the external potential. In addition, the ground state energy can be obtained 
variationally from the ground state electron density. One year later, Kohn and Sham40 proposed 
that the many-body wavefunction of interacting electrons can be reduced to a fictitious  single 
particle wavefunction of non-interacting electrons with the same electron density as that of the 
interacting system. The Kohn-Sham (KS) equation is written as 
 𝐻&'(𝜑*'((𝑟) = 𝜀*'(𝜑*'((𝑟) (2.1) 
where 𝜑*'((𝑟) is the KS orbital, 𝜀*'( is the KS eigenvalue of the corresponding orbital, and 𝐻&'( is 
the KS Hamiltonian which is expressed as follows 
 𝐻&'( = −
1
2∇
3 + 𝜈678(𝑟) + 𝜈9(𝑟) + 𝜈:;(𝑟) (2.2) 
where the first term represents the kinetic energy, 𝜈678(𝑟) represents the external potential acting 
on the system, 𝜈9(𝑟) represents the classical electrostatic energy of the electrons (Hartree term), 
and 𝜈:;(𝑟) represents the exchange-correlation potential, which can be written as 
 𝜈:;(𝑟) =
𝛿𝐸:;(𝜌)
𝛿𝜌(𝑟)  (2.3) 
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where the exchange-correlation energy term 𝐸:;(𝜌) is a functional of the electron density 𝜌. In 
practice, the exchange-correlation term is approximated since the exact form of the functional is 
unknown. The electron density 𝜌(𝑟) for a closed shell system is expressed as 




where the occupation number is 2 for 𝑖 ≤ 𝑁H and 0 for 𝑖 > 𝑁H,	𝜑*(𝑟) is the Kohn-Sham (KS) basis 
orbital, and 𝑁H = 𝑁/2 is the number of doubly occupied orbitals. 
Although DFT provides us with a computationally affordable approach to calculate electronic 
properties of materials, the results obtained are not free from errors. For instance, DFT is known 
to underestimate band gaps of semiconductors when compared to experimental results. 
Furthermore, the energy level alignments in the conduction and valence bands calculated from 
DFT may not be accurate enough for the FSSH simulations. Many-body corrections via the GW 
approximation, which is a Green’s function method, performed on top of the KS-DFT calculations 
can address the limitations. Details on the Green’s function and GW approximation will be 
discussed in more detail in Section 2.3. 
 
2.2 First-Principles Molecular Dynamics 
First-principles molecular dynamics (FPMD), also referred to as ab-initio molecular dynamics 
(AIMD), is an approach to simulate the same dynamics as classical MD. However, instead of pre-
defining the potentials used throughout the simulation, the forces acting on the nuclei are 
calculated on-the-fly during the simulation using electronic structure theory based on DFT. The 
Born-Oppenheimer (BO) adiabatic approximation, which is regularly made and generally valid for 
many chemical systems, is used. This approximation assumes that the motions of electrons can be 
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completely decoupled from the motions of nuclei due to the time scales of nuclei motions being 
much longer than that of the electrons. Thus at any given nuclei configuration, the electronic 
ground state can be obtained self-consistently from first-principles electronic structure calculations. 
From there, the Hellman-Feynman force acting on the nuclei is calculated as41 
 𝐹M = −∇M𝐸M = −∇M[⟨ΨQ|𝐻6|ΨQ⟩] (2.5) 
where ∇M is the gradient in the electronic coordinates based on the displacement in the ion, ΨQ is 
the ground state many-body wave function, which in the KS picture is a Slater determinant of the 
single-particle ground state KS orbital. Feynman showed that if the many-body wave function is 
an eigenfunction or a linear combination of eigenfunctions of the electronic Hamiltonian, 𝐻&6, Eq. 
2.5 can be simplified to the following form41 
 𝑀M?̈?M = −WΨQX∇M𝐻&6XΨQY (2.6) 
where 𝑀M is the mass of the nucleus and ?̈?M is its acceleration. Within the framework of KS-DFT, 
𝐻&6 is the KS Hamiltonian and the forces can be determined for a specific nuclear configuration by 
evaluating the expression ∇M𝐻&6'( . The nuclei are propagated by solving Newton’s equation of 
motion using the calculated forces. 
 
2.3 Many-Body Perturbation Theory 
For this section, we resort to the formalism of second quantization (also referred to as 
occupation-number representation). The formalism provides us with a more convenient approach 
to treat the concept of indistinguishable particles in quantum mechanics. The particles (in our case, 
the electrons) are described as excitations of quantum mechanical fields instead of point particles 
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using creation and annihilation operators. Atomic units (ℏ = 𝒎 = 𝒆 = 𝟏 ) are used for the 
equations in the following sections. 
 
2.3.1 Single-particle Green’s function 
The time-ordered single-particle Green’s function (also known as one-particle Green’s 
function) is defined as 
 𝐺(D)(1,2) = −𝑖W𝛹QAX𝑇b𝜓b(1)𝜓bd(2)X𝛹QAY (2.7) 
where 1 ≡ (𝑟D, 𝑡D), and 2 ≡ (𝑟3, 𝑡3) are Hedin’s compact notations to indicate space coordinates r 
and time t, ΨQA is the ground state many-body wave function of an N-electron system, 𝑇b is the 
time-ordering operator, 𝜓b(𝑟, 𝑡) and 𝜓bd(𝑟, 𝑡) are the respective field operators in the Heisenberg 
picture, which destroy or create an electron at position r and at time t. The field operators in the 









where 𝐻&  is the Hamiltonian, 𝜓g  is the single-particle wave function, 𝑎hg  and 𝑎hg
d  are the 
annihilation and creation operators. The field operator is expressed in the Heisenberg picture as 
 𝜓b(𝑟, 𝑡) = 𝑒*9&8𝜓b(𝑟)𝑒k*9&8 (2.10) 
The time-ordering operator 𝑇b has the following format 




where 𝑡D and 𝑡3 denote the time-coordinates. An alternative way to write down the time-ordering 
operator is 
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 𝑇b[𝜓b(𝑡D)𝜓bd(𝑡3)] = 𝜓b(𝑡D)𝜓bd(𝑡3)𝜃(𝑡D − 𝑡3) ± 𝜓bd(𝑡3)𝜓b(𝑡D)𝜃(𝑡3 − 𝑡D) (2.12) 
where 𝜃 is the Heaviside step function. The positive sign is used for bosons while the negative 
sign is used for fermions. Since we are mainly interested in fermions (electrons), the negative sign 
will be used henceforth. For 𝑡D > 𝑡3 case, the single-particle Green’s function can be interpreted 
as a propagating electron created at time 𝑡3 and position 𝑟3 then annihilated at time 𝑡D and position 
𝑟D. Meanwhile, for 𝑡3 > 𝑡D case, the Green’s function describes the removal of an electron (or 
generation of a hole) at time 𝑡D and position 𝑟D that evolves before creation of an electron (or 
annihilation of a hole) at time 𝑡3 and position 𝑟3. Therefore, the Green’s function is often referred 
to as a propagator for an electron or hole that is generated in the system. 
Assuming that the time-ordered Green’s function depend only on the time difference 𝜏 = 𝑡D −
𝑡3, the single-particle Green’s function can be expressed as 
 
𝐺(D)(𝑟D, 𝑡D, 𝑟3, 𝑡3) = 𝐺(D)(𝑟D, 𝑟3; 𝜏)
= −𝑖𝑒*rs,tuW𝑁, 0X𝜓b(𝑟D)𝑒k*9&u𝜓bd(𝑟3)X𝑁, 0Y𝜃(𝜏)
+ 𝑖𝑒k*rs,tuW𝑁, 0X𝜓bd(𝑟3)𝑒*9&u𝜓b(𝑟D)X𝑁, 0Y𝜃(−𝜏) 
(2.13) 
where |𝑁, 0⟩  is the short-hand notation used to represent the ground state many-body wave 
function 𝛹QA of an 𝑁-electron system with the relation 
 𝐻&X𝑁, 0⟩ = 𝐸A,QX𝑁, 0⟩ (2.14) 
 
2.3.2 Lehmann (Spectral) representation of the single-particle Green’s function 
Now we introduce a complete set of eigenstates |𝑀, 𝑛⟩ for a system containing 𝑀 particles. 
The closure relation can be expressed as 
 ?|𝑀,𝑛⟩⟨𝑀, 𝑛|
x,y
= 1 (2.15) 
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where 𝑛 denotes the possible excitations in the system. In addition, the eigenvalues are obtained 
as follows 
 𝐻&|𝑀, 𝑛⟩ = 𝐸x,y|𝑀, 𝑛⟩ (2.16) 






W𝑁, 0X𝜓b(𝑟D)|𝑀, 𝑛⟩⟨𝑀, 𝑛|𝜓bd(𝑟3)X𝑁, 0Y𝜃(𝜏)
+ 𝑖?𝑒k*(rs,tkrz,{)u
x,y
W𝑁, 0X𝜓bd(𝑟3)|𝑀, 𝑛⟩⟨𝑀, 𝑛|𝜓b(𝑟D)X𝑁, 0Y𝜃(−𝜏) 
(2.17) 
It is often more convenient to work with the Fourier transform of the single-particle Green’s 
function. 
 𝐺(D)(𝑟D, 𝑟3;𝜔) =
1
2𝜋




Fourier transform of Eq. 2.17 from the time domain to the frequency domain gives 
 
𝐺(D)(𝑟D, 𝑟3;𝜔) =?
W𝑁, 0X𝜓b(𝑟D)X𝑀, 𝑛YW𝑀, 𝑛X𝜓bd(𝑟3)X𝑁, 0Y
𝜔 − 𝐸x,y − 𝐸A,Q + 𝑖𝜂x,y
+?
W𝑁, 0X𝜓bd(𝑟3)X𝑀, 𝑛YW𝑀, 𝑛X𝜓b(𝑟D)X𝑁, 0Y
𝜔 + 𝐸x,y − 𝐸A,Q − 𝑖𝜂x,y
 
(2.19) 
where the infinitesimals ±𝑖𝜂  reflect the time ordering. The expectation values of 
W𝑁, 0X𝜓b(𝑟D)X𝑀, 𝑛Y  and W𝑀, 𝑛X𝜓bd(𝑟3)X𝑁, 0Y  are only non-zero if 𝑀 = 𝑁 + 1  while 
W𝑁, 0X𝜓bd(𝑟3)X𝑀, 𝑛Y and W𝑀, 𝑛X𝜓b(𝑟D)X𝑁, 0Y are only non-zero if 𝑀 = 𝑁 − 1. The single-particle 




W𝑁, 0X𝜓b(𝑟D)X𝑁 + 1, 𝑛YW𝑁 + 1, 𝑛X𝜓bd(𝑟3)X𝑁, 0Y
𝜔 − 𝐸AD,y − 𝐸A,Q + 𝑖𝜂x,y
+?
W𝑁, 0X𝜓bd(𝑟3)X𝑁 − 1, 𝑛YW𝑁 − 1, 𝑛X𝜓b(𝑟D)X𝑁, 0Y
𝜔 + 𝐸AkD,y − 𝐸A,Q − 𝑖𝜂x,y
. 
(2.20) 
The denominators of the two terms in Eq. 2.20 can be expanded as 
 (𝐸AD,y − 𝐸A,Q) = 𝐸AD,y − 𝐸AD,Q + (𝐸AD,Q − 𝐸A,Q) (2.21) 
 −𝐸AkD,y − 𝐸A,Q = 𝐸A,Q − 𝐸AkD,y = 𝐸A,Q − 𝐸AkD,Q + (𝐸AkD,Q − 𝐸AkD,y)	 (2.22) 
In semiconductors, the second term 𝐸AD,y − 𝐸AD,Q in Eq 2.21 gives the electron affinity (EA), 
which is the energy obtained from moving an electron from the vacuum level to the conduction 
band minimum (CBM). Meanwhile, 𝐸AkD,Q − 𝐸AkD,y in Eq 2.22 is the ionization potential (IP), 
which is the energy needed to move an electron from the valence band maximum (VBM) to the 
vacuum level. The fundamental gap 𝜀 is defined as 
 𝜀 = 𝐼𝑃 − 𝐸𝐴 = 𝐸AkD,Q − 𝐸AkD,y − 𝐸AD,y − 𝐸AD,Q (2.23) 
The second term in Eq. 2.21 and the first term in Eq. 2.22 are the chemical potentials of the system 
when an electron is added into a system containing 𝑁 and 𝑁 − 1 electrons, respectively. Using the 
signs of the chemical potential 𝜇 in the two equations, the excitation energy 𝜀y of the system is 
defined as 
 𝜀y = 
𝐸A,Q − 𝐸AkD,y,			𝑤ℎ𝑒𝑛	𝜀y < 𝜇
𝐸AD,y − 𝐸A,Q,				𝑤ℎ𝑒𝑛	𝜀y > 𝜇
 (2.24) 
The Lehmann amplitudes are defined as 
 𝜙y(𝑟) = l
W𝑁 − 1, 𝑛X𝜓b(𝑟)X𝑁, 0Y,				𝑤ℎ𝑒𝑛	𝜀y < 𝜇
W𝑁, 0X𝜓b(𝑟)X𝑁 + 1, 𝑛Y,			𝑤ℎ𝑒𝑛	𝜀y > 𝜇
 (2.25) 
The numerators of the single-particle Green’s function in Eq. 2.20 can be rewritten in terms of 
Lehmann amplitudes as 
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 W𝑁, 0X𝜓bd(𝑟3)X𝑁 − 1, 𝑛YW𝑁 − 1, 𝑛X𝜓b(𝑟D)X𝑁, 0Y = 𝜙y∗(𝑟3)𝜙y(𝑟D) (2.26) 
 W𝑁, 0X𝜓b(𝑟D)X𝑁 + 1, 𝑛YW𝑁 + 1, 𝑛X𝜓bd(𝑟3)X𝑁, 0Y = 𝜙y(𝑟D)𝜙y∗(𝑟3) (2.27) 
The Lehmann representation of the single-particle Green’s function is 
 𝐺(D)(𝑟D, 𝑟3, 𝜔) = ?
𝜙y(𝑟D)𝜙y∗(𝑟3)
𝜔 − 𝜀y + 𝑖𝜂𝑠𝑔𝑛(𝜀y − 𝜇)y
	. (2.28) 
where 𝜂 is a positive infinitesimal introduced to perform the Fourier transform for time-ordering, 
and 𝑠𝑔𝑛 is the sign function. Within the Lehmann representation, the Green’s function contain the 
spectral information of the single-particle excitations when the number of particles is changed by 
one. Meanwhile, the poles represent the corresponding excitation energies. Experimentally, it is 
related to the additional and removal of energies from photoemission and inverse photoemission.  
 
2.3.3 Equation of motion for the single-particle Green’s function 




− 𝐻Q(𝑟D)𝐺(D)(1, 2) + 𝑖 ~𝑑3 ∙ 𝜈(1, 3)𝐺(3)(1, 3; 2, 3) = 𝛿(1, 2) (2.29) 
where 
 𝐻Q(𝑟D) = −
1
2∇
3 + 𝑉678 (2.30) 
and 
 𝑣(1, 2) =
1
|𝑟D − 𝑟3|
𝛿(𝑡D − 𝑡3). (2.31) 
where 1 ≡ (𝑟D, 𝑡D) and 1 ≡ (𝑟D, 𝑡D + 𝜂) are defined based on Hedin’s simplified notation, and 𝜂 
is a positive infinitesimal. From Eq. 2.29, the single-particle Green’s function exhibit dependence 
on the two-particle Green’s function 𝐺(3), which has the following expression 
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 𝐺(3)(1, 2; 3, 4) = (𝑖)3W𝑁, 0X𝑇𝜓b(𝑟D, 𝑡D)𝜓b(𝑟3, 𝑡3)𝜓bd(𝑟, 𝑡)𝜓bd(𝑟, 𝑡)X𝑁, 0Y. (2.32) 
The first and second terms in Eq. 2.29 can be identified as the non-interacting and interacting terms, 





(D)(1, 2) = 𝛿(1, 2) (2.33) 
which defines the independent-particle (non-interacting) Green’s function 𝐺Q. 
Substituting Eq. 2.31 into the interacting term in Eq. 2.29 and 𝑡D = 𝑡 using the relation from 
the Delta function 𝛿(𝑡D − 𝑡), the expression for the interacting term 𝛿(𝑡D − 𝑡)𝐺(3)(1, 3; 2, 3) 
becomes 
 
𝛿(𝑡D − 𝑡)𝐺(3)(1, 3; 2, 3)
= (𝑖)3W𝑁, 0X𝑇𝜓b(𝑟D, 𝑡D)𝜓b(𝑟, 𝑡D)𝜓bd(𝑟3, 𝑡3)𝜓bd(𝑟, 𝑡D)X𝑁, 0Y 
(2.34) 
Eq. 2.34 can be written in terms of the single-particle Green’s function to the following form 
 
𝛿(𝑡D − 𝑡)𝐺(3)(1, 3; 2, 3)
= 𝛿(𝑡D − 𝑡)𝐺(D)(1, 2)𝐺(D)(3, 3) + 𝐺(D)(1, 3)𝐺(D)(3, 2) 
(2.35) 
where the first and second term in the right-hand side bracket are the direct term and exchange 
term, respectively. Considering for now only the direct term in Eq. 2.35, the EOM of the single 




− 𝐻Q(𝑟D) + 𝑖~𝑑3 ∙ 𝜈(1, 3)𝐺(D)(3, 3)𝐺(D)(1, 2) = 𝛿(1, 2). (2.36) 
The additional potential term, 𝑖 ∫𝑑3 ∙ 𝜈(1, 3)𝐺(D)(3, 3), on the left-hand side is the Hartree 
potential given as 










− 𝐻Q(𝑟D) − 𝑉9(1) 𝐺(D)(1, 2) + 𝑖 ~𝑑3 ∙ 𝜈(1, 3)𝐺(D)(1, 3)𝐺(D)(3, 2)
= 𝛿(1, 2) 
(2.38) 
where the interaction term is now a non-local operator. The Green’s function variation of the 
exchange interaction can be shown in the Hartree-Fock approximation.42 




− 𝐻Q(𝑟D) − 𝑉(1)𝐺(D)(1, 2) − 𝑖 ~𝑑3 ∙ Σ(1, 3)𝐺(D)(3, 2) = 𝛿(1, 2) (2.39) 
where Σ is the self-energy operator expressed as 
 Σ(1, 3) = 𝜈(1, 3)𝐺(D)(1, 3) (2.40) 
and 𝑉(1) can be expressed as  
 𝑉(1) = 𝜙(1) + 𝑉9(1) (2.41) 
where 𝜙(1) is the external potential. The self-energy term Σ describes the interaction effects 
experienced by the particle. Taking the Fourier transform of Eq. 2.39 in the energy domain gives 
 
[𝜔 − 𝐻Q(𝑟D) − 𝑉(𝑟, 𝜔)]𝐺(D)(𝑟D, 𝑟3; 	𝜔) − ~Σ(𝑟D, 𝑟; 	𝜔)G(𝑟, 𝑟3; 	𝜔)𝑑𝑟
= 𝛿(𝑟D − 𝑟3) 
(2.42) 
The expression can be rewritten in matrix notation as 
 (𝜔𝐼 − 𝐻Q − 𝑉)𝐺 − Σ𝐺 = 𝐼 (2.43) 
where 𝐼 is the identity matrix, 𝐺 is the interacting Green’s function. Multiplying both sides of the 
by 𝐺kD and comparing the equation to the non-interacting expression 𝐺Q	in Eq. 2.36 yields 
 𝐺kD = 𝜔1 − 𝐻Q − 𝑉 − Σ 
(2.44) 
 𝐺kD = 𝐺QkD − 𝛴	
Multiplying the expression by 𝐺Q from the left and 𝐺 from the right gives 
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 𝐺Q𝐺kD𝐺 = 𝐺Q𝐺QkD𝐺 − 𝐺QΣG 
(2.45)  𝐺Q = 𝐺 − 𝐺QΣG 
 𝐺 = 𝐺Q + 𝐺QΣG 
This is the Dyson equation in the first-order. Higher-order Dyson equation can be obtained by 
expanding the interacting Green’s function 𝐺 as follows 
 𝐺 = 𝐺Q + 𝐺QΣ(𝐺Q + 𝐺QΣG) (2.46) 
 𝐺 = 𝐺Q + 𝐺QΣ[𝐺Q + 𝐺QΣ(𝐺Q + 𝐺QΣG)] (2.47) 
 𝐺 = 𝐺Q + 𝐺QΣ{𝐺Q + 𝐺QΣ[𝐺Q + 𝐺QΣ(𝐺Q + 𝐺QΣG)]} (2.48) 
The first-order Dyson’s equation in Eq. 2.45 can be written in the integral form as 
 
𝐺(D)(𝑟D, 𝑟3; 	𝜔) = 𝐺Q
(D)(𝑟D, 𝑟3; 	𝜔)
+ ~𝐺Q
(D)(𝑟D, 𝑟; 	𝜔)𝛴(𝑟, 𝑟; 	𝜔)𝐺(D)(𝑟, 𝑟3; 	𝜔)𝑑(34) 
(2.49) 
Here, 𝐺Q
(D)  is the Green’s function of a mean-field system defined by the single-particle 
Hamiltonian ℎbQ with the following expression 
 ℎbQ = 𝐻Q + 𝑉9 (2.50) 
where 𝐻Q and 𝑉9 are given in Eq. 2.30 and Eq. 2.37, respectively. 
By inserting the Lehmann representation of Green’s function as in Eq. 2.28 into Eq. 2.49, the 
wave functions 𝜙y(𝑟) and energies 𝜀y obey the quasiparticle equation with the following form  
 ℎbQ(𝑟D)𝜙y(𝑟D) + ~Σ(𝑟D, 𝑟3; 	𝜀y)𝜙y(𝑟3)𝑑𝑟3 = 𝜀y𝜙y(𝑟D) (2.51) 
 
2.3.4 Hedin’s equations and GW approximation 
The Dyson equation establishes the connection between the fully interacting propagator 𝐺(D) 
and the propagator 𝐺Q
(D), where the latter is the non-interacting system via the self-energy. The 
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Green’s function 𝐺(D) can be solved by calculating the self-energy term. However, the Hartree-
Fock approximation of the self-energy Σ does not take into account correlation effects. Thus, in 
order to introduce correlation effects, Hedin expressed the self-energy Σ  in terms of the 
dynamically screened Coulomb potential 𝑊 which is related to the bare Coulomb potential ν via 
the following expression 
 𝑊(1,2) = ~𝜖kD(1,3)𝜈(3,2)𝑑(3) (2.52) 
where 𝜖kD  is defined as the inverse dielectric matrix that describes the screening of the bare 
Coulomb potential due to all other electrons in the system. In 1965, Hedin43-44 showed the 
derivation for a set of coupled integral-differential equations, when solved self-consistently, gives 
the exact self-energy of the system. The set of Hedin’s equations are given as follows 
 𝛴(1,2) = 𝑖 ~𝐺(1,4)𝑊(3,1)𝛤(4,2; 3)𝑑(3,4) (2.53) 
 𝐺(1,2) = 𝐺Q(1,2) + ~𝐺Q(1,3)𝛴(3,4)𝐺(4,2)𝑑(3,4) (2.54) 
 𝛤(1,2; 3) = 𝛿(1,2)𝛿(1,3) + ~
𝛿𝛴(1,2)
𝛿𝐺(4,5) 𝐺(4,6)𝐺(7,5)𝛤(6,7; 3)𝑑(4,5,6,7) 
(2.55) 
 𝑃 = −𝑖 ~𝐺(2,3)𝛤(3,4; 1)𝐺(4,2)𝑑(3,4) (2.56) 
 𝑊(1,2) = 𝜈(1,2) + ~𝜈(1,3)𝑃(3,4)𝑊(4,2)𝑑(3,4) (2.57) 
where ν(1,2) = ν(𝑟D, 𝑟3)δ(𝑡D − 𝑡3) is the bare Coulomb potential, 𝛤 is the vertex function, 𝑃 is 
the irreducible polarizability, and 𝑊 is the screened Coulomb potential. Figure 2.1 summarizes 
the relationship between the parameters in Hedin’s equations. 
In principle, Hedin’s equations must be solved self-consistently to obtain the exact self-energy 
and the exact many-body single-particle Green’s function 𝐺(D) . However, calculating the self-
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consistent solution to Hedin’s equations becomes computationally demanding even for small 
systems. As seen in Eq. 2.55, the vertex function poses a huge challenge as it is generated by the 
functional derivative of the self-energy term with respect to the Green’s functions in addition to 
the presence of higher-order terms. Thus, the GW approximation is widely used to neglect the 
vertex function in Eq. 2.55 by setting it to the bare vertex defined as 
 𝛤(1,2; 3) = 𝛿(1,2)𝛿(1,3). (2.58) 
This leads to simplifications in the set of Hedin’s equations.as the irreducible polarizability 𝑃 can 
now be expressed as 
 𝑃(1,2) = 𝑃Q(1,2) = −𝑖𝐺(D)(1,2)𝐺(D)(2,1). (2.59) 
where 𝑃Q is the random-phase approximation (RPA) to the irreducible polarizability 𝑃 proposed 
by Adler45 and Wiser.46 The GW approximation gives the first order expansion of the self-energy 
𝛴 as a simple direct product of the propagator 𝐺(D)(1,2) and the dynamically screened Coulomb 
potential 𝑊	(1,2) 
 




 𝛴(1,2) = 𝑖𝐺(D)(1,2)𝑊(1,2). (2.60) 
In principle, the GW equations are solved until self-consistency is achieved. Despite the 
simplification from neglecting the vertex function, self-consistent GW calculations remain 
computationally demanding. A common computational approach is to perform only a single 
iteration to Hedin’s equation using the best approximation to 𝐺(D) and 𝑊 as the starting point to 
calculate the self-energy term 𝛴. This approach is known as the “one-shot” GW method (i.e. 
G0W0).47-49 In first-principles computation, Kohn-Sham (KS) orbitals from DFT are used as the 
starting point for G0W0 calculations.42 Quasiparticle (QP) energies 𝜀*
®¯ are obtained by applying 
many-body correction to the KS eigenvalues as 
 
𝜀*





∙ ⟨𝜓*(𝑡)|Σ(𝑟, 	𝑟¸;	𝜀*) − 𝜈:;(𝑟)𝛿(𝑟 − 𝑟′)|𝜓*(𝑡)⟩ 
(2.61) 
where 𝜀*'( is the KS energies obtained from FPMD simulations, 𝛴 is the self-energy operator, 𝜈:;  
is the exchange-correlation potential. The second term in the equation represents the many-body 
corrections using the KS wave functions 𝜓*  at time 𝑡. As it is computationally impractical to 
calculate the many-body correction (MBC) at every time step of the FPMD simulation, MBCs are 
obtained using only the KS wave functions and eigenvalues at equilibrium geometry and applied 
for the entire FPMD trajectory. 
 
2.4 Fewest-Switches Surface Hopping 
Tully and Preston proposed the trajectory surface hopping (TSH) approach in 1971 to 
incorporate non-adiabatic effects as a phenomenological extension into classical molecular 
dynamics (MD) simulations.19 In this approach, the nuclei are assumed to evolve classically on a 
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single potential energy surface (PES) until a region of avoided surface crossing or large non-
adiabatic coupling is reached. At the region, the trajectory splits into two separate branches with 
each following a different potential energy surface. In the formulation of TSH, a system is prepared 
in a single adiabatic state, which determines the “active surface”.19, 50 The electrons in the system 
are treated quantum mechanically and evolved according to the Schrödinger equation or a 
Schrödinger-like equation. At every time step, the probability of an instantaneous transition of an 
electron from one adiabatic PES to another (a “hop”) is determined based on a phenomenological 
hopping criterion.19 The active surface is redefined if a hop occurs. The original formulation of 
TSH allows the particle to go through an indefinite number of hops between the potential energy 
surfaces that leads to the weighted average of the adiabatic states. Later in 1990, Tully proposed 
the “fewest switches” criterion to minimize the number of hops in the region of strong non-
adiabatic coupling.20 Without the “fewest-switches” criterion, the excessive hopping outside the 
region of electronic crossing leads to dynamics that are more similar to a weighted average of the 
adiabatic states, which results in unphysical dynamics outside the electronic crossing region. 
Prezhdo and co-workers later extended the FSSH method into a formulation based on the 
single-particle description within the classical path approximation (CPA).51 Instead of using the 
many-body adiabatic states in Tully’s surface hopping, Prezhdo proposed that the single-particle 
wave functions can be used as states on which surface hops can take place. In the single-particle 
picture, the hopping probability 𝑃º→g(𝑡, Δt) of an electron from state l to state k, within time step 
Δt, is given by 
 𝑃º→g(𝑡, Δt) = max Á0,
𝑏ºgΔt
𝜌ºº(𝑡)







 , 𝜀g > 𝜀º
1, 𝜀g ≤ 𝜀º
 (2.63) 
where 𝐵ºg  is the Boltzmann factor,50 𝜌ºº(𝑡) is the density matrix element for the excited electron, 
and 𝜀g is the energy of the single-particle electronic state k. Alternatively, the many-body corrected 
energies obtained from Section 2.3 can be used for 𝜀g. The Boltzmann factor ensures that detailed 
balance is achieved at thermal equilibrium. The term 𝑏ºg  is given by 
 𝑏ºg =
2
ℏ 𝐼𝑚[𝜌ºg𝐻gº] − 2𝑅𝑒[𝜌ºg𝐷gº] 
(2.64) 
where 𝐷gº is the non-adiabatic coupling matrix and 𝐻gº  is the single-particle Hamiltonian matrix. 
For this work, adiabatic basis (i.e. energy eigenstates) is used so the imaginary term in 𝑏ºg  vanishes. 
The hopping probabilities 𝑃º→g(𝑡, Δt)  are utilized within the framework of the Monte Carlo 
method to perform stochastic transitions in the numerical simulations for an ensemble of 
trajectories. The density operator 𝜌h(𝑡) of the excited electron is propagated according to the 
Liouville-von Neumann (LvN) equation 




𝐻&, 𝜌h − 𝑖ℏ𝐷&, 𝜌h (2.66) 
where |𝜙(𝑡)⟩ is the state vector of the excited electron. In terms of adiabatic basis we employ here, 




[(𝛿Íº𝜀º − 𝑖ℏ𝐷Íº)𝜌ºy − 𝜌Íº(𝜀º𝛿ºy − 𝑖ℏ𝐷ºy)]
º
 (2.67) 
where 𝜀º  is the single-particle energy and 𝐷Íº  is the non-adiabatic coupling (NAC) element 
between states m and l. In this work, we use the Kohn-Sham (KS) states from Density Functional 
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Theory (DFT) as the single-particle electronic states, and the density matrix of the excited electron 
is represented in the adiabatic KS states (i.e. energy eigenstates) such that 
 𝜌Íy(𝑡) = 𝑐Í(𝑡)𝑐y∗(𝑡) (2.68) 
where 𝑐Í(𝑡) is the expansion coefficient in terms of the single-particle KS eigenstate, and the off-
diagonal terms (𝑚 ≠ 𝑛) represent the coherence between two eigenstates. From Equation 2.67, 
















where 𝜓Í𝑅(𝑡) and 𝜀Í(𝑅(𝑡)) are the KS eigenfunction and corresponding eigenvalue for state 
𝑖 at nuclear coordinate 𝑅(𝑡), and 𝐻& is the KS Hamiltonian. The NAC terms are computed “on-the-
fly” from FPMD simulations using the numerical prescription by Hammes-Schiffer and Tully in 
between time steps.52-53 
One known limitation of the FSSH method is that it does not take into account decoherence. 
The FSSH algorithm is a mixed quantum-classical method such that the electrons (system) are 
treated quantum mechanically while the nuclei (environment) are treated classically. In principle, 
a classical measurement done on a superposition of quantum states should result in collapse into a 
single basis state. However, the off-diagonal elements of the electronic density matrix, which 
account for coherence, do not decay in the FSSH algorithm without external correction, thus 
resulting in unphysical superpositions between the electronic states. Rossky and co-workers 
showed that the failure to take into account decoherence in FSSH simulation results in erroneously 
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short lifetime of a photoexcited, hydrated electron in water.54-55 Furthermore, Subotnik and co-
workers showed that adding decoherence into FSSH simulation recovers the correct rates from 
Marcus theory.56-57 Decoherence in excited carrier dynamics is addressed phenomenologically so 
that the mixed quantum-classical method of FSSH algorithm can still be utilized within the 
framework of first-principles theory. Details of the decoherence schemes will be discussed in the 
individual chapter. The modified non-linear decay of mixing (NLDM)23-24 based on the 
formulation of Granucci and Persico is used to include decoherence effects for the work on size 
dependence of silicon quantum dots in Chapter 3.1 Later on in Chapter 4 and 5, decoherence is 




CHAPTER 3: SIZE DEPENDENCE AND ROLE OF DECOHERENCE IN HOT 
ELECTRON RELAXATION WITHIN FLUORINATED SILICON QUANTUM DOTS 
 
Reprinted with permission from Wong, J. C.; Li, L.; Kanai, Y., The Journal of Physical 
Chemistry C 2018, 122 (51), 29526-29536. Copyright 2018 American Chemical Society. 
 
3.1 Introduction 
Controlling relaxation process of hot carriers (i.e. excited electrons and holes) in materials is of 
great interest for realizing various future opto-electronic technologies. For example, hot-carrier 
relaxation must be slow enough in so-called hot carrier solar cells to extract the carriers into the 
electrode before they relax to the band edge. The carrier relaxation is the dominant factor leading 
to the thermodynamic efficiency limit of ~32% in a single junction solar cell, as calculated by 
Shockley-Queisser,58 and any practical demonstration of hot carrier solar cells will represent a 
truly game-changing advancement. On the other hand, fast relaxation of hot carriers is important 
for quantum-dot light emitting diodes. In these systems, carriers must relax quickly to the band 
edge in order to generate narrow emission peaks centered around the energy gap, a property that 
can be controlled by the quantum dot size.27, 59-60 Nano-materials are promising for controlling 
relaxation process of hot carriers because various optical/electronic properties can be tuned 
through control of structural features such as size, surface termination, etc. In particular, low-
dimensional nano-materials like quantum dots show great sensitivity of their properties to minor 
structural modifications. A systematic computational investigation based on first-principles theory 
is of great use in developing a predictive understanding on how chemical changes on the atomistic 
scale influence a system’s carrier relaxation dynamics. 
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One intriguing feature of hot carrier relaxation in low-dimensional materials, particularly in 
quantum dots, is the so-called phonon bottleneck.61-62 Some works have reported significant 
slowdown of carrier relaxation in quantum dots (QDs),18, 63-64 while others have reported no such 
observation.65-68 Because interactions between the excited carriers and the lattice/ion movements 
are largely responsible for the relaxation, the observed slowing down phenomenon is often called 
phonon bottleneck. However, the physics behind such an experimental observation remains 
unresolved. For instance, quantum Zeno effect has been proposed as the reason for the phonon 
bottleneck in the case of CdSe QDs.69 At the same time, high excited carrier density could also 
influence the carrier relaxation rate more strongly in QDs than it does in bulk, thereby resulting in 
a slower relaxation rate.3, 70 Auger processes could also start to dominate over the electron-phonon 
relaxation when excess carrier energy is significantly larger than the QD band gap.71 Carrier traps 
introduced via molecular ligands on surface have also been proposed to either suppress or enhance 
hot carrier relaxation rate in QDs.18, 72-73 It is unclear at this point how these different factors are 
collectively or individually responsible for the observed phonon bottleneck. 
In our previous work,28 the effects of surface passivation on the excited electron relaxation 
were studied on a relatively small silicon QD (Si-QD, diameter of ~1.5 nm) with hydrogen and 
fluorine atoms. The first-principles study revealed a rather unique hot electron relaxation behavior 
with a significantly slower relaxation rate when the surface was passivated with fluorine atoms. 
With the fluorine surface passivation, continuous hot electron relaxation through the conduction 
band manifold is disrupted by the dynamic fluctuation of an electronic state. The fluctuation of 
this particular state was found to shuttle the excited electron between energetically adjacent 
electronic states, and the frequency of this shuttling was found to control the overall hot electron 
relaxation time. This previous work showed an intriguing role of the surface termination in 
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controlling the hot electron relaxation process in the small QD. At the same time, these small QDs 
exhibit rather discrete electronic energy levels due to significant quantum confinement. To what 
extent the finding is applicable to larger QDs was not explored. Recent experiment by Lin and co-
workers, for example, shows a single-peaked distribution of Si-QD sizes, ranging from 1.1 nm to 
3.3 nm, with its median around 2.1 nm.74 Another important consideration is the quantum 
decoherence effect. In a theoretical work by Prezhdo and co-workers on hot carrier relaxation in 
CdSe quantum dots, quantum Zeno effect was proposed as an explanation for the phonon 
bottleneck observations.69 In our previous study, decoherence effect was not taken into account, 
and the effect might further slow down the excited electron relaxation in the fluorine-terminated 
Si-QD. Building on our previous work with the fluorine-terminated SiQDs, we study here how the 
QD size and the quantum decoherence influence the hot electron relaxation. 
 
3.2 Theoretical Method and Computational Details 
In recent years, first-principles theory has gained great popularity not only for calculating opto-
electronic properties but also for explicitly simulating dynamical phenomena at the electronic 
structure level.75-80 The approach here follows closely that of previous works28, 32, 81 with details of 
the FSSH method and FPMD simulation already discussed in Chapter 2. This FSSH-based 
approach provides a statistical description of the dynamics of a single excited electron for an 
ensemble of the system (i.e. many quantum dots), and it is suitable when coupling of the excited 
electron dynamics to the lattice movement (i.e. ions) is the dominant factor in controlling the 
relaxation of the excited hot electron.81 In such a situation, the time-dependence of the probabilistic 
distribution can be modeled by performing FSSH stochastic simulation runs, and the algorithm is 
designed to satisfy the detailed balance for the ensemble,51 approximately reaching Boltzmann 
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distribution for the ensemble in a long time limit.50, 82 Specific to our FSSH simulation in the 
single-particle framework, carrier-carrier scattering is not present unlike in the recent first-
principles Boltzmann transport equation approach, which describes the quasi-classical flow of 
collective electrons and phonons in phase space.81, 83 
 
3.2.1 Decoherence 
In general, a total density matrix can be written as a tensor product of the system and bath 
components if they are not entangled. This theoretical framework allows us to develop various 
mixed quantum-classical methods, like the FSSH method, such that the electronic degrees of 
freedom are treated as the quantum-mechanical system, while the nuclei degrees of freedom are 
treated as the classical bath. Since mixed quantum-classical methods treat the motion of nuclei at 
the level of classical mechanics, any quantum-mechanical effects of nuclei on electrons are 
consequently neglected. One problem that arises from this common approximation in the FSSH 
simulation is the resulting dynamics suffers from “over-coherence” of the system’s density 
matrix.21, 54-55, 84-85 In other words, off-diagonal elements of the electronic density matrix along 
each classical nuclear trajectory do not decay naturally without an additional correction. A few 
different mechanisms could contribute to this loss of coherence in general, as discussed by Fiete 
and Heller.86 Despite its key role, clear understanding of different contributions to this electronic 
decoherence has not been fully developed in general except for some simple two-state models.87 
Since we remain at the level of the computationally-convenient mixed quantum-classical FSSH 
method, we restrict ourselves to including the decoherence effect only as a phenomenological 
correction, without explicitly considering quantum dynamics of the lattice nuclei. When pure 
dephasing is primarily responsible for decoherence, the decay of off-diagonal density matrix 
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elements is closely related to the nuclear overlap function.22, 55, 88-90 Then, the decoherence function 
takes a Gaussian form under the frozen Gaussian approximation.91 Using the FPMD simulation 
trajectories, the correlation between electronic states can be obtained, and the unnormalized 
autocorrelation function of their energies is calculated as 
 𝐶gº(𝑡) = 〈𝛿𝜀gº(𝑡)𝛿𝜀gº(0)〉 (3.1) 
where 𝛿𝜀gº(𝑡) is the fluctuation of the energy separation between electronic states k and l, given 
by 
 𝛿𝜀gº(𝑡) = 𝜀gº(𝑡) − 〈𝜀gº〉 (3.2) 
where 𝜀gº(𝑡)  is the instantaneous energy difference and 〈𝜀gº〉  is its mean value. The angled 
brackets in the autocorrelation function in Eq. 3.1 represent the ensemble averaging. The 
decoherence function, 𝐹gº(𝑡) is defined in terms of the second order cumulant approximation92 of 
the autocorrelation function 










For practical calculations, it is numerically convenient to rewrite this expression, by changing the 
order of integration of the double integral, so that integration of the correlation function (Eq. 3.3) 
is simpler 
 𝐹gº(𝑡) = Exp °−
1
ℏ3




where the autocorrelation function 𝐶gº(𝑡¸¸) can be evaluated in terms of 𝑡¸¸. The decoherence time 
𝜏gº  is obtained by fitting the decoherence function 𝐹gº(𝑡)  to a Gaussian function.92-93  The 
decoherence is then taken into account within the FSSH simulation in terms of the wave function 
expansion coefficients (see Eq. 2.68) via the modified non-linear decay of mixing (NLDM)23-24 
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scheme proposed by Granucci and Persico.1 The decoherence correction is applied to the 
expansion coefficients (Eq. 2.68). We show a mathematical relationship between the original24 and 
the modified versions of the NLDM method by Granucci and Persico1 in Appendix. The NLDM-
corrected coefficients, 𝑐g¸  and 𝑐º¸, are 







· , ∀𝑘 ≠ 𝑙 (3.5) 
 𝑐º¸ = 𝑐º °





where 	τgº is the decoherence time. 𝑐g and 𝑐º are the uncorrected expansion coefficients. The index 
l represents the single-particle electronic state the excited electron occupies at a specific instance 
of time while index k represents all the other states. We adopt here the Gaussian form for the 
decoherence function which characterizes the decay of the off-diagonal elements in the density 
matrix (rather than the exponential decay as often used), following the work by Prezhdo and 
Rossky.55 For completeness, we show the comparison of using Gaussian and exponential function 
forms for the decoherence function in the Supporting Information, but no significant qualitative 
differences are found in the relaxation trend of the excited electron. 
 
3.2.2 Computational Details 
Two fluorinated silicon quantum dots (QDs) of different sizes were considered in this work: 
Si220F120 and Si66F40, with diameters approximately 2.2 nm and 1.5 nm, respectively as shown in 
Figure 3.1. The simulations were performed using a cubic cell of length 55 a.u. (2.91 nm) for the 
Si220F120 QD, and 45 a.u. (2.38 nm) for the Si66F40 QD. First-principles molecular dynamics 
(FPMD) simulations were performed using a modified QBox94 code for the NAC calculation, with 
a time step of 0.484 fs at 295 K for the total simulation time of 1 ps and 1.6 ps for the large and 
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smalls QDs, respectively. The generalized gradient approximation parameterized by Perdew, 
Burke, and Ernzerhof (PBE)95 was used for the exchange-correlation functional. The Kohn-Sham 
(KS) wave functions were represented in plane wave basis using norm-conserving 
pseudopotentials96 with the kinetic energy cutoff of 50 Ry. The electronic states within the energy  
range of ~3.5 eV above the conduction band minimum (CBM) were included in the simulation, 
which approximately corresponds to 80 states for the Si66F40 QD and 240 states for the Si220F120 
QD. Numerical calculations of NACs were done as described in our previous work28 using the 
prescription by Hammes-Schiffer and Tully.52 1000 trajectories of 0.5 ps and 1.1 ps in length were 
generated from the FPMD simulation with different starting points for the Si220F120 QD and Si66F40 
QD, respectively. For achieving convergence of the Monte Carlo sampling of the hopping 
probabilities in FSSH simulation, 500 runs were performed for each trajectory. Individual FSSH 
run begins by having the hot electron occupy a specific single-particle electronic state of interest. 
A second-order finite difference scheme was used for the time propagation with 1 attosecond time 
 
Figure 3.1 | Quantum dot structures of (a) Si66F40 and (b) Si220F120. The diameters of Si220F120 and 




step in the FSSH runs, and both energies and NACs are interpolated between the steps.97 Unlike 
for the small Si66F40 QD,28 trivial crossings are not negligible for the large Si220F120 QD. Trivial 
crossings of KS electronic state energies were identified by setting pre-defined NAC and energy 
thresholds, and they were corrected for as described below. 
 
3.2.3 Identification of Trivial Crossings  
The issue of encountering trivial crossings remains a practical challenge in performing surface 
hopping simulations even though some remedies have been proposed in recent years.98-101 Having 
a finite time-step in numerical simulations makes it complicated to determine whether a crossing 
of two energy surfaces represents trivial crossing or avoided crossing without adapting certain 
numerical/physical criteria. Unlike heterogeneous semiconductor-molecule interfaces we have 
studied previously,32 for homogeneous systems like QDs, it is difficult to characterize crossings 
from spatial localization (and/or bonding type) of electronic states before and after the crossing by 
visually inspecting and/or by projecting them onto atomic orbitals. Instead, trivial crossings are 
identified numerically in this work by adapting the criteria of having NAC magnitude greater than 
0.4 a.u. and the energy difference of smaller than 10 meV between two energetically adjacent 
electronic states. Once trivial crossings are identified, a permutation matrix at each time step 𝑃(𝑡y) 
is generated to track changes in the state indices due to the trivial crossings. If there are no index 
swaps, then 𝑃(𝑡y)	 is a diagonal matrix. However, the permutation matrix 𝑃(𝑡y)	generated based 
on index swaps between subsequent time steps does not contain any history of the swaps done at 
previous time steps. In order to include the history on index swaps performed at previous time 
steps, an updated permutation matrix 𝑃¸(𝑡y) is generated as follows 
 𝑃¸(𝑡y) = 𝑃(𝑡Q)𝑃(𝑡D)…𝑃(𝑡ykD)𝑃(𝑡y)𝑃ã(𝑡ykD)…𝑃ã(𝑡D)𝑃ã(𝑡Q) (3.7) 
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where the superscript 𝑇  indicates a matrix transpose. The KS eigenvalues 𝜀g(𝑡y)  and non-
adiabatic coupling matrices 𝐷gº(𝑡y) are then corrected for the index swaps that stem from the 
trivial crossings. This can be done by operating with 𝑃¸(𝑡y) to change the order of the subscript 
state indices 
 𝜀(g)(𝑡y) = 𝑃¸(𝑡y)𝜀g(𝑡y) (3.8) 
 𝐷(g)(º)(𝑡y) = 𝑃¸(𝑡y)𝐷gº(𝑡y)𝑃¸(𝑡y)
ã
 (3.9) 
where 𝜋 in the subscript represents the permutation on the state indices. 
 
3.2.4 Relation between the original Non-Linear Decay of Mixing approach and the modified 
scheme by Granucci and Persico 
The original non-linear decay of mixing (NLDM) by Zhu et al.24 was formulated in the 
density matrix representation, and Granucci and Persico proposed a modified version of NLDM 
based on the wavefunction coefficients,1 which is computationally more convenient. We detail 
here the relationship between the two NLDM approaches.  
It is instructive to express the time derivative of the density matrix element ?̇?*Ð
;åÍæº686  as a sum 
of the coherent term from the Liouville-von Neumann equation ?̇?*Ð;  and the decoherent term ?̇?*Ðç    
 ?̇?*Ð
;åÍæº686 = ?̇?*Ð; + ?̇?*Ðç  (3.10) 
In the modified NLDM (m-NLDM) scheme,1 the decoherence-corrected expansion coefficients, 
𝑐g¸  and 𝑐º¸, are obtained at each time step as the wavefunction expansion coefficients are propagated 
 𝑐g¸ = 𝑐g ∙ Exp Á−
𝛥𝑡
τgº
Ã , ∀𝑘 ≠ 𝑙 (3.11) 
 
𝑐º¸ = 𝑐º °







where l designates a particular state the system (i.e. hot electron) occupies in the surface hopping 
simulation. The corresponding density matrix elements 𝜌*Ð¸  obtained in terms of the corrected 
expansion coefficients are therefore 
 𝜌*Ð¸ = 𝑐*¸(𝑐Ð¸)∗ (3.13) 
Assuming the decoherent term is small with respect to the coherent term in Eq. 3.10, the corrected 
density matrix 𝜌*Ð¸  can be written using a first-order Taylor expansion 
 𝜌*Ð¸ = 𝜌*Ð
(Q) + 𝜌*Ð
(D)𝛥𝑡 (3.14) 
where the zeroth-order term, 𝜌*Ð
(Q) and first-order term, 𝜌*Ð
(D) represent the coherent and decoherent 





¸  (3.15) 
In the density matrix representation ( 𝑖. 𝑒. 𝜌ggÛ = 𝑐g(𝑐gÛ)∗) , the m-NLDM correction for the 
diagonal matrix elements is 
 
𝜌gg¸ = 𝜌gg ∙ Exp Á−
2𝛥𝑡
τgº
Ã , ∀𝑘 ≠ 𝑙 
= 𝜌gg Á1 −
2𝛥𝑡
τgº
+ ⋯Ã , ∀𝑘 ≠ 𝑙 
(3.16) 
The original NLDM formulation is obtained by truncating the series to the first order in Eq. 3.16 







𝜌gg, ∀𝑘 ≠ 𝑙 
(3.17) 
For the diagonal matrix element with 𝑘 = 𝑙, we have  
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For the off-diagonal matrix elements, the m-NLDM scheme yields  
 
𝜌ggÛ






Ã , ∀𝑘, 𝑘¸ ≠ 𝑙 



















Ã 𝜌ggÛ, ∀𝑘, 𝑘¸ ≠ 𝑙 
(3.21) 
For the off-diagonal matrix elements involving the 𝑙 state, we have  










, ∀𝑘 ≠ 𝑙 (3.22) 
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By expanding up to the first order in the binomial series, the square-root term in the above equation 
can be simplified and we have 























ì 𝜌gº , ∀𝑘 ≠ 𝑙 
(3.24) 











ì 𝜌gÛº, ∀𝑘′ ≠ 𝑙 (3.25) 
The equations (Eq. 3.17, 3.19, 3.21, 3.24, 3.25) constitute the original NLDM scheme.24 The ½ 
factor difference to the equations given in the original NLDM work by Zhu et al24 results from ½ 
factor difference how the decoherence time is used in the modified NLDM scheme by Granucci 
and Persico.1 
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3.3 Results and Discussion 
Having observed interesting hot electron relaxation behavior for the small fluorinated silicon 
QD (Si66F40, ~1.5 nm) in our previous work,28 we start by discussing the extent to which this 
behavior persists in a larger silicon QD (Si220F120, ~2.2 nm), which is more accessible 
experimentally. For example, synthesis of silicon QDs shows a peak at ~2.1 nm in the distribution 
of silicon QD sizes.74 For consistency, we first discuss the simulations without including the 
decoherence effect. Figure 3.2(a-c) shows the probability of locating the hot electron at specific 
energies as a function of time for an ensemble of the small silicon QDs, with the initial energies 
of 1, 2, and 3 eV above the conduction band minimum (CBM) state. A phonon-modulated break 
in the otherwise continuous/monotonic relaxation behavior is observed, elongating the relaxation 
 
Figure 3.2 | Probability of hot electron over the conduction band electronic states of Si66F40 (a,b,c) 
and Si220F120 (d,e,f) with initial hot electron energies of 1 eV (a,d), 2 eV (b,e), and 3 eV (c,f). The 
y-axis represents the time-averaged energies, and the x-axis represents the time in the unit of 
femtosecond. Note that the maximum simulation time shown are different between the small 
Si66F40 (a,b,c) and the large Si220F120 (d,e,f), which are 1.1 ps and 0.5 ps respectively. In both cases, 
more than 90% of the probability has relaxed to within the 1 kBT energy range above conduction 




time as discussed in our previous work.28 In the case of the small QD, some electronic states retain 
significant hot electron probability for an extended time in the relaxation process. These electronic 
states have large energy separations to their energetically closest electronic states, but they “shuttle” 
the hot electron by alternating between the adjacent states. As a result, the frequency of this 
shuttling can largely influence the hot electron relaxation time scale. In the case of the large QD, 
however, such hot electron retention by particular electronic states is not observed. Figure 3.2(d-
f) shows the probability of finding the hot electron at specific energies as a function of time for an 
ensemble of the large silicon QDs. In addition to having a rather continuous density of states (DOS), 
as shown in Figure 3.3, the large QD has a reduced surface area to volume ratio compared to the 
small QD, and thus the effect of fluorine passivation, which is the chemical/atomistic reason for 
the hot electron retention as discussed in our previous work,28 is lessened. For the larger QD, 
approximately 90% of the hot electrons have already relaxed to the states within one kBT (0.025 
 
Figure 3.3 | Atom-projected density of states (DOS) of the conduction band electronic states for 
(a) Si66F40 and (b) Si220F120 with the CBM set at 0 eV. The red and blue colors represent the 




eV) above the CBM in 0.5 ps. The relaxation behavior can be quantified by taking the ensemble-




where the energy of each electronic state 𝜀*(𝑡) is weighed by its hot electron probability 𝑝*(𝑡).32 
As seen in Figure 3.4, the hot electron relaxation is faster for the large QD. At the same time, the 
energy decay for both small and large QDs does not follow a simple exponential function, as 
expected, since the hot electron relaxes through a large number of different sequences of electronic 
states. The energy decay of the hot electron is better characterized by fitting to a generalized 
exponential function of the form 





where 〈𝐸(0)〉 is the initial energy of the hot electron. The parameters are the relaxation time 𝜏 and 
exponent 𝛽.  The results are summarized in Table 3.1. The exponent 𝛽  phenomenologically 
describes the trend of energy decay, and the 𝛽 obtained for both QDs show a relaxation trend that 
is in between a Gaussian and an exponential. Notably, the energy decay curve does not obey the 
conventional stretched exponential with 𝛽 < 1,102-103 but rather the compressed exponential decay 
with	1 < 	𝛽 < 2.104-105 Overall, the relaxation process is roughly 1.6 to 2 times faster in the large 
 
Figure 3.4 | Ensemble-averaged energy decay of the hot electron over time for Si220F120 and Si66F40 




QD than in the small QD. This faster relaxation can be attributed to several factors including the 
absence of the unique “shuttling” mechanism in the large QD as discussed above and also to the 
closely-spaced energy levels. Since there are no surface-sensitive electronic states for retaining the 
hot electron for an extended time,28 the relaxation time is certainly expected to be faster for the 
large QD. Additionally, given that the DOS of the large QD is much denser and the energies are 
more closely spaced as shown in the atom-projected DOS of the conduction band (i.e. unoccupied) 
electronic states (Figure 3.3), “mixing” of the states, as reflected in the off-diagonal elements of 
the density matrix, is more significant. Furthermore, the smaller energy separations between 
Table 3.1 | Fit Parameter Values of Hot Electron Relaxation Time 𝜏 and Exponent 𝛽 for Different 




Si66F40  Si220F120 
𝛽 𝜏 (fs)  𝛽 𝜏 (fs) 
1.0 1.403 444.3  1.441 268.5 
2.0 1.276 472.4  1.452 277.2 





Figure 3.5 | Time-averaged non-adiabatic coupling (NAC) magnitudes for (a) Si66F40 and (b) 
Si220F120 quantum dots for the conduction band electronics states. State index 1 corresponds to the 
CBM state, and the electronic states are ordered in terms of the time-averaged energies within the 
range of ~3.5 eV above CBM. 
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(energetically) adjacent electronic states also lead to larger NAC magnitudes,28 as shown in Figure 
3.5, facilitating transitions between the states for the large QD case. Yet the relaxation time for the 
large QD (260-280 fs) is still noticeably slower than the silicon surface case of around 150-170 
fs.32 
 
3.3.1 Role of Decoherence 
We now discuss the role of decoherence by performing the FSSH simulations for the same 
systems while incorporating the modified NLDM correction for decoherence as discussed in 
Theoretical Methods and Computational Details section. As seen in Figure 3.6, the relaxation is 
slowed down noticeably with the decoherence correction. Decoherence influences the hot electron 
relaxation more significantly for the cases with higher initial excited electron energies while it is 
 
Figure 3.6 | Probability of hot electron over the conduction band electronic states of Si66F40 (a,b,c) 
and Si220F120 (d,e,f), for the decoherence-corrected case using the modifed NLDM method (Eq. 
3.5-3.6),1 from 1 eV (a,d), 2 eV (b,e), and 3 eV (c,f). Similar to Figure 3.2, the maximum 





not so important for the case with the initial energy of ~1 eV above the CBM. Significant hot 
electron probability remains for the states well above the CBM even at the end of the simulation 
time (0.5 ps for the large QD and 1.1 ps for the small QD). Such slowing down of the excited 
energy relaxation due to decoherence was previously observed in a first-principles simulation 
study on cadmium selenide quantum dots by Prezhdo and co-workers,69 and the quantum Zeno 
effect was proposed to be partly responsible for the experimentally-observed “phonon-bottleneck” 
behavior. By investigating silicon QDs of different sizes and with different initial energies of hot 
electron, we also show that decoherence indeed slows down the hot electron relaxation but the 
relaxation time does not change by an order of magnitude like in electron-hole recombination.106 
The overall energy decay of the hot electron is compared with and without the decoherence 
correction, as shown in Table 3.2 and Figure 3.7, by fitting the energy decay to Eq. 3.27. The effect 
of decoherence on the relaxation time becomes more significant when the hot electron initially 
resides at a higher energy above the CBM. In addition, the exponent values 𝛽 become smaller 
 
Figure 3.7 | Ensemble-averaged energy decay of the hot electron over time for Si66F40 (a,b,c) and 
Si220F120 (d,e,f), with and without the modified NLDM decoherence correction (Eq. 3.5-3.6), from 




when decoherence is taken into account, trending toward an exponential decay in character. Even 
with the decoherence effect, the hot electron relaxation is still slower for the small QD than for the 
large QD due to the shuttling mechanism discussed above.28 
 
3.4 Summary 
In our previous work on small silicon quantum dots (~1.5 nm diameter),28 we found that 
surface passivation with fluorine atoms result in a significant slowdown of hot electron relaxation 
because there exist particular electronic states that retain the hot electron for an extended time, and 
the relaxation timescale is largely influenced by shuttling of the hot electron between energetically-
adjacent states by such unique electronic states. Surface-specific vibronic coupling was found to 
be responsible for this rather distinctive behavior. In the present work, we studied how the quantum 
dot size changes this observation, and we also considered the effect of decoherence. With the larger 
size of ~2.2 nm silicon quantum dot, the distinct slowdown of the hot electron relaxation is no 
longer observed and the relaxation time constant is nearly 50% shorter than the smaller ~1.5 nm 
quantum dot. At the same time, our study shows that decoherence effect can significantly slow 
down the hot electron relaxation by a factor of two or more. There have been conflicting reports 
on the experimental observation of significant slowdown of energy/charge relaxation behavior 
known as “phonon bottleneck”,18, 63-68 and several different mechanisms have been proposed to 
Table 3.2 | Fit Parameter Values of Hot Electron Relaxation Time 𝜏 and Exponent 𝛽 with the 
Decoherence Correction using the Modified NLDM (Eq. 3.5-3.6) for Different Hot Electron Initial 




Si66F40  Si220F120 
𝛽 𝜏 (fs)  𝛽 𝜏 (fs) 
1.0 1.368 493.1  1.348 290.4 
2.0 1.008 704.2  1.020 442.3 




explain the phenomenon. Our study revealed the quantum Zeno effect as proposed earlier by 
Prezhdo and co-workers69 in addition to the surface-induced vibronic coupling effect for small 
quantum dots as we discussed earlier.28 Our current and earlier studies together indicate that these 
effects can be quite sensitive to atomistic features and also to the excitation energy range 
considered. Having demonstrated how sensitive the hot electron relaxation can be to atomistic 
details, effect of mechanical strains on the quantum dots could be an interesting avenue for further 
investigation in a future work since such structural deformation are often unavoidable in 
experiments. 
These rather fundamental inquiries into the origins of the experimentally-observed phonon 
bottleneck phenomenon could possibly benefit development of conceptual hot carrier solar cells.3, 
70 In such technological context, fast transfer of hot carriers out of/from photon-absorbing 
area/material is necessary before the hot carriers lose their energy to the lattice/ion movement in 
the hot carrier relaxation. While significant slowdown of hot carrier relaxation due to the quantum 
Zeno effect has been reported for some materials like CdSe quantum dot,69 continuous efforts are 
also necessary for developing a molecular-level understanding of how hot carriers can be 
transferred out from photo-active area/materials.  
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CHAPTER 4: ROLE OF DECOHERENCE ON EXCITED ELECTRON RELAXATION 
AND TRANSFER AT THE INTERFACE ACROSS QUANTUM DOT AND MOLECULE 
 
Submitted by Wong, J. C.; and Kanai, Y. 
 
4.1 Introduction 
Excited electron dynamics at heterogeneous interfaces plays an important role for various 
optoelectronic applications including solar fuel devices107-110 like dye-sensitized 
photoelectrochemical cell (DSPEC).30, 111 At the semiconductor-molecule interface of such solar 
fuel devices, the initial photo-excitation of the adsorbed molecule is followed by ultrafast injection 
of the excited electron into the semiconductor’s conduction band.112-113 This rapid transition event 
is subsequently followed by the excited electron undergoing a large number of competing 
dynamical processes. In addition to relaxing to the conduction band minimum (CBM) of the 
semiconductor and possibly to defect states within the band gap, the excited electron can also 
transfer back to the molecule (i.e. back electron transfer).114 Our earlier theoretical work32 on the 
interface between silicon surface and cyanidin molecule showed that interfacial electron transfer 
back to the molecule is largely decoupled from rapid excited electron relaxation within the 
semiconductor. This work based on the fewest-switches surface hopping simulation, however, did 
not take into account the effect of decoherence of the density matrix on the electron dynamics. In 
the last several years, a number of works have reported how decoherence plays a crucial role in 
the context of fewest-switched surface hopping simulation.21-22, 57, 87, 115-117 Indeed, in our recent 
work,29 the inclusion of decoherence showed that quantum Zeno effect69 slows down excited
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electron relaxation in silicon quantum dots by as much as a factor of two. For heterogenous 
interfaces, however, the extent to which decoherence influences the excited electron across the 
interface remains unexplored. Building on our work on the silicon quantum dots (SiQD),28-29 we 
investigate the effects of decoherence on the excited electron relaxation and transfer at the interface 
between a SiQD and cyanidin molecule. 
 
4.2 Theoretical Methods and Computational Details 
We closely follow the first-principles dynamics simulation as done in our previous works.29, 32, 
118 First-principles molecular dynamics (FPMD) simulation based on Density Functional Theory 
(DFT) was used to obtain the non-adiabatic couplings (NACs) and Kohn-Sham (KS) single-
particle energies. NACs were calculated numerically from the FPMD based on the prescription of 
Hammes-Schiffer and Tully.52 Numerical calculation of NACs using time derivative was done by 
enforcing phase continuity.53 The KS wave functions were represented in plane-wave basis using 
norm-conserving pseudopotentials96 with a kinetic energy cutoff of 50 Ry. The generalized 
gradient approximation by Perdew, Burke, and Ernzerhof (PBE)95 was used for the exchange-
correlation functional. FPMD simulations were performed using a modified QBox94 code with a 
time step of 0.484 fs at 295K for a total simulation time of 2 ps. For the molecule-SiQD system, a 
cyanidin molecule is attached to a hydrogen-terminated silicon quantum dot (SiQD) Si66H40, in a 
monodentate configuration as shown in Figure 4.1. A unit cell of length 40 a.u. along the x- and 
y-axes and 80 a.u. along the z-axis was used.  
Quasiparticle (QP) energies were obtained with GW approximation to Hedin’s equations on 
top of DFT calculation. Calculations of the KS eigenvalues and wave functions were first 
performed using Quantum Espresso code119 at equilibrium geometry. The GW calculation was 
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performed within the G0W0 approximation using Yambo120 code. The Godby-Needs plasmon pole 
model121-122 was used for the dielectric function and the random phase approximation was used for 
the screened Coulomb interaction. Many-body corrections were applied to the KS energies 𝜀Í'((𝑡) 
along the FPMD trajectory at every time step to obtain the quasiparticle energies 𝜀Í
®¯(𝑡) as follows 
 𝜀Í
®¯(𝑡) = 𝜀Í'((𝑡) + 𝛥𝜀ÍxÉ; (4.1) 
where 𝛥𝜀ÍxÉ;  is the many-body corrections of state 𝑚 calculated at the equilibrium geometry. The 
density operator 𝜌h(𝑡)  of the excited electron is propagated according to the Liouville-von 




𝐻&, 𝜌h − 𝑖ℏ𝐷&, 𝜌h + 𝑖ℏΓb (4.2) 
where 𝜌h is the density matrix for the excited electron, 𝐻& is the corresponding Hamiltonian, and 𝐷& 
is the non-adiabatic coupling. Here, the last term, Γb, is added to take into account the decoherence 
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Figure 4.1 | Structure of the cyanidin-SiQD (Si66H40) interface system. The diameter of silicon 




where 𝜀º is the quasiparticle energy obtained after the many-body correction and 𝐷Íº is the NAC 
matrix element. Fewest-switches surface hopping (FSSH) method20, 50 was utilized within the 
classical-path approximation (CPA).51 The CPA assumes that electron dynamics do not influence 
nuclear dynamics, thus allowing us to represent the nuclear dynamics as a classical equilibrium 
bath. 1500 trajectories of 1.25 ps length were generated from the FPMD simulation with different 
starting points. For each trajectory, 500 FSSH runs were performed in order to achieve 
convergence of the Monte Carlo sampling of the hopping probabilities. Each FSSH run begins 
with an excited electron occupying a specific electronic state. A second-order finite difference 
scheme97 with 1 attosecond time step was used in the FSSH runs with both the energies and NACs 
interpolated between the steps. 
Decoherence is included in the FSSH simulation as a correction to the electron density matrix 
propagation at each time step without explicitly considering quantum dynamics of the nuclei. 
Instead of using the modified non-linear decay of mixing (NLDM) scheme1, 23-24 as in our previous 
work,29 the decay of each off-diagonal density matrix element was taken into account directly. We 
consider the decoherence of the density matrix due to the nuclei, in the limit of pure dephasing, is 
given by the nuclear overlap function55, 89 which can be approximated with the second order 
cumulant expansion92  










where the unnormalized autocorrelation function of the quasi-particle energies is calculated as 
 𝐶Íy(𝑡) = 〈𝛿𝜀Íy(𝑡)𝛿𝜀Íy(0)〉 (4.5) 
where 𝛿𝜀Íy(𝑡) is the fluctuation of the energy separation between two electronic states given by 
 𝛿𝜀Íy(𝑡) = 𝜀Íy(𝑡) − 〈𝜀Íy〉 (4.6) 
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where 𝜀Íy(𝑡) is the instantaneous energy difference and 〈𝜀Íy〉 is its mean value. The angled 
brackets in the autocorrelation function in Eq. 4.5 represent ensemble averaging. These quantities 
are available from the FPMD simulation. For practical calculation, we rewrite Eq. 4.4 to a simpler 
expression by changing the order of integration.29 Under the frozen Gaussian approximation,91 the 
decoherence function takes a Gaussian form, and we obtain the decoherence time 𝜏Íy by fitting 
Eq. 4.4 to  







· , ∀𝑚 ≠ 𝑛 (4.7) 
Adapting the Gaussian decay for the decoherence amounts to having the decoherence term in Eq. 
4.3 as 




where 	τÍy is the decoherence time. The off-diagonal elements of the density matrix are multiplied 
with the Gaussian decay term (Eq. 4.7) at each time step to take into account the decoherence in 
the density matrix. The conditions for modelling quantum decoherence using classical noise has 
been studied by Gu and Franco using the spin-boson model.123 For pure dephasing dynamics, the 
cumulants of both quantum and noise induced decoherence functions coincide. 
In practice, the trivial crossing problem remains a great numerical challenge in simulating 
dynamics using the FSSH method.98-100 Trivial crossings are characterized by sharp peaks in the 
nonadiabatic coupling (NAC) magnitude between two adiabatic states that are strongly localized 
in time. We developed a probabilistic approach for taking into account the trivial crossings as 
discussed in Appendix. For all the results discussed here, the trivial crossing correction is used, 
and its impact is also discussed. 
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4.5.1 Trivial Crossing Correction 
The so-called trivial crossing problem remains a practical challenge in simulating quantum 
dynamics using the FSSH method. Trivial crossings are the crossing of eigenstates (in energy), 
effectively interchanging the state indices for the particular states. This means, for example, that a 
particular state index j could change its spatial character from being localized in one spatial area 
to another area upon encountering a trivial crossing. This makes physical interpretation of FSSH 
simulation particularly difficult because the state index j does not track the particular state of 
interest. While the atom-projected density of states (DOS) can identify trivial crossings and enable 
us to continuously assign the state of interest to a particular state index, doing so frequently in the 
FPMD simulation is impractical in many cases. Trivial crossings are characterized by a sharp peak 
(strongly localized in time) in the nonadiabatic coupling (NAC) magnitude between two adiabatic 
states. Various methods have been proposed to taken into account the trivial crossings in the FSSH 
method, including the norm-preserving interpolation (NPI),100 nonadiabatic excited-state 
molecular dynamics (NA-ESMD),98 self-consistent FSSH (SC-FSSH).99 Consequences of 
neglecting trivial crossings such as unphysical long-range transfer have been extensively discussed 
in these works. In the case of a heterogeneous system such as mol-SiQD, trivial crossings switch 
the character of the two adiabatic states that are spatially localized on different sides of the interface 
(molecule or SiQD). In this work, we employed a new probabilistic approach to take into account 
the trivial crossings. 
 
1. Evaluating individual crossing regions between time steps: We develop a recursive 
numerical method that tracks for trivial crossings as discrete state index changes on a single 
electronic state over time. The method maps out a set of possible “trajectories” of the electronic 
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state by evaluating the individual crossing region encountered at every time step as a probability 
distribution of index changes. The numerical calculation of non-adiabatic coupling (NAC) matrix 
element 𝐷*Ð between indices 𝑖 and 𝑗 within time step ∆𝑡 is given by 




2 𝑂*Ð(𝑡, 𝑡 + ∆𝑡) − 𝑂*Ð(𝑡 + ∆𝑡, 𝑡)
∆𝑡  
(4.9) 
where the overlap matrix element 𝑂*Ð obtained in terms of wave function |𝛹(𝑡)⟩ is 
 𝑂*Ð(𝑡, 𝑡 + ∆𝑡) = W𝛹*(𝑡)|𝛹Ð(𝑡 + ∆𝑡)Y (4.10) 
Using the numerator of the NAC matrix element in Eq. 4.9, we can obtain the probability for the 
index changes. The probability of the index change from initial index 𝑖  to final index 𝑖 + ∆𝑖 
between time 𝑡 and 𝑡 + ∆𝑡, 𝑃*(∆𝑖; 𝑡, 𝑡 + ∆𝑡) is calculated as 
 
𝑃*(∆𝑖; 𝑡, 𝑡 + ∆𝑡) ≈ ³
1
2
𝑂*,*∆*(𝑡, 𝑡 + ∆𝑡) − 𝑂*,*∆*(𝑡 + ∆𝑡, 𝑡)³
3
≈ 𝐷*,*∆* Á𝑡 +
∆𝑡
2 Ã ∆𝑡 
(4.11) 
However, as the diagonal term of the NAC matrix element is zero in Eq. 4.9, the probability of no 
index change 𝑃*(0; 𝑡, 𝑡 + ∆𝑡) is instead computed as the complementary to all index change events 
as 
 𝑃*(0; 𝑡, 𝑡 + ∆𝑡) = 1 − ? 𝑃*(∆𝑖; 𝑡, 𝑡 + ∆𝑡)
∆*áQ
 (4.12) 
In order to simplify the problem, the possibility of trivial crossing is restricted to regions where 
the NAC magnitude in Eq. 4.9 exhibits a local maximum as a function of time. Thus, Eq. 4.11 is 
non-zero only around the NAC maxima and elsewhere 𝑃*(0; 𝑡, 𝑡 + ∆𝑡) = 1. The range of index 
changes ∆𝑖 in Eq. 4.11 and 4.12 is restricted to [−2, 2] as the probabilities of index changes outside 
this defined range are found to be negligibly small. 
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When more than two states are involved in trivial crossing over a single time step, the 
probability distribution of index changes is multivariate with respect to the initial index. Consider 
the case of trivial crossing in a three-state system from index 𝑖 to 𝑖 + 2 over a single time step. 
Index change could occur directly from 𝑖 to 𝑖 + 2 through the NAC element 𝐷*,*3. Alternatively, 
the same index change can also occur via "smaller" steps, which are determined by the NAC 
elements 𝐷*,*D and 𝐷*D,*3. Note that the probability for the second index change from 𝑖 + 1 to 
𝑖 + 2 is dependent on the first index change from 𝑖 to 𝑖 + 1 with probability 𝑃*(1; 𝑡, 𝑡 + ∆𝑡). The 
conditional probability of the second index change ∆𝑖3 given that an index change ∆𝑖D starting 
from initial index 𝑖 has occurred is expressed as 
 𝑃*∆*õ|*(∆𝑖3|∆𝑖D; 𝑡, 𝑡 + ∆𝑡) = 𝐷*∆*õ,*∆*õ∆*ö Á𝑡 +
∆𝑡
2 Ã ∆𝑡 
(4.13) 
with the condition that ∆𝑖D ≠ 0. The conditional probability of no index change is again obtained 
as the complementary of all index change events as 
 𝑃*∆*õ|*(0|∆𝑖D; 𝑡, 𝑡 + ∆𝑡) = 1 − ? 𝑃*∆*õ|*(∆𝑖3|∆𝑖D; 𝑡, 𝑡 + ∆𝑡)
∆*öáQ
 (4.14) 
Although Eq. 4.13 is similar to Eq. 4.11, the range of ∆𝑖3 is restricted such that the index change 
is monotonic with respect to ∆𝑖D. For instance, if ∆𝑖D > 0, then the range ∆𝑖3 in Eq. 4.13 and 4.14 
is [0, 2]. A detailed algorithm of evaluating individual crossing regions to generate a single 
trajectory is as follows: 
(1) Identify the initial index 𝑖 at time 𝑡. 
(2) Generate the probability distribution for the first index change 𝑃*(∆𝑖D; 𝑡, 𝑡 + ∆𝑡) using Eq. 
4.11 and 4.12 for ∆𝑖D within range [−2, 2].  
(3) Generate a random number between 0 and 1 to sample the probability distribution. If ∆𝑖D ≠
0, proceed to step 4. Otherwise, skip to step 7. 
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(4) Generate the conditional probability distribution of 𝑃*∆*õ|*(∆𝑖3|∆𝑖D; 𝑡, 𝑡 + ∆𝑡)  for the 
second index change using Eq. 4.13 and 4.14. Monotonicity is enforced such that the range 
of allowed ∆𝑖3 is either [0, 2] for ∆𝑖D > 0, or [−2, 0] for ∆𝑖D < 0. 
(5) Generate a random number between 0 and 1 to sample the probability distribution in step 
4. If ∆𝑖3 ≠ 0, proceed to step 6. Otherwise, skip to step 7. 
(6) Repeat steps 4 and 5 for ∆𝑖y where 𝑛 is the n-th number of index change until ∆𝑖y = 0 is 
obtained. 
(7) Repeat steps 1 and 6 to generate the probability distribution 𝑃(𝑗, 𝑡 + ∆𝑡) of final indices 𝑗 
at time 𝑡 + ∆𝑡. The final indices 𝑗 is obtained with respect to the initial index 𝑖 and index 
changes ∆𝑖y as follows: 
 𝑗 = 𝑖 +?∆𝑖y
yCD
 (4.15) 
(8) Store 𝑗 and 𝑃(𝑗, 𝑡 + ∆𝑡) as a list. Define a cutoff value to 𝑃(𝑗, 𝑡 + ∆𝑡) to dismiss sampling 
final indices 𝑗 with low probabilities. 
(9) Select an index 𝑚  from the list to initialize at time 𝑡 + ∆𝑡  for sampling. Repeat the 
algorithm until the final time step. 
(10) Generate a trajectory using the initial index 𝑖 and sampled indices 𝑚 at every time step. 
Additional trajectories are generated from the remaining list of unsampled indices 𝑗 in step 8 via 
recursion. 
 
2. Determining the optimal trajectory: Above, we described a probabilistic method to evaluate 
individual crossing regions at every time step to generate possible trajectories. The challenge 
remains in determining the optimal trajectory of the electronic state from the list of the generated 
trajectories. For the mol-SiQD system studied in this work, we observed that the stochastic 
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fluctuation of the molecular states due to nuclei motions exhibits a much higher amplitude than 
those of the SiQD states. Thus, the variance in energy of the molecular states is expected to be 
larger than that of the SiQD states. In addition to the probability distribution of state indices at 
individual crossing regions obtained from the algorithm described above, we then take into account 
energy changes in between time steps of the trajectory. We define the arc length in terms of the 
weighted energy changes for a trajectory as 
 𝐿 =?𝑃(𝑗, 𝑡g)𝑒
kX´ø(8ù)k´µ(8ùúõ)X




where 𝑖 and 𝑗 are the state indices, 𝑇 is temperature, 𝑘É is Boltzmann constant, 𝑃(𝑗, 𝑡g) here is the 
probability of index 𝑗 at time step 𝑡g  with respect to index 𝑖, and 𝐸Ð(𝑡g) is the energy of the index 
𝑗 at time step 𝑡g . The summation runs over all time intervals. The exponent term penalizes large 
energy changes in between time steps. The optimal trajectory for a molecular state is identified by 
maximizing the weighted arc length 𝐿. 
In principle, all individual crossing regions encountered at every time step should be sampled 
by this algorithm to generate all possible trajectories for calculating Eq. 4.16. However, the number 
of possible solutions would become impossibly large to compute for systems with dense manifold 
of energy states and frequent trivial crossings. We thus neglect sampling the indices with low 
probabilities to reduce the number of possible solutions, and the stochastic fluctuations of all states 
due to nuclei motion is assumed to be stationary. This assumption allows us to limit the range of 
allowed indices in the algorithm with respect to the energy of the initial index. To further reduce 
the large sampling space from running the algorithm for the entire simulation time, we divide the 
recursion runs into shorter intervals of time length 𝑡æ. For each interval, the weighted arc length 
𝐿y of a trajectory for the 𝑛-th interval is computed according to Eq. 4.16. In practice, a cutoff value 
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is then introduced with respect to 𝑚𝑎𝑥(𝐿y) to eliminate trajectories with low 𝐿y. The set of indices 
𝑗 obtained at the end of every interval is used as the starting point for the next interval. The optimal 
trajectory of the molecular electronic state is determined by calculating the maximum sum of 
weighted arc length 𝐿y of all intervals subjected to the condition that index for (𝑛 − 1)-th interval 
at 𝑡æ must be the equal to that for the 𝑛-th interval at 𝑡Q. 
 𝑖ykD(𝑡æ) = 𝑖y(𝑡Q) (4.17) 
 
3. Reordering electronic states via permutation matrices: Once the trivial crossing-corrected 
molecular state trajectories are obtained, we use permutation matrices 𝑃(𝑡y) to map the index 
changes at every time step to their corresponding electronic states.29 Index changes between two 
time-steps are indicated by 1's in the off-diagonal elements. For cases of trivial crossing involving 
more than two states, non-crossings between QD-QD states are enforced such that the only 
permutation allowed are cyclic permutations. While the permutation matrix correctly reorders 
magnitudes based on the index changes, it incorrectly maps signs in an antisymmetric matrix such 
as the NAC matrix. To correct this,  we first construct a matrix 𝐴(𝑡y) based on the permutation 
matrix 𝑃(𝑡y). The matrix elements 𝑎*Ð(𝑡y) of 𝐴(𝑡y) are generated as follow 
 𝑎*Ð(𝑡y) = 0	𝑖𝑓	𝑝*Ð(𝑡y) = 0 (4.18) 
 𝑎*Ð(𝑡y) = 1	𝑖𝑓	𝑝*Ð(𝑡y) = 1	𝑎𝑛𝑑	𝑖 ≥ 𝑗	 (4.19) 
 𝑎*Ð(𝑡y) = −1	𝑖𝑓	𝑝*Ð(𝑡y) = 1	𝑎𝑛𝑑	𝑖 < 𝑗	 (4.20) 
where 𝑝*Ð(𝑡y) is the matrix element of the permutation matrix 𝑃(𝑡y). The off-diagonal elements 
above and below the main diagonal of 𝐴(𝑡y) have opposite signs in order to take into account the 
antisymmetry. The energy 𝜀*(𝑡y) and NAC matrices 𝐷*Ð(𝑡y) at every time step 𝑡y are corrected 














where 𝜋 in the subscript represents permutation of the indices and the superscript 𝑇 denotes a 
matrix transpose. 
 
4. Numerical details: The trivial crossing correction was performed before many-body 
corrections were applied via G0W0 calculation and computation of energy gap autocorrelation 
function for decoherence. We only correct for the molecular states, defined based on the atom-
projected density of states at equilibrium geometry (Figure 4.2), due to difficulty in characterizing 
trivial crossings of among SiQD states as well as for their rare occurrence. In general, the molecular 
states are far apart in energy from each other. For the trivial crossing correction algorithm, 1000 
runs were performed at every crossing region to generate a probability distribution. In order to 
reduce the number of solutions to sample, we used a probability cutoff of 0.1 such that indices in 
the probability distribution which fall below the cutoff value were neglected. In addition, the 
overall index range is restricted to [𝑖 − 10, 𝑖 + 10] where 𝑖 is the starting index of the molecular 
state at 𝑡 = 0. A cutoff value of 0.9	𝑚𝑎𝑥(𝐿y) at each interval was used to further reduce the 
number of possible trajectories to sample. 
 
4.3 Results and Discussion 
Figure 4.2 shows the atom-projected density of states (DOS) of the unoccupied electronic 
states for the cyanidin-SiQD system (hence referred to as mol-SiQD) at equilibrium geometry. The 
figure quantifies the respective contributions of SiQD and molecular components to individual 
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electronic states. The CBM of the SiQD is set as the reference state with 𝜀 = 0 eV. As the electronic 
states that are highly localized on the molecule can still contain some minor contribution from the 
SiQD, we define molecular states as states with more than 75% contribution from the molecular 
component in the projected DOS. From Figure 4.2, seven molecular states are identified with the 
molecular HOMO state energetically located at around 1 eV below the SiQD CBM. 
The FSSH simulations were performed by having the excited electron occupy an initial SiQD 
state at t = 0 of energies 1.5 and 2.5 eV above the SiQD CBM. For each ensemble (1500 FSSH 
trajectories), Figure 4.3(a-b) shows the probability of the excited electron occupying an electronic 
state of a specific time-averaged energy without the decoherence effect included. An initial rapid 
relaxation is observed followed by a slower relaxation for the electronic states within 1 eV above 
 
Figure 4.2 | Atom-projected density of states (DOS) of the unoccupied (virtual) electronic states 
for the molecule-SiQD system at equilibrium geometry. The red and blue colors represent the 
contributions from the molecule and SiQD components to the DOS, respectively. The reference (𝜀 
= 0 eV) is set to be the CBM of the SiQD. The molecular HOMO is located approximately 1 eV 




the CBM. Figure 4.2 shows that the SiQD electronic states within the specified energy range are 
more discrete when compared to those at the higher energy range. In addition, a phonon-modulated 
bottleneck in the relaxation is observed between the SiQD CBM and CBM+1 states. Such 
bottleneck behavior has been attributed to the combined effects of large energy separations and 
small NAC magnitudes between both states.28 When decoherence effect is included in the FSSH 
simulation (see Eq. 4.2), the quantum Zeno effect is expected to slow down the relaxation. As seen 
in Figure 4.3(c-d), the relaxation is indeed significantly slowed down when decoherence is taken 
into account. In particular, the probability built-up in the CBM state is visibly lessened with the 
decoherence.  Figure 4.4 shows the ensemble-averaged energy change of the excited electron over 
 
Figure 4.3 | Probability of excited electron in the unoccupied electronic states in molecule-SiQD 
system, with initial energies at 1.5 eV (a,c)  and 2.5 eV (b,d). (a,b) and (c,d) are for the FSSH 
simulations without and with decoherence, respectively. The x-axis shows the simulation time in 
femtosecond while the y-axis shows the time-averaged energies (with the many-body correction 
from the GW calculation) for each electronic state. The CBM of the SiQD is set to 0 eV as the 





time. The excited electron relaxation rate is quantified by fitting to an exponential function of the 
form: 




where 〈𝐸(0)〉 is the initial energy of the excited electron. Table 4.1 shows the time constant for 
the excited electron relaxation from 𝜀 = 1.5 eV and 𝜀 = 2.5 eV. With decoherence effect taken into 
account, relaxation times of 509 fs and 398 fs are obtained for the 𝜀 = 1.5 eV and 𝜀 = 2.5 eV cases, 
respectively. Similar to our previous work on fluorine-terminated SiQDs (F-SiQDs),29 Table 4.1 
shows that the quantum Zeno effect slows down the relaxation by within a factor of two. These 
relaxation times are faster than those observed for H-Si(111) surface,32 and comparable to the 
relaxation time we observed for the F-SiQDs.29 From the single exponential fit (Eq. 4.23), the 
relaxation rate is faster for the 𝜀 = 2.5 eV result than for the 𝜀 = 1.5 eV result. This is possibly due 
 
Figure 4.4 | Ensemble-averaged energy of the excited electron as a function of time, starting from 




Table 4.1 | Fit Parameter Values of Excited Electron Relaxation Time 𝜏 in Eq. 4.23. 
Initial Energy (eV) 𝜏 (fs) No Decoherence Decoherence 
1.5 288 509 
2.5 229 398 
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to the denser manifold of the electronic states near 𝜀 = 2.5 eV as seen in Figure 4.2. While the 
single exponential decay is widely used in the literature for quantifying the excited electron 
relaxation rate, Figure 4.4 highlights one limitation of using the single exponential fit for 
quantifying the relaxation process in a non-ideal system like the mol-SiQD interface. Let us briefly 
discuss the extent of excited electron transfer from SiQD to the molecule during the relaxation. 
Figure 4.5 shows the maximum probability of excited electron observed for each electronic state 
in the entire FSSH simulation. The state indices are arranged in ascending order of time-averaged 
energies. The maximum probability of one indicates the SiQD electronic state where the excited 
 
Figure 4.5 | Maximum probability of the excited electron observed in individual electronic states 
during the FSSH simulation (total simulation time of 1.25 ps), starting from initial energies at 1.5 
eV (a,c) and 2.5 eV (b,d). (a,b) and (c,d) are for the FSSH simulations without and with 
decoherence, respectively. The SiQD and molecular states are shown in blue and red respectively. 




electron occupies at the beginning (i.e. 𝑡 = 0) of the FSSH simulation. The red color indicates the 
molecular states occupied by the excited electron. The corresponding maximum probabilities 
observed in these molecular states are rather insignificant when compared to those in the SiQD 
states. The reason for the small maximum probabilities observed for these molecular states can be 
explained in terms of non-adiabatic couplings. First of all, excited electron transfer into these 
molecular states is not significant due to weak non-adiabatic coupling (NAC) between these 
molecular states and higher energy SiQD states as shown in Figure 4.6. The molecular states, at 
the same time, exhibit strong NACs to SiQD states of lower energy (lower state indices). Thus, 
even if the excited electron transfers into these molecular states, it rapidly moves out of the 
molecular states to the SiQD states of lower energies thus preventing probability buildup in these 
molecular states. 
 
Figure 4.6 | Ensemble-averaged NAC matrix among the unoccupied (virtual) electronic states for 




The molecular HOMO state lies energetically below the CBM, and the excited electron can 
still transfer to the molecular HOMO upon relaxing to the CBM despite the small non-adiabatic 
coupling magnitudes between the molecular HOMO and the SiQD states. Note that the molecular 
HOMO is unoccupied in this simulation, in order to model the situation after the molecular photo-
excitation and subsequent excited electron injection into the SiQD. As seen in Figure 4.3, the 
probability increase in the HOMO state is very slow, indicating a very slow transfer of the excited 
electron transfer from the SiQD. We employ an effective two-state model to quantify the transfer 
rate between SiQD and the molecular HOMO as done previously.32 In applying the effective two-
state model, we define an energy range of 1 eV above CBM such that the total probability within 
this energy range (from SiQD states and molecular HOMO) is essentially unity after 1 ps, thus 
allowing us to apply the two-state model by largely excluding the relaxation process. Table 4.2 
shows the electron transfer time constant to molecular HOMO. Without decoherence, the time 
constants obtained are 38 ps and 25 ps for the initial energies of 1.5 eV and 2.5 eV, respectively. 
With decoherence effect included, the time constants show significantly slower electron transfer 
time constants of 1315 ps and 1598 ps for the initial energies of 1.5 eV and 2.5 eV, respectively. 
The quantum Zeno effect here is quite significant compared to the excited electron relaxation 
process, in which the relaxation rate is slowed down by less than a factor of two. As seen in the 
decoherence time matrix between two electronic states in Figure 4.7, the decoherence rates 
between the molecular HOMO and SiQD states can be extremely fast (~4-5 fs). The fast 
Table 4.2 | Fit Parameter Values for Excited Electron Transfer Time to Molecular HOMO using 
the Two-state Model. 
Initial Energy (eV) 𝜏 (ps) No Decoherence Decoherence 
1.5 38 1315 




decoherence rate is due to the large energy separation fluctuation, 𝛿𝜀Íy(𝑡), between the electronic 
states localized on opposing sides of the heterogeneous interface (i.e. SiQD and molecule), and 
this is caused by difference in the nuclei motions of the respective parts.93  On the other hand, 
electronic states that are localized on the same side of the interface (i.e. SiQD) experience a smaller 
difference in the energy separation fluctuation thus slower decoherence rate.  
To demonstrate the effects of the trivial crossing correction in the FSSH simulation, the 
decay of the ensemble-averaged energy of the excited electron is shown in Figure 4.8 and 
summarized also in Tables 4.3 and 4.4 for the relaxation time and electron transfer time scales. As 
seen in Figure 4.8, the effect of the trivial crossing correction is two-fold, and it also affects the 
decoherence of the density matrix in addition to the FSSH simulation itself. The energy difference 
autocorrelation function for calculating the decoherence times between electronic states are found 
 
Figure 4.7 | Decoherence time matrix among the unoccupied (virtual) electronic states for the 




to be dependent on the trivial crossings. As summarized in Table 4.3, no significant difference in 
excited electron relaxation is observed when the trivial crossing correction is applied. As for the 
excited electron transfer from SiQD states to molecular states (Table 4.4), trivial crossing 
correction affects the results more noticeably, increasing the transfer rate but by a factor of two to 
three for the case with decoherence. 
 
4.4 Summary 
In our earlier work on silicon quantum dots, we found that decoherence effect on the density 
matrix can slow down excited electron relaxation by as much as a factor of two. In this work, we 
 
Figure 4.8 | The ensemble-averaged energy of the excited electron as a function of time, starting 
from the initial energies of 1.5 eV (a,c) and 2.5 eV (b,d) with and without the trivial crossing (TC) 





studied the how the excited electron relaxation and transfer at the interface between a silicon 
quantum dot (SiQD) and cyanidin molecule are impacted by the decoherence effect. Our study 
showed that quantum Zeno effect is even more significant for the excited electron transfer from 
the SiQD to molecular HOMO as the transfer is slowed down by more than an order of magnitude.  
 
Table 4.3 | Fit Parameter Values for Excited Electron Relaxation Time 𝜏 with and without the 
trivial crossing correction. 
With trivial crossing correction 
Initial Energy (eV) 𝜏 (fs) No Decoherence Decoherence 
1.5 288 509 
2.5 229 398 
 
Without trivial crossing correction 
Initial Energy (eV) 𝜏 (fs) No Decoherence Decoherence 
1.5 310 447 
2.5 248 311 
 
Table 4.4 | Fit Parameter Values for Excited Electron Relaxation Time to Molecular HOMO with 
and without the trivial crossing correction. 
With trivial crossing correction 
Initial Energy (eV) 𝜏 (ps) No Decoherence Decoherence 
1.5 38 1315 
2.5 25 1598 
 
Without trivial crossing correction 
Initial Energy (eV) 𝜏 (ps) No Decoherence Decoherence 
1.5 83 883 




CHAPTER 5: FIRST PRINCIPLES DYNAMICS STUDY OF EXCITED HOLE 
RELAXATION IN DNA 
 
Submitted by Wong, J. C.; and Kanai, Y. 
 
5.1 Introduction 
Ion beam radiation has emerged as a promising alternative to conventional X/γ-ray photon 
radiation in radiation oncology, enabling the development of new approaches such as proton beam 
therapy.124 In ion beam cancer therapies, highly energetic ions are used to target cancerous cells 
and induce repair-refractory (or hard-to-repair) damage to DNA in the nuclei of the cancerous cells. 
The unique physical characteristics of how high-energy ions transfer their kinetic energy to 
electrons in matter (e.g. DNA/water) in the form of electronic excitations enable a significant part 
of the kinetic energy to be deposited into a small spatial area near the end of their trajectories while 
leaving healthy cells intact along the way.125-127 Radiation-induced DNA damage is a multi-scale 
problem temporally and spatially, covering femto-second processes of electronic excitation all the 
way to cellular-level change timescales that extend into days. Understanding how the initial 
electronic excitation from the ionizing radiation lead to key DNA damage such as double strand 
breaks (DSB) and then to the  physiological responses at the biochemical level remains a highly 
active area of research.34-35 
DNA damage processes are initiated by electronic excitations either directly on DNA, or 
indirectly through the formation of intermediate reactive oxygen species (e.g. OH*, H2O2, etc) and 
reductive species like solvated electrons, eaq- in water.128 Although the indirect mechanism is
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believed to be more important for other ionizing radiation like X/γ-rays,128-129 the direct 
mechanism130-132 is relatively more important for the case of ion irradiation as some estimates it to 
be responsible for ~50% of damage.133-134 Following the initial electronic excitation, quantum 
dynamical details of electron-hole pair relaxation govern the relevant mechanisms and timescales 
of excited electrons and holes reaching their stable and meta-stable resonant states.135-136 While 
most existing computational works have focused on uncovering the atomistic dynamics that cause 
DNA damage after such excited charge carrier relaxation,134, 137-138 the relaxation process within 
DNA itself has not been understood at the molecular level despite being central to direct DNA 
damage mechanisms.135 Under ion irradiation, the generated holes are believed to be responsible 
for strand breaks instead of relaxing to the highest occupied molecular orbital (HOMO), which is 
mainly localized on the nucleobase especially guanine.134 Our recent theoretical work using real-
time time-dependent density functional theory (RT-TDDFT) on the proto/𝑎-particle irradiation of 
DNA revealed that a significant majority of electronic excitation is of ionization in character and 
that excited holes can be generated deep in the density of states (DOS) of DNA.33 The energetic 
distribution of the generated holes depends on the ionizing proton/𝑎-particle velocity. At the same 
time, how the generated excited holes might become trapped long enough around certain DNA 
chemical moieties to cause chemical changes has not been studied. Critical sugar-phosphate 
backbone damage, especially DSB, are believed to be the key chemical bond dissociation 
necessary for cell death.34-35 Building on our recent work,33 here we investigate the subsequent 
relaxation dynamics upon the excited hole generation. In addition to the dependence of the excited 
hole relaxation on the energetics, we investigate how the spatial location of the generated hole 
within DNA might play a role in the hole relaxation process. 
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5.2 Theoretical Method and Computational Details 
The simulation consists of a B-DNA chain with 10 base pairs (CGCGCTTAAG sequence), 
which forms one full rotation of the double helix chain to ensure periodicity along the z-direction.33 
A simulation cell of dimension 31.78 Å x 31.78 Å x 34.43 Å was used with the periodic boundary 
conditions, and a total of 654 atoms (2220 electrons) are included in the simulation cell as shown 
in Figure 5.1. We closely follow the first-principles dynamics simulation as done in our previous 
works.29, 32, 118 The non-adiabatic couplings and Kohn-Sham (KS) single-particle energies are 
obtained from First-Principles Molecular Dynamics (FPMD) simulation based on Density 
Functional Theory (DFT). The non-adiabatic couplings (NACs) are calculated numerically using 
time derivative by enforcing phase continuity53 and using the prescription of Hammes-Schiffer 
and Tully.52 The KS wavefunctions are represented in plane-wave basis using norm-conserving 
pseudopotentials96 with a kinetic energy cutoff of 50 Ry. The generalized gradient approximation 
by Perdew, Burke, and Ernzerhof (PBE)95 is used for the exchange-correlation functional. FPMD 
simulations are performed using the code Qb@ll. Eight independent FPMD trajectories, each with 
different initial condition, are propagated for 700 fs with a time step of 0.484 fs at 295K. 
 
Figure 5.1 | Structure of B-DNA with the periodic boundary conditions. The simulation cell 




The density matrix 𝜌h(𝑡) of the excited hole is propagated according to the Liouville-von 




𝐻&, 𝜌h − 𝑖ℏ𝐷&, 𝜌h + 𝑖ℏΓb (5.1) 
where 𝜌h is the density matrix for the excited hole, 𝐻& is the corresponding Hamiltonian, and 𝐷& is 
the non-adiabatic coupling. Here, the last term Γb  is introduced for taking into account the 
decoherence due to nuclear dynamics as discussed below. In terms of the adiabatic basis, the 




[(𝛿Íº𝜀º − 𝑖ℏ𝐷Íº)𝜌ºy − 𝜌Íº(𝜀º𝛿ºy − 𝑖ℏ𝐷ºy)]
º
+ 𝑖ℏΓÍy (5.2) 
where 𝜀º is the KS energy and 𝐷Íº is the NAC matrix element. Fewest-switches surface hopping 
(FSSH) method20, 50 was utilized within the classical-path approximation (CPA).51 The CPA 
assumes that the hole dynamics do not influence nuclear dynamics, thus allowing us to represent 
the nuclear dynamics as a classical equilibrium bath. For the excited hole transition, the hopping 
probabilities into deeper electronic states in the valence band (away from HOMO) are penalized 
with the Boltzmann factor. 1500 trajectories of 0.6 ps length are generated from the FPMD 
simulation with different starting points. For each trajectory, 1000 FSSH runs were performed in 
order to achieve convergence of the Monte Carlo sampling of the hopping probabilities. Each 
FSSH run begins with an excited hole occupying a specific electronic state. A second-order finite 
difference scheme97 with 1 attosecond time step is used in the FSSH runs with both the energies 
and NACs interpolated between the steps. 
Decoherence is included in the hole density matrix propagation using the LvN equation without 
explicitly considering quantum dynamics of the nuclei. Instead of using the modified non-linear 
decay of mixing (NLDM) scheme1, 23-24 as in our previous work,29 the decay of off-diagonal density 
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matrix elements is explicitly taken into account. In the limit of pure dephasing, the decoherence of 
the density matrix due to the nuclei is given by the nuclear overlap function,55, 89 which can be 
approximated with the second order cumulant expansion92 










where the unnormalized autocorrelation function 𝐶Íy(𝑡) of the singe-particle particle energies is 
calculated as 
 𝐶Íy(𝑡) = 〈𝛿𝜀Íy(𝑡)𝛿𝜀Íy(0)〉 (5.4) 
where 𝛿𝜀Íy(𝑡) is the fluctuation of the energy separation between two electronic states given by 
 𝛿𝜀Íy(𝑡) = 𝜀Íy(𝑡) − 〈𝜀Íy〉 (5.5) 
where 𝜀Íy(𝑡) is the instantaneous energy difference and 〈𝜀Íy〉 is its mean value. The angled 
brackets in the autocorrelation function represent ensemble averaging. These quantities are 
available from FPMD simulation. For practical calculation, we rewrite Eq. 5.3 to a simpler 
expression by changing the order of integration.29 Under the frozen Gaussian approximation,91 the 
decoherence function takes a Gaussian form, and we obtain the decoherence time 𝜏Íy by fitting 
Eq. 5.3 to  







· , ∀𝑚 ≠ 𝑛 (5.6) 
Adapting the Gaussian decay for the decoherence amounts to having the decoherence term in Eq. 
5.2 with 





where 	τÍy is the decoherence time. The off-diagonal elements of the density matrix are multiplied 
with the Gaussian decay term (Eq. 5.6) at each time step for the decoherence as the density matrix 
is propagated. 
 
5.3 Results and Discussion 
The atom-projected density of states (DOS) of the valence band (occupied) electronic states of 
the DNA at equilibrium geometry is shown in Figure 5.2. The DOS are decomposed based on 
respective contributions from either the base pairs or the sugar-phosphate backbones of the DNA. 
The HOMO state of the DNA is set to 0 eV. Within the energy range of 1 eV below the HOMO 
 
Figure 5.2 | Atom-projected density of states (DOS) of the occupied electronic states of the DNA 
at equilibrium geometry. The blue and red plots denote the contribution from base pairs and 
backbone, respectively. The HOMO of the DNA is set to 0 eV. The arrows show the energetic 
location of the initial electronic states from which the excited hole relaxation process is studied. 
The blue, red and purple indicate the respective base pair, backbone, and hybrid characters of the 




state, the electronic states are localized primarily on the base pairs. In the energy range from around 
3 to 13 eV below the HOMO state, which we henceforth refer to as the shallow states, the density 
manifold of states consists mostly of “hybrid” states that have contributions from both the base 
pairs and backbones. Deeper into the valence band (VB) states, the electronic states become 
increasingly localized on either the base pairs or the backbones of the DNA. 
 
Figure 5.3 | Isosurface plots of the electronic states where the hole is initially generated for the 
FSSH simulation. The green, blue, and red texts indicate that the electronic states are in the 




In the FSSH simulations, an excited hole is generated in an electronic state located 
energetically below the HOMO at t = 0. Note that excited holes can be generated quite deep in 
energy below the HOMO when the DNA is under ion irradiation.33 The electronic states in which 
the initial excited hole is generated are selected based on their energy relative to the HOMO and 
also spatial localization on distinct DNA moieties (base pairs, backbone, or hybrid). For the 
shallow states (within the energy range of 9.5 to 11.5 eV below HOMO), the electronic states 332 
(spatially localized on base pair), 379 (spatially localized on phosphate unit of backbone), and 414 
(spatially localized as a “hybrid” between base pair and backbone) are chosen as shown in Figure 
5.3, and their energetic positions are indicated in the projected DOS in Figure 5.2. We chose the 
electronic states 184 (spatially localized on base pair), 187 (spatially localized on phosphate unit 
of backbone), and 222 (spatially localized as a “hybrid” between base pair and backbone)  as the 
set of deep states (within 17.5 to 15.5 eV below HOMO). Additionally, we consider the electronic 
states 1 (spatially localized on phosphate unit of backbone) and 90 (spatially localized on base pair) 
as the “extra-deep” states (>20 eV below HOMO). For these extra-deep states, none of the 
electronic state could be identified as a hybrid state between the base pairs and the DNA backbones. 
We begin by discussing the excited hole relaxation from the shallow states in the DNA. Figure 
5.4 shows the probability of the excited hole to be located a specific energy as a function of time. 
Figure 5.4(a-c) and Figure 5.4(d-f) are for the FSSH simulations without and with the decoherence 
taken into account. As the excited hole relaxes toward the base pair states near the HOMO, a small 
probability build-up is observed at around 1 eV below the HOMO. For the shallow states, 
decoherence has negligible effect on the overall hole relaxation dynamics. Figure 5.4(a-c) and 
Figure 5.4(d-f) remain largely unchanged as shown also by the ensembled-averaged energy decay 
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curves in Figure 5.4(g-i). The rate of the excited hole relaxation in Figure 5.4(g-i) can be quantified 
by fitting to a Gaussian decay function 𝑔(𝑡) 





where 〈𝐸(0)〉 is the initial energy of the excited hole. Note that the exponential function would not 
yield a satisfactory fit for these decay functions. Table 5.1 shows the time constant for excited hole 
relaxation obtained from the fit. The minor difference in the relaxation time between the FSSH 
simulations with and without decoherence is due to the relatively long decoherence time between 
 
Figure 5.4 | Probability of excited hole over time as it relaxes toward the HOMO from the shallow 
states at t = 0. (a, b, c) and (d, e, f) are for the FSSH simulations without and with the decoherence, 
respectively. (g, h, i) show the decoherence effect for the ensemble-averaged energy change as a 
function of time. (a, d, g) are for the dynamics with the excited hole initially located in the base 
pair state, (b, e, h) are for the dynamics with the excited hole initially located in the backbone state, 




the electronic states for the shallow states. As seen in the decoherence time matrix shown in Figure 
5.5, the decoherence times for energetically-close electronic states (close to the main diagonal of 
the matrix) are comparable to or even longer than the relaxation time constant obtained in Table 
5.1(a). This is particularly true for those electronic states that are increasingly close energetically 
to the HOMO (state index 1110). Having the initial excited hole generated in different spatial 
locations (base, backbone, or hybrid) in the DNA does not result in a significant difference in the 
rate of excited hole relaxation for the case of the shallow states. 
 
Figure 5.5 | Decoherence time matrix between the occupied electronic states in DNA. State index 




For the cases of the deep states and the extra-deep states, decoherence appears more important. 
Figure 5.6 shows the FSSH simulations for the cases in which the initial hole is generated in the 
deep states. We observe significant build-up of excited hole probability at around 14.5 and 17.0 
eV below HOMO as shown in Figure 5.6(a-c). The probability build-up corresponds to the 
energetic regions where energetically-adjacent electronic states exhibit large energy gaps and 
small NAC magnitudes.28 The electronic states located deep in the occupied states become more 
localized spatially, and the corresponding energies become more separated as seen in the DOS 
(Figure 5.2). With the inclusion of decoherence effect in simulation, Figure 5.6(d-f) shows that the 
 
Figure 5.6 | Probability of excited hole over time as it relaxes toward the HOMO from the deep 
states at t = 0. (a, b, c) and (d, e, f) are for the FSSH simulations without and with the decoherence, 
respectively. (g, h, i) show the decoherence effect for the ensemble-averaged energy change as a 
function of time. (a, d, g) are for the dynamics with the excited hole initially located in the base 
pair state, (b, e, h) are for the dynamics with the excited hole initially located in the backbone state, 




excited hole relaxation is significantly slowed down as seen by the absence of a sizable hole 
probability around the HOMO. The probability build-up is also enhanced with decoherence taken 
into account. Table 5.1(b) shows the relaxation time constant for the excited hole relaxation 
through fitting Figure 5.6(g-i) to Eq. 5.8. In comparison to the case for the shallow states, the 
relaxation time constants are noticeably longer, and this can be easily rationalized because the 
NAC couplings become increasingly small for energetically deeper states as seen in Figure 5.7. 
With decoherence, the excited hole relaxation is slower by up to a factor of two, and the 
deceleration is comparable to observations in our previous work on excited electron relaxation in 
fluorine-terminated silicon quantum dots.29 As seen in the decoherence time matrix (Figure 5.5), 
the increasingly fast decoherence time for energetically deeper states is responsible for the 
significant decoherence-induced slowdown of the excited hole relaxation for the deep states. The 
Table 5.1 | Time constant for excited hole relaxation 𝜏, for (a) shallow states, (b) deep states, and 




No Decoherence Decoherence 
Base pair (Index 332) 130.4 137.8 
Backbone (Index 379) 137.2 153.4 





No Decoherence Decoherence 
Base pair (Index 184) 458.9 1077.6 
Backbone (Index 197) 347.2 704.1 





No Decoherence Decoherence 
Base pair (Index 90) 495.5 1141.4 




FSSH simulations for the “extra-deep” states are shown in Figure 5.8. Similar to the case of the 
deep states, a build-up of the excited hole probability is observed at several energy regions. The 
build-up is further enhanced with decoherence. Table 5.1(c) shows that the relaxation time constant 
obtained for the case of extra-deep states. Similar to the observation for the deep states, the 
relaxation time constants are much longer than those for the shallow states. Also, the decoherence 
effect on slowing down the excited hole relaxation is similarly significant. Just as the case for the 
deep states, the decoherence time and NAC matrices rationalize these observations in the 
simulations. For both deep and extra-deep states, we again do not observe dependence of the 
 
Figure 5.7 | Non-adiabatic coupling (NAC) matrix among the occupied electronic states in DNA 




relaxation timescale on the chemical moieties (base, backbone, and hybrid) of DNA in which the 
initial excited hole is generated. 
 
5.4 Summary 
Motivated by the recent theoretical work which showed that ion irradiation generates excited 
holes deep within the valence band in DNA,33 we investigated the excited hole relaxation toward 
HOMO in the manifold of the valence band states. The excited hole relaxation was found to depend 
significantly on the energetic position of the excited hole. The relaxation process is an order of 
 
Figure 5.8 | Probability of excited hole over time as it relaxes toward the HOMO from the “extra-
deep”  states at t = 0. (a, b) and (c, d) are for the FSSH simulations without and with the 
decoherence, respectively. (e, f) show the decoherence effect for the ensemble-averaged energy 
change as a function of time. (a, c, e) are for the dynamics with the excited hole initially located 





magnitude slower for holes that are generated deeper than 20 eV (with respect to HOMO) than 
those generated around 10 eV. However, the excited holes that are generated in different spatially 
distinct chemical moieties (i.e DNA bases, backbones, etc) do not show noticeable differences in 
terms of the relaxation time. Our recent work showed that the holes can be generated rather deep 
in energy at around 20 eV below HOMO under proton and 𝑎-particle irradiation.33 However, the 
probability of generating holes that deep in energy is not significant even for 𝑎-particle irradiation. 
For the holes that are generated within 10 eV of HOMO, most would relax close to HOMO within 
one pico-second even when it is slowed down by decoherence (quantum Zeno effect).69 This 
timescale is significantly shorter than typical chemical bond formation/dissociation timescale. 
Chemical bond dissociation could be induced potentially through coupling of nuclei to the 
quantum dynamics of the excited hole. This possibility, however, cannot be examined in this work 
because of the classical path approximation51 employed here and non-adiabatic forces on the nuclei 
are not taken into account. Ehrenfest dynamics or other advanced formalisms for describing the 
coupling between the excited hole and nuclei are required in a future study to investigate such a 
potential mechanism for chemical bond dissociation.139-140 The lack of solvating water molecules 
around the DNA is another limitation in this work. Although the excited hole relaxation timescale 
(~one picosecond) is faster than the typical timescales on which water molecules respond at the 
atomistic level, their electronic response could be on a much faster timescale and it can potentially 
stabilize the excited hole. These possibilities will be addressed in future studies. 
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CHAPTER 6: CONCLUSIONS 
 
In this dissertation, we have explored the different applications of first-principles quantum 
dynamics simulation to study excited charge carrier dynamics. In particular, we utilized the 
calculations to obtain both quantitative and qualitative description on how atomistic details of the 
materials affect the dynamics. Given the importance of decoherence effect in simulations, we 
investigate the extent to which decoherence correction in FSSH algorithm affects the excited 
carrier dynamics obtained. 
First, we examined the size dependence and role of decoherence on hot electron relaxation 
within fluorinated silicon quantum dots. We observed that the electronic state responsible for the 
bottleneck in the excited electron relaxation of the smaller QD due to the fluorine termination is 
absent in the case of the larger QD as the surface area to volume ratio of the QD decreases, thus 
resulting in a faster relaxation time. When decoherence effect is included in the simulation via the 
modified NLDM scheme, hot electron relaxation in both QDs slows down by as much as a factor 
of two. 
We then extended our first-principle study on to study the excited electron relaxation and 
transfer at the heterogenous QD-molecule interface between a hydrogen-terminated silicon QD 
and a cyanidin dye molecule. We implemented a decoherence correction scheme in the FSSH 
algorithm as decay to the off-diagonal elements of the electronic density matrix at every time step. 
Decoherence is found to result in significant slowdown of electron transfer from QD to molecular 
HOMO by more than an order of magnitude compared to a factor of two for the case of excited
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electron relaxation in QD. 
Finally, we moved away from excited electron dynamics in QD materials to study the excited 
hole dynamics of a DNA molecule generated upon ion irradiation. Our work found no noticeable 
differences in relaxation time for excited holes generated on different spatial moieties such as DNA 
nucleotide bases and phosphate. Instead, excited hole relaxation depends mainly on the energetics 
of the initially generated hole. Although decoherence results in hole relaxation to slow down by a 
factor of two like in the case of excited hole relaxation in our previous works on QDs, the 
relaxation time is within a few picoseconds, which is much shorter than the timescales associated 
with chemical bond dissociation. A possible mechanism of chemical bond dissociation is through 
the coupling between the nuclei and the excited hole. However, the classical path approximation 
(CPA) used in this work does not allow such mechanism to be examined as the non-adiabatic 
forces on the nuclei are not taken into account. In addition, the absence of solvating water 
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