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Abstract
Macroscopic quantum tunneling is a process by which a macroscopic object, rather than a single electron,
tunnels between two macroscopically distinct quantum states. In this dissertation, we will present the study
of macroscopic quantum tunneling of phase-slips in superconducting devices, including one-dimensional
nanowires, quasi-two-dimensional superconducting strips and doubly connected superconducting devices
composed of two nanowires connected in parallel. We observe macroscopic quantum tunneling in these
devices by measuring switching current distributions. It is known that the standard deviation of switching
current distributions can be measured on a single nanowire to reveal temperatures at which macroscopic
quantum tunneling is responsible for phase-slips [1, 2]. Therefore we begin by studying higher moments of the
switching current distributions, namely the skewness S (a measure of the asymmetry of a distribution) and
kurtosis K (a measure of its peakedness). We find that the skewness and kurtosis of the switching current
distributions obtained via the Kurkija¨rvi process on devices composed of single nanowires do not depend
on whether the switching events are initiated by quantum or thermal phase-slips. Skewness and kurtosis
deviate considerably from the values associated with a Gaussian distribution (S = 0 and K = 3). If, in
an experiment these higher moments approach Gaussian values they indicate the existence of noise. Next
we study macroscopic quantum tunneling of phase-slips in quasi-two-dimensional superconducting strips,
which are commercially available devices used as single-photon detectors. These devices are composed of
(∼250 µm) long, (∼120 nm) wide, meandering superconducting strips. Each time a photon with sufficient
energy strikes the strip a voltage pulse is produced and counted. However, the accuracy of these detectors is
limited by a rate of dark counts (false events). We find that at sufficiently low temperatures, the macroscopic
quantum tunneling of a vortex through an edge barrier on the wire (which results in a phase-slip as the vortex
crosses the wide wire) contributes a base-level dark count rate in these detectors which must be considered
during operation at low enough temperatures. After studying tunneling in single one-dimensional nanowires
and wide, quasi-two-dimensional strips, we move our focus to doubly connected superconducting samples
composed of two nanowires connected in parallel. We characterize and model these devices, and show their
applicability as nanometer-scale superconducting memory cells. We develop precise algorithms allowing
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us to write and read the information onto such memory cells. We also observe signatures of macroscopic
quantum tunneling in these doubly connected devices by observing a saturation in the standard deviation of
switching current distributions at low temperatures. We then discuss how macroscopic quantum tunneling
of the memory state can lead to a dissipationless operation of the superconducting memory cell. In each
of these devices, whether single one-dimensional nanowires, wide quasi-two-dimensional superconducting
strips, or two nanowires in parallel, we find, quite surprisingly, that the same equations can be used to
model macroscopic quantum tunneling at the high currents we apply. Therefore we argue that the physics of
macroscopic quantum tunneling in wide quasi-two-dimensional strips and doubly connected nanowire devices
can be well understood in the context of tunneling in a single, one-dimensional nanowire.
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Chapter 1
Introduction
The main topic of this dissertation is the macroscopic quantum tunneling of quantized units of flux (in the
form of vortices) on nanowire devices. Therefore as an introduction, we will present a short discussion of the
overarching concepts of this dissertation, including flux, nanowires, and macroscopic quantum tunneling.We
begin with a short history of superconductivity, discussing the development of theories in which we base
our understanding of superconductivity and the discovery of flux quantization in superconducting loops.
Next we will discuss the definition of a nanowire and how a nanowire differs from the more commonly
studied Josephson junction. Then we will discuss what macroscopic quantum tunneling means and why it
is interesting. Finally we will present an outline detailing the topics of subsequent chapters.
1.1 Discovery of the Properties of Superconductivity
In 1911, Heike Kamerlingh Onnes detailed his measurements on the resistance of mercury at liquid helium
temperatures in a series of reports published in the Proceedings of the Royal Academy of Sciences of Ams-
terdam [3]. Onnes found that the resistance of mercury became indistinguishable from zero at temperatures
below the temperature of a sudden resistive transition which could not be explained by any contemporaneous
theory. Onnes also studied the resistance of gold and platinum. He found that these metals exhibited small
but non-zero resistances at low temperatures, and they did not display the same kind of resistive jump as
seen in mercury (although he incorrectly argued that the non-zero resistance was due to impurities in his gold
and platinum, and that a completely pure sample would likely display zero resistance at low temperatures
[4]). Due to the immeasurably low resistance, the new phenomenon Onnes had discovered became known
as superconductivity.
Twenty years later, Meissner and Ochsenfeld discovered a second characteristic feature of the super-
conducting state by measuring the magnetic field around tin and lead cylinders at temperatures near their
superconducting transition temperatures [5]. Inside a hollow cylinder, the magnetic field remained unchanged
as the cylinder was cooled through its superconducting transition temperature. Outside of a superconduct-
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ing cylinder, however, the measured magnetic field was consistent with the tin or lead cylinders exhibiting
zero permeability, i.e., the measured magnetic field outside the superconductor suggested that no magnetic
field penetrated the superconducting material itself.
In fact, it would later be found that the magnetic flux in a superconducting ring is quantized [6, 7]. In
1961, Bascom Deaver and William Fairbank showed that if a tin cylinder was cooled through its supercon-
ducting transition in an external magnetic field, and then that external field was reduced to zero, the total
flux through the cylinder at zero field exhibited a step-function when plotted against the initial external
field [6]. The value of the flux step size was Φ0 = h/2e where h = 6.62 x 10
−34 m2 kg/s is Planck’s constant,
and e = 1.6 x 10−19 C is the charge of an electron.
Three important theories were developed in attempt to explain the phenomena observed by Onnes,
Meissner and Ochsenfeld. The first was developed in 1935 by brothers F. and H. London [8]. Their theory
provided both an explanation for the freezing of flux in a superconductor cooled through its transition
temperature, as well as an explanation for the expulsion of magnetic field from the superconducting bulk
material. In fact, F. London even predicted that the magnetic flux through a superconducting loop would
be quantized [9]. However, London theory did not correctly address the destruction of superconductivity
with currents, temperatures or magnetic field. Additionally, it predicted a flux quantum of Φ0 = h/e, twice
the value that would later be measured [6, 7].
A second theory, developed by Ginzburg and Landau, attempted to address the transition between the
superconducting and normal (non-superconducting) states [10]. Ginzburg-Landau theory begins by assuming
that the free energy of a superconductor can be written as a series expansion of an order parameter, Ψ,
which represents a superconducting wave-function. This order parameter has a magnitude related to the
strength of superconductivity (the number of superconducting electrons) and a phase φ. Ginzburg-Landau
theory has proven incredibly successful in analyzing superconductivity at temperatures near the critical
temperature TC which describes the transition between the superconducting and normal states. Additionally,
it predicts the quantization of magnetic flux in a superconducting loop. However, Ginzburg-Landau theory
does not address temperatures far below the critical temperature, and it does not offer a physical explanation
for the phenomenon of superconductivity. It also did not predict the correct value of the flux quantum
outside of understanding that is provided by the third, and most groundbreaking theoretical description of
superconductivity, BCS (Bardeen-Cooper-Schrieffer) theory [11].
BCS theory attributes the phenomenon of superconductivity to an electron-phonon interaction, which
results in an attraction between pairs of electrons with opposite spin and momentum. When this attrac-
tion overcomes the repulsive Coulomb interaction between the electrons (and when the thermal energy of
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the electrons is small), the superconducting state is more energetically favorable than the normal (non-
superconducting) state. This pairing of electrons, among other things, provided a theoretical justification
for the measured value of the flux quantum [6, 7], h/2e being half that predicted by London theory. The
precise value of the flux quantum was explained in the context of BCS theory and electron pairing by Byers
and Yang [12].
1.2 Nanowires
In the 1960’s. B. D. Josephson analyzed the current tunneling between two superconducting electrodes
separated by some barrier [13, 14]. The barrier in these “Josephson junctions” can be a normal metal, an in-
sulator, or even a weaker superconducting constriction. SNS (superconductor-normal metal-superconductor)
and SIS (superconductor-insulator-superconductor) junctions have already been studied in great detail [16].
Thus, these will be referred to as “traditional Josephson junctions” throughout this dissertation. Josephson
found that the current through such a junction was related to the phase difference of the superconducting
order parameter on the junction by I = Icsin(∆φ), where I is the current through the junction, IC is the
critical current of the junction, i.e., the maximum current the junction will allow before superconductivity
is destroyed, and ∆φ is the phase difference across the junction, i.e., the difference in the phases of the
superconducting order parameter on the two electrodes. He also found that if a constant voltage V were
applied across a junction, an ac supercurrent would oscillate through the junction with frequency 2eV~ where
~ = h/2pi is the reduced Planck’s constant and e is the charge of an electron. Anderson and Dayem then
showed that this frequency also described the rate of change in the phase difference on the junction, i.e.
d∆φ
dt =
2eV
~ [15].
The nanowire is distinct from traditional Josephson junctions in that one dimension in a nanowire, the
length, is much larger than the coherence length ξ (the width and thickness of a nanowire should be on
the order of ξ). Additionally, the material which forms the nanowire is superconducting on its own, albeit
weakly. The coherence length is a characteristic length scale of a material over which the superconducting
order parameter is not expected to vary greatly [16]. For the materials studied in this dissertation, Mo75Ge25
and NbN, the coherence length is expected to be on the order of 10 nm and 5 nm respectively [17, 18, 19, 20]
at the low temperatures we study. Therefore, theoretically, the nanowire is treated as a one-dimensional
superconductor. At low temperatures it does not obey the same sinusoidal current-phase-relationship (CPR)
predicted by Josephson [14]. Instead the CPR of a nanowire is expected to be nearly linear so long as the total
current and temperature are sufficiently lower than their critical values [16, 21, 22, 23, 24, 25]. Furthermore,
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the total phase accumulation of the superconducting order parameter along a nanowire can reach values
much larger than pi/2 (pi/2 is the critical value of the phase for a typical Josephson junction which obeys
a sinusoidal CPR). Together these differences result in a distinct picture of nanowire devices compared to
typical Josephson junctions which is often overlooked.
William A. Little argued that a one-dimensional superconductor, is in fact, never fully superconducting
at non-zero temperatures [26]. He theoretically analyzed thermodynamic fluctuations in a one-dimensional
superconducting loop in the context of Ginzburg-Landau theory. Since the superconducting order parameter
is single-valued, the phase of the order parameter must change by an integer multiple of 2pi around any
superconducting loop. (This quantization is actually equivalent to the quantization of flux mentioned earlier.)
The number of times the order parameter changes by 2pi around a superconducting loop describes the
vorticity of the loop, nv. For example, if the phase of the order parameter winds by 4pi, the vorticity is
2; if the phase of the order parameter has no net change, then the vorticity is zero. Little found that a
circulating current in a one-dimensional superconducting loop would decay through a process now described
as a phase-slip. During a phase-slip, the total phase accumulation integrated around the loop changes by 2pi,
and the vorticity changes by 1. The change in phase results in a voltage according to Josephson’s voltage
equation, and thus a non-zero resistance if the current in the loop is non-zero. The rate of phase-slips
becomes immeasurably small at low temperatures and currents far below the critical current. However, the
quantization of flux and non-zero rate of phase-slips remains. Thus, at small currents, a superconducting
loop can be treated as if it is fully superconducting with multiple metastable vorticity states, and the vorticity
of the superconducting loop can be changed through phase-slips.
In order for a superconducting loop to allow multiple metastable vorticity states, the inductance of the
loop must be sufficiently large [16]. Additionally, a superconducting loop must contain weak links (e.g.
traditional Josephson junctions or nanowires) through which phase-slips can change the loop vorticity. The
geometric inductance of such a superconducting loop is insufficient to allow multiple superconducting states
if the loop size is less than about a micron. However, if the weak links in the superconducting loop are
nanowires, multiple metastable vorticity states can exist down to nanometer-scale loop sizes (as we will
show) due to the large phase accumulation nanowires can achieve. Thus the sub-micron miniaturization of
devices which require multiple metastable superconducting states (such as a superconducting memory) can
be achieved by using nanowires as weak superconducting links.
A second practical application of superconducting nanowires, in addition to nanometer scale memories,
comes in the form of superconducting single photon detectors. A long quasi-two-dimensional meandering
NbN wire (with a width of approximately 100 nm) is driven with with an applied bias current near the
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critical current (the maximum supercurrent the wire can support before the superconducting state will be
destroyed). When a photon strikes the NbN wire, it deposits energy which reduces the local critical current
density. With enough energy, the photon will reduce the critical current below the applied current, and the
wire will be driven to the normal state, creating a voltage pulse. Voltage pulses are counted and equated
with a rate of photons striking the detector.
Finally, there is currently a strong push to develop practical superconducting logic and circuits. It has
been predicted that superconducting logic and memory will offer a significantly cheaper alternative to current
CMOS technology [27]. In addition, the promise of faster superconducting quantum computation based on
superposition in qubits or the non-abelian statistics of Majorana fermions all but assures that the future of
computation is to be found in cryogenic physics. Certainly, superconducting nanowires will have a role to
play.
1.3 Macroscopic Quantum Phenomena
While flux quantization and the current tunneling through a Josephson junction are macroscopic phenomena
(they arise from a macroscopic number of electrons acting coherently) and manifestations of the laws of
quantum mechanics, they do not demonstrate that macroscopic objects obey the laws of quantum mechanics.
As Leggett suggested in 1980 [28], these phenomena are the result of the coherence of many microscopic
objects (single atoms, electrons, or electron pairs) each behaving quantum mechanically. These phenomena
require that quantum mechanical laws be obeyed by small numbers of particles, but the resulting macroscopic
phenomena (a quantized flux or large tunneling current) do not require the laws of quantum mechanics to be
applied to a macroscopic object. While quantized flux itself is not a demonstration of macroscopic quantum
phenomena in this sense, the tunneling of flux (i.e. a phase-slip tunneling event), Leggett argued, is [28].
Macroscopic quantum tunneling was first demonstrated by Voss and Webb [29] and Jackel et al. [2] in
1981 on a single Josephson tunnel junction. The macroscopic variable the studied was the phase-difference
of the superconducting order parameter across the junction. They found that the width of the switching
probability distribution became independent of temperature at low temperatures, which is a sign of the
macroscopic quantum tunneling of phase-slips.
Macroscopic quantum tunneling has remained a relevant topic. Recently, the tunneling of phase-slips has
been observed in superconducting nanowires [30], graphene Josephson junctions [31], and superconducting
quantum interference devices (SQUIDs) composed of traditional Josephson junctions [32]. Additionally,
E. Chudnovsky has recently predicted macroscopic quantum tunneling of magnetic moment in Josephson
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junctions with ferromagnetic barriers [33] and P. Lopes has predicted that signatures of Majorana fermions
may be observable in the the flux tunneling rates of RF SQUIDs [34].
It is of interest to study the tunneling of phase-slips in both superconducting photon detectors and
superconducting memory devices. In photon detectors, the tunneling of phase-slips provides a base-level
dark count (false count) rate in which a voltage pulse is registered without any incident photon. In memory
devices, the potential of quantum tunneling may offer dissipationless operation.
1.4 Organization of Thesis
This thesis presents the study of macroscopic quantum tunneling on superconducting devices composed of one
or two nanowires. These devices include Mo75Ge25 nanowires, NbN superconducting photon detectors and
Mo75Ge25 nanowire SQUID superconducting memory cells. In Chapter 2, relevant theory of superconducting
wires and loops will be presented. Chapter 3 will discuss sample fabrication and the experimental setups in
which devices are measured. Chapter 4 will present a study of the effect of macroscopic quantum tunneling
of phase-slips on the shape of the switching current distributions, revealed by calculations of the skewness
and kurtosis of these distributions. We study both nanowires and superconductor-graphene-superconductor
junctions in this section. Chapter 5 will show evidence of macroscopic quantum tunneling on wide, quasi-two-
dimensional superconducting photon detectors. Chapter 6 will present a characterization of superconducting
loops composed of two nanowires connected in parallel and give a detailed analysis of how these systems are
different from SQUIDs based on typical Josephson junctions with sinusoidal CPRs. Additionally, we will
present evidence of macroscopic quantum tunneling in these systems. Finally, chapter 7 will demonstrate
a working nanoscale superconducting memory device. In this chapter we will discuss the implications of
quantum phase-slips on superconducting memory cells.
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Chapter 2
Theory
This chapter will present a summary of the theories applied in subsequent chapters to characterize super-
conducting nanowires and nanowire loops. To begin we will discuss what a nanowire is, and what defines a
one-dimensional superconductor. We will also discuss superconducting loops and their periodicity in mag-
netic field. Next, we will discuss Little’s phase-slips and the Stewart McCumber model which describes the
energy barrier to these fluctuations in Josephson junctions. While this analysis does not directly address
nanowires it can still be applied fairly generally to nanowire devices with slight modifications. We will then
show that the rate of phase-slips as a function of current can be analyzed in the context of Kurkija¨rvi-Garg
theory to show evidence of macroscopic quantum tunneling. Finally, a summary of superconducting loops
composed of two traditional Josephson junctions connected in parallel will be given as a context for our
studies on loops composed of two nanowires connected in parallel in Chapter 7.
2.1 Superconducting Length Scales
In order to define the dimensionality of a superconducting wire, we must first have relevant length scales to
compare the dimensions of the wire to. These will be the penetration depth λ and the coherence length ξ.
2.1.1 Magnetic Field Penetration Depth
It is simplest to define the penetration depth in the context of London theory, although the results are
reproduced by Ginzburg-Landau theory. The London penetration depth is not derived for the thin, narrow,
or “dirty-limit” nanowires that we study. We will discuss the penetration depth in the context of London
theory order to provide a qualitative (but not quantitative) description of this length scale. The London
equation relating current to magnetic field in a superconductor can be written as
B = −∇× m
nse2
J (2.1)
7
where J is the current density, B is the magnetic field, m is the mass of an electron, ns is the density of
superconducting electrons and e is the electron charge. To be more accurate, we should consider Cooper
pairs rather than single electrons, doubling the mass and charge and halving the density, but this results in
no net change to Equation 2.1. Using Ampere’s Law ∇× B = µ0J and Gauss’s Law ∇ · B = 0 along with
the vector identity ∇×∇× A = ∇(∇ · A) −∇2A, we can eliminate the current from Equation 2.1 to find
that
∇2B = µ0nse
2
m
B (2.2)
where µ0 = 1.25 × 10−6 m kg s−2 A−2 is the permeability of free space. We can similarly write this in terms
of current density rather than magnetic field (assuming the divergence of the current density is zero) as
∇2J = µ0nse
2
m
J. (2.3)
The objects of study in this dissertation are superconducting nanowires. Often they will be placed in a
magnetic field. An important consideration to the dimensionality of a nanowire is whether the current is
uniform across the width of the wire or if it is concentrated near the surfaces. To analyze this, we can
consider the diagram in Figure 2.1. Consider a nanowire with length in the x-direction, width in the y-
direction and thickness in the z-direction. The wire is placed in a uniform external magnetic field which
points in the z-direction, and current flows along x. We are interested to see if the current (and magnetic
field) are uniform along the width of the wire, i.e. we want to examine Jx(y) and Bz(y). Using Equations 1
and 2, we can find the current and field decay exponentially as we enter the superconductor as
Bz(y) = B0e
−y/λ and Jx(y) = J0e−y/λ (2.4)
where λ =
√
m
µ0nse2
is a characteristic length scale of the superconductor called the penetration depth, and
B0 and J0 are the magnetic field and current density at the edge of the superconducting nanowire. In order
to treat a wire as if it is uniform, we require that the current density must be relatively constant across the
width. This condition is met as long as the width of the wire is much less than the penetration depth. So
w  λ is one condition a wire must meet to be treated as one dimensional.
While London theory provides an explanation for the decay of currents and fields within a superconductor,
alone the theory presented above is incomplete. Firstly, the amorphous materials we will study, Mo75Ge25
and NbN are well within the “dirty limit” of superconductors which is characterized by an electronic mean
free path l much smaller than the BCS coherence length ξ0. The mean free path is about 0.3 nm for both
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Figure 2.1: Nanowire orientation. A diagram of a superconducting nanowire (blue rectangle) in a perpen-
dicular magnetic field. The current (red arrows) flows in the x-direction, and the wire is placed in a uniform
magnetic field (purple arrows) which points in the z-direction. The width of the wire is long y.
Mo75Ge25 [35] and NbN [36]. The BCS coherence length is a characteristic length scale describing the radius
of a Cooper pair, given by ξ0 =
~vf
pi∆(0) where vf is the Fermi velocity, ∆(0) is the superconducting energy gap
evaluated at temperature T = 0 and ~ = h/2pi is the reduced Planck’s constant. The BCS coherence lengths
of Mo75Ge25 and NbN are hundreds of nanometers [35, 36]. The effective penetration depth λeff which
accounts for a small mean free path is more than a factor of 20 times larger than the London penetration
depth [16] in our devices. Secondly, it was shown by Pearl [37] that due to a modified treatment of Ampere’s
law in a thin film the relevant length scale for the current decay in a thin nanowire Λ takes the form of
Λ = λ2eff/d. (2.5)
where d is the thickness of the film and Λ is called the “Pearl length” or “perpendicular penetration depth”.
In the samples we study, the perpendicular penetration depth is tens of microns [35, 38]. This means that
magnetic field will penetrate our superconducting wires (which have widths between 10 nm and 150 nm)
with relative uniformity and the current density will ideally be uniform across the width of the wire.
2.1.2 Coherence Length
Ginzburg-Landau theory begins by introducing a superconducting order parameter Ψ = ψ(r)eiφ(r). The
magnitude of Ψ is related to the density of superconducting electrons ns by ns = |Ψ|2, and the gradient
phase of the order parameter φ is related to the current. If we consider a uniform nanowire, we can remove the
spacial dependence from ψ(r) since we can expect the density of superconducting electrons to be constant,
i.e., Ψ = |ψ|eiφ(r). In this sense, a characteristic length scale over which the magnitude of the order parameter
Ψ is allowed to fluctuate will define a second restriction to when we can treat nanowires as one dimensional.
This length scale, known as the Ginzburg-Landau coherence length ξ can be derived by minimizing the free
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energy density of a superconducting system with respect to Ψ.
Ginzburg-Landau theory expands the free energy density f near the critical temperature TC in terms of
|Ψ|2.
f = fn0 + α|Ψ|2 + β
2
|Ψ|4 + 1
2(2m)
|(−i~∇− (2e)
c
A)Ψ|2 + h
2
8pi
(2.6)
In Equation 2.6, fn0 is the free energy density of the normal state, h is the magnetic field, µ0 is the
permeability of free space, A is the magnetic vector potential, and α and β are temperature dependent
expansion parameters related to both the critical field and the penetration depth. The minimum of this free
energy with respect to Ψ is found when
αΨ + β|Ψ|2Ψ + 1
2(2m)
(−i~∇− (2e)
c
A)2Ψ = 0. (2.7)
If we ignore fields, then Equation 2.7 can be re-written as
Ψ′ −Ψ′3 + ξ2∇2Ψ′ = 0. (2.8)
where the substitutions Ψ′ = Ψ
√−α/β and ξ2 = −~24mα have been made. The length scale ξ is the Ginzburg-
Landau coherence length. Thus the Ginzburg-Landau coherence length is a characteristic length scale of
fluctuations in the superconducting order parameter Ψ. From the gradient term in Equation 2.6, it can
be seen that any large or fast variations in Ψ would increase energy and thus are not favorable. Therefore
the width and thickness of a superconducting wire should be on the same order as the Ginzburg-Landau
coherence length to treat the wire as one-dimensional, i.e. ξ ≈ w, d. Thus a uniform narrow wire with a
width on the order of the coherence length can be assumed to have a constant density of superconducting
electrons across its width, reducing analysis of the wire to a one-dimensional problem. The length of a
nanowire, in contrast, must be much longer than ξ.
The parameter α can be shown to take the form
α(T ) = − 2e
2
mc2
H2c (T )λeff (T ) (2.9)
where HC is the critical magnetic field, the largest field that can be applied before superconductivity is
destroyed. The Ginzburg-Landau coherence length of Mo75Ge25 and NbN in our samples are approximately
10 nm and 5 nm respectively [17, 18, 19, 20]. The BCS coherence length ξ0 is related to the Ginzburg-Landau
coherence length in the dirty limit by ξ = .855(ξ0l)
1/2 where l is the mean free path. One of the most relevant
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applications of the Ginzburg-Landau coherence length to theory comes in the use of ξ to describe the size of
a vortex core. In Section 2.4 we will discuss phase-slips, a process which involves the order parameter of a
superconducting wire becoming zero at some point along the wire. At this point the superconducting wire
becomes normal. Since the order parameter cannot vary quickly in position, it is assumed that if one point
on the wire becomes normal, so must a region around it of the size ξ.
2.1.3 Vortex Stability in a Nanowire
As a last note in defining one-dimensional superconductors, we argue that a vortex should not be able to
exist in a stable position within the superconducting wire. A superconducting vortex consists of a normal
core which carries a quantum of flux. The superconducting order parameter changes in phase by 2pi on a
contour taken around a vortex core. The presence of this vortex inside a one-dimensional superconductor
thus complicates the way in which the wire must be treated theoretically, outside the scope of our studies.
From an experimental perspective, the presence of vortices tend to disrupt measurements of nanowires.
Their motion in the wire prevents reproducibility, while even their presence alters the system enough to
drastically change many measurements. Likharev argues that a vortex can only exist in a wire if the width
is larger than the coherence length by w > 4.4ξ [39]. However, the position of this vortex is unstable, and
it will be attracted to the edges. A large magnetic field is necessary to stabilize a vortex within the small
area of a nanowire [16], much larger than we apply. Typically to avoid noise caused by vortices, either in a
nanowire or in the larger superconducting electrodes attached to a nanowire, measurements are restricted
to a range of fields over which reproducibility can be achieved.
In systems with length scales ξ < 4.4w << Λ (and thickness on the order of ξ), a vortex can exist in the
wire, but without the presence of a vortex, the current will be uniform across the wire width. In this case
we will consider a wire to be quasi-two-dimensional.
2.2 Josephson Junctions and Nanowires
The exact definition of a Josephson junction seems to be inconsistent in literature. Often a Josephson
junction is described as any weak link surrounded by two larger superconducting electrodes [16]. The weak
link can be an insulator, creating an SIS (superconductor-insulator-superconductor) junction, a normal
metal, creating a SNS (superconductor-normal metal-superconductor) junction, or a weaker superconduct-
ing bridge, SS’S (superconductor-weak superconductor-superconductor) junction. Sometimes a junction is
described even more specifically, e.g. a junction with a graphene (SGS) or ferromagnetic (SFS) weak link.
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Josephson junctions are named after B. D. Josephson whose work led to two equations to describe the rela-
tionship of the phase difference of the superconducting order parameter between the two electrodes to the
measurable quantities of current and voltage. The first, referred to as the DC Josephson effect, says that
the supercurrent through a junction depends sinusoidally on the phase difference on the junction.
Is = ICsin(∆φ) (2.10)
Here, Is is the supercurrent through the junction, IC is the critical current of the junction (the maximum
supercurrent the junction can support before it will be driven out of the superconducting state and into the
normal state), and ∆φ is the phase difference of the order parameter on the electrodes. The second, the
AC Josephson effect, describes how a constant voltage V across a junction will drive an AC current with
frequency 2eV~ [13] where e is the charge of an electron. This is most commonly presented in a form relating
the voltage to the time derivative of the phase difference of the superconducting order parameter on the
junction, which was first published by Anderson and Dayem [15],
d(∆φ)
dt
=
2eV
~
(2.11)
A second definition of a Josephson junction is simply a junction which obeys the Josephson equations,
Equation 2.10 and Equation 2.11 [40]. By this definition, a weak link that does not obey these relationships
is not a true Josephson junction.
Nanowires are qualitatively different from conventional Josephson junctions in that they do not obey
the sinusoidal DC Josephson equation. It has been shown that the current-phase-relationship (CPR) of
superconducting nanowires becomes increasingly linear at low temperatures [16, 21, 23, 24, 40]. An analysis
of dirty-limit wires was performed by Kupriyanov and Lukichev [21, 22]. They find that as temperature
decreases, the current-phase relationship of a nanowire in the dirty limit also becomes more linear. Consider
their plot, shown in Figure 2.2a, taken from reference [21, 40]. In this plot the x-axis is the phase difference
of the superconducting order parameter along the wire, and the y-axis is proportional to the supercurrent
through the wire. As temperature decreases, the current phase relationship becomes increasingly linear. The
maximum in current occurs below a φ = pi at high temperatures, and above φ = pi at low temperatures.
The phase corresponding to the maximum in current will be referred to as the critical phase. The low
temperature curve extends to a maximum phase greater than pi before doubling back to reach φ = pi when
the supercurrent is zero. Figure 2.2b, taken from reference [22], plots a nonlinearity parameter η on the
y-axis and the reduced temperature (T/TC) on the x-axis. Curve 6 describes an infinitely long wire in the
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Figure 2.2: Nanowire CPR and nonlinearity. a) Plot taken from M. Yu. Kupriyanov and V. F. Lukichev
Sov. J. Low Temp. Phys. 7, 137 (1981). [21, 40]. In this plot the y axis is proportional to the supercur-
rent in a dirty-limit one-dimensional superconducting wire, while the x-axis is the phase difference of the
superconducting order parameter on the wire. As temperature is decreased, the curves become more linear
and the phase corresponding to the maximum current (i.e. the critical phase) shifts to values above pi. b)
Plot taken from M. Yu. Kupriyanov and V. F. Lukichev, Sov. J. Low Temp. Phys. 7, 137 (1981). The
nonlinearity function plotted against temperature. At low temperatures for long wires (curve 6) the CPR
becomes very linear.
dirty-limit. It can be seen that in this curve, the nonlinearity becomes very small and a linear approximation
of the CPR may be appropriate at low temperatures. The nonlinearity function takes the form
(1− η) dj
dv
|v=0vC = jC (2.12)
where j is the supercurrent density and v is the superfluid velocity (which is proportional to the phase
gradient and therefore the phase difference on the electrodes). The critical values of the supercurrent density
jC and superfluid velocity vC correspond to the maximum in the j vs v function. Thus η is a measure of
how much the CPR differs from a straight line.
We will find in our data that the current phase-relationship of our nanowires can be described well by a
linear function with a critical phase of around 20. To model a linear CPR, we will use one of two forms.
I = IC
φ
φC
=
φΦ0
2piL
(2.13)
where IC is the critical current, φ (rather than ∆φ) is the phase difference on the nanowire, L is the inductance
of the wire, Φ0 is the flux quantum, and φC is the critical phase. In this context, the critical phase represents
the phase at which the current in the nanowire reaches the critical current and superconductivity is destroyed.
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2.3 Superconducting Loops
The superconducting order parameter is single valued. Thus the total change in phase integrated around
a superconducting loop must be an integer multiple of 2pi [41]. The number of times the phase of the
order parameter changes by 2pi in a superconducting loop describes the loop’s vorticity, nv. For example, a
vorticity of 0 means that there is no net change in phase around the loop; a vorticity of 1 means that the
phase of the order parameter changes in total by 2pi around the loop. The physics of a superconducting loop
repeats periodically in magnetic field, with each period corresponding to a different vorticity. Each vortex
carries a quantum of flux Φ0 =
h
2e .
Consider a superconducting loop at zero field and with zero vorticity. The net flux through the loop is
zero. When the vorticity is changed to nv = 1, the total flux through the loop is Φ0. If we then apply an
external magnetic field B which produces a flux of −Φ0, the net flux through the ring (including contributions
from the vortex and the external field) is zero. Thus periodicity in superconducting loops arises when the
same net flux is achieved in different vorticity states.
Additional factors may effect the periodicity of the device. For example, consider the geometry of the
superconducting loop shown in Figure 2.3. In this figure, z is the electrode width, a is the inter-wire spacing,
and b is the distance between electrodes i.e. the wire length. Two nanowires are connected in parallel to
two electrodes, forming a superconducting loop of area a × b. The periodicity of a nanowire loop with
this geometry was analyzed by Hopkins et al. [42]. As a magnetic field is applied perpendicular to the
superconducting loop, indicated by the purple X’s, a screening current forms in the electrodes. This means
that there is some current in each electrode between the left and right wires. Currents are associated with
phase gradients, and thus the screening current in the electrodes produces an additional contribution to the
phase around the superconducting loop. Hopkins found that the true value of the period ∆B could expressed
as
∆B = [
az
Φ0
+
ab
Φ0
]−1. (2.14)
If the electrodes are much larger than length of the wires, then this period reduces to
∆B =
Φ0
az
. (2.15)
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Figure 2.3: Nanowire loop geometry. Two nanowires connect in parallel to two electrodes. The inter-
nanowire spacing is a, the distance between the electrodes is b, and the width of the electrodes is z. A
magnetic field is applied perpendicular to the superconducting loop, as indicated by the purple x’s.
2.4 Phase-Slips
Nanowire devices are not fully superconducting in the sense that even at zero current, there is a non-zero
rate of fluctuations, called phase-slips, which produce voltage pulses. A phase-slip is a process by which a
vortex crosses a nanowire, changing the total phase difference along the nanowire by 2pi. The process of a
phase-slip was first described by Little [26]. Little argued that fluctuations in the order parameter (which can
be thermal or quantum in nature) must occur continuously [26]. Therefore two different configurations of the
order parameter in a superconducting wire (one with n turns and one with n+1 turns of the order parameter
where n is some integer) must be brought infinitely close to each other before the system can fluctuate from
one of these configurations to the other. The only way which this can occur is if the magnitude of the order
parameter is brought to zero at some point along the wire. Where the order parameter is zero there is a
normal spot in the otherwise superconducting wire. (As discussed previously, the size of this spot is on
the order of the Ginzburg-Landau coherence length). Thus the process of a phase-slip produces a non-zero
resistance for a short period of time (the phase-slip occurs on the scale of picoseconds). It was later shown
by Langer and Ambegaokar [43] that a fluctuation would not have to drive the order parameter to zero in
order to initiate a phase-slip. Rather, the system achieves a maximum in energy when the order parameter
becomes locally suppressed, but still non-zero. From this point, it is energetically favorable for the order
parameter to suppress further until it reaches zero at a point along the wire. From this configuration a turn
in the order parameter can be easily added or removed.
A diagram of a phase-slip is shown in Figure 2.4. Each figure describes a nanowire lying along the
x-axis. Plotted in the wire is the superconducting order parameter. The magnitude of the order parameter
is represented by the distance of the curve from the x-axis. The phase of the order parameter changes with
x, causing the curve to wind in the real-imaginary plane along the length of the wire. In Figure 2.4a, the
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Figure 2.4: Time evolution of a phase-slip. In each plot, the order parameter is plotted vs the distance along
a superconducting wire. The wire lies along x. The magnitude of the order parameter is represented by the
distance from the x-axis and the phase is represented by the position in the real-imaginary plane. We begin
with a wire carrying a total phase difference of 16pi in Figure a. A phase-slip begins with the suppression
of the order parameter, as occurs in Figure b. It is then energetically favorable for the order parameter to
be further suppressed until it reaches zero in a region the size of the coherence length, as shown in Figure c.
From this point a turn in the order parameter can be removed (Figure d). Finally the system relaxes into
the configuration shown in Figure e, with a total phase difference of 14pi. The red portions of the curves
serve to highlight the region in which the phase-slip takes place.
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order parameter has a total of 8 turns (a change in phase of 16pi) along the length of the wire. A phase-slip
(2.4b-d) changes the number of turns along the length of the wire by one. Thus, in 2.4e, the order parameter
only has 7 total turns. A maximum in energy is achieved when the order parameter is suppressed locally,
but still non-zero, as in 2.4b. The configuration of the order parameter in 2.4b and 2.4d are similar, yet in
2.4b the total phase change along the length of the wire is 16pi while in 2.4 the total phase change is 14pi.
The configuration of the order parameter in 2.4b can be brought continuously close to the configuration in
2.4d only through a configuration in which the order parameter is suppressed to zero at some point along
the x-axis, as it is in 2.4c. Finally the system can relax into the more uniform arrangement with a total
phase change of 14pi along the wire presented in 2.4e.
A phase-slip in a nanowire creates heat. In a long wire it can be difficult for the heat to escape. Thus at
sufficiently high currents, a single phase-slip may produce enough heat to drive the wire normal [44].
A phase-slip in a superconducting loop will change total phase accumulation integrated around the loop
by ±2pi. This is equivalent to changing the vorticity of the loop by ± 1.
For completeness, we mention the description of the order parameter in a one-dimensional wire given by
de Gennes [45] during a phase-slip at zero current. The magnitude of the order parameter takes the form
ψ(x) = ψ0 tanh[
x− x0
2ξ(T )
] (2.16)
where x0 is the point where the order parameter goes to zero, ψ0 is the value of the order parameter far
from x0 and ξ is the coherence length.
2.4.1 Stewart McCumber Model
The Stewart McCumber model (also known as the RCSJ model, where RCSJ stands for resistively and
capacitively shunted junction) treats a real Josephson junction as an ideal junction in parallel with a resistor
and capacitor. Such a circuit is shown in Figure 2.5. Although we do not study ideal Josephson junctions,
this model gives good insight into the shape of the energy barrier for a phase-slip.
The total current through the real junction is equal to the sum of the currents through each of the three
elements.
I = Ic sin(φ) +
V
R
+ C
dV
dt
(2.17)
Here, I is the total current through the real junction, IC is the critical current, V is the voltage difference
between the superconducting electrodes, R is the normal resistance of the junction and C is the capacitance
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Figure 2.5: The Stewart McCumber model treats a real Josephson junction as an ideal junction which obeys
the Josephson equations (represented by the X) shunted by a resistor and capacitor.
of the junction. For simplicity, we will use φ to mean the phase difference on a junction. We can use the
DC Josephson relation (Equation 2.10) to eliminate voltage from Equation 2.17 and instead describe the
current through each circuit element in terms of the phase difference on the junction.
I = Ic sin(φ) +
~φ˙
2eR
+
~Cφ¨
2e
(2.18)
A mechanical analog to this equation can be written as
mpφ¨ = −~Ic
2e
sin(φ)− ηφ˙+ ~I
2e
(2.19)
where mp = (
~
2e )
2C represents the mass of a “phase-particle” and η is a damping coefficient. In other words,
we will treat the real Josephson junction as if it is a particle of mass mp in some effective potential U(φ) .
The effective potential associated with this equation of motion is
U(φ) = −~IC
2e
cos(φ)− ~Iφ
2e
. (2.20)
The frequency of oscillation of the phase-particle ωp is
ωp =
√
2eIC cos(φmin)
~C
. (2.21)
where φmin is the phase corresponding to the local minimum in energy of the phase-particle.
The minimum of U with respect to φ occurs when I = IC sin(φ). This is expected because it reproduces
the current phase relationship we started with, i.e. Josephson’s DC relationship, Equation 2.10. Therefore
18
sin(φmin) =
I
IC
and cos(φmin) = (1− ( IIC )2)1/2. This results in
ωp =
√
2eIC
~C
(1− ( I
IC
)2)1/4. (2.22)
If we Taylor expand about I = IC , we can approximate
ωp =
√
2eIC
~C
21/4(1− I
IC
)1/4. (2.23)
at currents near the critical current.
The maximum of U with respect to φ occurs when φ = pi − sin−1( IIC ). As the bias current approaches
the critical current, the maximum and minimum of the energy function move closer together in φ. When
I = IC the first and second derivatives of the energy function 2.20 are both zero at φ = pi/2 and the energy
barrier holding the phase particle in a metastable equilibrium disappears. The inflection point, described
by d
2U
dφ2 = 0 remains at φ = pi/2 independent of the applied current. Therefore, at high values of current the
maximum and minimum of the potential become increasingly close to the inflection point.
Our goal is to describe the energy barrier for a phase-slip, i.e. we want to find the total energy the phase
particle must obtain (via thermal or quantum fluctuations) before it can escape its metastable equilibrium
into a new, lower energy equilibrium which exists 2pi radians away. Therefore we want to calculate the
difference in the energy maximum of U and the energy minimum which occurs at the phase-particle’s
equilibrium position. Typically, measurements of phase-slips are performed with an applied bias current near
the critical current (the rate of phase-slips at currents far below the critical current becomes inappreciable).
Therefore we will analyze this high current regime. In order to find the change in energy between the
phase-particle’s equilibrium position and the maximum, we can treat the potential at high values of applied
current (which are still less than the critical current) as a Taylor expansion about the inflection point. The
effective potential at high currents Ueff is
Ueff (φ) = −~I
2e
pi
2
+ (
~IC
2e
− ~I
2e
)(φ− pi
2
)− 1
6
~IC
2e
(φ− pi
2
)3 (2.24)
The maxima and minima of this equation are found when
dUeff
dφ = 0. The phases φm+ and φm− at which
the maximum and minimum occur are given by
φm± =
pi
2
±
√
2(1− I
IC
)1/2 (2.25)
The maximum in energy is therefore given by
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Ueff (φm+) = −~I
2e
pi
2
+ (
~IC
2e
− ~I
2e
)
√
2(1− I
IC
)1/2 − ~IC
2e
(
√
2(1− I
IC
)1/2)3 (2.26)
which reduces to
Ueff (φm+) =
~
2e
√
2(1− I
Ic
)1/2
2
3
(Ic − I) (2.27)
or more simply
Ueff (φm+) =
~IC
3e
√
2(1− I
Ic
)3/2. (2.28)
Similarly, the minimum in energy has a value of
Ueff (φm−) = −Ueff (φm+) = ~IC
3e
√
2(1− I
Ic
)3/2. (2.29)
The phase-particle sits in the energy minimum and must gain an amount of energy ∆U = Ueff (φm+) −
Ueff (φm−) to overcome the energy barrier to a phase-slip, i.e. a thermal or quantum fluctuation of energy
∆U must occur for a phase-slip to be favorable. We therefore solve for ∆U .
∆U =
2
√
2~IC
3e
(1− I
Ic
)3/2 (2.30)
Equation 2.30 provides a good approximation of the dependence of the energy barrier on the current.
However, it is not exact. This equation applies for Josephson junctions at values of applied current very
close to the critical current. A similar energy barrier was derived for superconducting wires from the LAMH
(Langer Ambegaokar McCumber Halperin) model [43, 46]. This energy barrier takes the form of
∆ULAMH =
√
6~IC
2e
(1− I
Ic
)5/4. (2.31)
This form is also not exact, but rather an approximation Tinkham found by performing numerical simulations
to solve the LAMH model [44]. We note that both energy barriers take the form of
∆Ugeneral =
α~IC
e
(1− I
Ic
)b. (2.32)
where α =
√
6/2 in the LAMH model or α = 2
√
2/3 in the Stewart McCumber model, and b = 5/4 in the
LAMH model but 3/2 in the Stewart McCumber model.
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2.4.2 Work Done by Source During a Phase-Slip
In our experiments we apply a constant current through a nanowire. However, the process of a phase-slip
in a nanowire attempts to reduce the overall current through the wire. As the total phase change along the
wire decreases by 2pi, so does the phase gradient and therefore the current. However, our experiments are
current biased, meaning we insist on a constant current. Therefore the source which supplies current must do
work on the superconducting condensate to keep the current from reducing during a phase-slip. We model
the source as a large inductor with a total inductance much larger than that of the nanowire (Figure 2.6).
The large inductance of the source prevents sudden changes in current and thus correctly simulates our
current-biased experiments. This inductor is placed in a loop with the superconducting nanowire. We treat
the inductor as if it has the same current-phase relationship as a nanowire, i.e., Is =
Φ0φs
2piLs
where Ls is the
inductance of the source and φs is an effective phase difference on the source. The energy of the source in
this model is given by
Es =
1
2
LsI
2
s (2.33)
the typical equation for the energy of an inductor. Substituting in the current-phase relationship, we re-write
this energy as
Es =
1
2
Ls(
Φ0φs
2piLs
)2. (2.34)
The change in energy dEs produced by a change in phase on the inductor is
dEs = Ls(
Φ0
2piLs
)2φsdφs =
IsΦ0
2pi
dφs. (2.35)
Finally, we require that the change in phase on the wire equal the change in phase on the inductor.
Thus under the process of a phase-slip, dφs is equal to the change in phase on the nanowire, which is 2pi.
The resulting change in energy of the source, i.e. the work W done on the condensate to supply a constant
current during a phase-slip, is
W = IsΦ0. (2.36)
A second manner in which the work done by a phase-slip can be calculated involves the Lorentz force
acting on a vortex. The force per unit length f on a vortex in a wire with current density Js is given by [16]
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Figure 2.6: Work on a nanowire. The figure shows a the model used to describe a superconducting nanowire
in a current-biased experiment. The current source is treated as an inductor with inductance Ls in parallel
with the nanowire.
f = Js × Φ0. (2.37)
During a phase-slip, a vortex crosses the width of the nanowire. The total work done, from introductory
level physics, is just equal to the force times the distance. Thus we once again find that the total work done
on the condensate (this time by the Lorentz force which is directly related to the constant current in the
wire) is
W = IsΦ0 (2.38)
2.5 Kurkija¨rvi-Garg Theory
The Kurkija¨rvi process [1] is one in which the energy barrier to a phase slip in a superconducting weak link
is slowly decreased as an external parameter is ramped toward its critical value. At this critical value, the
energy barrier disappears and the phase particle is free to escape its metastable equilibrium. A diagram of
the Kurkija¨rvi process for a Josephson junction is shown in Figure 2.7. In this example, the bias current is
ramped slowly from zero toward its critical value. As this occurs the energy barrier decreases. When the
applied current is equal to the critical current (at I = IC) the energy barrier to a phase-slip disappears.
However, due to thermal or quantum fluctuations, the phase particle escapes its metastable equilibrium
prematurely, i.e. before the critical current is reached. The lower the energy barrier, the smaller the
minimum energy required for a phase-slip and thus the higher the rate of phase-slips.
In our measurements, the measured quantity in this Kurkija¨rvi process is the switching current of a
nanowire, i.e. the current at which the nanowire is driven normal. An example of switching current mea-
surements is shown in Figure 2.8. We begin with zero current through the nanowire and zero voltage across
it. As the current in increased the voltage remains zero because the nanowire is superconducting. However,
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Figure 2.7: The Kurkija¨rvi process. a) The system is represented by a phase-particle trapped in a metastable
equilibrium described by the Stewart McCumber model. The x-axis is the phase φ on the junction, while
the y-axis is energy E, normalized by the Josephson energy ~IC2e b) As the current is increased toward
the critical current, the energy barrier to a phase-slip which keeps the phase-particle in its metastable
equilibrium decreases. c) At the critical current the energy barrier disappears and the phase-particle is
free to escape its metastable equilibrium. However, due to thermal or quantum fluctuations (symbolized by
arrows representing movement of the phase-particle), the phase-particle escapes prematurely, i.e. before the
critical current is reached.
at some value of current known is the switching current, indicated as Isw+ on the plot, the voltage on
the nanowire suddenly jumps from zero to some large, non-zero value, typically on the order of microvolts
or millivolts, indicating that the sample has become normal. The negative switching current Isw− is the
switching current at negative applied bias current. Repeated measurements of the switching current result
in different values due to the randomness associated with thermal or quantum fluctuations. This is shown
on the plot by the multiple jumps from the zero voltage state to the resistive state. (Figure 2.8 does not
represent actual data on a nanowire, but rather a diagram for the purposes of this discussion. In actual
experiments, the switching currents are typically much closer together and not 10 µA apart.)
If the Kurkija¨rvi process is repeated many times, a distribution of switching events can be obtained.
We will assume that each phase-slip results in a switching event, i.e. when the phase-particle overcomes
the energy barrier to a phase-slip, a phase-slip will occur, releasing heat and driving the system to the
normal state, producing a switching event. The standard deviation σ of this switching current distribution
can be analyzed to determine if the assumption that a single phase slip induces a switching event is true.
We can also analyze σ to determine whether phase-slips are caused by thermal fluctuations or whether the
fluctuations are quantum in nature.
The rate at which thermal activation of phase-slips occurs is given by the Arrhenius activation law
Γ = Ωe−∆U/kBT (2.39)
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Figure 2.8: Stochastic switching currents. The Kurkija¨rvi process measures the switching current, Isw. The
switching current is the value of current at which the superconducting system jumps to the normal state.
It can be measured at positive current bias (Isw+) or negative current bias (Isw−). Multiple measurements
of the switching current will result in different values of the switching current, indicated by arrows. (Not
actual data).
where Γ is the rate of phase-slips, Ω is an attempt frequency with units 1/s, kB = 1.38 × 10−23 m2 kg s−2
K−1 is the Boltzmann constant, and T is the temperature. The attempt frequency describes the rate at
which system attempts to escape the metastable equilibrium. In the limit of small capacitance, the lifetime
of the superconducting state has a characteristic timescale of Ω =
ω2p
2piη where η = 1/RnC and ωp is the
oscillation frequency of the phase particle given in Equation 2.23. Rn is the normal resistance of the wire
and C is the effective capacitance. Switching typically happens only when the energy barrier to a phase-slip
is small. In our experiments, this means that the applied bias current should be very close to the critical
current. Using the Stewart-McCumber form for the energy barrier at high bias currents given in Equation
2.30 and applying Equation 2.23 we will re-write this rate as
24
Γ =
ω2p
2piη
e
−U0(1− IIC )
3/2/kBT =
2eIC
2piη~C
√
2(1− I
IC
)1/2e
−U0(1− IIC )
3/2/kBT (2.40)
where
U0 =
2
√
2~IC
3e
(2.41)
Next we make the substitution
u = (
U0
kBT
)2/3(1− I
IC
) (2.42)
so that
Γ =
2eIC
2piη~C
√
2(
kBT
U0
)1/3u1/2e−u
3/2
. (2.43)
If we begin with zero current and sweep the current at a constant rate dIdt = ωI then the probability p
that a phase-slip has not occurred by time t is given by
p(t) = exp(−
∫ t
0
dt′Γ(t′)) = exp(−
∫ t
0
dt′
2eIC
2piη~C
√
2(
kBT
U0
)1/3u(t′)1/2e−u(t
′)3/2). (2.44)
The integral is solvable if we convert it to an integral with respect to u′ rather than t′. To convert to an
integral with respect to u′ we use the relations
dt′ =
1
ωI
dI ′ (2.45)
and
du′ = − 1
IC
(
U0
kBT
)2/3dI ′. (2.46)
This allows us to rewrite the integral as
p(u) = exp(
∫ u
0
du′
1
ωI
kBT
U0
2eI2C
2piη~C
√
2u′1/2e−u
′3/2
) (2.47)
which can be solved to find
p(u) = exp(−2eI
2
CkBT
√
2
3piη~CωIU0
e−u
3/2
). (2.48)
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To make this more compact, we set
X =
2eI2CkBT
√
2
3piη~CωIU0
(2.49)
and re-write the probability that a phase-slip has not occurred as
p(u) = exp(−Xe−u3/2). (2.50)
The probability distribution for phase-slips occurring P as a function of u can be calculated as
P (u) = −dp
du
. (2.51)
Thus, the probability distribution takes the form of
P (u) = exp(Xe−u
3/2
)Xexp(−u3/2)u1/2. (2.52)
Distributions for various values of X, ranging from 10 to 109 are plotted in Figure 2.9. For reference, if we
assume a typical critical current of IC = 10 µA, a sweep spped of ωI = 1 mA/s, normal resistance RN=100
Ω and a temperature of T = 1 K, then we find a value of X near 1000.
The standard deviation σ of a distribution is a measure of the width of the distribution. It can be
calculated by
σx =
√
1
N
Σi=Ni=1 (xi − x¯)2 (2.53)
where each i is a measured value of some variable x, and x¯ is the mean value of x given by
x¯ =
1
N
Σi=Ni=1 xi. (2.54)
Kurkija¨rvi found that the standard deviation σu of the function given in Equation 2.52 varies slowly with
X [1]. In fact, over nine orders of magnitude in X, the standard deviation of the distribution only changes
by about a factor of 2. Therefore we can estimate that in an experiment in which X is not changing by
orders of magnitude, that σu is constant. We can convert σu to σI , the standard deviation of the switching
current distribution, which is actually measurable.
σu =
√
1
N
Σi=Ni=1 (ui − u¯)2 (2.55)
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Figure 2.9: Kurkija¨rvi probability distributions. Probability distributions for different values of X range
from 10 in the leftmost curve to 109 in the rightmost curve.
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σu =
√
1
N
Σi=Ni=1 ((
U0
kBT
)2/3(1− Ii
IC
)− ( Uc
kBT
)2/3(1− I¯
IC
))2 (2.56)
σu =
√
1
N
Σi=Ni=1 [
1
IC
(
U0
kBT
)2/3(Ii − I¯)]2 (2.57)
σu =
1
IC
(
U0
kBT
)2/3
√
1
N
Σi=Ni=1 [(Ii − I¯)]2 (2.58)
σu =
1
IC
(
U0
kBT
)2/3σI (2.59)
We can use this equation to determine the dependence of σI on temperature and critical current since
σu is constant.
σI ∝ (kBT
U0
)2/3IC (2.60)
σI ∝ (2ekBT~IC )
2/3IC (2.61)
σI ∝ T 2/3I1/3C (2.62)
Thus, if single thermally activated phase-slips are responsible for switching events, the standard deviation
will be proportional to the temperature to the 2/3 power and critical current to the 1/3 power.
Garg [47] extended Kurkija¨rvi theory to a more general expression of the phase-slip rate associated with
an energy barrier in the form of Equation 2.32. Garg’s analysis leads to a more generalized form of Equation
2.62 as well as an expression for the switching current. The Garg equation for the standard deviation of the
switching current distributions is given by
σI =
piIC√
6bκ
(
U0
kbT
)−1/bκ1/b (2.63)
and the equation for mean the switching current can be expressed as
< Isw >= IC −
√
6bκσI
pi
. (2.64)
Here, κ = ln(Ω σωI ), and b is the exponent in the energy barrier equation (Equation 2.32). Since σI varies
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slowly with κ, a more general form of Equation 2.62 takes the form of
σI ∝ T 1/bI1−1/bC . (2.65)
2.6 Fulton-Dunkelberger Transformation
Similarly to how in the previous section we took an expected rate of switching events and found from it
a switching current distribution, we can also take a switching current distribution and convert it into a
rate function Γ(I) over the range of the distribution. First we take a measured distribution of switching
currents and bin them with a bin size ∆I. The transformation from a distribution to a rate is called the
Fulton-Dunkelberger transformation [48]. It takes the form of
Γ(Ik) =
ωI
∆I
ln(1 +
P (Ik)
Σl=k−1l=1 P (Il)
). (2.66)
Here, ωI =
dI
dt is the sweep speed, k is the bin number and P (Ik) is the probability that a switching event
will occur within the bin Ik.
2.7 Macroscopic Quantum Tunneling
In the context of the Stewart McCumber model, macroscopic quantum tunneling is the process by which the
phase-particle tunnels through the energy barrier, i.e. a phase-slip occurs due to quantum fluctuations. The
rate of quantum tunneling is not strongly affected by temperature, however at high enough temperatures the
rate of thermal activation of phase-slips is much higher than the rate of quantum tunneling. As temperature
is lowered and the rate of thermal activation decreases, quantum tunneling becomes the dominant process
by which phase-slips occur. Often, we will model the total rate of phase-slips by the equation
Γ = Ωe−∆U/kBTeff (2.67)
where Teff is the effective temperature. As long as single thermally activated phase-slips are responsible
for switching events, which is our basic assumption in this model, then the effective temperature is equal
to the real temperature, Teff = T . However, if multiple phase-slips are necessary to produce switching
events or switching events are not caused by thermal activation, then this model no longer works. Since
the macroscopic quantum tunneling rate is mostly independent of temperature, we say that the effective
temperature is constant when tunneling of phase-slips dominates thermal activation (and single phase-slips
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are still responsible for switching events). To represent this, we let the effective temperature equal a “quan-
tum temperature” Tq. The quantum temperature is the temperature at which thermal activation of single
phase-slips and quantum tunneling of single phase-slips produce the same rate of switching events. Above
Tq thermal activation is responsible for switching events while below Tq macroscopic quantum tunneling of
phase-slips is responsible for switching events. At temperatures in which quantum phase-slips are respon-
sible for switching events, the standard deviation of the switching current distribution saturates, becoming
independent of temperature [47]. Therefore we can re-write Equation 2.65 more accurately as
σI ∝ T 1/beffI1−1/bC . (2.68)
It has also argued that the quantum temperature in superconducting wires is linearly related to the
critical temperature of the wire [30]. The relationship is found experimentally to be Tq = 0.16TC [30].
2.8 Inductance
The kinetic inductance Lk of a nanowire is the inductance associated with the kinetic energy of the super-
current, Ek =
1
2LkI
2. To calculate the kinetic inductance for a nanowire, we can begin with the definition
of inductance
V = L
dI
dt
(2.69)
where V is the voltage and I is the current. Next, we substitute voltage for phase using the Josephson
relation (Equation 2.10).
~
2e
dφ
dt
=
dI
dt
L (2.70)
Applying the linear nanowire current-phase relationship, I = IC
φ
φC
, we find that the kinetic inductance of
a nanowire Lnw takes the form of
Lnw =
~φC
2eIC
=
Φ0φC
2piIC
. (2.71)
From this, we can re-write the current phase relationship of a nanowire to include the inductance.
I =
Φ0φ
2piLnw
(2.72)
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2.9 SQUIDs
The DC SQUID (superconducting quantum interference device) consists of two Josephson junctions con-
nected in parallel, forming a superconducting loop. In this section we will consider an ideal SQUID composed
of two identical Josephson junctions which obey the Josephson relations. This will serve as a reference point
for the deviations in behavior of SQUIDs composed of superconducting nanowires rather than traditional
Josephson junctions, which will be discussed in Chapters 6 and 7. The total current through the SQUID is
equal to the sum of the current through each junction.
Itotal = IC(sin(φ1) + sin(φ2)) (2.73)
where φ1 is the phase difference on the first Josephson junction and φ2 is the phase difference on the second
junction. IC is the critical current of each junction which is assumed to be the same. The phase of the
superconducting order parameter is single valued, and thus must be an integer multiple of 2pi. If we apply
a magnetic field, current will start to circulate in the loop. The total circulating current Icirc is
Icirc =
1
2
(I1 − I2) = IC
2
(sin(φ1)− sin(φ2)) (2.74)
The phases on the two junctions are related to the total flux through the loop by [16]
φ1 − φ2 = 2pi(Φex + Φinduced)
Φ0
(2.75)
where Φex is the externally applied flux andΦinduced is the flux caused by the self-inductance of the loop
At zero total current, the phases on the two junctions are equal and opposite. This means that the
currents through the junctions are both equal to the circulating current (I1 = Icirculating = −I2). Similarly
the phase differences on the two junctions are equal and opposite (φ1 = −φ2 if Itotal = 0). Therefore at zero
current the phase accumulation around the loop can be written as
2piΦinduced
Φ0
+
2piΦex
Φ0
− 2φ1 = 0 (2.76)
The induced phase is related to the inductance of the loop and the circulating current by Φinduced =
LIcirculating where L is the geometric inductance of the loop. Therefore we can re-write Equation 2.76 as
2piLICsin(φ1)
Φ0
+
2piΦex
Φ0
− 2φ1 = 0 (2.77)
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The phase φ1 is multivalued as a function of external flux if
2LIC
Φ0
& 1. (Typically this means that the size
of the SQUID must be at least ≈ 1 µm).
If we ignore the self-induced flux, i.e. if Lg is small, then the total critical current of the SQUID IC,SQUID
can be written as
IC,SQUID(Φex) = 2IC cos(
piΦex
Φ0
) (2.78)
where again, we have assumed the Josephson junctions are identical with IC1 = IC2 = IC . This means that
at zero field, there is a maximum in the total critical current of the SQUID. This total critical current then
oscillates periodically with field. At half flux quantum and n+ 1/2 flux quanta (i.e. at each half the period
in magnetic field) the total critical current of the SQUID is zero. At integer flux quanta (at integer multiples
of the magnetic field period) the total critical current is its maximum of 2IC .
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Chapter 3
Fabrication and Experimental Setup
The devices studied are superconducting Mo75Ge25 nanowires, superconducting NbN photon detectors and
superconductor-graphene-superconductor junctions. I have fabricated Mo75Ge25 nanowires but not graphene
junctions or NbN photon detectors. Therefore, this chapter will not provide a detailed description of the
fabrication of these devices. Instead, a short, general discussion of fabrication of NbN photon detectors
and graphene junctions will be presented in the chapters in which they are studied. All devices are studied
through transport measurements in which an external bias current is driven through the device and the
voltage difference on the two electrodes is measured. Measurements are performed in either a He-4 or He-3
setup. We will discuss in detail the fabrication of Mo75Ge25 nanowire devices and the He-4 and He-3 setups.
3.1 Fabrication
Nanowire devices are either made by the carbon nanotube templating method, or by electron-beam lithog-
raphy. In the carbon nanotube templating process, wires are made by sputtering Mo75Ge25 on carbon
nanotubes suspended across a trench. This process regularly produces working devices; however, it does not
offer reproducibility for devices composed of more than a single nanowire. Often, multiple carbon nanotubes
wind together to form wide bridges of varying widths across the trench. Additionally, the positions of the
carbon nanotubes is random, and the distances between parallel wires are therefore also random. Thus, while
it is possible to create devices composed of single nanowires which are sufficiently similar using this method,
it is nearly impossible to create reproducible devices composed of two or more nanowires. For reproducible
results, or defined wire parameters, electron-beam lithography can be used. However, in practice it is quite
difficult to make a device with DC contacts using electron-beam lithography, and therefore when precisely
defined features are not required, the carbon nanotube templating method is preferred.
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3.1.1 Carbon Nanotube Templated Nanowires
To create nanowire devices by the carbon nanotube templating method, we begin with a commercially
purchased 4” silicon (.5 mm) / silicon dioxide (500 nm) / silicon nitride (60 nm) wafer (Figure 3.1a). We
provide a wafer to Edmond Chow in University of Illinois Micro and Nanotechnology Laboratory (MNTL)
who performs electron beam lithography on the entire wafer to create a pattern of PMMA on the SiN
surface. The unprotected SiN (which does not have PMMA covering it) consists of number markers next
to 100-200 nm wide lines. Each line is placed 7 mm apart. Crosses placed between lines mark the edges of
4.8 mm x 7 mm unit cells. Marker numbers range from -119 to +119. Neighboring markers are physically
separated by 20 µm. The numbers 1-9 are indicated with a positive or negative sign and a single digit,
10-99 have signs and two digits, while 100-119 have a sign and three digits. The number zero is repeated
twice, first as -00 and second as +00. The number 4 appears nowhere in the pattern. Instead the space
where a 4 would appear is left blank, however other numbers and symbols do appear (for example, the
number +45 appears as + 5). We specify the number of digits and the absence of the number 4 here as it
is relevant to the photolithography process. While the numbers themselves may not always be discernible
in the photolithography microscope, the patterns (including number of digits and absence of 4s) are.
After the chip is patterned at MNTL, it is cleaved into quarters. A small scratch is made on the SiN
surface of the chip with a diamond pen. The wafer is then turned upside down and placed in a wafer tray.
This tray is curved such that the edges of the wafer will touch the tray but the middle will be suspended.
Then, a pair of tweezers is used to push down on the Si, opposite the scratch. This causes the wafer to cleave
in a line along the direction of the Si lattice. After the wafer has been split into quarters, the lines and
numbers of the exposed SiN surface are etched by reactive ion etching (RIE) in SF6. Etching is performed in
the MRL Plasma Therm RIE (Figure 3.2a) at 75 W, 60 mT and 20 sccm SF6 for 3 minutes 45 seconds. On
occasion this process is unreliable and does not etch the centers of the quarter wafers at the same rates as the
edges. Typically smaller chips etch more uniformly. A diagram of a chip after RIE is shown in Figure 3.1b.
Next, a layer of photoresist is spun on each quarter-wafer. The exact recipe for this is unimportant as the
resist simply serves as a protective layer during the subsequent dicing process. Therefore, typically the same
recipe is used as will be described in the photolithography step. Dicing is performed using the Disco DAD-
6TM wafer dicing saw in MNTL. The quarter-wafers are diced into 4.8 mm x 7 mm cells, using the crosses as
guidelines for cut streaks. The crosses indicate the corners of the chips. The dicing process requires holding
the quarter-wafer in place as a dicing saw is run over it. The vacuum on the sample stage of the MNTL
Disco dicing saw is too poor to accomplish this itself. Therefore additional tape can be used to hold the
sample in place. For example, scotch tape can be placed on the edges of the quarter wafer.
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Figure 3.1: CNT templated sample fabrication. a) We begin with a Si (yellow, bottom) / SiO2 (purple,
middle) SiN (green, top) chip. b) A trench is etched into the SiN by RIE with SF6. c) Wet etching with
HF etches the SiO2, creating an undercut. Carbon nanotubes are deposited across the trench. d) Mo75Ge25
is sputtered on the sample coating the SiN and carbon nanotubes. The Mo75Ge25 on the carbon nanotubes
forms the nanowires. Due to the undercut, the two sides of the trench are only metalically connected by
nanotubes.
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After dicing, individual 4.8 mm x 7 mm chips can be patterned. To begin, the photoresist and PMMA
must be removed. This is accomplished by sonicating the chip is acetone for about 10 minutes. Acetone
residue is removed by immediately rinsing the chip in IPA after removing it from the acetone. Next the chip
is rinsed in deionized (DI) water so that the IPA is not mixed with the hydrofluoric acid (HF) in which it
will be treated next.
HF is a dangerous chemical. Even a splash on the skin can be lethal. Therefore special care is taken
to make sure HF is used safely. Full length clothing, goggles, nitrile gloves and a chemical apron are worn
when handling chemicals such as HF. Calcium gluconate (for skin) and HF acid neutralizer (for spills) are
kept on hand in case of an accident. Additionally, all chemical processes are performed in a fumehood. The
lab is equipped with an eye wash, and a shower will soon be installed. HF is dripped into a small plastic
cup. Only a shallow layer which will completely cover the chip is used. The chip sits in the HF for 15
seconds before being removed. The HF etches the exposed SiO2, i.e. it further etches the line and numbers
that were previously etched in RIE. However, while the RIE procedure removed the exposed SiN surface,
HF etches the now-exposed SiO2. The process is known as wet etching. Wet etching is an isotropic process,
meaning it etches in all directions. Thus as the HF etches down into the SiO2, it also etches horizontally
into the SiO2 which is still covered by SiN. This creates an undercut which will play an important role in
the fabrication process. (The undercut prevents a metallic thin film from linking the two sides of the trench
as will be discussed later). After 15 seconds in HF, the sample is rinsed in DI water for about 1 minute. As
the sample is moved to DI water, it brings with it a small amount of HF. Thus the SiO2 will continue to
etch, but at a very slow rate. Therefore the chip should not be left in this DI for an appreciably long time.
The final steps of chemical treatment include cleaning the chip in nitric acid for about 30 seconds, rinsing
the nitric acid off in DI for about 1 minute, and removing any residues in IPA for about 1 minute. After
treating in IPA, the chip is blown dry with a nitrogen gun. The trench and number markers of a chemically
treated chip are shown in Figure 3.3a and b.
As an additional safety measure, waste chemicals are collected when they are not in use. The initial
acetone and IPA are collected when the chip is first placed in DI (this DI is labeled DI1). Then HF is
dripped into the yellow plastic cup. The sample is treated with HF, DI (labeled as DI2 - DI + HF) and put
into the nitric acid. At this time the waste HF is collected. This includes both the HF and DI2. The yellow
plastic cup is dedicated to HF and reused. It is emptied once into the HF waste container and rinsed once
with DI (which is also collected into the HF waste container). The DI2 is also collected into the HF waste
container, and rinsed three times with DI, all of which is also collected into the HF waste. It is okay if,
during this process, the chip sits in nitric acid for a few minutes. Nitric acid and the third DI water (DI3)
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Figure 3.2: Fabrication equipment. a) The Plasma Therm RIE. b) The QCE system used for sputtering. c)
The Hitachi 4800 SEM. d) Spinner. e) Mask aligner.
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Figure 3.3: Trench, undercut and number markers. a) The 200 nm wide trench after wet etching with HF.
Bright white lines show the size of the undercut. b) The numbering alongside the trench is used to note the
positions of desired wires.
are similarly collected into the nitric acid waste when the chip is placed in the second IPA (IPA2).
After the chip is chemically treated, creating an undercut in the trench and cleaning the surface, fluo-
rinated single wall carbon nanotubes are deposited on the chip. These nanotubes are stored in a solution
of IPA. The solution is first sonicated for ten minutes, otherwise the carbon nanotubes will be entangled
and form large bunches. Then one or two drops are deposited on the chip via pipette. The nanotubes will
mostly stick to the SiN surface of the chip, while some will lie across the trench. After two minutes the
chip is blown dry using the nitrogen gun. A diagram of the chip after etching in HF and carbon nanotube
deposition is shown in Figure 3.1c.
Next, Mo75Ge25, an amorphous molybdenum germanium alloy, is sputtered on the entire chip in the
QCE sputtering system, coating both the SiN surface and the carbon nanotubes. Sputtering parameters
include RF power of 180 W (or DC power of 115 W) and 300 V. An argon flow rate of 25 sccm, corresponding
to an argon pressure of 1.8 mTorr is used. These parameters result in a sputtering rate of about 0.5 A˚/s.
The QCE sputtering system is shown in Figure 3.2b. Sputtering creates a thin layer of Mo75Ge25 on the
SiN surface and the carbon nanotubes. The thickness of this layer is controllable by changing the sputtering
time. Typically, we fabricate devices 10 nm - 20 nm thick. The sputtered Mo75Ge25 is not deposited on the
entire surface of the undercut (the SiN above the undercut acts as a mask). Thus no additional metallic links
are formed connecting opposite sides of the trench. Since Mo75Ge25 is amorphous (it doesn’t form grain
boundaries) the Mo75Ge25 on the carbon nanotubes connects seamlessly to the Mo75Ge25 on the SiN surface
without additional contact resistance. The Mo75Ge25 on the carbon nanotubes serves as our nanowires.
These nanowires range from 10 nm - 40 nm wide and 100 nm - 200 nm long depending on the exact size of
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Figure 3.4: SEM image of a nanowire device. Two Mo75Ge25 wires connect in parallel across a 100 nm -
200 nm trench. The light region is Mo75Ge25. The dark horizontal line is the trench. Two small nanowires
act as weak metallic links across the trench. They appear as bright lines across the trench. The region near
the trench is bright due to the undercut.
the trench and the angle at which the carbon nanotubes lie. After sputtering, Mo75Ge25, the chip is stored
in a desiccator to slow oxidization of the metal.
The chip then is examined in the Hitachi 4800 SEM in MRL (Figure 3.2c). The goal is to look for
uniform, thin (if possible) wires that lie across the trench. Wires should be located in positions such that
patterning by photolithography can be achieved. This requires that the correct number of “good” wires lie
between two markers (two numbers etched next to the trench which mark positions along it) with no dust
or anomalies nearby. Usually the number of “good” wires required for experiments is either one or two. An
example of a sample with two nanowires lying across a trench is shown in Figure 3.4
Once these wires are found and their positions relative to the number markers are noted, photolithography
is performed to pattern a device in which the desired wires are the only metallic links across the trench. This
process is performed in the MRL cleanroom using a Suss Microtech MJB3 mask aligner (Figure 3.2e). First,
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the chip is cleaned in acetone and IPA and blown dry with a nitrogen gun to remove any dust that may have
accumulated. Then the chip is baked at 110 ◦C for at least two minutes to ensure it is dry. A layer of AZ
5214E photoresist is spun on the chip for 45 seconds at 4000 rpm (the spinner is shown in Figure 3.2d), and
the chip is then baked again at 110 ◦C for 75 seconds. The photomask has a narrow region 20 microns wide
by 100 microns long. Each end is attached to two larger 200 micron x 1 mm rectangles. The larger regions
pattern contact pads, while the narrow region patterns electrodes. The 20 micron narrow region is the same
size as the spacing between number markers alongside the trench. While number markers are visible under
the optical microscope (or at least can be determined based on patterns discussed earlier in this chapter),
the nanowires themselves are not. Thus if wires are selected during SEM such that they lie between two
number markers, and no other wires lie between those two markers, then the wires can be selected during
photolithography by patterning the 20 micron wide electrodes to cross the 100 - 200 nm trench between
those markers. Exposure is performed at 10 mW for 10 seconds. After exposure, the chip is developed in a
solution of Microposit 351 : DI 1:5 (one part Microposit 351 to 5 parts DI) for about one minute. The exact
time for development varies. While a minute is typical, generally speaking development takes place for 1.5
times the time it takes until the photolithography defined pattern appears on the chip and the rest of the
photoresist has disappeared. This ensures that there is not a fine layer of invisible resist on the surface, or
small under-developed pockets which can occur near small features such as the 20 micron bridge.
The chip is then placed in a solution of 3% hydrogen peroxide (97% DI) for approximately 15 seconds to
etch the unprotected Mo75Ge25. As with development, the exact timing is quite sensitive to the thickness
of the Mo75Ge25 and the concentration of hydrogen peroxide. Typically this wet etching process occurs for
1.5 times the time it takes for the Mo75Ge25 to visibly disappear. After etching, the sample is rinsed in DI
for 30 seconds and then blown dry with a nitrogen gun. The photoresist over the un-etched Mo75Ge25 is left
until the sample is ready for measurement to slow oxidization. At this time the resist is washed away with
acetone, IPA and blown dry with the dry nitrogen gun.
3.1.2 Electron Beam Lithography
To begin patterning samples by electron beam lithography, we sputter 10 nm - 20 nm of Mo75Ge25 on a
Si (0.5 mm) / SiO2 (0.5 µm) chip. 950 A2 PMMA is spun on the chip for 40 seconds at 6000 rpm. Then
the chip is baked at 180 ◦C for 90 seconds. The process of electron beam lithography is used to pattern
the nanowires and electrodes in the MRL Raith e-Line (Figure 3.5). Contact pads, however, are patterned
by photolithography. SEM tuning is performed at a working distance of 7 mm. To pattern wires, a line
dose of 90 nC cm−1 is used. To pattern electrodes, an area dose of 20 mC cm−2 is used. For patterning
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wires and electrodes, the aperture is set to 60 microns. Typical currents for this aperture range from 1 nA
- 1.5 nA. The write field is set to 1000 µm × 100 µm and focusing is performed at a 70,000 magnification.
After patterning small features, a larger region is patterned outward from the electrodes. The purpose of
this larger region is to serve as a large visible pattern which can be seen during photolithography. For large
features we use an aperture size of 120 microns and a high current, typically around 7 nA to 11 nA. The
write-field is 250 µm × 400 µm. Focusing is performed at 30,000 magnification. Exposure is performed to
deposit a dose of 13 mC cm−2.
One of the most time consuming parts of electron-beam lithography is tuning. Excellent tuning of the
microscope is necessary to pattern small features. Therefore, when good tuning parameters (stigmation and
aperture in particular) are found, they are recorded as a starting point for quick tuning in the future.
The high exposures we use burns the exposed resist, causing the molecules to crosslink [50]. The
crosslinked PMMA becomes tough and difficult to remove. After performing electron beam lithography,
the sample is developed in acetone for 2 minutes and cleaned in IPA for 1 minute. While unexposed PMMA
is soluble in acetone, crosslinked PMMA is not. In this process we can pattern wires to be down to 15 nm
wide. Industrial applications which develop nanometer scale features typically do not use this high exposure
process to develop small features. The reason we use this process is simply because we have been successful
at patterning samples using the MRL Raith E-Line with this technique.
Once the small features have been patterned, photolithography is used to create the larger contact
pads connected to the electrodes. Contact pads are not patterned in electron beam lithography because
this process takes many hours and the crosslinked resist is too difficult to remove, i.e. it is hard to make
electrical connections to the sample if crosslinked PMMA covers the contact pads. The photolithography
process is the same as described in the previous section, with a slightly different pattern since the wires
and electrodes have already been patterned. The photolithography pattern only consists of contact pads.
This photolithography process is difficult as the small pattern of burned resist can be hard to see under the
microscope.
Finally the sample is etched in 38 sccm CF4, 2 sccm O2 at 75 W and 60 mTorr for about 1 minute in
the RIE (the time depends on the exact thickness of the Mo75Ge25). The success rate of devices patterned
by electron beam lithography is still poor. Only two samples have been made in which DC connections
have been successful. However, many samples have been made for microwave measurement (which I do not
discuss in this dissertation). In microwave measurement contact pads are unnecessary. Instead, antennae are
patterned by electron beam lithography. An SEM image of a electron-beam lithography patterned nanowire
device is shown in Figure 3.6.
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Figure 3.5: MRL Raith e-Line. Electron beam lithography is performed in the MRL Raith e-Line.
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Figure 3.6: Electron beam lithography patterned device. Mo75Ge25 is the darker region and SiO2 is the
lighter region. Pictured are nanowires and electrodes. Two nanowires connect in parallel to the two elec-
trodes, forming a superconducting loop.
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Figure 3.7: Wiring. a) A NbN photon detector and b) a two-wire Mo75Ge25 sample. Chips are placed in
blue chip carriers and held in place by two-sided carbon tape. Four pins are used for wiring. Gold wires are
connected to the pins with solder and to the contact pads on the sample by indium dots.
3.1.3 Wiring
The sample is secured to a chip carrier by double sided carbon tape. The chip carriers have 6 or 8 pins. Four
pins are used to create four connections to the contact pads. One end of a piece of gold wire is connected to
a pin with solder. The other end is connected to the a contact pad with indium dots. Indium dots are about
250 microns in diameter, purchased from Indium Corporation of America. Typically we have used a 99.99%
pure alloy. The gold wire is 99.99% pure, 0.05 mm in diameter and purchased from Alfa Aesar. First, one
indium dot is placed on a contact pad using the blunt end of a drill tip. The free end of the gold wire is then
guided to the indium dot by tweezers and the drill tip. Then a second indium dot is placed over the gold
wire, sandwiching it with indium. Two such connections are made on each contact pad. When connections
are made, the chip carrier sits in a grounding box and is observed under a Leica S6D stereo microscope.
Pictures of an NbN device and a Mo75Ge25 device in the chip carrier are shown in Figure 3.7. In Figure 3.7b
two Mo75Ge25 devices are on the same chip, but only one is wired.
During wiring, careful measures are taken so as to not destroy the nanowires with static. Generally
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Figure 3.8: Stereo microscope and grounding box. The sample grounding box on top of the stage of the
Leica S6D stereo microscope.
speaking, the voltage difference between a person performing wire bonding and the sample may drive a
current through the wires large enough to heat them up and burst them. Therefore, wire bonding is
performed in a grounding box (Figure 3.8). The pins on the chip carrier are connected to the ground of
the box, which is connected to a wrist band worn by the person performing bonding, and to a wall-outlet
ground. Additionally, a layer of insulating masking tape is put around the metal drill tip. Without these
precautions, samples typically do not survive the wiring process.
3.2 Measurement
Samples are either measured in a Helium-4 (He-4) or Helium-3 (He-3) setup. The Helium-4 setup has a
base temperature of 1.5 K while the He-3 setup can reach 300 mK. Both setups can apply magnetic fields
by applying current through a superconducting solenoid. However, while the He-4 setup can apply tens of
Gauss, the He-3 setup can reach fields up to 9 Tesla. The He-4 solenoid produces 210 Gauss per Ampere,
while the He-3 solenoid produces about 2000 Gauss per Ampere. The He-3 cryostat is much larger than
the He-4 cryostat. Thus cooling it down takes more time, more helium, and more money. So for initial
measurements, or measurements that do not require high fields, slow measurements or low temperatures,
the He-4 setup is preferred.
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3.3 He-4 Cryostat
The He-4 cryostat can hold about 5 liters of liquid helium. Three liters of helium will evaporate in 24 hours,
while the process of transferring helium takes about an hour in total. About 1 liter of liquid helium is spent
to cool the cryostat to 4.2 K.
The He-4 setup (Figure 3.9a) was built by Ulas Coskun, a former graduate student and postdoc in
the Bezryadin group. The sample is mounted to the end a long dipstick. Twisted pairs of wires run
from the sample stage to a BNC box at the top of the dipstick where BNC cable connections can be made.
Twisted pairs of wires are used to eliminate crosstalk between wires and avoid the wires picking up unwanted
electromagnetic noise. One of these twisted pairs will be dedicated to passing current through the device,
and the other will be dedicated to measuring voltage. On the dipstick’s BNC box, these pairs are labeled
J-K and U-V. The signal lines are heavily filtered. Pi filters are placed in the BNC box (which will remain at
room temperature during measurement) and copper powder filters and silver paste filters are placed toward
the tip of the dipstick, which will be at base temperature during measurement. All these filters eliminate
high frequency signals. Copper powder filters (see [51]) use micron sized copper grains separated by an
oxide layer to damp high frequency signals via the skin effect. Silver paste is used to provide thermalization
between the signal lines and a copper block near the end of the dipstick. In cryogenic measurements, one
source of noise is high temperature electrons, because the temperature gradient in the signal lines is so large
(from room temperature at the top of the cryostat to 1.5 K at the end of the dipstick). It is possible for
high energy electrons to make it down the signal lines and into the sample. Therefore, before the signal
lines reach the sample, they are thermally anchored to a copper block with silver paste. This thermalization
ensures that high temperature electrons are cooled before they reach the sample.
Temperature is measured by performing a 4-probe resistance measurement on a calibrated Cernox ther-
mometer. A copper Faraday cage shields the sample from external electric fields. A resistive wire is wound
around the Faraday cage and acts as a heater. Temperature can be set by applying current (usually with a
Keithley 220 programmable current source) to the resistive wire.
A stainless steel cap is placed over the rod and sealed by an o-ring and the tube is pumped with a vacuum
so that water molecules do not freeze on the sample as it is cooled. After the tube is pumped, a small amount
of exchange gas (gaseous helium) is injected into the tube. The exchange gas provides a thermal connection
between the long rod and the stainless steel tube. Without exchange gas, the sample will not cool quickly
when placed in liquid nitrogen or helium. The cryostat is pre-cooled with liquid nitrogen to 77 K before
being cooled with liquid helium to 4.2 K. The dipstick is then cooled in liquid nitrogen before being inserted
into the cryostat. The cryostat can be pumped with a vacuum to bring the system to its base temperature
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Figure 3.9: He-4 and He-3. a) The He4 system and b) the He3 system. In both systems the dipstick which
holds the sample is put into a cryostat. Low noise equipment on the nearby racks apply and read signals.
Data analysis is performed on the connected computers.
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of 1.5 K. At the base of the cryostat is a solenoid made of superconducting wire. The wire runs up the side
of the cryostat to a connector near the top. Current can be applied to the solenoid. Typically current is
applied to the solenoid using a Keithly 220 current source. In the center of the solenoid, which is about an
inch above the base of the cryostat, the solenoid produces a magnetic field of 210 Gauss per amp of current.
The magnetic field is oriented perpendicular to the measured devices.
3.4 He-3 Cryostat
The He-3 setup (Figure 3.9b) was purchased from Janis Research Company. There are two sample stages,
one which allows a sample to be oriented parallel to magnetic field and one which allows a sample to be
placed perpendicular to magnetic field. After mounting, a copper cavity acting as a Faraday cage is placed
over the samples. The stainless steel cap is secured by hex screws. The cap is sealed by an indium wire.
Before sealing, the indium wire is wiped with IPA to remove dust and inspected for cracks. The inner
vacuum can (i.e. the IVC, the shell which surrounds the sample) is pumped with a vacuum and a leak check
is performed to test the indium seals. During this leak check an SRS100 RGA (residual gas analyzer) is used
to measure the amount of helium gas being pumped by the vacuum. As the RGA is running, gaseous helium
is sprayed around the indium seals. If there is a hole in the seal, helium gas will enter the IVC, be pumped by
the vacuum, and the amount of helium gas measured by the RGA will increase. If the seal is sufficient (if the
pressure in the IVC can can be pumped down to 0.1 mTorr), then exchange gas is put into the IVC can and
the whole dipstick is lowered into the cryostat. The cryostat is pumped so that the air in it can be replaced
with gaseous nitrogen (we want to avoid having water in the cryostat while cooling as it would freeze and
form ice). Next the cryostat (with the dipstick in it) is pre-cooled with liquid nitrogen. It takes a few hours
for the sample to reach 77 K. When liquid nitrogen temperatures are reached, the liquid nitrogen is reverse
transferred back into the nitrogen dewar. The dewar is once again pumped. As the dewar is pumped, the
temperature rises slightly. If the temperature drops instead of rises, this means not all the liquid nitrogen
has been removed from the dewar (and the remaining liquid nitrogen should be removed before continuing).
Then the dewar is filled with helium gas. Finally liquid helium can be transferred into the dewar. It takes
about 20 liters of liquid helium to cool the cryostat down to 4.2 K, at which point liquid helium can start
collecting. One advantage of the He-3 system is that liquid helium can be transferred while the dipstick
is in the dewar. This allows for long measurements without heating the sample to room temperature and
re-cooling. Once the sample stage reaches 4.2 K, the gaseous helium in the IVC can is pumped out, typically
over night. The sample temperature will be lower than the bath temperature in He-3 measurements. Thus,
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Figure 3.10: Diagram of the Helium 3 setup. Helium-3 is contained within the Helium-3 tube. It is released
from the charcoal in the sorption pump, condenses where the helium-3 tube touches the cold 1 K pot, and
collects in liquid form in the He-3 pot. The 1 K pot is kept cold through narrow lines which connect to the
liquid helium-4 bath and to the top of the cryostat (the line to the top of the cryostat lets the 1 K pot be
vacuum pumped). A cooling line for the sorption pump allows helium-4 to aid in cooling the sorption pump
after condensing. The samples and sample stage thermometer are mounted on the sample stage. All these
temperature stages, from the sorption pump to the sample stage, are placed in the inner-vacuum can.
thermal connections to the environment (e.g. through exchange gas) are not desirable as they will heat the
sample.
To cool down the He-3 system to 300 mK, gaseous He-3 must be condensed to liquid He-3. A schematic
of the He-3 system is shown in Figure 3.10. The gaseous He-3 is stored in charcoal in the sorption pump,
which is connected to the He-3 tube. For the gas to be released from charcoal and enter the rest of the He-3
tube, the charcoal must be heated. This is done by applying current to a resistor near the sorption pump.
During the condensation process, the sorption pump which contains the charcoal is heated to about 45 K,
and relatively hot He-3 gas fills the He-3 tube. The 1 K pot is kept at 2.5 K (or lower) during the process of
condensation. The 1 K pot is a small helium-4 pot which surrounds the He-3 tube. Narrow lines run from
the 1 K pot to either the liquid helium in the dewar or to the top of the cryostat. A valve at the top of the
49
cryostat can be turned to block the connection of the 1 K pot to the liquid helium. At the top of the cryostat,
the 1 K pot line is connected to a vacuum pump. The pump sucks liquid helium into the 1 K pot. Then the
1 K pot valve is closed, and the liquid helium that has been sucked into the 1 K pot is pumped down to a
temperature of about 2.5 K. The hot gaseous heluim-3 condenses into liquid where the He-3 tube touches
the 1 K pot, and then drips into the He-3 pot at the bottom of the He-3 tube. Condensation (keeping the
sorption pump at 45 K and 1 K pot at 2.5 K) is performed for an hour. After condensing for an hour, the
current to the sorption pump resistor is turned off and the sorption pump valve is opened. The sorption
pump valve is connected to a narrow line which flows around the sorption pump and into the liquid helium
in the dewar. When the line is open to air and the sorption pump is hot, liquid helium is sucked through
the sorption pump line, evaporated where the line comes in contact with the sorption pump, and released
to the air. The flow of liquid helium speeds up the cooling of the sorption pump line. As the sorption pump
is cooled, the He-3 in the He-3 line becomes trapped in the charcoal. In this manner the charcoal acts as a
vacuum pump. As the liquid He-3 is pumped, it quickly reaches 300 mK. At the same time, the temperature
of the 1 K pot drops to below 1.5 K. Both the He-3 pot and 1 K pot can reach lower temperatures because
the sorption pump temperature has decreased, as has the pressure in the He-3 tube.
In general, the sorption pump, 1 K pot and He-3 pot are fairly thermally isolated from one another.
Thermal connections between these temperature stages decrease the lifetime of the condensed He-3. The
sample itself is under vacuum, and thus only thermally connected to the sample stage and He-3 pot through
the gold wires connecting it to the chip carrier pins. Thus when large currents heat up the sample, it takes
time for the sample to cool back down. Measurements are performed sufficiently slowly in the He-3 setup
to ensure that the sample does not heat up. The temperature of each of the four stages (sorption pump, 1
K pot, He-3 pot and sample stage) are measured continuously. The 1 K pot and He-3 pot are monitored to
make sure they stay cold. The 1 K pot will quickly heat up to above 4 K when all the liquid helium is pumped
out of it. The He-3 pot will heat up when the liquid He-3 has evaporated. If the 1 K pot heats up, it can be
refilled in about 2-3 minutes. If the He-3 pot heats up, the condensing process will need to be repeated. A
Lakeshore ruthenium oxide thermometer placed near the sample and used to determine the temperature of
the sample stage. The resistance of the thermometer is measured in a four probe measurement scheme by a
LakeShore 370 AC resistance bridge and converted to temperature. The sample stage thermometer reading
is assumed to be the sample temperature. The thermometers at other sample stages are measured using a
Keithley 2000 multimeter.
The He-3 system has the same filters as the He-4 system. These include pi filters in a BNC box at the
top of the dipstick, and copper powder and silver paste filters at base temperature. Twisted pairs of high
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resistance wires run from the top of the cryostat to the He-3 pot. Below the He-3 pot, long, low resistance
wires wrap around the copper measurement attachment glued on with silver paste. This helps to thermalize
the wire, making sure electrons flowing into the devices are cold.
To apply magnetic field, a Cryomagnetics Inc. model Cs-4 bipolar superconducting magnet power supply
supplies current to a superconducting solenoid at the bottom of the cryostat. Magnetic fields are changed
slowly and only applied when there are at least 10 liters of helium in the dewar. This helps to avoid quenching
of the magnet, which would result in rapid evaporation of the liquid helium in the cryostat.
Heating in the He-3 system can be controlled by applying current to a resistor touching the sorption
pump. This current is supplied by the LakeShore 370 AC resistance bridge for temperatures below 2 K, or
applying current to a resistor at the He-3 pot for temperatures above 2 K. This releases some He-3 from the
charcoal, changing the pressure in the He-3 tube and thus the temperature of the He-3 pot. The sorption
pump line may be left slightly open when controlling low temperatures so that the sorption pump can be
cooled if it overheats (although at very low temperatures it typically remains closed).
3.5 Measurements
Transport measurements involve applying a bias current through the device and measuring the voltage. A
diagram of the experimental setup is shown in Figure 3.11. A Stanford Research Systems DS360 ultra low
distortion function generator voltage source is connected a resistor box. The resistor box consists of a resistor
in a metal box with four BNC connectors. Two of these connectors connect to each side of the resistor. A
second BNC cable connects the resistor box (on the side opposite the function generator) to the BNC box
on the top of the dipstick. Thus the resistor box is in series with the sample. The value of this series resistor
is typically about ten times the value of the normal resistance of the sample (although this is not the case
in studies of NbN photon detectors) so that when the sample becomes resistive, it does not significantly
change to total current through the setup. The other two connectors on the resistor box are connected to
an amplifier. Since the resistor and sample are in series, the currents through them are equal. The current
through the series resistor is calculated using Ohm’s law. Two connections on the BNC box are dedicated
to passing current through the device. One of these is connectors is connected to the series resistor; the
other is grounded with a grounding pin. Additionally, two connections on the BNC box are dedicated to
measuring the voltage on the sample. Other connections on the BNC box are used to measure temperature.
The voltage on the series resistor and the voltage on the device are measured and amplified by Stanford
Research System model SR560 low-noise preamplifiers. These amplifiers are powered by batteries. Using
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Figure 3.11: Transport measurements. A function generator is connected to the sample across a series
resistor. The voltages on the resistor and sample are both measured. The current through the sample is
assumed to be the same as the current through the resistor, which can be calculated by Ohm’s law. Signals
are amplified, measured by a DAQ card and analyzed by computer.
floating batteries rather than power from wall-outlets significantly reduces noise in the amplifiers. The
batteries that power amplifiers actually consist of two batteries connected in series. (This produces the
voltages of +12 V, 0 V and -12 V which the amplifiers require). The filtering chosen on each amplifier varies
by experiment, although typically the voltage filtering and current filtering are kept the same, around 30
kHz. The output of the amplifiers are either connected to a data acquisition (DAQ) card or an Agilent
Technologies L4534A digitizer. (The digitizer has a higher sampling rate than the DAQ card and is typically
preferred). The output of these analyzers are connected to a computer and the voltage signals are read and
analyzed by programs in LabVIEW. (It is in LabVIEW where the voltage on the series resistor is converted
to a value of current). Additionally, from the LabVIEW programs, we can set a “channel limit” for individual
ports on the DAQ card or digitizer. The channel limit describes the maximum and minimum voltage for
a given port. Both the DAQ card and digitizer have 16 bit resolution. They bin any voltage signal into
one of 65536 equally sized voltage bins, thus limiting the voltage resolution. A smaller channel limit gives
higher voltage resolution. In any experiment, the channel limit, the value of the series resistor, the maximum
applied current, the frequency and amplification need to be chosen such that the best signal resolution can
be achieved with a minimal amount of noise. There is no set equation for how all these parameters should
relate.
The frequency of the signal created by the function generator is typically 3.5 Hz or 1.1 Hz. Frequency
also contributes to voltage resolution, as the DAQ card / digitizer can only take some limited (but large)
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number of data points per second. Thus smaller frequencies offer better current and voltage resolution.
Smaller frequencies are also necessary in He-3 measurements to avoid over-heating the sample. Typical
measurements involve driving the system back and forth between the superconducting and normal states.
In the normal state the sample is resistive and joule heating raises the temperature of the device. In the
He-3 system in particular, because there is no exchange gas, this heating may be significant. The heat can
only dissipate from the sample through the gold wires, i.e. in the He-3 system the sample is not cooled well.
In order to completely cool, the sample must remain in the superconducting state for a sufficient amount
of time. Applying a high frequency signal may not give the sample sufficient time to cool. Additionally,
the frequency is chosen to not evenly divide into 60. This helps to limit the impact of 60 Hz noise due to
connections of electronics to wall outlets.
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Chapter 4
Skewness and Kurtosis of Switching
Current Distributions
4.1 Introduction
1 The counting statistics of switching current distributions can reveal evidence of macroscopic quantum
tunneling. In the context of Kurkija¨rvi-Garg theory [1, 47] the first moment of the switching current distri-
bution (the mean) decreases monotonically with temperature. The second moment of the switching current
distributions presents a signature of macroscopic quantum tunneling in its saturation at low temperatures.
In this chapter we present a systematic study of higher moments of the switching current distribution as
a function of temperature and other parameters of our devices. The higher moments under investigation
include skewness S that quantifies an asymmetry of the distribution, and kurtosis K that is a measure of its
peakedness (for definitions see below). We present evidence, both experimental and theoretical, that these
higher moments are in fact universal constants: S ≈ −1 and K ≈ 5. Surprisingly, the observed crossover
from a classical escape mechanism (i.e., the thermal activation) to a quantum one (i.e., quantum tunneling
from a metastable energy minimum) does not lead to any noticeable changes in these moments. We evince
this universality using two types of samples, namely graphene junctions under the proximity effect as well
as ultra-thin superconducting nanowires. Apparent universality of S and K has to be contrasted with the
behavior of the standard deviation of the switching current (the second moment σ) that exhibits nontrivial
temperature dependence: the power-law [1], σ ∝ T 2/3, in the thermal regime and σ ∝ const in the quantum
regime [30, 35, 52, 53].
4.2 Devices
Nanowire samples were prepared [35, 54] by depositing carbon nanotubes across a 100 nm wide trench on a
silicon chip, coated by a film of SiO2 and a film of SiN. A film of 10-20nm of Mo76Ge24 was sputtered onto
1Much of the work in this chapter was performed with the help of P. Weinberg, T. Aref, U. C. Coskun, V. Vakaryuk,
A. Levchenko and A. Bezryadin. I acknowledge and thank them for their contributions. Large sections of this chapter are
reprinted from A. Murphy, P. Weinberg, T. Aref, U. C. Coskun, V. Vakaryuk, A. Levchenko and A. Bezryadin, Phys. Rev.
Lett. 110, 247001 (2013) [49].
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the chip, covering the top SiN surface and the nanotubes crossing the trench. Thus the suspended segments
of nanotubes were converted into nanowires. Uniform wires were selected using SEM, and the MoGe film was
patterned by photolithography, to define contact pads (electrodes). In such devices the selected nanowire
serves as the only conducting link connecting the superconducting thin-film electrodes, positioned on the
opposite sides of the trench. Importantly, there is no additional contact resistance between the nanowire
and the contact pad since the wire transforms seamlessly into the pad while both are made in the same
sputtering run. The nanowire devices studied in this chapter were patterned and measured by Thomas Aref.
Graphene flakes were deposited onto SiO2 surface by mechanical exfoliation [55]. Electron-beam lithog-
raphy was utilized to pattern the electrodes into a comb shape. After the resist was exposed and developed,
we deposit, using thermal evaporation, a 4 nm Pd film (so-called sticking layer) and a 100 nm Pb film on
the top. Lift-off was performed by placing the sample in an acetone bath for five minutes, sonicating it for
ten seconds every other minute. The 100nm Pb layer induces superconductivity in the graphene through the
proximity effect. The samples were measured in a He-3 cryostat. Electromagnetic noise was filtered from
the system using pi−filters at room temperature and a copper powder and silver-paste radio-frequency noise
filters at low temperatures. The graphene junctions studied in this chapter were patterned and measured
by Ulas Coskun.
A sinusoidal bias current, having an amplitude greater than the critical current of the device, was applied
across each sample. As the current increased from zero to its maximum, the voltage across the sample
demonstrated a sudden jump from zero to some large, non-zero value, indicating the system switched from a
superconducting state to a normal, resistive state. The value of bias current at which the jump took place was
recorded as the switching current. Then the bias current returned to zero, and the system once again became
superconducting. This process was repeatedN = 104 times (or 5000 in some cases) for each set of parameters.
Each measurement gave slightly different value of the switching current, due to inherent stochasticity of the
phase-slips, thus producing switching current distributions. The skewness and kurtosis of each distribution
was calculated from the recorded data by using standard expressions: S = N−1
N∑
i=1
(Isw,i − 〈Isw〉)3/σ3 and
K = N−1
N∑
i=1
(Isw,i − 〈Isw〉)4/σ4, where each Isw,i represents an applied bias current at which a switching
event took place, 〈Isw〉 is the mean switching current, and σ is the standard deviation of the switching
distribution.
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Figure 4.1: Counting statistics of single nanowire devices. (a) standard deviation, (b) mean switching
current, (c) skewness, and (d) kurtosis of the switching current distributions in nanowire samples A, B, C,
D, E and F vs temperature T . The experimental values are represented by the symbols. Simulation curves
are shown by the solid lines. One point in figure (c) and two points in figure (d) lie outside the ranges shown.
Fitting parameters used in simulation are summarized in Table 4.1
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Figure 4.2: Counting statistics of graphene junctions. (a) standard deviation, (b) mean switching current,
(c) skewness, and (d) kurtosis of the switching current distributions in SGS sample 111s vs temperature at
a gate voltages of 1V, 3V, 5V and -1V. We use the same convention as in the previous figure. One point in
figure (c) lies outside the range shown. Fitting parameters used in simulation are summarized in Table 4.2.
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Figure 4.3: Graphene junction 105 counting statistics. Mean, standard deviation, skewness and kurtosis of
switching current distribution for SGS sample 105. Symbols correspond to gate voltages as indicated on
the legend in the top right corner. Solid lines are obtained through a fitting procedure analogous to that
utilized for sample 111s with no extraneous noise. Fitting parameter RN lies in the range RN ≈ 2 − 10 Ω
while D ≈ 10− 30cm2/s. These values are consistent with the geometry of this sample.
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Sample Ω0 (10
12s−1) Ic(0) (µA) Tc (K) Tq (K)
A 0.8 11.02 5.70 0.784
B 0.16 12.01 5.48 0.781
C 0.32 13.27 5.00 0.814
D 0.16 9.38 5.09 0.87
E 0.16 4.25 3.24 0.521
F 0.02 5.46 4.57 0.711
Table 4.1: Fitting parameters for single MoGe nanowire samples.
Gate Voltage (Vg) Ω0 (10
9s−1) RN (Ω) Tc (K) D (cm2/s)
1 1.5 138 7.2 51
3 1.5 88 7.2 54
5 0.2 72.5 7.2 57
-1 0.6 210 7.2 48
Table 4.2: Fitting parameters for superconductor-graphene-superconductor junction 111s.
4.3 Experimental Results
We first discuss the effect of temperature on the skewness and kurtosis of the switching current distributions.
We find that in both superconducting nanowire samples (Figs. 4.1c-4.1d), and graphene proximity junctions
(Figure 4.2c-4.2d) the skewness and kurtosis are constant with temperature. Surprisingly, these moments
are identical within experimental uncertainty for the two qualitatively different systems. The value of
the skewness in both cases is near −1, and the value of kurtosis is near 5. In nanowire samples, these
moments remain constant even as the system experiences a crossover from the high temperature regime, at
which phase slips are predominantly caused by thermal activation, to low temperatures, at which quantum
tunneling of phase slips is responsible for the premature switching. This crossover is evident in Figure. 4.1a
as the standard deviation changes from the power-law at high temperatures to a constant value at low
temperatures. The classical-to-quantum crossover temperature is typically in the range 0.6-0.8 K for the
studied samples (Figure 4.1).
In SGS samples in addition to the temperature dependence we also study the effect of gate voltage Vg on
the skewness and kurtosis. Both moments remain constant within the experimental uncertainty over a wide
range of T and Vg (see Figure 4.2c-d and Figure 4.3c-d). It should be noted that, unlike nanowire samples,
SGS junctions do not show crossover to the quantum tunneling dominated regime within experimentally
tested temperatures. However, we do expect that such crossover might occur at lower temperatures, as
recently reported [31].
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4.4 Numerical Simulations and Fitting
The fitting curves presented in Figures. 4.1, 4.2, and 4.3 were built using the Arrhenius-type activation
formula for the rate of phase slips (hereafter in this chapter ~ = kB = 1) [16, 35]
Γ(I, T ) = Ω(I, T )
[
e−U(I,T )/T + e−U(I,T )/Tq
]
, (4.1)
which accounts for both thermal and quantum escape processes. Here Ω is the attempt frequency, U is the
energy barrier for the phase slip, T is the base temperature and Tq is the quantum temperature used to
model the regime of macroscopic quantum tunneling observed in nanowire samples at low temperatures.
Note that for graphene device we have set Tq = 0 since no low-temperature saturation in the standard
deviation of the switching current was observed on them. For both systems activation energy has power-law
functional dependence on applied bias current
U(I, T ) =
κIc(T )
e
(1− I/Ic(T ))b. (4.2)
For SGS devices we took κ =
√
8/3 and b = 3/2 [56] and used critical current in the form
Ic(T ) =
64piT
eRN
∞∑
n=0
∆2(L/Ln) exp(−L/Ln)
[ωn +Wn +
√
2(W 2n + ωnWn)]
2
(4.3)
where RN is the normal state resistance of a junction, ∆ is the superconducting gap in the leads, ωn =
(2n + 1)piT , Wn =
√
∆2 + ω2n, Ln =
√
D/2ωn. The power exponent b = 3/2 is characteristic for the
Kramers-type escape problem from the potential barrier described by the cubic parabola. The sum over
n was taken until convergence (roughly 10 terms). Expression (4.3) follows from the theory of disordered
superconductor-normal metal-superconductor junctions [57, 58, 59]. It has to be stressed that ballistic
theory of the proximity effect in SGS junctions [60] fails to account for the temperature and gate voltage
dependencies of the critical current for our devices (see Fig. 4.2b). This observation is also consistent with
the previous reports on the proximity effect in SGS systems [31, 56, 61, 62, 63, 64, 65, 66]. From the normal
state resistance of our samples, we deduce typical mean free path l ∼ 20nm, which correspond to the diffusion
coefficient D ∼ 50cm2/s. Because mean free path and Thouless energy ETh = D/L2 ∼ 80µeV are much
smaller than the junction spacing of L ∼ 300nm and energy gap ∆ ∼ 1meV, respectively, our SGS junctions
correspond to long diffusive junction limit.
For superconducting nanowires there are two known models for U in Eq. (4.2). If a wire forms a phase
slip junction (PSJ) then κ =
√
6/2 and b = 5/4 [40, 43, 44, 46]. The corresponding expressions for κ and b
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for the more thoroughly studied case of a Josephson junction have the same values as above for SGS devices.
It is worth noting that qualitatively the two models are very similar. Following the previous work [67] we
model the critical current of nanowire devices by the phenomenological Bardeen’s formula [23]
Ic(T ) = Ic(0)(1− T 2/T 2c )3/2. (4.4)
Finally, for both SGS and nanowire systems the escape attempt frequency in Eq. (4.1) was described by
Ω(I, T ) = Ω0(T )(1− I/Ic(T ))ν (4.5)
with ν = 1/4 for JJ model, and ν = 5/8 for PSJ model.
Eqs. (4.1)-(4.5) were combined to determine the rate of phase slips. For a given set of parameters this
rate was used to predict the switching distribution as a function of bias current and then calculate its
mean, standard deviation, skewness and kurtosis. Such procedure was repeated at different temperatures
to produce the temperature dependence of the moments. In the case of SGS samples the above scheme
was also repeated at different gate voltages. Parameters (Ω0, Ic(0), Tc, Tq) for nanowire samples and (Ω0,
RN , Tc and D) for SGS samples were then adjusted within the expected range of values until the predicted
switching current and standard deviation vs temperature curves matched the data. These, along with the
resulting skewness and kurtosis curves were used as fits to the data and are plotted as solid lines in Figure 4.1,
Figure 4.2 and Figure 4.3. Fitting curves for nanowire samples were made using the cubic potential model
for U , but the value of κ was adjusted, up to 30% of the theoretical value, to achieve best-fits.
We also demonstrate numerically, that presence of extraneous noise leads to a substantial reduction of
the universal moments. This observation provides an independent tool to assess the relevance of noise to
interpretation of experimental data.
Although most samples produced switching distributions with S ≈ −1 and K ≈ 5, nanowire samples B
and F and SGS sample 105 have slight, but noticeable deviations from these values. Such deviations pull the
moments closer to those of a Gaussian distribution. We attribute such trend to white noise present within
the system which could be caused by e.g. depairing current fluctuations brought about by time-dependent
morphological changes of our amorphous wires. Utilizing the same numerical model as used to fit the curves
in Figures 4.1, 4.2, and 4.3, we examined how random noise in the critical current could affect the skewness
and kurtosis of our nanowire samples. To do this, we allowed the critical current to vary about a mean value
with Gaussian probability between the measurement runs. Results are shown in Fig. 4.4. We find that upon
inclusion of such extraneous noise both skewness and kurtosis decrease in absolute values. Based on this
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Figure 4.4: Effects of Gaussian noise. Numerical modeling of the variation of the skewness (a) and kurtosis
(b) in response to extraneous Gaussian noise of the critical current. The horizontal axis is the ratio of the
standard deviation of the critical current of the wire σIc(0) and the standard deviation of the switching
current σISW which occurs if Ic(0) does not fluctuate.
observation we conjecture that reduction of the magnitude of higher moments from their universal values
should be taken with caution and may signal about the presence of undesirable noise effects.
4.5 Analytical Model
In this section we compute skewness and kurtosis by using an approach developed for the problem of escape
from a metastable potential well subject to a steadily increasing bias field [1, 47]. This computation was
performed by P. Weinberg, A. Levchenko and V. Vakaryuk. We consider a general situation in which the
phase slip rate of the system – either thermal or quantum – can be written in terms of reduced current
variable  = 1− I/Ic as
Γ() = Aa+b−1 exp(−Bb). (4.6)
This form is general enough to cover all range of parameters relevant for our experiment on both types
of devices. The powers a and b depend on whether the escape is quantum or thermally activated, while
parameters A and B depend on the degree and type of damping (in particular, we estimate that our SGS
junctions are moderately underdamped with the quality factor Q ' 4). The distribution function for phase
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slips can be expressed in terms of the rate as
P () =
1
|˙|Γ() exp
[
− 1|˙|
∫ ∞

Γ(′) d′
]
(4.7)
where |˙| is a constant ramp speed. We are interested in central moments mn of variable  i.e. moments
defined around its mean value ¯:
mn ≡ 〈 (− ¯)n 〉 =
∫ ∞
0
d (− ¯)n P () (4.8)
where ¯ =
∫∞
0
d  P (). Dispersion, skewness and kurtosis can be expressed in terms of central moments.
To this end, it is convenient to introduce dimensionless parameter
Z = ln
[
A/|˙|
bB1+a/b
]
, (4.9)
which only weakly depends on the characteristics of the system in question. For self-consistency of the
description this parameter should be large which can be achieved by tuning the ramp speed |˙|.
It is straightforward to show that moments of distribution (4.7) can be written as an asymptotic power
series in 1/Z  1 as follows:
〈 n 〉 = B−n/bZn/b
1 +∑
j=1
Z−jfj(n, lnZ)
 . (4.10)
Definition of the expansion coefficients fj are cumbersome, but can be found in Reference [49]. Within the
model fj depend on power exponents a and b, and very weakly (as a double logarithm), on temperature-
dependent parameters A and B, and the ramp speed |˙|. This implies that temperature scaling of both
moments 〈 n 〉 and central moments 〈(− ¯)n〉 is fully dominated by the temperature scaling of B which is
proportional to the height of the phase slip barrier {〈 n 〉, 〈(− ¯)n〉} ∝ B−n/b(T ). To determine proportion-
ality coefficients one needs to use the explicit form of fj . Up to the order 1/Z first two moments are given
by
¯ = Z1/bB−1/b
(
1 +
v/b
Z
)
, (4.11)
σ2 ≡ m2 = Z2/b−2B−2/b(
pi2
6b2
+
1
Zb3
[
api2/3 + (1− b)(pi2v/3− ψ′′(1))]) . (4.12)
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We have defined v = (a/b) lnZ + γ, where γ ≈ 0.577 is the Euler-Masheroni constant, and ψ′′(1) ≈ −2.404
is the tetragamma function. Notice that in expression (4.12) for σ2 coefficient of 1/Z term in the brackets is
different from that given by Eq. (8) of Ref. [47] which appears to be in error. Despite increasing complexity
of the calculation the leading term in the third and fourth central moments are given by simple expressions:
m3 = B
−3/bZ3/b−3
(
−ψ
′′(1)
b3
+ δ3
)
, (4.13)
m4 = B
−4/bZ4/b−4
(
3pi4
20b4
+ δ4
)
. (4.14)
The correction terms are of the order {δ3, δ4} ∝ Z−1. For example δ3 = 160Zb4 [90api2v(v− 1)− 11pi4(b− 1)−
180ψ′′(1)(a− v(b− 1))] [49]. We are now in the position to compute skewness and kurtosis and thus find:
S = −m3/m3/22 = 63/2ψ′′(1)/pi3 +O(Z−1), (4.15)
K = m4/m
2
2 = 27/5 +O(Z
−1), (4.16)
which are central results of this section. Remarkably, to the leading order in 1/Z  1, both skewness and
kurtosis are given by universal numbers S ≈ −1.139 and K ≈ 5.4, which are independent of the parameters
of the system and are the same for both thermal and quantum phase slips. The magnitude of the correction
terms δ3, δ4 is analyzed for different values of the ramp speed and different models of a weak link in [49].
4.6 Extension of Kurkija¨rvi Theory to Higher Moments
To present a simpler conversation of the skewness and kurtosis, we can follow the Kurkija¨rvi analysis pre-
sented in section 2.5, although this only deals with an exponent in Equation 4.2 of b=3/2. In section
2.5 we showed that the standard deviation of switching current distributions with respect to the variable
u = ( U0kBT )
2/3(1 − I/IC), σu, is constant over large ranges in the pre-exponential factor X. Similarly, the
skewness and kurtosis of these distributions in u vary slowly over large changes in X. In Figure 4.5 we plot
the skewness and kurtosis of the probability distributions described by Equation 2.52 over a large range in
X. Both are relatively constant.
While the values of skewness and kurtosis shown in Figure 4.5 are with respect to the substitution variable
u, they can be related to the current. The skewness with respect to u is given by
S = N−1
Σi=Ni=1 (ui − u¯)3
σ3u
. (4.17)
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Figure 4.5: Skewness and kurtosis. Skewness (black) and kurtosis (red) of distributions described by Equa-
tion 2.52. Note that these vales are found for distributions in u, and not current.
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If we replace u with I, we find
S = N−1
( U0kBT )
2Σi=Ni=1 (1− Isw,iIC − (1−
¯Isw
IC
))3
1
I3C
( U0kBT )
2σ3i
. (4.18)
and we find that
Su = −SI (4.19)
where Su is the skewness of the distribution with respect to u and SI is the skewness of the distribution
in current. Since the skewness in u is constant around 1, we confirm that the skewness in the current
distribution should be around SI=-1. Similarly, we can find that the kurtosis with respect to u is equal to
the kurtosis of the switching current distribution. Thus we confirm that kurtosis should be constant with a
value around K=5.
4.7 Conclusion
We have experimentally demonstrated the universality of higher moments – skewness and kurtosis – of the
switching current distribution in superconducting nanocircuits. Our results are supported both by analytical
modeling and by numerical simulations. We have also pointed out that the universality of higher moments is
affected by extraneous noise and suggested to use this observation to detect the presence of unwanted noise
in the data. We find that unlike the standard deviation, the skewness and kurtosis do not show dependence
on the mechanism of a phase-slip (whether it is initiated by quantum or thermal fluctuations). However in
either case, large deviations from values of S = -1 or K = 5 may be indicative either noisy measurements or
physical time-dependent fluctuations in the sample.
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Chapter 5
Macroscopic Quantum Tunneling in
Quasi-2D Single-Photon Detectors
5.1 Introduction
1 Quantum tunneling between macroscopically distinct states has been studied extensively in Josephson
junctions and nanowires [52, 69]. Some of the most basic evidence for macroscopic quantum tunneling (MQT)
in these systems comes from the saturation of the standard deviation of switching current distributions and
the saturation of escape temperature at bath temperatures below some threshold value [2, 16, 69, 30, 29].
Exploring quantum tunneling in quasi-2D superconductors has recently become a particularly interesting
topic as the practical use of quasi-2D NbN strips as single photon detectors has grown [70, 71, 72]. In
practice, these detectors are driven at currents near their critical currents so that when a photon strikes the
superconductor, it can cause a segment of the strip to become normal for a short period of time, registering a
voltage pulse. However there also exists a rate of false events, known as dark counts, whereby a voltage pulse
can be detected without an incident photon. A possible origin of these dark counts is thermally activated
escape from the superconducting state [73, 74, 75, 76, 77, 78]. Such thermal dark counts can be suppressed
by reducing temperature. A second possible origin of dark counts is MQT [28] of vortices or phase-slips
between the ends of the quasi-2D strip [73, 79]. This option has been speculated theoretically but not yet
observed experimentally. The rate of MQT is not expected to be strongly affected by temperature, and
therefore MQT could provide a base-level dark count rate which can be achieved if the photon detector is
cooled below some threshold quantum temperature. Note that we understand a phase-slip event to be any
process which leads to a quantized phase change of the order parameter by 2pi between the ends of the strip,
which represents the elementary dissipative event in the superconductor.
As dark counts in wide strips have been investigated, a debate over the microscopic process by which
the strips switch from the superconducting state to the normal state has emerged. Recent theories and
experiments have supported three different escape processes (all of which are 2pi phase-slip events), including
1Much of the work in this chapter was performed with the help of A. Semenov, A. Korneev, Yu. Korneeva, G. Gol’tsman
and A. Bezryadin. I acknowledge and thank them for their contributions. Large sections of this chapter are reprinted from
A. Murphy, A. Semenov, A. Korneev, Yu. Korneeva, G. Gol’tsman and A. Bezryadin, Sci. Rep. 5, 10174 (2015). [68]
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single vortices crossing an edge barrier [73, 74, 75, 80], vortex-antivortex pairs splitting apart under the action
of the Lorentz force [74, 76, 77, 78] and escape through an energy saddle point which does not involve a
vortex core [81, 82, 83]. Such a saddle point, with a suppressed but still above zero order parameter, has
been used to explain Little-type phase-slips in one-dimensional superconducting wires [26, 43]. Recently, it
was generalized theoretically to quasi-2D superconducting strips [82, 83]. After passing through the energy
saddle point, i.e. when the free energy has passed through the maximum and is already lowered, a vortex is
formed in the strip. The Lorentz force then pushes the vortex across the strip causing a phase-slip. So in any
theory, it is expected that a vortex or vortex-antivortex pair is needed to produce a phase-slip. Yet in the
vortex-free saddle point model, the maximum of the free energy is achieved before the vortex core is created.
For the case of MQT, this model is most plausible because it does not involve quasiparticle dissipation.
Note that according to Caldeira-Leggett theory any dissipation reduces the rate of quantum tunneling
exponentially [84]. Another possible cause of dark counts could be multi-phase-slip switching events, or
phase diffusion, which have been observed in many superconducting devices including one-dimensional wires
[16, 31, 52, 85, 86] but have not been investigated so far as a candidate for the dark counts in photon
detectors.
Most experiments so far were performed in the range of intermediate temperatures, where supercon-
ducting single-photon detectors commonly operate and MQT is not expected to be observed. The few
experiments which have reached much lower temperatures have drawn conflicting conclusions on both es-
cape method and on presence of MQT [73, 76, 79]. It has therefore become apparent that in order to study
MQT in quasi-2D strips, evidence for MQT should come from new sources such as counting-statistics as
historically was done for Josephson junctions and one-dimensional wires.
In this chapter, we report evidence of macroscopic quantum tunneling in wide (compared to the size of
the vortex core) NbN strips by demonstrating the saturation of the standard deviation of their switching
current distributions and the saturation of the escape temperature. All measurements are done on commer-
cially available superconducting photon detectors, made with quasi-2D superconducting meandering strips.
Because the switching events are observed without any photon irradiation and with careful multi-stage elec-
tromagnetic noise filtering, these events represent so-called “dark counts”. We fit our data using the general
Kurkija¨rvi-Garg (KG) [35] model and show that the escape rates in such systems can be approximated
using forms similar to those derived for Josephson junctions, nanowires and graphene junctions made su-
perconducting by proximity effect [1, 30, 35, 47, 56]. We also establish that at higher temperatures single
phase-slips cannot switch our superconducting strips. Switching events and therefore dark counts are due
to an approximate coincidence of more than one phase-slip at high temperatures.
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5.2 Experiment
The photon detectors measured are approximately 245 µm long, 4 nm thick and 120 nm wide NbN strips
(Fig. 5.1a). The coherence length ξ and perpendicular magnetic penetration depth Λ of similar samples are
known to be around 5 nm and 50 µm respectively [17, 38]. Because ξ  w, the strip forming the photon
detector is considered quasi-two-dimensional. Yet the supercurrent is expected to be uniform across the
width of the strip because w  Λ. Note that the current density is lower near the turning points because,
according to the employed sample design (Fig. 5.1a), the width of the strip is roughly twice larger at the
turning point. Thus it is not expected that phase-slips would occur predominately at the turning points.
Sample fabrication is performed by A. Semenov, A. Korneev, Yu. Korneeva and G. Gol’tsman. The
samples are fabricated from 4 nm thick niobium nitride (NbN) film. The critical temperature of each
device is around 10 K (Fig. 5.2a). The fabrication procedure is similar to the one described in detail in
Reference [87]. In brief, the NbN film is deposited by DC reactive magnetron sputtering on thermally
oxidized silicon wafers. The film is patterned as meander-shaped strip by electron beam lithography in
PMMA 950K resist and reactive ion etching in SF6. The strips outside the meander are used for proximity
effect correction in e-beam lithography.
Measurements were performed in a He-4 system with a base temperature of 1.45 K. A diagram of the
setup is shown in Fig. 5.1b. The function generator was connected to the photon detector across a series
resistor of value Rs1 = 46 kΩ; the other end of the detector was connected to the ground through a series
resistor of value Rs2 = 1 kΩ. The normal state resistance of our devices Rn was on the order of 1 MΩ.
The voltage was measured across the detector directly while the current was determined by measuring the
voltage across the 1 kΩ series resistor. A sinusoidal bias voltage exceeding the necessary voltage to reach the
critical current of the photon detector was applied to the system. Signal lines were filtered by pi-filters at
high temperature and passed through silver-particle filters at the base temperature. In the experiments, the
bias current is slowly increased from zero and the voltage and the current are carefully monitored. As the
current reaches some critical value called the switching current Isw, the voltage across the photon detector
suddenly jumps from zero to a rather large value and the current through the system suddenly decreases.
This happens because the photon detector switches to the resistive state, and the normal state resistance of
the detector is much larger than the series resistors. The value of current at the moment of the voltage jump,
which corresponds to the peak current measured, was recorded as Isw. Such measurements were repeated
at least 10,000 times at each temperature for Samples 4 and 12, and 50,000 times for Sample 7. The peak
bias voltage was adjusted at each temperature in order to keep the sweep speed ωI = dI/dt at the switching
current constant with temperature. Note that the current was changing with time as I(t) = V0RT sin(ωt)
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Figure 5.1: An SEM image of a niobium nitride photon detector and schematic diagram of the setup. (a)
An SEM image of Sample 4. The NbN superconducting strip (lighter region) is roughly 250 µm in length
and about 4 nm thick. The image is stretched vertically to make the strip more pronounced. The distance
between the current turning points is about 7 µm, and the wide turns in the pattern allow the current to
change direction without creating regions of high current density. The path which the current travels is
indicated by arrows. Not shown in the figure, to the far right or the far left, each horizontal NbN segment
comes to an abrupt end and has no additional connections to the rest of the superconductor. The inset is a
zoomed in view on one segment of the detector showing the width of the strip to be about 120 nm. (b) A
schematic diagram of the setup. Superconducting NbN, shown in blue, is placed on a Si chip, which is shown
in red. Voltage is measured directly across the sample. The voltage across Rs2 = 1 kΩ is used to determine
the current though the strip using Ohm’s law. The resistor Rs1 = 46 kΩ serves to limit the current in the
circuit. Signals are amplified, read by a data acquisition (DAQ) card, and analyzed by computer.
where V0 is the peak bias voltage, RT = Rs1 + Rs2 is the total resistance of the experimental setup while
the sample is superconducting, and ω = 41 Hz is the frequency. Therefore the sweep speed at I = Isw can
be calculated as ωI =
V0ω
RT
√
1− (IswRT /V0)2. Sweep speeds at Isw were kept near 3 mA/s, 3.6 mA/s and
2.6 mA/s for Samples 4, 7 and 12 respectively.
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Figure 5.2: Critical temperature and switching current in NbN wires. (a) The RT curve of Sample 12 shows
a critical temperature around 10 K. (b) A typical VI curve. The sample resistance is much larger than the
series resistance, thus the current through the sample quickly decreases when the sample becomes resistive.
5.3 Analysis
Fig. 5.2b shows a typical voltage versus current dependence [44] (VI curve). When a segment of the NbN
strip switches from superconducting to normal, the total resistance of the system sharply increases, causing
the current through the system to fall. The switching current is marked in Fig. 5.2b with arrows. In fact,
there are two such switching currents, one occurring at the positive bias (Isw+) and one occurring at the
negative bias (Isw−).
At any given temperature, the switching current exhibits a stochastic nature, resulting in a distribution
of switching currents. The standard deviation σ of these distributions, which is plotted versus temperature
in Fig. 5.3a, can be analyzed to determine whether quantum or thermal fluctuations are responsible for
the strip switching to the resistive state [1, 2, 35]. At high bath temperatures (T > Tm where Tm is the
temperature corresponding to the maximum in σ) standard deviation decreases with increasing temperature.
At these temperatures, multiple thermally activated phase-slips (TAPS) are necessary to switch the strip to
a resistive state. The multiple phase-slip regime is such that a single phase-slip cannot switch the quasi-2D
strip to a resistive state, and an almost perfect coincidence in time and in space of two or more phase-slippage
events is necessary to produce a switching event. According to previous studies the main signature of the
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multiple phase-slip regime is the fact that σ decreases with increasing temperature [52]. In the intermediate
temperature range, at Tq < T < Tm, single TAPS are responsible for switching events, and the standard
deviation decreases with cooling [1, 69]. At the lowest temperatures the standard deviation saturates,
indicating that quantum tunneling of phase-slips (QPS) is the dominant process by which the system escapes
from the metastable superconducting state. The temperatures at which the standard deviation saturates
are taken as the quantum crossover temperatures Tq and recorded in Table 5.1. Thus we find evidence of
MQT in quasi-2D systems and determine the transition temperature Tq between TAPS and QPS in photon
detectors. Reducing the bath temperature down to Tq is expected to reduce the dark count rate to its
quantum minimum and thus can be used to make the detectors more efficient.
The observed crossover at T = Tm (see the discussion above) suggests that in the normal temperature
range in which photon-detectors are operated, T ≈ 5 K, multiple TAPS can be responsible for dark counts.
Therefore existing theoretical models describing dark counts would be made more accurate if they included
the multiple TAPS scenario [52, 85, 86]. When σ is small, small changes in applied current return large
changes in the average dark count rate. Therefore it should be advantageous to operate photon detectors
far from Tm, i.e., as far as possible from the temperature where the fluctuations in the switching current are
most noticeable. It should also be advantageous to reduce Tm, thereby reducing σ in the multiple TAPS
regime.
While the standard deviation saturates at low temperatures, the mean switching current, < Isw >, shown
in Fig. 5.4a, does not. To make this trend clearer we normalize < Isw > by its value at Tq, normalize the
temperature by Tq and focus on the lowest temperatures in Fig. 5.4b. Analyzing the mean switching current
provides a check that the saturation seen in the standard deviation is not simply due to a saturation of
sample temperature, because we would expect to see a similar saturation in the mean switching current in
this case. In fact, what is observed is that σ shows a sharp saturation at Tq while < Isw > does not exhibit
any peculiarity at Tq at all. This type of behavior is expected from the Kurkija¨rvi-Garg model [30], and it
confirms our initial conclusion that the observed saturation at T = Tq is the crossover to MQT.
At T < Tm, the skewness of the switching distributions is about -1 and kurtosis is about 5, as shown
in Fig. 5.4c and 5.4d. It has been shown that these values are expected for switching distributions in the
temperature range where escape is caused by single phase-slips, whether quantum or thermal [49]. Typical
perturbations, such as noise in the setup or an influx of external photons would pull skewness toward
zero and kurtosis toward three, corresponding to a Gaussian distribution [49]. Skewness and kurtosis can
also be used to detect the temperatures at which multiple phase-slips must be responsible for escape, as
distributions become increasingly Gaussian for T > Tm. This trend can be seen in Sample 4 and Sample 12.
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Figure 5.3: Standard deviations of switching distributions in wide NbN wires. (a) The standard deviations
of the switching current distributions of Samples 4, 7 and 12 are plotted vs temperature. All three samples
show saturation at low temperatures which is known as a signature of macroscopic quantum tunneling. The
temperatures at which σ saturates are recorded as the quantum temperatures of the strips and are indicated
on the plot as Tq. The multiple phase-slip regime is visible at T > Tm. It is manifested by a drop of the
standard deviation with increasing temperature. (b) Fits of σ/I
1−1/b
c to T 1/b (solid curves) are performed
for Tq < T < Tm in order to find the best-fit power, b, for the temperature dependence, according to the
Kurkija¨rvi analysis [1]. The current dependence in the energy barrier for a phase-slip event has the same
power (see Equation 5.2). The best-fit powers are shown in the figure and also listed in Table 5.1. The data
and fit for Sample 12 in Figure b are multiplied by a factor of 9 so that all three curves can be easily seen.
Impacts from high-energy cosmic rays or products of radioactive decay events that can cause dark counts
in superconducting kinetic-inductance detectors [88, 89] can additionally be ruled out as the source of dark
counts in our setup because they result in a much slower dependence of switching rates on bias current
than those found in Fig. 5.5. The upper limit for the rate of the events with high energy transferred to the
detector (greater than of visible-light photon) was 10−4s−1 [90]. Therefore we conclude that our switching
measurements are dominated by thermal or quantum phase-slips.
Switching rates were calculated by performing the Kurkija¨rvi-Fulton-Dunkelberger (KFD) transformation
[1, 48] on the switching current distributions, and fit using the Kurkija¨rvi-Garg model [1, 30, 35, 47]. The
switching currents are binned with bin size ∆I = 30 nA. The first bin is chosen such that it contains the
lowest switching current measured for the particular sample and temperature. Subsequent bins are placed
adjacent to one another at increasing currents until the highest switching current for the particular sample
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Figure 5.4: Switching distribution statistics in wide NbN wires. The (a) mean switching currents and (b)
normalized mean switching currents of Samples 4, 7 and 12 increase with cooling in all temperature regions,
including T < Tq. The normalized mean switching current is obtained by dividing the mean switching
current by its value at T = Tq and the normalized temperature is obtained by dividing T by Tq. The (c)
skewness and (d) kurtosis reflect expected values and verify that the saturation in standard deviation is not
caused by reaching a base level of noise in the system. At T > Tm skewness and kurtosis trend toward
Gaussian distribution values. The legend presented in (a) pertains to all four plots in this figure.
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and temperature has been exceeded, resulting in a total of N bins. The total number of switching events
nk contained within bin k are evaluated at the bin center Ik. The KFD transformation takes the binned
distribution of switching events and returns the rate of switching events evaluated at the bin centers. The
rate Γ at some bin center Ij is given by
Γ(Ij) =
ωI
∆I
ln(
Σk=Nk=j nk
Σk=Nk=j+1nk
). (5.1)
We assume that the energy barrier for thermal escape can be approximated in the general form of
∆U = U0(1− I
Ic
)b (5.2)
where U0 = α~Ic/2e is the energy barrier at zero current. Here, I is the applied current, Ic is the temperature-
dependent critical current and e is the charge of an electron. The positive constants α and b are used as
fitting parameters. This form allows our results to be easily compared to Josephson junctions and long wires.
In the LAMH model of long wires [16, 43, 46, 91], α =
√
6 and b =5/4. For Josephson junctions, α = 4
√
2/3
and b = 3/2 [35]. At high currents the energy barrier for a phase-slip is expected to become narrow. We can
roughly estimate the width of the energy barrier from the energy of a vortex core, B2CV/2µ0, and the work
done by the Lorentz force on a vortex, JΦ0dx, where d is the film thickness, J is the supercurrent density,
Φ0 is the flux quantum, and x is the distance of the vortex core measured from the edge of the strip. BC is
the critical magnetic field, and V is the volume of the vortex, which we will estimate as V = piξ2d where ξ is
the coherence length [16]. The energy barrier reaches zero when the core energy equals the work performed
by the Lorentz force at xb = B
2
Cpiξ
2/2µ0JΦ0. Using equation 4.20 from Reference [16], our estimate can
be rewritten as xb = Φ0w/16piΛµ0I. Plugging in a typical value of current, I = 20 µA, we find xb ≈ 4
nm. Physically, xb represents a rough estimate for the barrier width for a phase-slip tunneling event in our
quasi-2D superconducting strip. After crossing this energy barrier, the system will develop a vortex at xb
which will then move classically, under the action of the Lorentz force, across the strip causing a phase-slip.
Because the relevant region for phase-slippage is on the order of the coherence length, our system should be
able to be described similarly to a quasi-one-dimensional wire, thus justifying our choice of the barrier form
(Equation 5.2). We note that detailed theory [82] also supports the idea that at high currents the energy
saddle point is located near the edge of the film, effectively reducing the problem to a quasi-one-dimensional
case.
Using the Arrhenius activation equation, we fit the rates to
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Γ = Ω exp(
−∆U
kBTesc
). (5.3)
Ω is the attempt frequency, Tesc is the escape temperature, which may or may not equal the sample tem-
perature, and kB is the Boltzmann constant.
The critical current was determined at each temperature by following the KG model [1, 35, 47] Ic =<
Isw > +Kσ where K = b
√
6ln(Ωσ/ωI)/pi and ωI is the sweep speed. The only temperature-dependent
variables in the equation for K are found in the logarithm, and therefore K is expected to vary slowly. The
actual value of K varies slowly with temperature within ± 1 of the values listed in Table 5.1.
For simplicity, we ignore any current or temperature dependence in the attempt frequency. It should
be noted that the attempt frequency often appears within a logarithm in our analysis and therefore small
changes in Ω should not have a large effect on our results. Additionally, we have observed that good fits can
be obtained with different values of the attempt frequency. We therefore choose to show fits at Ω = 1 THz,
on the order of the natural frequency of the superconducting gap oscillations in NbN [92].
To find the power b, we make use of the second relationship in the KG model [1, 30, 35, 47]
σ =
piIc√
6b
(
U0
kBT
)−1/b ln(
Ωσ
ωI
)1/b. (5.4)
If we assume that the logarithmic term varies slowly, we can derive the relationship σ ∝ I1−1/bc T 1/b, because
U0 ∝ Ic. We use this relationship to determine a best-fit value of b for the data corresponding to thermal
activation by single phase-slips, i.e. Tq < T < Tm. Fits are shown in Fig. 5.3b and best-fit values of b
are listed in Table 5.1. The best-fit values of b found are of the same order of magnitude as predicted for
thin wires and/or Josephson junctions. The reason for this similarity is that the energy saddle point is
located near the edge of the strip at high bias currents, thus making the strip in many ways similar to a thin
superconducting wire [82].
After the critical current and the power b have been determined, the constant α is set as a temperature
independent parameter and is chosen such that the rates curves calculated by Eq. 3 fit the data well for
Tq < T < Tm. The escape temperature is then adjusted at all temperatures to produce best-fit curves.
The best-fit escape temperature values are plotted versus bath temperature in Figure 5.6. The rate curves,
shown in Fig. 5.5, fit the data well using Tesc ≈ T for Tq < T < Tm, but at low temperatures best-fits
require Tesc > T . This is a signature of the crossover from thermal activation to quantum tunneling escape
processes. The temperatures at which the escape temperature saturates, T ′q, are very similar to the values
of Tq. Values of T
′
q are recorded in Table 5.1. For all three samples, saturation of escape temperature occurs
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Figure 5.5: Rates of dark counts. The rates of dark counts (symbols) for Samples 4, 7 and 12 are plotted
vs current and fitted (solid lines) using the KG model for thermal activation. Fit parameters are shown
in Table 5.1 and Figure 5.6. The lowest temperature curves correspond to the highest currents. At low
temperatures, the average value of the switching current changes slowly and the rate curves become more
difficult to distinguish in these plots.
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Sample Tc Tq T
′
q b α Isw Ic Rn K
4 9.9 1.8 1.7 1.94 1.16 21.2 26.5 1.6 27
7 10.2 1.9 1.9 2.02 1.19 30.0 36.7 1.3 28
12 10 2.4 2.3 1.36 1.08 20.4 23.9 1.9 19
Table 5.1: NbN wire parameters and fitting parameters. Temperatures are given in K, currents in µA and
resistance in MΩ. The measured switching currents Isw and fitting parameter critical currents Ic are given
for a temperature of 1.5 K.
around 2 K. When multiple TAPS are responsible for dark counts, i.e. at T > Tm, fits require Tesc < T (see
reference [27]).
Previous work [30] has argued for a linear relationship between quantum and critical temperatures. In
Figure 5.7 we combine our data for NbN strips with data from MoGe wires and find a best-fit relationship
Tq ∝ T 1.2c . Thus we confirm the expectation that the relationship is near linear. For this fit, we used the
Tq determined from the standard deviation curves of our NbN strips, although using T
′
q for this fit would
not give a significantly different result. It is important to emphasize that the result shown as a blue circle
was obtained using a microwave setup normally used to measure superconducting qubits [93]. Its noise level
is low and the whole setup is qualitatively different compared to the DC measurement setups. Thus the
coincidence of the quantum temperatures confirms the conclusions that the observed crossover is not due
to any uncontrolled noise but due to the internal quantum fluctuations occurring in the nanowires and thin
films.
5.4 Conclusions
We have demonstrated that dark counts in superconducting photon detectors biased at currents near the
critical current are dominated by multiple phase-slips at high temperatures and macroscopic quantum tun-
neling at low temperatures. By observing the first four moments of the switching distributions, we have
checked robustly for noise and other sources of measurement error. We find that quantum tunneling over-
takes thermal activation as the dominant process for phase-slips around 2 K in all of our samples, and that
the escape rate can be written in the same general form as is done for thin superconducting wires and as
well as Josephson junctions, i.e. in terms of the Kurkija¨rvi-Garg model.
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Figure 5.6: NbN wire escape temperature. Escape temperature is plotted vs real temperature for Samples
4, 7 and 12. The escape temperature was determined by fitting rate curves to Equation 5.3. Escape
temperature was the only fitting parameter allowed to change with temperature for each sample measured.
The line Tesc = T is plotted for comparison. Saturation of Tesc at low temperatures is a signature of MQT.
In the multiple TAPS regime, Tesc < T .
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Figure 5.7: Quantum temperature versus critical temperature. The logarithm of Tq is plotted vs the loga-
rithm of Tc along with data from MoGe samples [30, 93]. There is a general trend that Tq increases with
Tc. The best-fit relationship from the combined data is log(Tq) = 1.2 log(Tc)− 0.9.
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Chapter 6
Nanowire SQUID
6.1 Introduction
1Superconducting quantum interference devices[16, 95] (SQUIDs) are known to be extremely sensitive to
weak magnetic fields, and therefore various forms of superconducting loops have recently attracted significant
attention[96, 97, 98, 99, 100, 101, 102, 103, 104]. Nanowire networks[105] and loops[42, 93, 106, 107, 108,
109, 110, 111] are qualitatively distinct from Josephson junctions and conventional SQUIDS due to the linear
nature of the nanowire current-phase relationship (CPR) at low temperatures [106]. Josephson junctions,
on the other hand, obey a sinusoidal CPR. The reason nanowires are different is that they are made of
a superconducting alloy, so they can maintain superconductivity on their own, even if not connected to
external superconducting electrodes.
Nanowire SQUIDs have been used in important applications such as the detection of macroscopic quan-
tum tunneling in magnetic systems with large spins[112]. Thus the applications of a nanowire SQUID demand
very low temperatures. Yet virtually all models of nanowire SQUIDs are based on Ginzburg-Landau equa-
tions, which are valid only near the critical temperature. Thus, one goal of this chapter is to develop a model
which would be applicable for low temperatures. As will be discussed, we find such a model which provides
excellent fits to our data.
The properties of unshunted conventional SQUIDs composed of two Josephson junctions are well known
[16]. In the simplest case where the loop inductance is negligible, the critical current of the SQUID is a
periodic, single-valued function of the magnetic field, and its maxima correspond to integer multiples of the
flux quantum, while its minima occur at half flux quantum plus an integer number of flux quanta[16]. If the
SQUID is asymmetric, i.e. if the critical currents of the two branches forming the SQUID are different, then
the conditions listed above remain true, but the critical current modulation does not go all the way to zero
at half flux quantum. The fact that the maxima and minima of the IC(B) function coincide with integer
and half-integer normalized flux values is due to the sinusoidal nature of the CPR for each weak link and
1The work in this chapter was done with A. Bezryadin, and publication is forthcoming. [94]
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the associated critical phase of pi/2.
Here we present experiments and propose a model for asymmetric nanowire SQUIDs in which the crit-
ical phase is significantly larger than pi/2. This fact leads to the occurrence of multiple metastable states
which differ by their winding number (vorticity). We elucidate the qualitative changes which the function
IC(B) exhibits in such cases. The devices exhibit a number of characteristics which make them qualita-
tively different from the conventional unshunted SQUIDs [16]. We observe that the critical current of the
nanowire SQUID is multi-valued and its minima and maxima can shift strongly from the usual integer and
half-integer flux quanta values. These features have been observed previously [107, 113, 114, 115, 116]. We
also observe that the general shape of the IC(B) curve is made of linear segments rather than being sinu-
soidal. At temperatures much lower than the critical temperature TC , a linear CPR (and therefore a linear
relationship between critical current and field) is both expected [16, 21, 23, 24, 25, 39] and has been observed
experimentally [106, 108, 113, 114, 115]. Advanced computational simulations based on Ginzburg-Landau
theory, which is known to be valid at temperatures near the critical temperature TC [117], have been used to
simulate the critical current versus field dependence of nanowire loops previously [113, 115, 116]. While some
of these computational models do calculate a piecewise linear or near-linear dependence of critical current
on magnetic field [113, 115], these authors do not present theoretical analysis of cases in which the loop is
asymmetric. Additionally, none plot theory on top of experimental data to allow direct comparison of the
two. Here we propose a simple model, based on a linear CPR, which allows accurate fitting of the critical
current versus field dependence. The model predicts the multi-valuedness, shifts in maxima and minima,
and the linearity of the IC(B) function. Thus, we confirm theoretical predictions that the CPR of a thin
wire is linear at very low temperatures [16, 21, 23]. We address asymmetric systems quantitatively and plot
theoretical curves on top of experimental data for direct comparison.
We also observe and discuss unusual plateaus in the standard deviation of the switching current dis-
tribution. We analyze the temperature dependence of the standard deviation of switching distributions to
demonstrate evidence of macroscopic quantum tunneling in nanowire SQUIDs. Furthermore, we observe
that the regions of stability of the vorticity, namely the Little-Parks diamonds [115, 118, 119], can overlap
significantly, thus generating multivaluedness of the critical current and of the vorticity at a fixed magnetic
field. Yet we find some magnetic field - bias current parameter regions, which we call unique-vorticity dia-
monds, in which only one vorticity is stable. These results open doors to vorticity-manipulation experiments.
We observe that the critical current versus field function IC(B) is symmetric with respect to the origin, if
both positive and negative branches are included. This fact is explained within our linear-CPR model of
a nanowire SQUID. Finally, we observe the presence of hidden phase-slips, i.e. phase slips which are not
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accompanied by the switching of the device to the normal state, as predicted in our model.
6.2 Experiment
All three measured nanowire SQUIDs, Device 7715s1 (Fig. 6.1), Device 51215s3 and Device 31414s1 are
produced by a molecular templating method [35, 120]. In brief, the nanowires were made by depositing
carbon nanotubes across a 100 nm - 200 nm trench on a Si chip coated with a bilayer of SiO2 and SiN. A
layer of Mo75Ge25 was sputtered on the entire chip coating both the carbon nanotubes and the SiN surface.
This layer was 18 nm thick for Device 7715s1, 17 nm thick for Device 51215s3 and 10 nm thick for Device
31414s1. This process creates both the Mo75Ge25 nanowires and the wide electrodes connected to them
simultaneously, thus contact resistance does not occur. Contact pads and electrodes were then patterned
by photolithography such that after etching with H2O2, only the two desired nanowires remained as weak
superconducting links between the electrodes. The width of the electrodes is 20 µm.
Each device consists of two nonidentical nanowires which are connected in parallel to the two electrodes,
forming an asymmetric superconducting loop (Fig. 6.1). The bias current flows from one of these electrodes,
through the pair of nanowires, to the second electrode. One nanowire of Device 7715s1 is 42 nm wide and
140 nm in length, and the other one is 26 nm wide and 158 nm in length. The nanowires are separated by
2.5 µm. Device 51215s3 consists of a 29 nm wide by 190 nm long nanowire separated from a 19 nm wide by
170 nm long nanowire by distance 1.3 µm. Device 31414s1 consists of a 35 nm wide by 225 nm long wire
separated from a 23 nm wide by 216 nm long wire by a distance of 2.6 µm.
Device 7715s1 is measured at 320 mK in a He-3 system, and all devices are measured at and above 1.5
K in a He-4 cryostat. A current biasing is achieved by placing larger resistors in series with the device and
a function generator. Two resistors have been used, 1 kΩ and 47 kΩ. Current is calculated using Ohm’s
law by measuring the voltage across the 1 kΩ resistor whereas the voltage on the sample is measured on the
contact pads, which are connected to the electrodes. A sinusoidal bias current with a sweep frequency of 1.1
Hz is applied to Device 7715s1 in the He-3 measurements, while a frequency of 3.5 Hz (Device 7715s1 and
Device 51215s3) or 11 Hz (Device 31414s1) is applied for measurements of critical current performed in the
He-4 setup.
As temperature is decreased, the resistance of each device shows two transitions (Fig. 6.2a). At the
higher temperature transition, the contact pads and electrodes become superconducting, while at the lower
temperature transition the nanowires become superconducting. The temperature at which the nanowires
becomes superconducting is the critical temperature TC . At temperatures sufficiently below TC , as the
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Figure 6.1: SEM image of a nanowire SQUID. An SEM image of Device 7715s1. Two nanowires (gray)
lay across a 140 nm wide trench (black). The distance between the wires is 2.5 µm. The superconducting
electrodes appear as the gray areas above and below the nanowires.
current is increased from zero, the voltage across the device is initially zero, but at some critical value of the
applied current the voltage suddenly jumps from zero to a large value of the order of tens of mV (Fig. 6.2b).
Such a sudden jump indicates that the device has become normal. The current at which this transition takes
place is recorded as the critical current IC . As shown in Fig. 6.2b there are two such critical currents, one
at positive applied bias, IC+, and one at negative applied bias, IC−.
In Figure 6.3a we plot the critical current (black dots) of the SQUID 7715s1 versus magnetic field B.
Multiple measurements of the critical current are taken at each value of magnetic field. The measured critical
current is a multivalued periodic function of magnetic field, composed of approximately linear segments and
resembling a periodic sequence of diamonds. A linear dependence of the critical current on the magnetic
field has been observed previously [106, 108, 113, 114, 115]. In Fig. 6.3b, the positive critical current IC+
is compared to the negative critical current IC−, which was multiplied by −1. In conventional SQUIDs the
maximum in the switching current always occurs at zero field [16] and the minimum occurs if the applied
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Figure 6.2: Resistance vs temperature and voltage vs current. a) The resistance of Device 7715s1 plotted vs
temperature shows two transitions. The higher temperature transition occurs when the larger features of the
device (the electrodes and contact pads) become superconducting. The lower temperature transition occurs
when the nanowires become superconducting. b) The voltage vs current curve is measured at temperatures
far below the critical temperature. As current through the device is increased from zero, the voltage suddenly
jumps at the critical currents (labeled on the plot as IC+ at positive applied bias current or IC− at negative
applied bias current).
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Figure 6.3: Critical current of a nanowire SQUID. a) The critical current (black points) plotted against
magnetic field. Fits, in solid lines forming diamond shapes, show the Little-Parks diamonds generated by
our model (see text). They predict the critical currents associated with states characterized by fixed vorticity
values. From left to right, the vorticity of the fitting curves increments from nv = -2 to 2. Fit parameters
are listed in Table 6.1. b) For clarity, the absolute value of the critical current and fits of the critical current
for states nv = 0 and 1 are plotted. Black squares denote positive critical currents and red circles denote the
absolute value of the negative critical currents. The shaded area in both figures shows the positive-current
unique-vorticity diamond of the vorticity state nv = 0.
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flux equals half of the flux quantum. However this is not true in general in our two-wire devices. In this
example of the representative Device 7715s1 measured at T =320 mK (Figure 6.3b), one can see that IC+
= IC− at B = 0. Yet, neither the maxima nor the minima occur at B = 0.
6.3 Model
The results can be understood as follows. The total bias current is split between the two wires. We assume
the current in each individual wire is given by a linear current-phase relationship
Ij = IC,jφj/φC,j (6.1)
where j = 1 or 2 is the wire number. Ij is the supercurrent through the wire j, IC,j is the critical current of
wire j, and φj is the difference of the phase of the complex superconducting order parameter taken between
the end points of the wire j. We also introduce the notion of the critical phase difference φC,j (j is the wire
number) which is the phase difference at which the supercurrent reaches its maximum possible value and
the superconductivity gets destroyed. The critical phase is allowed to be greater than pi/2 (φC = pi/2 if the
wire is much shorter than the coherence length which is on the order of 10 nm in our samples).
The second key component to build this quantitative model is the fact that the order parameter must
be single-valued on the closed loop. The total phase around the superconducting loop must be an integer
multiple of 2pi due to the single-valuedness of the order parameter. Therefore the phases across each wire
and the electrodes must add as [42]
φ1 − φ2 + 2δ = 2pinv (6.2)
Here, the vorticity (the winding number) of the SQUID loop is nv. The phase difference within each electrode
δ = δ(B) (defined between the ends of the two nanowires connected to the same electrode) is assumed to
be the same on both the electrodes; thus the factor of 2 occurs in the phase balance equation given above.
This Meissner phase difference is 2δ(B) = 2pi(B/∆B), where ∆B is the Little-Parks period and B is the
external field applied perpendicular to the SQUID loop [42]. In this simplified model only the kinetic energy
of the superconducting condensate is taken into account and the magnetic field distortion by the Meissner
effect is neglected. A more rigorous theoretical model might need to include the magnetic moment of the
supercurrent in the loop and its interaction with the applied field [121, 122]. In the present model, the
phase gradients in the electrodes are assumed to be created by the Meissner current in the electrodes and
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negligibly affected by the supercurrents in the nanowires because the wires are very weak superconductors
compared to the electrodes [42].
Combining equations 1 and 2, and the requirement that superconductivity should be destroyed if φj >
φC,j , we have calculated the total critical current of the nanowire SQUID for a given vorticity nv and
magnetic field B. We assume the total critical current of the device, IC(B), equals the smallest total applied
current at which the current across either wire reaches its critical value. Different values of nv result in
different critical currents. When the critical current of a vorticity state nv is plotted against magnetic field,
we find the boundaries of the region in which the vorticity state nv is stable. We call the region in which
a given vorticity is stable a Little-Parks diamond. Outside its Little-Parks diamond, the vorticity state nv
cannot exist because the critical current of at least one wire will be exceeded. When the system reaches
the boundary of its vorticity state, either the vorticity of the system will change to a new, stable vorticity
providing a larger critical current, or the device will switch to the normal state.
The critical currents of Device 7715s1 are calculated using equations 1 and 2 and shown in Fig. 6.3 by
the straight lines. The fitting parameters are listed in Table 6.1. The model gives good fits, thus confirming
that the CPR is linear with a high accuracy. Many Little-Parks diamonds overlap over wide ranges of fields
and currents. This explains why the critical current is multivalued. Another interesting fact is that the
model does not involve the geometric inductance of the nanowires. Thus only their kinetic inductance is
essential. Therefore it should be possible to reduce the dimensions of such nanowire SQUIDS by a large
factor without compromising their performance (since the kinetic inductance can be large even if the wire
is small, if the critical current of the wire is small).
A linear CPR has been predicted for thin wires at T = 0 [16, 21, 23, 24, 25, 39]. Additionally, many
computationally advanced models based on Ginzburg-Landau theory have been developed [113, 115, 116].
Here, we have shown that a simple model based on a linear CPR provides excellent fits to our critical
current data. Below, we will show how this model leads to a thorough understanding of the critical current
vs magnetic field function, reveals the process by which the system switches from the superconducting state
to the normal state, and how it correctly predicts the existence of hidden phase-slips.
6.4 Analysis
According to our model, if the wires are different, the optimal vorticities (the ones which produces the
largest IC(B)) are not always equal for positive and negative currents. At the largest currents at which the
sample is still superconducting, only the optimal vorticity state is stable because the critical currents of all
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other vorticity states have been exceeded. The region in field and current in which the optimal vorticity
is the only stable superconducting state will be referred to as the unique-vorticity diamond. For example,
the unique-vorticity diamond for state nv = 0 at positive currents of Device 7715s1 is shown as the shaded
region in Fig. 6.3. If the system is superconducting within the unique vorticity diamond then the vorticity
state is known. This suggests that nanowire SQUIDs may be applicable as memory devices using the unique-
vorticity diamond to write a known vorticity state. At low current bias, the device can have many different
vorticity values which are metastable. This metastability results in a multivaluedness of the critical current.
It should be noted that the model predicts the existence of many critical currents for a fixed field. Yet,
experimentally, we cannot see all of them simply by measuring the critical current. This fact indicates that
when the bias current reaches the critical current for a given vorticity state, the system is sometimes able
to modify its vorticity without switching to the normal state.
Each maximum in magnitude of IC(B) and the two critical current branches extending from it correspond
the critical currents associated with a particular vorticity state. We define a critical current branch as a
continuous line segment of critical current when plotted versus magnetic field. The maximum itself occurs
at the field when both wires reach their individual sample-specific critical currents (and critical phases)
simultaneously. The reason that the crossing branches have different slopes is due to the fact that they
represent different wires reaching their corresponding critical current and critical phase.
The critical phases (shown in Table 6.1) are found to be approximately 20 radians in each device. Note
that the critical phase of a Josephson junction is φCJJ = pi/2 rad. If we would connect two Josephson
junctions in series then we would need to apply a twice larger phase difference between the ends of the
chain to achieve the phase difference of pi/2 rad on each junction. Thus the critical phase of a chain of
two Josephson junctions connected in series would be φCJJ = pi rad. If the chain contains three junctions
in series then the critical phase is φCJJ = 3pi/2 = 4.7 rad. To have a critical phase of about 20 rad we
would need to create a chain of about 13 JJs. Of course our nanowires do not have Josephson junctions
inside them, in the sense that there are no insulating barriers or weak links in them, since the wires are
homogeneous. Yet every segment of size 2ξ can be considered as an independent region (junction) in which
a phase slip can occur. Thus, to estimate the critical phase, roughly, we can take the critical phase for one
junction (φCJJ = pi/2) and multiply this by the number of independent segments (L/2ξ). Note that the
size of a phase slip is 2ξ [45]. Then the wire can be modeled as a chain of junctions of the total number
nj = L/2ξ. The critical phase for each junction is pi/2. Thus the coherence length for a nanowire can be
estimated from the equation φC ≈ (pi/2)(L/2ξ). If φC ≈ 20 rad (as seen in Table 6.1) and L 200 nm then
ξ ≈ 8 nm. This value of coherence length is consistent with those found in previous studies of Mo75Ge25
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nanowires [18, 19, 20].
6.4.1 Standard Deviation
In measurements on superconducting junctions in which the current is slowly increased from zero, the
measured depairing current, often called the switching current, is typically slightly less than the critical
current of the junction [1]. The same phenomenon occurs in superconducting nanowires. Namely, as the
bias current is swept up, thermal or quantum fluctuations (i.e., phase slips) can cause the nanowire to escape
from its superconducting regime before the depairing current is reached [52]. Thus the fluctuation cause a
stochastic distribution of the switching current. In our model above we have treated the average switching
current and theoretical critical current as if they are equal, for simplicity, because the fluctuations are small.
Now we address the fluctuations of the switching current explicitly. We plot the average and the standard
deviation of the switching current distributions of Device 31414s1 at 1.5 K in Fig. 6.4. We choose to analyze
the switching current distribution of Device 31414s1 because it shows only one critical current branch at any
magnetic field. To explain this fact consider the following argument. At 1.5 K, Device 31414s1 has a lower
critical current than the other measured devices. The heat produced by single phase slips at lower branches
of the critical current in Device 31414s1 is insufficient to produce a switching event and thus to drive the
device normal. This is because the heat released by a single phase slip is proportional to the value of the
bias current. Moreover, the phase slip might transfer the system into a different vorticity state characterized
by a higher critical current. Thus, it becomes even more difficult for a single phase slip to release enough
heat to reduce the critical current below the bias current, which is necessary to enter the normal state [85].
It is probably due to these reasons that we do not see multiple critical current branches in this device.
For the purpose of the statistical analysis, the switching current is measured 300 times at each magnetic
field. The average switching current is plotted in Fig. 6.4a and the standard deviation σ of the switching
current distribution is shown in Fig. 6.4b. We find, quite surprisingly, that there are regions in which the
standard deviation does not depend on the magnetic field, while the mean value of the switching current
changes with the magnetic field. In other words, the standard deviation of the switching current distribution
is a periodic sequence of plateaus. Along each branch of the critical current, the standard deviation in
constant. This fact gives us an important insight into the switching mechanism. As we will discuss below,
these plateaus indicate that the switching originates from a single wire in which the critical condition is
reached first.
In order to understand the plots in Fig. 6.4, consider first the cases in which switching event occurs because
the total current in wire 1 I1 reaches its critical value IC,1. If I1 = IC,1, the total applied current, i.e., the
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depairing current of the entire device (loop) can be calculated using Equation 6.1, 6.2, and conservation
of current. The depairing current of the device changes linearly with magnetic field. However, as long as
switching events are caused by wire 1 reaching its critical current, the total current in wire 1 I1 will always
equal its critical value IC,1 at the depairing current of the loop. And, at the same time, the total current in
wire 2 is sub-critical for the considered group of the switching events. In this case, the standard deviation
of the switching current distribution is related to the rate of switching events as a function of the total
current in wire 1 (and not of the total applied current). This rate of the fluctuations (phase slips) does not
change noticeably with magnetic field because when the switching happens the total current in wire 1 is
near its critical current, at any value of magnetic field. Thus, as long as a switching event is caused by wire
1 reaching its switching current, σ is constant. Similarly, σ will be constant in the range of magnetic fields
in which switching events are caused by wire 2 reaching its critical current.
The key idea here is that the standard deviation of the switching current is defined by the rate of phase
slips causing switching events. And the rate of phase slips is defined by the current in the wire that is
responsible for the switching, and not by the total bias current. The rate of the fluctuations does not depend
on the magnetic field in certain magnetic field ranges, because the current in the wire causing the switching
is independent on the field, namely the current equals the deparing current of the switching wire at each
switching event. This explanation is based on the fact that there exist wide ranges of the magnetic field
in which the switching of the device is always caused by a phase-slip in the same wire. Such field regions
are characterized, also, by a linear dependence of the switching current on the applied field. Each plateau
in Fig. 6.4b (see red and blue lines) is a region in magnetic field over which switching events of the entire
device are all caused by one particular wire reaching its critical current.
We notice also that a periodic dip in the standard deviation occurs at fields where the switching current is
a minimum. At present, such dips are not well understood. Below we suggest one possible way to understand
them. First, notice that, according to our model, at these minimum points the behavior is different because
of two factors, namely (1) both wires can now cause switching events and (2) the vorticity of the loop
fluctuates form measurement to measurement. We speculate that the dip in the standard deviation may
be due to coincidences of multiple phase-slips, possibly occurring in both wires. The meaning of the term
“multiple phase slips” type of switching, which represents a coincidence of more than one phase slip events
is explained in what follows. A phase-slip is a process by which a vortex crosses one of the wires, causing
the vorticity of the loop to change by ±1 [26]. If a non-zero current flows in the wire during the phase-slip,
then the phase-slip will dissipate heat. If enough heat is dissipated such that the depairing current of the
device is reduced below the applied current, the system will switch to the normal state. If a single phase-slip
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does not produce enough heat to drive the system normal, then a coincidence of simultaneous phase-slips
may be necessary to switch the device to the normal state [52, 85]. Such regime, where more than one phase
slip is needed to cause a switching event is termed “multiple phase slip regime” [52, 85]. In this regime,
single phase slips can occur but they cannot cause switching events, thus making the statistical analysis
more complicated, certainly beyond the Kurkija¨rvi model. The analysis was done numerically [52, 85]. One
important result was that the standard deviation is reduced when multiple phase slips are needed to switch
the device [52, 85]. Thus we suggest that such phenomenon can explain the observed dips in the standard
deviation plot, located at magnetic fields at which the switching current is the minimum. Note that the
regime of multiple phase slips is usually observed is nanowires with relatively low critical currents, thus it is
logical to expect that in our device it might occur at the minimum of the switching current. To see the role
played by the critical current magnitude, compare previous results on nanowires with lower critical currents,
where the multiple phase slips regime did occur[52] and the results where multiple phase slips regime was
not apparent, observed on nanowires with higher critical currents [30].
6.4.2 Macroscopic Quantum Tunneling
We have shown that switching events in nanowire SQUIDs occur as a result of a phase-slip on a single
nanowire. The switching wire changes with magnetic field and vorticity. The standard deviation of the
switching current distributions shows two plateaus in one period of magnetic field, with each plateau cor-
responding to switching events initiated on one particular wire. Thus the standard deviation of the two
wires can be analyzed individually and the quantum temperatures of separate wires can be revealed through
saturation of the standard deviation plateaus. In Figure 6.5 we plot the standard deviation of each wire vs
temperature for Device 31414s1. To be exact, we plot the value of each plateau, and assume the lower plateau
(red) always corresponds to one wire and the higher always corresponds to the other wire (black). We find
clear saturation in the lower value of standard deviation around T = 0.8 K and potential saturation in the
larger standard deviation at 0.4 K (potential because there are only two data points corresponding to the
saturation). We therefore confirm that macroscopic quantum tunneling can occur in nanowire SQUIDs. To
be more exact, we have found that phase-slips on individual wires can be initiated by quantum fluctuations
at low temperatures.
We can check whether the saturation temperature (i.e. the quantum temperature Tq) is consistent
with expected values. We know from Reference [30] that Tq ∼ 0.16TC . The critical temperature of Device
31414s1 is 4.5 K. Therefore this is the critical temperature of one wire. We can then expect that the quantum
temperature of one wire is 0.7 K. This is consistent with our finding of Tq = 0.8 K in one wire.
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Figure 6.4: Switching current and standard deviation of a nanowire SQUID. a) The mean of the switching
current distribution vs magnetic field for Device 31414s1. Device 31414s1 only shows one switching current
branch at each magnetic field. b) The standard deviation of the switching distribution vs magnetic field is a
periodic sequence of plateaus. Along each plateau, a switching event is caused by a particular wire reaching
its critical current. Horizontal lines in red (at 80 nA) and blue (at 105 nA) have been plotted for reference.
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Figure 6.5: Saturation of σ in a nanowire SQUID. The standard deviation of the switching current distri-
butions for events in each wire of Device 31414s1 are plotted against temperature. The smaller value of the
standard deviation plateau is plotted in red, and the larger value is plotted in black. The red curve shows a
saturation at T = 0.8 K. The black curve possibly shows saturation at 0.4 K. At temperatures higher than
these saturation values, both curves are fit to a power-dependence on temperature. Powers of 0.51 and 0.38
are found to be best fits.
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6.4.3 Symmetry 1
A transformation consisting of reversing both the direction of applied current and the direction of the mag-
netic field will reproduce the initial untransformed state [108]. We illustrate the symmetry transformation
on Device 51215s3, in Fig. 6.6. In Fig. 6.6a the raw critical current data is presented. At zero vorticity
and zero field, we expect the magnitudes of IC+ (black squares) and IC− (red dots) to be equal. Therefore
in Fig. 6.6b we shift the data with respect to zero field (the offset may be due to the Earth field or some
other unaccounted sources). A positive (black) and negative (red) branch of critical current (corresponding
to the same vorticity nv = 0) now intersect at B = 0 (Fig. 6.6b). The fits (blue lines) produced by our
model exhibit an excellent agreement with the data. In Fig. 6.6c the symmetry transformation is com-
pleted by multiplying by -1 the magnetic field value of each data point corresponding to the negative critical
currents. Thus modified negative branches (red) match perfectly well the corresponding positive branches
(black) (see Fig. 6.6c). To summarize, the discussed current-field reversal symmetry can be expressed as
−IC−(−B) = IC+(B) where the critical current function is the complete multivalued function.
6.4.4 Symmetry 2
At integer flux quanta and half-integer flux quanta the positive critical current of some vorticity state nv+
and the negative critical current of the matching vorticity state nv− are equal to each other in magnitude,
i.e., IC+(B,nv+) = −IC−(B,nv−). For this to hold true, the vorticity states nv+ and nv− must be related
by nv+ +nv− = int( 2B∆B ) = int(2δ(B)/pi) where ∆B is the period. Mathematically, magnetic fields of integer
flux quanta can be expressed as B = n∆B and half-integer flux quanta magnetic fields can be expressed as
B = (n+ 1/2)∆B. Here n is an integer. The experiment supports our conclusions: The magnitudes of the
negative (red) and the positive (black) experimental critical current curves in Fig. 6.3c intersect at integer
and half-integer flux quanta, i.e., at B = n∆B and B = (n+ 1/2)∆B. To derive this equality theoretically,
we will consider the cases when the current through wire j = 1 reaches its positive critical value I1 = IC,1
and when the current through wire j = 1 reaches its negative critical value I1 = −IC,1. In these cases, the
total current ITotal through the device (which is the total critical current of the device) can be written as
ITotal = IC+(B,nv+) = I1 + I2 = IC,1 + I2 (6.3)
for positive current and
ITotal = IC−(B,nv−) = I1 + I2 = −IC,1 + I2 (6.4)
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Figure 6.6: Symmetry transformation. a) Raw critical current data. The magnitudes of the positive critical
current (black squares) and negative critical current (red circles) are not equal at zero field (black line). b)
The critical current is shifted with respect to magnetic field such that the largest magnitude positive and
negative critical currents are equal at zero field. This data is fit to our model and fits are shown in blue lines.
Fit parameters are listed in Table 6.1. c) The magnitude of the negative critical current is flipped about
B = 0. The overlap of the black and red curves is consistent with the physical symmetry of the system:
Reversing the direction of the current and the applied field at the same time should produce no change to
the system.
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for negative current. Here, nv+ and nv− are two unknown vorticity states.
We can then calculate the current in wire 2 I2 using Equations 1 and 2. At positive currents
I2 =
IC,2
φC,2
(φC,1 + 2δ − 2pinv+) (6.5)
and at negative currents
I2 =
IC,2
φC,2
(−φC,1 + 2δ − 2pinv−). (6.6)
Next, we multiply the negative total critical current by -1 and set it equal to the total positive critical
current.
IC,1 +
IC,2
φC,2
(φC,1 + 2δ − 2pinv+) =
−(−IC,1 + IC,2
φC,2
(−φC,1 + 2δ − 2pinv−))
(6.7)
This reduces to
2δ − 2pinv+ = −2δ + 2pinv− (6.8)
or more simply,
nv+ + nv− =
2
pi
δ. (6.9)
Recall that δ, the phase difference between the ends of wire 1 and wire 2 within an electrode and is related
to the magnetic field by δ = piB/∆B where ∆B is the period. Thus we find that
nv+ + nv− =
2B
∆B
. (6.10)
For this equation to hold, 2B∆B must be an integer (as the vorticity values must also be integers). Therefore,
solutions can be found when B = n∆B/2 where n is an integer, i.e., when the magnetic field is either at an
integer multiple of the period (and the flux is at an integer flux quanta) or when the magnetic field is at an
integer plus one-half period (and the flux is at a half-integer value of flux quanta).
This analysis considered positive total critical currents achieved when I1 = IC,1 and the total negative
critical current when I1 = −IC,1. A similar analysis can be done considering the total positive critical current
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when I2 = IC,2 and the total negative critical current when I2 = −IC,2. The same result will be found. We
therefore conclude that at integer flux quanta and half-integer flux quanta, for each positive critical current,
there will be a negative critical current of equal magnitude and vice versa. This relationship can be written
as
IC+(B,nv+) = −IC−(B,nv−) (6.11)
where nv+ +nv− = int( 2B∆B ). In the general condition given above, the integer vorticity values nv+ and nv−,
which index the positive and the negative critical current branches respectively, may be equal or not equal.
For example, at zero field IC+(B = 0, nv+ = 0) = −IC−(B = 0, nv− = 0) at the largest magnitude critical
currents, but IC+(B = 0, nv+ = 1) = −IC−(B = 0, nv− = −1) is also true at a smaller magnitude critical
current.
6.4.5 Shifts in the Maxima
The maxima in the critical current deviates from zero field if the critical phases of the two wires are different.
The maximum in IC(B) at zero vorticity occurs when the total critical current is equal to the sum of the
individual critical currents of each wire, IC = IC,1 + IC,2, and the phases across both wires have reached
their critical phases simultaneously. Equation 6.2 becomes δ(B) = 12 (φC,2 − φC,1) which is nonzero as long
as the two critical phases are not equal. Recall that δ(B) is linearly proportional to B [42].
6.4.6 Metastability
Using our model, we can calculate the conditions for which multiple vorticity states are metastable. For
example, at zero field and zero current, if we assume the two wires are identical (IC,1 = IC,2 and φC,1 = φC,2)
then φ1 = −φ2 (this is found using Equation 6.1 and conservation of current) and Equation 6.2 becomes
2φ1 = 2pinv. (6.12)
The value of φ1 can range from −φC,1 to φC,1. Thus, the value of nv at zero current and field can be
any integer between −φC,1/pi and φC,1/pi. So, as long as φC,1, φC,2 ≥ pi, vorticity states nv = −1, 0 and 1
will be stable at zero field and current. It has been shown that asymmetric SQUIDS composed of Josephson
junctions can have multiple metastable vorticity states [123], however, this result is derived considering
geometric inductance. Our nanowire loops depend on kinetic inductance rather than geometric inductance,
making our analysis of the metastability of vorticity states qualitatively different from studies of traditional
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Device IC1 (µA) IC2 (µA) φC1 (rad) φC2 (rad)
7715s1 (at T = 0.3 K) 16.9 31.1 23.6 21.1
7715s1 (at T = 1.5 K) 15.9 29.5 21.9 19.4
51215s3 21.5 15.8 19.6 20.4
31414s1 10.0 5.3 19.8 23.9
Table 6.1: Nanowire SQUID fitting parameters. The fitting parameters for our linear CPR model of
nanowires include the critical currents of each wire, IC1 and IC2, and the critical phase of each wire, φC1
and φC2.
Josephson junction SQUIDs. Note that this analysis is performed assuming the CPR is linear which is not
expected to be true for very short nanowires.
6.4.7 Hidden Phase-Slips:
Next, we demonstrate a method by which we can observe phase-slips which do not produce switching events.
We begin with the Device 7715s1 in the superconducting state and in the unique vorticity diamond for state
nv = 0. We drive the system to a value of current and field, which we call a testing point, and then return
the system to the unique vorticity diamond of state nv = 0. If at any point, the system switches to the
normal state, either upon reaching the testing point or returning to the unique vorticity diamond, we record
the testing point as a boundary of state nv = 0. If a phase-slip at a boundary of the vorticity state produces
enough heat to switch the system to the normal state, we will immediately observe a switching event. If a
phase-slip at a boundary does not produce enough heat to drive the system normal, then the system must
switch to a new metastable vorticity state. It must then cross the boundary for this new vorticity state upon
returning to the unique vorticity diamond for state nv = 0. This boundary crossing results in a phase-slip
which may drive the system normal. If no switching event is observed, then the testing point is incremented
farther away from the unique vorticity diamond. This process is repeated for states nv = −1 and nv = 1.
Results are shown in Fig. 6.7. Data was taken in a He-4 cryostat at 1.5 K. Black points are the critical
currents. Green, red and blue points are the testing points which correspond to the borders of vorticity
states nv = −1, 0 and 1. Solid lines show theoretical fits and fitting parameters are listed in Table 6.1. We
find that the boundaries of each vorticity states matches theoretical predictions. We are able to observe
signatures of phase-slips which do not produce switching events (at low currents) and confirm the accuracy
of our model.
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Figure 6.7: Hidden phase-slips. The borders of vorticity states nv = −1, 0 and 1 for Device 7715s1 are
found experimentally as described in the text and are plotted as green, red and blue points. Solid lines show
theoretical fits. Black points show the switching currents.
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6.5 Conclusions
In conclusion, nanowire SQUIDs are qualitatively different from conventional SQUIDs because the critical
phase of the nanowires involved is much larger than pi/2. The critical current is multivalued. At integer
flux quanta and half-integer flux quanta, the magnitudes of the positive and negative critical currents are
equal, but are not necessarily maxima or minima. The stability regions of vorticity states are described
by Little-Parks diamonds, and the critical current function is composed of linear segments. We find that
a linear segment in the critical current vs magnetic field function corresponds to a plateau in the standard
deviation in the switching current distribution. A single line segment / plateau corresponds to the situation
where the current in one wire reaches its critical current for some vorticity state. We test our model by
detecting hidden phase-slips which do not produce switching events along predicted boundaries of vorticity
states. We also confirm macroscopic quantum tunneling occurs via quantum phase-slips on individual wires.
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Chapter 7
Nanowire SQUID Superconducting
Memory Cells
7.1 Introduction
1Power management and cooling demands of high performance processors have become one of the main
obstacles to further progress of the computing devices. Thus development of the superconductor-based cryo-
genic computers which appear particularly suitable for overcoming these problems attracts much attention
[27]. Nanoscale low-dissipation memory that could be integrated naturally with superconducting circuits
remains one of the most essential elements that still needs to be demonstrated. Typical “single-flux quanta”
(SFQ) digital superconductor devices are based on manipulation of individual quanta of magnetic flux in cir-
cuits composed of Josephson junctions and inductive loops [125], and recently made much progress towards
the large-scale practical logic circuits – see, e.g. [126, 127, 128, 129]. However, direct applications of the
SFQ principles to memory devices (see, e.g., [130, 131]) remain not quite competitive with other approaches
because of the relatively large size, in the micrometer range, of the memory cells, determined by both the
size of the Josephson junctions and geometric inductances. This motivates a search for hybrid memory based
either on direct incorporation of semiconducting memory elements into superconductor circuits [132] or on
the development of Josephson junctions with ferromagnetic barriers – see, e.g., [133, 134, 135, 136, 137].
While promising in several respects, hybrid structures face many problems related to conversion between
different forms of information representation and fabrication difficulties, and still did not reach the level of
completely satisfactory practical circuits. The goal of this work is to suggest and demonstrate the main
operating principles of all-superconducting memory cells which can be scaled down in size into the range of
few tens of nanometers, and which do not suffer from the aforementioned problems. The memory is based
on the loops made of superconducting nanowires, in which information is encoded in the different vorticity
states supported by the nanowire loops as long as the loop size exceeds several coherence lengths of the
superconductor [42].
1Much of the work in this chapter was performed with the help of D. Averin and A. Bezryadin. I acknowledge and thank
them for their contributions. Large sections of this chapter are reprinted from A. Murphy, D. V. Averin and A. Bezryadin,
New. J. Phys. 19, 063015 (2017) [124].
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Transport properties of superconducting nanowires are defined by the combination of large kinetic induc-
tance originating from the kinetic energy of the supercurrent flow, and Little’s phase slips: abrupt jumps of
the phase gradient along the wire by ±2pi which are induced by the fluctuation-driven local suppression of the
superconducting order parameter – see, e.g., [35, 120, 138] for review. These two factors produce effects that
qualitatively mimic the basic characteristic features of the typical SFQ circuits with larger dimensions, e.g.,
they make the switching dynamics of the nanoloops similar to that of the nanowire “superconducting quan-
tum interference devices”, turning them into the nanoscale SQUIDs. Recently, the main attention in studies
of nanowire transport properties has been focused on the quantum [139] and Coulomb blockade [140] effects
in Josephson dynamics, which includes the quantum decay of the supercurrent [52, 54, 93, 141], macroscopic
quantum coherence of the magnetic flux [142], and transport of individual Cooper pairs [143, 144, 145, 146].
Besides fundamental novelty, the interest attracted by these effects is motivated also by potential appli-
cations, in particular to quantum computing [147] and metrology [148], where nanowires hold promise of
improved quantum standard of electric current with potentially larger output currents than possible with
systems based on tunnel junctions [149].
While applications of superconducting nanowires to quantum computing still need to overcome the uncer-
tainty related to the role and magnitude of dissipation in the dynamics of quantum phase slips, the classical
switching dynamics of the nanowire loops studied in this work offer significant, and up to now not fully
explored, advantages for classical superconductor-based computing. As explicitly demonstrated below, the
nanowire SQUIDs encoding information in the vorticity states have characteristics that make them promis-
ing memory elements. We show that the memory (vorticity) states can be manipulated in a controllable
fashion. The memory state is written by applying an oscillating current of an appropriate magnitude, at
a specified magnetic field. The current and the field are chosen such that only one unique vorticity value
remains stable at the peak of the current. The vorticity of the loop remains stable over macroscopically-long
time scales, thus offering a nonvolatile nanoscale memory. The state of the memory, i.e., the vorticity of
the loop, is read by measuring the critical current. The critical current is vorticity-dependent because the
vorticity quantum number defines the value of the persistent supercurrent in the loop. The vorticity can also
be measured using microwave techniques, since it has an impact on the kinetic inductance of the device. We
also suggest a quantitative model of the energy properties of these SQUIDs which supports their potential
for operation as dissipation-free memory cells.
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7.2 Memory Cell Characterization
Specifically, we performed experiments on two nanowire SQUIDs made of amorphous Mo75Ge25 supercon-
ductor. Since the alloy is amorphous, the nanowires are free of grain boundaries and thus homogeneous.
Device 7715s1 was made using molecular templating. This procedure has been described previously [94, 120].
The wires and electrodes of Device 82915s2 were patterned by electron-beam lithography. To create narrow
features, we implemented the technique described in reference [50]. High-dosage exposure is used to crosslink
the PMMA over the desired pattern of Mo75Ge25. Next, photolithography is used to create contact pads
connected to the electrodes, and the unprotected Mo75Ge25 is removed by etching with CF4. Both devices
consist of two wires (the wires are geometrically different) which connect in parallel to two electrodes, form-
ing a superconducting loop. Device 7715s1 (Figure 7.1a) has one wire that is 42 nm wide and 140 nm in
length, and one wire 26 nm wide and 158 nm in length. The wires are separated by 2.5 µm. For Device
82915s2 (Figure 7.1b), the width of the strip leading to the loop is 210 nm, and the hole in the middle
of the loop is 105 nm in width and 145 nm in length. In patterning Device 82915s2, an asymmetry was
created by varying the distance between the electrodes. The wires were patterned to be 200 nm and 150
nm in length by programming the electron beam to make a single pass along a straight line. The dose on
the straight line pass was 90 nA s/cm. However, due to the electron beam lithography proximity effect, the
wires range in widths from 30 nm to 40 nm and the lengths are shorter than the nominal lengths. Device
82915s2 was purposefully fabricated to be asymmetric so that it can operated as a memory at a constant
value of magnetic field, as will be shown. Note that the coherence length ξ of Mo75Ge25 is known to be on
the order of 10 nm although some estimates show that it might be as large as 20 nm in nanowires [20].
The experimental setup has been described in detail previously [94, 120]. Measurements are performed
in a He-3 setup with pi-filters at room temperature and copper-powder filters and silver paste microwave
radiation filters, both at the base temperature of 300 mK. A current is applied through the device (also at
300 mK) and the voltage difference between the electrodes to which the wires are linked is measured.
Both tested devices show well defined critical currents IC at temperatures sufficiently below their critical
temperatures TC , which are given in Table 7.1. As the current is increased from zero, the voltage across the
device is initially zero, but it suddenly jumps from zero to a large non-zero value, indicating that the device
has become normal. The current at which this transition takes place is recorded as the switching current
ISW (Figure 7.2). Here we neglect the small differences which might exist between the switching current
and the true critical current and assume IC = ISW . In these devices the voltage-current (V-I) curves show
a hysteresis because the critical current is significantly larger than the retrapping, i.e., the current at which
the device goes back to the superconducting state as the bias is reduced.
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Figure 7.1: Memory cells. a) An SEM image of Device 7715s1. Two carbon nanotube templated Mo75Ge25
wires lay across a roughly 150 nm wide trench, 2.5 µm apart. The two wires have similar dimensions, but are
not identical. b) An SEM image of Device 82915s2. The Mo75Ge25 (dark) is patterned into two geometrically
different nanowires sitting 150 nm apart. The right wire has a non-uniform width.
Device RN (Ω) TC,wires (K) TC,film (K) IC1 IC2 φC1 φC2
7715s1 320 5.5 6.1 16.9 31.1 23.6 21.1
82915s2 230 5.0 5.5 12.3 19.4 13.7 15.9
Table 7.1: Memory device properties and fitting parameters. RN is the normal resistance of the nanowire
loop. TC,wires is the superconducting transition temperature of the nanowire loop. TC,film is the super-
conducting transition temperature of the electrodes and contact pads. IC1 and IC2 are the critical currents
of the two nanowires forming the superconducting loop, and φC1 and φC2 are the critical phases of the
nanowires forming the loop. The critical currents and phases are found by performing best fits to the data.
Values of current are given in µA and values of phase are given in radians.
In Figure 7.2a we plot the switching current of Device 7715s1 as a function of magnetic field. Measure-
ments of the switching current were taken at a sweep frequency of 1.1 Hz. The negative switching currents
in this figure are inverted. Black circles show the positive switching current values ISW (+), while red points
are the magnitude of the negative switching current ISW (-).
Many characteristics of the system can be understood assuming that the current-phase relation is linear.
Fitting parameters with this assumption are the critical current ICj of each wire, j = 1, 2, i.e. the maximum
supercurrent that nanowire can support, and the critical phases φCj across the wires that correspond to
these currents. They are presented in Table 7.1, while the fits are shown as solid lines in Figure 7.2. We
use this one-dimensional model to describe our nanowires because we see no evidence of the hysteresis that
would be caused by a vortex getting trapped inside one of the wires. This is consistent with the theoretical
expectation that vortices cannot be stable in a thin wire if its width is less than 4.4ξ [39]. But even if a wire
is somewhat wider than this limit, stabilizing a vortex in it would require a field much larger than we ever
apply, due to the small area of the nanowire.
Although vortices cannot sit on the nanowires, they can move across a nanowire and enter the loop. Such
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Figure 7.2: Memory operation. a) Device 7715s1. Black and red dots represent, respectively, positive ISW (+)
and negative ISW (-) switching currents, the latter inverted in the plot. Theoretical fits to the boundaries of
vorticity states nv = 0 and nv = -1 are shown by lines. To write state nv = -1, we apply a sinusoidal current
sweep with an amplitude of 43.5 µA and at a field B = -0.32 G (triangle). To write state nv = 0, we apply a
sinusoidal current sweep with an amplitude of 43.5 µA and at a field B = -0.12 G (open circle). To read the
state we apply a positive current sweep at B = -0.24 G (purple square) exceeding the maximum switching
current. The state of the system is determined by the branch at which the system switches to the normal
state. b) Device 82915s2. Black dots represent ISW (+) and red dots represent ISW (-). The blue curve shows
a theoretical fit of the critical current to state nv = 0. Writing and reading are performed at a constant
field of 424 G. The vorticities of the UVD for states nv = 0 and nv = 1 are labeled on the plot. We either
write state nv = 0 by oscillating the current between zero and the UVD for state nv = 0 at positive currents
(pink circle), or we write state nv = 1 by oscillating the current between zero and the UVD for state nv =
1 at negative currents (purple triangle). Reading is performed by sweeping the current from zero to 35 µA
(green square). In the inset we zoom in on the current and field at which state nv = 0 is written.
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events constitute phase-slips. The total number of vortices which enter the loop minus the total number
which exit the loop represents the main quantum number of the loop, i.e., its vorticity nv or the winding
number of the order parameter. In other words, the vorticity is the number of vortices which are trapped in
the nanowire SQUID loop. This number also equals the phase accumulated around the loop divided by 2pi.
Many vorticity states of the nanowire SQUID are metastable at the same applied magnetic field. This
is due to the fact that the nanowires achieve critical phase differences considerably larger than 2pi – see
Table 7.1. We therefore introduce the optimal vorticity nopt of the system defined as the vorticity state with
the largest critical current, denoted IC(nopt) at a given value of magnetic field. It is important to reiterate
two facts about the optimal vorticity state. First, the optimal vorticity for positive currents and negative
currents is not necessarily equal. Second, in the unique vorticity diamond (UVD), (at the largest currents
at which the sample is still superconducting [94]), only the optimal vorticity state is stable. The unique
vorticity diamond of state nv = 0 at positive currents is shown as a gray shaded region for both devices in
Figure 7.2.
7.3 Memory Operation
We demonstrate operation of our devices as memory elements using the vorticity (i.e., the winding number
of the order parameter function on the loop) as the information-carrying quantum number. To write a state,
we repeatedly drive the system between the UVD of the desired vorticity state and zero current, ensuring
that the system never leaves the region in which the desired vorticity is stable (i.e., it should stay within the
corresponding Little-Parks diamond). We write one of two neighboring vorticity states.
To read the state, we apply a pulse of current with a maximum greater than the maximum switching
current among all possible nv values, and measure the current at which the system switches to the normal
state. The vorticity associated with the switching current branch on which the switching event takes place
tells us the vorticity state of the system and therefore the memory state. We determine the vorticity
associated with each branch based on the nanowire loop model of Ref. [94]. We read the state at a magnetic
field where the switching currents corresponding to the two possible written states are the optimal and next
largest switching currents. We select a field where these two switching currents are similar but distinct. This
increases the likelihood that a phase-slip on the non-optimal vorticity branch will be detected as a switching
to the normal state. A phase-slip is an event by which the vorticity of the loop changes by one [94, 120]. The
switching happens because a single phase slip releases enough heat to suppress the critical current below the
applied current.
107
To operate Device 7715s1, a sinusoidal current is applied at one of two magnetic fields to write either
state nv = -1 or nv = 0. In Figure 7.2a the triangle and circle indicate the magnetic fields and the magnitudes
of the sinusoidal current used to write the two states. State nv = -1 is written at the lower field (triangle)
of -0.32 G, and state nv = 0 is written at the higher field (circle) of -0.12 G. In both cases the amplitude
of the sinusoidal bias current is set to 43.5 µA. At -0.12 G, which is the field applied to write state nv =
0, state nv = 0 is stable at both -43.5 µA and +43.5 µA current. However, while state nv = -1 is stable at
-43.5 µA, it is not stable at +43.5 µA current. In fact, state nv = 0 is the only vorticity state which is stable
at all currents between -43.5 µA and +43.5 µA at -0.12 G. Therefore, over many current oscillations, the
system is expected to enter and remain in state nv = 0. Similarly, at -0.32 G, the system should enter and
remain in state nv = -1. The current through the device oscillates with a frequency of 101 Hz as the state
is written, and writing is performed over two seconds, resulting of approximately 200 writing cycles. (We
envision that high frequency microwave pulse will be used in the future generations of memory devices.) To
read the state, current is swept from zero to 50 µA at the read-field B = -0.24 G and the switching current
is measured. A switching event on the maximum switching current branch is interpreted as nv = 0 state
reading; a switching event at the second highest switching current branch was read as state nv = -1. As we
see below, this reading process appears 100% reliable, thus the switching always happens at a lower critical
current if the vorticity is not the optimal one. In other words, the vorticity cannot adjust itself to allow a
higher critical current.
The resulting distributions are shown in Figure 7.3a. Two distinct distributions of switching currents
are found to depend on the written vorticity state. As expected, the higher switching current events are
observed in measurements after the system has been written in state nv = 0 and the lower current events
are detected in measurements after the system has been written in state nv = -1. This experiment achieved
perfect fidelity, and demonstrates the potential of an asymmetric nanowire SQUID as a memory device.
We operate Device 82915s2 at a constant magnetic field of 424 G (Figure 7.2b). To write state nv = 0,
the current is alternated between 0 and 29 µA fifteen times. To write state nv = 1, the current is alternated
between 0 and -28 µA fifteen times. The ends of these paths are marked by triangles and circles in Fig.
2b. Note that the circle at positive currents specifies a point that lies within the UVD of state nv = 0 at
positive currents, i.e. IC(nv = 1) < Iwrite < IC(nv = 0) where Iwrite is the largest current applied to write
state nv = 0. Similarly, the largest magnitude current applied to write state nv = 1 lies within the UVD
of state nv = 1 at negative currents. The asymmetry of the device allows us to find a magnetic field where
the positive-bias-current and negative-bias-current optimal vorticity states differ by one. The state is read
by applying a pulse of positive current from zero to 35 µA. At B = 424 G, the positive critical currents for
108
Figure 7.3: Readout distributions. a) The readout distributions measured after writing Device 7715s1 in
state nv = 0 (black) and state nv = -1 (red) exhibit perfect fidelity after 1,000 measurements. b) The
switching current distributions read after writing Device 82915s2 in state nv = 0 (black) and state nv = 1
(red) exhibit fidelities of 98 % and 89 % respectively after 1,000 measurements. Each distribution is binned
and normalized by the total number of events.
states nv = 0 and nv = 1 are distinguishable, but 1 µA apart. This procedure achieved fidelities of 89 %
for state nv = 1 and 98 % for state nv = 0 (Figure 7.3). Note that the noticeable difference in the periods
of Device 82915s2 and 7715s1 is due to the large difference in loop size as well as the large difference in the
electrode width [42].
7.4 Memory Stability
We then test the stability of the superconducting state in Device 7715s1 over time by adding a delay between
writing the state and reading the state. After writing state nv = 0 or nv = -1, the current is reduced to zero
and the field is set to its read-value. Then the system waits a given amount of time before being read. We do
not find any single unintended flip of the written state (Figure 7.4). The total duration of the test was more
than 2 hours. Thus the rate of phase-slips, both thermal and quantum, in these nanowires is less than 1.4
x 10−4 s−1. Probably it is even many orders lower since we see from previous works that the rate of phase
slips is exponentially low at low bias current. Additionally, quantum phase slips do not occur in Mo75Ge25
nanowires if the bias current is much lower than the critical current and if the wire normal resistance is less
than the resistance quantum (6.5 kΩ) [150].
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Figure 7.4: Memory stability. A delay is added between writing and reading the state. Both states nv = 0
and nv = -1 retain their vorticity up to ten minutes after they are written, for many cycles. The total test
time was more than 2 hours and no single memory-state unintended flipping occurred.
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7.5 Macroscopic Quantum Tunneling
A good memory element needs to satisfy several conditions. It has to be possible to set the device in a
desired state and read out this state, with the number of such accessible and distinguishable states being at
least two. The devices have to be small, and the reading and writing of the states has to occur on a short
time scale, while the states have to be stable over macroscopically-long time, ideally without external power
applied. It has to be possible to integrate the devices into large-scale circuits, in which they do not interfere
with each other. Scaling of these circuits to a larger number of elements would be simplified considerably if
the power dissipation during the reading and writing steps is negligible. In this chapter, we have addressed
many of these requirements. We have shown that we can read and write two distinct memory states and
that the memory is stable over long periods of time. Our studies of Device 82915s2 also show that memory
functions can be performed on a sub-micron scale device. The small geometric inductance of Device 82915s2
(which we estimate to be on the order of 0.1 - 1 pH) is insufficient to produce metastable vorticity states
[16]. However, since the states of the nanowire loop, including the multiple metastable vorticity values, are
defined mostly by the kinetic inductance of the nanowires, which in our devices is on the order of 100 pH,
the dimensions of the loop can be reduced [96], in contrast to memory devices based on Josephson junctions
[135]. Since the kinetic inductance increases with decreasing cross-sectional dimensions of the wire, nanowire
SQUIDs as memory elements can still be reduced further into the size range of tens of nanometers. The
aspects of the nanoloop memory not addressed in this work, measurements of the switching time, and study
of the larger arrays of the nanowire SQUIDs can be addressed in further work, and should not create obstacles
for development of the nanoscale superconducting memory elements. Due to the simplicity in our electron-
beam lithography pattern, we believe that superconducting memories composed of nanowire loops should be
readily scalable for dense operation, although we have not studied yield or scalability directly. To operate at
4 K, we suggest using a material with high enough TC such that the critical currents of non-optimal vorticity
states are measurable at this temperature. Such materials might be, for example, NbTi (TC = 9 K), NbTiN
(TC = 13 K), or MoSi (TC = 7 K), which we plan to test in the future.
We now discuss the power dissipated in the reading and writing steps of the nanoloop memory by
considering the energy of the nanowire loop. In the linear approximation used to describe the current-phase
relation of the loop wires, the energy U of the nanoloop is the sum of the internal “kinetic” energy of the
loop, and the energy of interaction with the bias current I. Using this fact, one can derive the following
expression for U :
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U =
(Φ0/2pi)
2
2
[
φ21
l1
+
φ22
l2
]− Φ0I
l1 + l2
[n1l2 + n2l1] , (7.1)
where Φ0 is the magnetic flux quantum, lj is the kinetic inductance of nanowire j, φj is the phase difference
of the superconducting order parameter between the two ends of the wire, and nj is the total number of
the phase slip tunneling events which have occurred in it. An interesting aspect of this expression is that
it represents the exact magnetic dual of the electrostatic Coulomb energy of the single-electron transistor
[151]. This implies, for example, that the phase-slip tunneling events can be manipulated in the same way
as the tunneling of individual electrons in the single-electron structures.
The inductances lj in the energy U given by Eq. 7.1 are related to the critical currents by ICj =
φCjΦ0/(2pilj), and from the values in Table 7.1, are estimated to be on the order of 100 pH. Since the
geometric inductances of our wires are at least two orders of magnitude smaller than this, we see that the
loop inductance is dominated by the kinetic contribution from the supercurrent flow. The distribution of
the bias current into the two wires, I = I1 + I2 is determined by these inductances, Ij = Ilj′/(l1 + l2), where
j′ 6= j. The magnetic field B creates the difference φB between the phases φj in addition to the difference
associated with the vorticity state n = n2 − n1 of the loop, φ1 − φ2 = 2pin − φB . Note that the Meissner
phase bias φB is related to the applied field by φB = 2piB/∆B where B is the magnetic field and ∆B is the
period [42]. Using these relations to determine the phases φj , we can find the change in energy (7.1) in a
phase-slip tunneling event in the first, n1 → n1 ± 1, or the second, n2 → n2 ± 1, wire. The energy change
vanishes when the loop bias satisfies the conditions
φ
(1)
B =
2piIl2
Φ0
+ 2pi(n∓ 1
2
) , φ
(2)
B = −
2piIl1
Φ0
+ 2pi(n± 1
2
) , (7.2)
in the first and the second wire, respectively. If the phase-slip transitions are manipulated in the vicinity of
the bias conditions satisfying these relations, similarly to what can be done with individual electrons [152],
the phase slips will not dissipate energy. In this way, one can create low-dissipation memory cells out of the
nanowire SQUIDs.
In Figure 7.5, we plot the lines defined by Equation 7.2. These lines represent the magnetic fields and
currents at which a phase-slip has a net cost of zero energy. Thus, if a memory can be controlled by
phase-slips along these lines, then it can be operated with zero dissipation.
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Figure 7.5: Zero energy phase-slips. The critical current for Device 82915s2 are plotted, and the Little-Parks
diamond for state n=0 is shown in blue. Four lines in the center of the Little-Parks diamond show the values
of magnetic field and current at which a phase-slips has a net cost of zero energy.
7.6 Conclusions
In summary, we have demonstrated that small superconducting nanowire loops (much smaller than 1 µm) can
be used as superconducting memory elements, which reliably store information without any power supplied.
Information is encoded in the vorticity of the system, which is multivalued due to the significant kinetic
inductance of the nanowires. We were able to read and write the states using current pulses and magnetic
field. At this time memory read and write operations take time on a scale of a second. In the future we
plan to operate the memory using microwave pulses to bring the time scale to a fraction of a nanosecond.
Note that microwave readout of the vorticity of nanowire loops has been shown in Reference [93] We have
also proposed a strategy of reducing energy dissipation in memory operation to a near-zero value.
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Chapter 8
Conclusions
In this dissertation, we have discussed macroscopic tunneling in single one-dimensional nanowires, devices
composed of two one-dimensional nanowires in parallel which can be used as superconducting memory
cells, and quasi-two-dimensional NbN strips which are used as photon detectors. Our main finding is that
macroscopic quantum tunneling in each of these devices (at currents near the critical current) can be well
understood in the context of tunneling in single, one-dimensional nanowires. In quasi-two-dimensional
superconducting strips, the energy barrier to a phase-slip has a width on the order of the coherence length.
Quantum phase-slips in these devices occur when a vortex tunnels through this narrow edge barrier and then
is driven across the width of the wire by the Lorentz force. Therefore tunneling in quasi-two-dimensional
wires (at high currents) can be treated similarly to tunneling in one-dimensional systems (as the relevant
region to a phase-slip is on the order of the coherence length). In doubly connected superconducting nanowire
devices, we find that phase-slips occur in single nanowires. The nanowire in which phase-slips occur can
be selected by changing magnetic field. Thus the macroscopic quantum tunneling in these devices can be
understood by treating each wire individually. We have also studied the effects of macroscopic quantum
tunneling on the shape of the switching current distributions to find no sudden change in the skewness and
kurtosis with temperature as single quantum phase-slips overtake single thermally activated phase-slips as
the dominant cause of switching events.
Measurements of macroscopic quantum tunneling in these devices have important consequences. Our
studies of tunneling in quasi-two-dimensional superconducting strips show that macroscopic quantum tunnel-
ing of phase-slips provides a base-level dark count rate in single-photon detectors which must be considered
at temperatures lower than approximately 2 K. Additionally, we demonstrate the applicability of doubly
connected nanowire devices as nanoscale superconducting memory cells and suggest that macroscopic quan-
tum tunneling in these devices may offer free manipulation of the memory state. Furthermore, our finding
that the skewness and kurtosis of switching current distributions is constant is expected to be applicable
in any of these systems since we find phase-slips in all these devices can be understood through the same
physics.
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Our studies offer starting points for many new experiments. Physical changes in systems can be revealed
through studies of skewness and kurtosis. We have shown, for example, that noise in the critical current
can be studied in this context. Our studies of superconducting photon detectors have shown that in the
temperature regime in which photon detectors are typically operated (around 5 K), multiple phase-slips
rather than single phase-slips may be responsible for dark counts. Thus, current theories of dark counts
(which typically only consider a single phase-slip event) can be made more accurate by considering multiple
phase-slips as a causes of dark counts. Finally, we have shown that nanowire loops can be used as nanoscale
superconducting memory cells and theorized that they can be used for dissipationless operation. Extensions
of this project can include studying these devices in a microwave cavity for fast memory operation, and
detection of zero-energy phase-slips.
115
References
[1] J. Kurkija¨rvi, Phys. Rev. B 6 832 (1972).
[2] L. D. Jackel, et al. Phys. Rev. Lett. 47, 697 (1981).
[3] H. Kamerlingh Onnes, Lieden Comm. 120b, 122b, 124c (1911).
[4] H. Kamerlingh Onnes Lieden Comm. Suppl. 34b (1913).
[5] W. Meissner and R. Ochsenfeld, Die Naturwissenschaften 21, 787 (1933).
[6] B. S. Deaver and W. M. Fairbank, Phys. Rev. Lett. 7, 43 (1961).
[7] R. Doll and M. Na¨bauer, Phys. Rev. Lett. 7, 51 (1961).
[8] F. and H. London, Proc. Roy. Soc. A149, 71 (1935).
[9] F. London, Superfluids, vol. I., Wiley, New York (1950).
[10] V. L. Ginzburg and L. D. Landau, Zh. Eksp. Teor. Fiz. 20, 1064 (1950).
[11] J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. Rev. 108, 1175 (1957).
[12] N. Byers and C. N. Yang, Phys. Rev. Lett. 7, 46 (1961).
[13] B. D. Josephson, Phys. Lett. 1 (1962).
[14] B. D. Josephson, Advances in Physics 14, 419 (1965).
[15] P. W. Anderson and A. H. Dayem, Phys. Rev. Lett 13, 195 (1963).
[16] M. Tinkham, Introduction to Superconductivity, 2nd ed. (McGraw-Hill, New York, 1996).
[17] M. S˘indler et al., Supercond. Sci. Technol. 27, 055009 (2014).
[18] A. Belkin, M. Brenner, T. Aref, J. Ku and A. Bezryadin, Appl. Phys. Lett. 98, 242504 (2011).
[19] J. Draskovic et al., Phys. Rev. B 88, 134516 (2013).
[20] A. Rogachev, T.-C. Wei, D. Pekker, A. T. Bollinger, P. M. Goldbart and A. Bezryadin, Phys. Rev. Lett.
97, 137001 (2006).
[21] M. Yu. Kupriyanov and V. F. Lukichev, Fiz. Nizk. Temp. 6, 445 (1980) [Sov. J. Low Temp. Phys. 6,
210 (1980)].
[22] M. Yu. Kupriyanov and V. F. Lukichev, 1981, Fiz. Nizk. Temp 7, 281 (1981) [Sov. J. Low Temp. Phys.
7, 137 (1981)].
[23] J. Bardeen, Rev. Mod. Phys. 34, 667 (1962).
[24] P. F. Bagwell, Phys. Rev. B 49, 10 (1993).
116
[25] T.-C. Wei and P. M. Goldbart, Phys. Rev. B 80, 134507 (2009).
[26] W. A. Little, Phys. Rev. 156, 396 (1967).
[27] M. Manheimer, Cryogenic Computing Complexity (C3), IARPA-BAA-13-05,
https://www.iarpa.gov/index.php/research-programs/c3
[28] A. J. Leggett, Prog. Thoer. Phys. Suppl. 69 80-100 (1980).
[29] R. F. Voss and R. A. Webb, Phys. Rev. Lett. 47, 265 (1981).
[30] T. Aref, A. Levchenko, V. Vakaryuk and A. Bezryadin, Phys. Rev. B 86, 024507 (2012).
[31] G.-H. Lee, D. Jeong, J.-H. Choi, Y.-J. Doh and H.-J. Lee, Phys. Rev. Lett. 107, 146605 (2011)
[32] F. Balestro, J. Claudon, J. P. Pekola, and O. Buisson, Phys. Rev. Lett. 91, 158301 (2003).
[33] E. M. Chudnovsky, Phys. Rev. B 93 144422 (2016).
[34] P. L. e S. Lopes, V. Shivamoggi, and A. O. Caldeira, ¡arXiv:1407.8182¿ [cond-mat.mes-hall] (2014).
[35] A. Bezryadin, Superconductivity in Nanowires (Wiley-VCH, Weinheim, Germany 2013).
[36] M. Mondal et al., Sci. Rep. 3, 1357 (2013).
[37] J. Pearl, App. Phys. Lett. 5, 65 (1964).
[38] A. Kamlapure et. al. Appl. Phys. Lett. 96, 072509 (2010).
[39] K. K. Likharev, Rev. Mod. Phys. 51, 101 (1979).
[40] D. S. Golubev and A. D. Zaikin, Phys. Rev. B 64, 014504(2001); Phys. Rev. B 78, 144502 (2008).
[41] R. D. Parks, Superconductivity Volume 2 (1969).
[42] D. S. Hopkins, D. Pekker, P. M. Goldbart and A. Bezryadin, Science 308, 1762 (2005).
[43] J. S. Langer and V. Ambegaokar, Phys. Rev. 164, 498 (1967).
[44] M. Tinkham, et al., Phys. Rev. B 68, 134515 (2003).
[45] P. G. de Gennes, Superconductivity of Metals and Alloys (Westview Press 1999).
[46] D. E. McCumber and B. I. Halperin, Phys. Rev. B 1, 1054 (1970).
[47] A. Garg, Phys. Rev. B 51, 15592 (1995).
[48] T. A. Fulton and L. N. Dunkelberger, Phys. Rev. B 9 4760 (1974).
[49] A. Murphy et al., Phys. Rev. Lett. 110, 247001 (2013).
[50] I. Zailer, J. E. F. Frost, V. Chabasseur-Molyneux, C. J. B. Ford, M. Pepper, Supercond. Sci. Technol.
11, 1235 (1996).
[51] J. M. Martinis, M. H. Devoret and J. Clarke, Phys. Rev. B 35, 4882 (1987).
[52] M. Sahu et al., Nat. Phys. 5 503 (2009).
[53] P. Li et al., Phys. Rev. Lett. 107, 137004 (2011).
[54] A. Bezryadin, C. N. Lau, M. Tinkham, Nature 404, 971 (2000).
[55] K. S. Novoselov, et. al., Nature 438, 197 (2005).
117
[56] U. C. Coskun et al., Phys. Rev. Lett. 108, 097003 (2012).
[57] A. D. Zaikin and G. F. Zharkov, Sov. J. Low Temp. Phys. 7, 184 (1981).
[58] P. Dubos et al., Phys. Rev. B 63, 064502 (2001).
[59] A. Levchenko, A. Kamenev, and L. Glazman, Phys. Rev. B 74, 212509 (2006).
[60] M. Titov and C. W. J. Beenakker, Phys. Rev. B 74, 041401 (2006).
[61] H. B. Heersche et al., Nature 446, 56 (2007).
[62] F. Miao et al., Science 317, 1530 (2007).
[63] X. Du, I. Skachko, and E. Y. Andrei, Phys. Rev. B 77, 184507 (2008).
[64] C. M. Ojeda-Aristizabal et al., Phys. Rev. B 79, 165436 (2009).
[65] D. Jeong et al., Phys. Rev. B 83, 094503 (2011).
[66] I. V. Borzenets et al., Phys. Rev. Lett. 107, 137005 (2011).
[67] M. W. Brenner et al., Phys. Rev. B 83, 184503 (2011); M. W. Brenner et al., Phys. Rev. B 85, 224507
(2012).
[68] A. Murphy, A. Semenov, A. Korneev, Y. Korneeva, G. Gol’tsman and A. Bezryadin, Sci. Rep. 5, 10174
(2015).
[69] J. Clarke, A. Cleland, M. Devoret, D. Esteve, and J. Martinis, Science 239, 992 (1988).
[70] G. Gol’tsman et al., App. Phys. Lett. 79, 705 (2001).
[71] G. Reithmaier et al., Sci. Rep. 3, 1901 (2013).
[72] C. M. Natarajan, M. G. Tanner and R. H. Hadfield, Supercond. Sci. Technol. 25, 063001 (2012).
[73] F. Tafuri et al., Europhys. Lett. 73, 948-954 (2006).
[74] H. Bartolf et al., Phys. Rev. B 81, 024502 (2010).
[75] L. N. Bulaevskii, M. J. Graf, C. D. Batista and V. C. Kogan, Phys. Rev. B 83, 144526 (2011).
[76] T. Yamashita et al., App. Phys. Lett. 99, 161105 (2011).
[77] J. Kitaygorsky et al., IEEE Trans. Appl. Supercond. 17, 275 (2007).
[78] A. Engel, A. D. Semenov, H.-W. Hu¨bers, K. Il’in and M. Siegel, Physica C 444, 12 (2006).
[79] J. Kitaygorsky, et al., IEEE Trans. Appl. Supercond. 15, 545 (2005).
[80] C. Qui and T. Qian, Phys. Rev. B 77, 174517 (2008).
[81] M. Bell et al., Phys. Rev. B 76, 094521 (2007).
[82] D. Y. Vodolazov, Phys. Rev. B 85, 174507 (2012).
[83] Yu. N. Ovchinnikov and A. A. Varlamov, Phys. Rev. B 91, 014514 (2015).
[84] A. O. Caldeira and A. J. Leggett, Ann. Phys. (N.Y.) 149, 374 (1983).
[85] N. Shah, D. Pekker and P. Goldbart, Phys. Rev. Lett. 101 207001.
[86] D. Pekker et al., Phys. Rev. B 80, 214525 (2009).
118
[87] G. Goltsman et al., J. Mod. Opt. 56, 1670-1680 (2009).
[88] P. J. de Visser et al., Phys. Rev. Lett. 106, 167004 (2011).
[89] L. J. Swenson et al., Appl. Phys. Lett. 96, 263511 (2010).
[90] A. Korneev et al., Appl. Phys. Lett. 84, 5338 (2004).
[91] M. Tinkham and C. N. Lau, App. Phys. Lett. 80, 2946 (2002).
[92] M. Beck et al., Phys. Rev. Lett. 107, 177007 (2011).
[93] A. Belkin, M. Belkin, V. Vakaryuk, S. Khlebnikov and A. Bezryadin, Phys. Rev. X 5, 021023 (2015).
[94] A. Murphy, A. Bezryadin, arXiv:1609.03877 [cond-mat.supr-con] (2016).
[95] R.C. Jaklevic, J. Lambe, H. Silver, and J.E. Mercereau, Phys. Rev. Lett. 12, 159 (1964).
[96] A. N. McCaughan, Q. Zhao and K. K. Berggren, Sci. Rep. 6, 28095 (2016).
[97] D. Vasyukov et. al., Nature Nanotech. 8, 639 (2013).
[98] O. J. Sharon, A. Shaulov, J. Berger, A. Sharoni and Y. Yeshurun, Sci. Rep. 6, 28320 (2016).
[99] I. Petkovic´, A. Lollo, L. I. Glazman and J. G. E. Harris, Nat. Comm. 7, 13551 (2016).
[100] R. Monaco, J. Mygind, R. J. Rivers and V. P. Koshelets, Phys. Rev. B 80, 180501 (2009).
[101] R. Vijay, E. M. Levenson-Falk, D. H. Slichter and I. Siddiqi, Appl. Phys. Lett. 96, 223112 (2010).
[102] S. Michotte, D. Lucot and D. Mailly, Phys. Rev. B 81, 100503 (2010).
[103] O. Bourgeois, S. E. Skipetrov, F. Ong and J. Chaussy, Phys. Rev. Lett. 94, 057007 (2005).
[104] S. Adam, X. Hallet, L. Piraux, D. Lucot and D. Mailly, Phys. Rev. B 84, 104512 (2011).
[105] B. Pannetier, J. Chaussy, R. Rammal and J. C. Villegier, Phys. Rev. Lett. 53, 1845 (1984).
[106] R. Arpaia, M. Arezo, S. Nawaz, S. Charpentier, F. Lombardi and T. Bauch, Appl. Phys. Lett. 104,
072603 (2014).
[107] V. L. Gurtovoi, S. V. Dubonos, S. V. Karpii, A. V. Nikulov and V. A. Tulin, J. Exp. Theor. Phys.
105, 262 (2007); V. L. Gurtovoi, S. V. Dubonos, A. V. Nikulov, N. N. Osipov and V. A. Tulin, J. Exp.
Theor. Phys. 105, 1157 (2007).
[108] A. A. Burlakov, V. L. Gurtovoi, A. I. Il’in, A. V. Nikulov and V. A. Tulin, JETP Lett. 99, 169 (2014).
[109] V. L. Gurtovoi et al., J. Exp. Theor. Phys. 113, 678 (2011).
[110] R. F. Voss, R. B. Laibowitz and A. N. Broers, Appl. Phys. Lett. 37, 656 (1980).
[111] D. Pekker, et al., Phys. Rev. B 72, 104517 (2005).
[112] W. Wernsdorfer et al., Phys. Rev. Lett. 79, 4014 (1997).
[113] K. Hasselbach, D. Mailly and J. R. Kirtley, J. Appl. Phys. 91, 4432 (2002).
[114] D. Harza, J. R. Kirtley and K. Hasselbach, Appl. Phys. Lett 103 093109 (2013).
[115] A. G. Sivakov, A. S. Pokhila, A. M. Glukhov, S. V. Kuplevakhsky and A. N. Omelyanchouk,Low Temp.
Phys. 40, 408 (2014).
[116] G. J. Podd, G. D. Hutchinson, D. A. Williams and D. G. Hasko, Phys. Rev. B 75, 134501 (2007).
119
[117] D. Meidan, Y. Oreg and G. Refael, Phys. Rev. Lett. 98, 187001 (2007).
[118] W. A. Little and R. D. Parks, Phys. Rev. Lett. 9, 9 (1962).
[119] R. D. Parks and W. A. Little, Phys. Rev. 133, A97 (1964).
[120] A. Bezryadin, J. Phys.: Condens. Matter 20, 043202 (2008).
[121] A. Nikulov, Quantum Stud.: Math. Found. v. 3, p. 41-55 (2016).
[122] V. L. Gurtovoi and A. V. Nikulov, Phys. Rev. B 90, 056501 (2014).
[123] W.-T. Tsang and T. V. Duzer, J. Appl. Phys. 46, 4573 (1975).
[124] A. Murphy, D. V. Averin and A. Bezryadin, New. J. Phys. 19, 063015 (2017).
[125] K. K. Likharev, V. K. Semenov, IEEE Trans. Appl. Supercond. 1, 3 (1991).
[126] T. V. Filippov et al., Physics Procedia 36, 59 (2012).
[127] J. Ren, V. K. Semenov, Yu. A. Polyakov, D. V. Averin, J. S. Tsai, IEEE Trans. Appl. Supecond. 19,
961 (2009).
[128] Q. P. Herr, A. Y. Herr, O. T. Oberg, A. G. Ioannidis, J. Appl. Phys. 109, 103903 (2011).
[129] M. H. Volkmann, I. V. Vernik, O. A. Mukhanov, IEEE Trans. Appl. Supercond. 25, 1301005 (2015).
[130] S. V. Polonsky, A. F. Kirichenko, V. K. Semenov, K. K. Likharev, IEEE Trans. Appl. Supercond. 5,
3000 (1995).
[131] S. Nagasawa, H. Numata, Y. Hashimoto, S. Tahara, IEEE Trans. Appl. Supercond. 9, 3708 (1999).
[132] T. van Duzer et al., IEEE Trans. Appl. Supercond. 23, 1700504 (2013).
[133] B. Baek, W.H. Rippard, S.P. Benz, S.E. Russek, P.D. Dresselhaus, Nat. Comm. 5, 3888 (2014).
[134] A. K. Feofanov et al., Nat. Phys. 6, 593 (2010).
[135] E. Goldobin et al., Appl. Phys. Lett. 102, 242602 (2013).
[136] I. V. Vernik et al., IEEE Trans. Appl. Supercond. 23, 1701208 (2013).
[137] B. M. Niedzielski, E. C. Gingrich, R. Loloee, W. P. Pratt, N.O. Birge, Supercond. Sci. Technol. 28,
085012 (2015).
[138] K. Yu. Arutyunov, D. S. Golubev, A. D. Zaikin, Phys. Rep. 464, 1 (2008).
[139] A. O. Caldeira, A. J. Leggett, Phys. Rev. Lett. 46, 211 (1981).
[140] D. V. Averin, A. B. Zorin, K. K. Likharev, Sov. Phys. JETP 61, 407 (1985).
[141] N. Giordano, Phys. Rev. Lett. 61, 2137 (1988).
[142] O .V. Astafiev et al., Nature 484, 355 (2012).
[143] A. M. Hriscu and Yu. V Nazarov, Phys. Rev. B 83, 174511 (2011).
[144] T. T. Hongisto and A. B. Zorin, Phys. Rev. Lett. 108, 097001 (2012).
[145] J. S. Lehtinen, K. Zakharov and K. Yu. Arutyunov, Phys. Rev. Lett. 108, 187001 (2012).
[146] A. M. Hriscu and Yu.V Nazarov, Phys. Rev. Lett. 110, 097002 (2013).
[147] J. E. Mooij and C. J.P .M. Harmans, New J. Phys. 7, 219 (2005).
120
[148] J. E. Mooij, Y. V. Nazarov, Nat. Phys. 2, 169 (2006).
[149] J. P. Pekola et al., Rev. Mod. Phys. 85, 1421 (2013).
[150] S. L. Chu, A. T. Bollinger and A. Bezryadin, Phys. Rev. B 70, 214506 (2004).
[151] D. V. Averin and K. K. Likharev, J. Low Temp. Phys. 62, 345 (1986).
[152] D. V. Averin and J. P. Pekola, Europhys. Lett. 96, 67004 (2011).
121
