Abstract-The polyspectrum modeling problem using linear or quadratic filters is investigated. In the linear case, we show that, if the output pth-order cumulant function of a filter, driven by a white noise, is of finite extent, then the filter necessarily has a finite extent impulse response. Next, we establish expressions of the output polyspectrum of a quadratic filter, driven by a Gaussian white noise. We prove that every factorable polyspectrum with a non-Gaussian white noise, can also he modeled with a quadratic filter driven by a Gaussian white noise. We show that, if the quadratic filter has a finite extent impulse response, then the output p th-order cumulant function is of finite extent and if the output pth-order cumulant function of a quadratic filter is of finite extent, then the impulse response may or may not be of finite extent, Some examples are given to illustrate the polyspectrum modeling using quadratic filters, in particular, we show that there exist finite and infinite extent p th-order cumulant functions that are not factorable hut can he modeled with quadratic filters.
I. INTRODUCTION
N a fixed class G of filters, the polyspectrum modeling I problem is to find the elements whose input is a white noise and whose output has a given polyspectrum. When dealing with polyspectra, the classical concept of whiteness, limited to the second order, is no longer sufficient. Consequently, we need to generalize the white noise definition and this can be done in various ways [l] . In addition, it is more convenient to use the cumulants, rather than the moments [2, p. 1691. The main application of the polyspectrum modeling is the identification of elements of G, based only on the output statistics.
If G is the class of linear time invariant (LTI) filters, the modeling problem is referred to as the polyspectrum factorization, and has recently been studied in [3]. As classical results, we know that this factorization is not always possible and that it is independent of a time shift and a scaling factor. Furthermore, for the output polyspectrum to be nonzero, the white noise input is necessarily non-Gaussian. Indeed, the linear filtering of a Gaussian process provides a Gaussian process, and then its cumulants of order k > 2 are zero. Various identification methods of a LTI filter, using only output poly- Manuscript received June 25, 1991; revised December 18, 1991 . This work was supported in part by the Direction des Construction Navales under Grant C90486030304058348 from GERDSM.
The [ 5 ] . In particular, it is well known that the output p th-order cumulant function of a finite extent impulse response (FIR) LTI filter, driven by a white noise, is of finite extent. But what about the converse? Can we deduce that, if the output p th-order cumulant function of a filter, driven by a white noise, is of finite extent, then the filter has a FIR? If G is a class of nonlinear filters, the problem is much more complicated and it seems that it has not yet been studied. An important difference with the linear case is that the white noise input is not necessarily assumed to be non-Gaussian . The identification of quadratic and linearquadratic systems in the discrete frequency domain has been treated in [6] and [7] . The authors derive the expressions of the linear and quadratic transfer functions using cross moments of the input and output. The method is valid when the input is Gaussian or non-Gaussian but it implies that the input is observable. Therefore, if the input is not observable, this method cannot be applied and in this case, it is interesting to deal with the problem of blind identification (based only on the output statistics). For this purpose, we need the expression of the output polyspectrum of a nonlinear filter and we have to study how this polyspectrum can characterize the filter. Obviously, this task is more difficult than in the case of linear filters, even if the input is assumed to be Gaussian.
In this paper, we address the polyspectrum modeling problem when G is the class of linear or quadratic filters. In Section 11, we introduce definitions. Section I11 is devoted to the polyspectrum factorization problem: we show that, if the output pth-order cumulant function of a filter, driven by a white noise, is of finite extent, then the filter has necessarily a FIR. In Section IV, we study the polyspectrum modeling problem using quadratic time invariant (QTI) filters. We establish simple expressions of the output polyspectrum of a QTI filter, driven by a Gaussian white noise (GWN) and the links and the differences with the polyspectrum factorization problem are examined. We prove that every factorable polyspectrum with a non-GWN, can also be modeled with QTI filters driven by a GWN. Further, we show that, if the QTI filter has a FIR, then the output p th-order cumulant function is of finite extent and if the output p th-order cumulant function of a QTI filter, driven by a GWN, is of finite extent, then the filter has not necessarily a FIR. In Section V, we illustrate the results by polyspectrum modeling examples.
For instance, we show that there exist finite and infinite extent p th-order cumulant functions that are not factorable but can be modelled with quadratic filters. 
where a(.) is any permutation of ( 1 , * , p -l}. Therefore, the p th-order cumulant function is completely determined in the space Z P -by its values in the domain
A m defined by
A m {(kl, * * , k p -l ) E dp-I/O 5 k P p l I * * * 5 k l } .
(2.4)
The p th-order spectrum is the multidimensional discrete Fourier transform of the p th-order cumulant function S x ( V I , We can notice that a Gaussian WN2 is a WNq for any q since all its cumulants of order q > 2 are zero. This is a direct consequence of the fact that in the Gaussian case uncorrelation is equivalent to independence. This justifies the denomination GWN without any precision about the order. and we denote H(v) the frequency response of the filter H(vp-,) . H ( -v l -. . . -vp-1) ( 3 . 6 ) ' where yp,x is fixed. It is well known [ 3 ] , that this factorization is not always possible and is independent of a factor eJ2a"n. Furthermore, the white noise input x[k] is necessarily non-Gaussian since in (3.6) yp,x has to be nonzero. In the time domain, ( 3 . 6 ) is equivalent to
In the sequel of this paragraph, we establish two properties that are useful for the polyspectrum linear modeling. + Proofi According to (3.7), we have
(3.11)
Sincep > 2, we deduce from the relations (2.3) and (3.9) that C,[k + t, k, * * , k] = 0, fork E and t > n. . . . , k,, -is not identically zero, Y,,,~ # 0 and we deduce from (3.13) that (3.12) is equivalent to
for v E [-1/2, 1/21 and t > n.
(3.14)
Now, we show that the set defined by 
, 0, we deduce successively
Taking k l = n, n -1, * from (3.9) and (3.18), that
So from (3.19), the function C, [ k , , . * * , k p -I ] is identically zero, and this contradicts the assumption. Therefore the measure of % is zero.
Then, we deduce from (3.14) that G,(v) is almost everywhere zero valued for t > n, and then, g,[i] = 0 for i E According to (3.11), this is equivalent to say + Comment 2: As a consequence, we notice that the polyspectrum factorization problem, in the case where C [ k l , . . . , k,,-I] satisfies (3.9), consists in solving (3.7) with a FIR (n), h [i] . Since the IR is of finite extent and the factorization is independent of a time shift, we can suppose that the filter is causal. Therefore, taking kl = n , (3.7) reduces to (3.20) and the method to derive the solutions h [ i ] , T,,,~ being fixed, is very simple [ 4 ] . If (3.20) has no solution, the p th-order spectrum is not factorable.
Comment 3: It is well known that the second-order spectrum factorization is independent of an all pass real filter. Since this filter can have an infinite extent IR (IIR), we verify that the property 3.2 does not apply to the case p = 2.
IV. POLYSPECTRUM QUADRATIC MODELING Let y [ k ]
be the output of a discrete QTI filter with IR (4.1)
The relation (4.1) can also be written We define the polyspectrum quadratic modeling problem as follows: for a given pth-order spectrum, S(vl, . . . , v,,-'), determine the QTI filters h [ i , j ] such that, the outputpth-order spectrum of h [ i , j ] , driven by a white An important difference with the linear case, is that x[k] is not necessarily assumed to be non-Gaussian.
In Part A, we study the quadratic modeling of a factorable polyspectra. Part B provides simple expressions of the output polyspectrum of a QTI filter driven by a GWN and in Part C, we establish some useful properties for the polyspectrum quadratic modeling. Comments about the polyspectrum modeling problem using FIR quadratic filters are given in Part D. (-yP,:) and H(v) by ( -H ( v ) ) and then (3.6) is unchanged.
In addition, if y,,, < 0 andp is even ( p > 2), we replace yp,e by ( -y p , c ) and H(v) by (eJ"lPH(v)). Nevertheless, if h [ i ] is real, the IR of (eJ"/PH(v)) is no longer real. Consider now the particular QTI filter (4.5) noise x[k] (to be specified), is equal to S(vl, * --> vp-I ) .
Proof: Let S(vl, -
where x[k] is a zero-mean GWN with variance U:. We have already noticed that the random process x[k] is a sequence of independent random variables. Then x 2 [ k ] is also a sequence of independent random variables and therefore it is a WNp. Moreover, one can verify that, if x is a zero-mean Gaussian variable, the moment generating function 4 ( t ) of x 2 is given by
Therefore, taking the p th-derivative of the logarithm of 4(t), we obtain the p th-order cumulant of the variable x 2 as In Section V, we give simple examples of nonfactorable polyspectra that can be modeled with QTI filters. This shows that the converse of the preceding proposition is false. 
B. Expressions
, a ( p -1)) of {I, -- S,h, * * ? vp-1) f 1 / 2 A(v, -v -XI)A(Y + A I , -v -A, ) = K p S L , * ' A(v + -v) dv
+
We can give another form to the relation (4.9) that has the advantage to suppress the integral. For this purpose, let setting (v,, v2)
Let us introduce the LTI filter with IR Finally, since yp,e > 0, we can determine U, such as y p , e = up and then, the p th-order spectrum of y[k] defined by (4.5) is equal to S(vl, * --3 vp-1).
Because of the symmetry of the QTI filter, we have
and then permutation of { 1, . . , p -11 and let ( k l , * * . 9 5 -I ) E A,, we have
(4.14)
Then, we deduce from (4.12) and (4.10) that Taking into account (4.14), we obtain from ( and we deduce that (4.19) is nonzero only if
We could again use (4.14) to give an expression of the and if Ho(v) = 1, we obtain the p th-order cumulant of the
random variable x 2 in terms of those of x and (4.7) is a particular case of (4. IS).
we deduce from (2.4) that the condition (4.23) gives Proof: Since the output p th-order cumulant function is independent of a time shift of the filter and since the filter has a FIR (1), we can assume that it is causal and can show L1l that when is a wNP to the Order P and with (4.14) or by a direct calculation for = 4, the output second-order cumulant of (4.1) CJk] is 
Pro08
In Section V-B, we provide an example of FIR (2) quadratic filter (see (5.8)), whose output thirdorder cumulant function is zero valued in the region Al.
+
We see with Property 4.2 that different IIR quadratic filters or an IIR quadratic filter and a FIR quadratic filter, driven by the same input, can have the same ouput p thorder cumulant functions. This function is of finite extent.
I
The second assertion result from property 4.2. 
D. Comments about the Polyspectrum Modeling
Problem Using FIR Quadratic Filters According to Properties 3.1 and 4.1, the polyspectrum modeling problem using FIR linear or quadratic filters, can only be applied to the case where the p th-order cumulant function C[kl, * , kp -ll is of finite extent. If we assume that this function satisfies (3.9) , it is shown in Appendix B that it is nonzero in A, for at most ( { + " -I ) points.
In the linear case, we search a factorization with a FIR given by C [ l , k , * , 1, [see the solutions of the system (S) equation (5.5)]. As in the linear case: solutions do not necessarily exist, as is shown in Section V-B.
Furthermore, we have shown in Property 3.2 that, if there exists a factorization, necessarily the linear filter has a FIR (n). In the quadratic case, as an illustration of Property 4.3, it is possible that the polyspectrum cannot be modeled with a FIR (1) quadratic filter driven by a GWN but can be modeled with FIR (1') quadratic filters with 1' > 1. This is shown in Section V-B. Finally, an important difference with the linear case is pointed out in Property 4.4. Indeed, even up to a linear phase factor, the solution, if it exists, is not necessarily unique.
V. EXAMPLES AND COUNTEREXAMPLES
In this whole section, the quadratic filters considered are real, and we present some examples and counterexamples. Part A gives a simple example of the nonfactorable polyspectrum, which can be modeled with a FIR quadratic filter. Part B gives an example of p th-order cumulant function satisfying (3.9), which cannot be modeled with a FIR (1) where 1 A n / [ p / 2 ] quadratic filter driven by a GWN but can be modeled with FIR ( l ' ) , 1' > 1, quadratic filters. Part C provides examples of nonfactorable infinite extent cumulant sequences that can be modeled with IIR quadratic filters.
A. An Example of a Nonfactorable Polyspectrum that can be Modeled with a FIR Quadratic Filter
Let u[k] be a sequence of identically distributed and independent zero-mean random variables. Then u[k] is stationary and we denote mi GE(ui[k] We can assume that (5.6) is satisfied as shown by the following example. We consider the random variable u [O] , which takes the values -1 , 0, 2 with the respective probabilities 2q, 1 -3q, q where 0 < q < 11/90. Then, if we denote y[k] the output of the QTI filter defined by (5.4) , we obtain the causal modeling 
Quadratic Filter Driven by a GWN but can be Modeled with a FIR (2) Quadratic Filter
We consider the QTI filter given by . . . 9 kp-I). Then, the only set (kl, k2) E Am that yields a cumulant different from zero is (1, O), and we deduce that C J k , , k2] = 0 for ( k l , k,) E Al.
We now show that the bispectrum cannot be modeled with a FIR (1) quadratic filter driven by a GWN. As the system (5.5) is a necessary and sufficient condition, we have to solve it with a = 0 and b = 2a2a;. Then necessarily a = 0 and 6 = 0, and the second equation of (5.5)
gives 0 but b # 0. So (5.5) has no solution.
Obviously the bispectrum can be modeled with the FIR (2) quadratic filter given by (5.8), and is not factorable according to Comment 4 and Property 3.2. ) , we obtain that
C. Examples of Nonfactorable Injnite Extent Cumulant Sequences that can be Modeled with IIR Quadratic Filters
and taking v I = 0 in (5.18), we have
Therefore, we deduce after simple calculus from (5.13) and (5.17)-(5.19) that
which is not true. Then, Sy(vl, , vp-I ) is not factorable.
+ -

VI.
CONCLUSION This paper deals with the polyspectrum modeling problem using linear or quadratic filters. We give expressions of the output polyspectmm of a quadratic filter driven by a GWN and the following results are established.
If a polyspectrum is factorable, it can be modeled with a quadratic filter driven by a GWN but the converse is false.
The output p th-order cumulant function of a FIR quadratic filter, driven by a GWN, is of finite extent.
Conversely, when a given p th-order cumulant function is of finite extent, we have:
If there exists a factorization, then the IR is necesIf there exists a quadratic modeling, then the IR can Furthermore, contrarily to the linear case, two quadratic filters that do not only differ from a time shift, driven by the same input, can have the same output polyspectra.
When the input of a quadratic filter is non-Gaussian, it is possible to calculate directly the output p th-order cumulant function (respectively spectrum) in terms of input cumulants (respectively polyspectra) up to the order 2p using the rules of calculations developed in [lo] (respectively [SI), but the task is tedious. The relations obtained are the basic tool for the identification of a quadratic filter, based only on the output statistics and obviously, in the Gaussian case, we find the relation (4.8) (respectively (4.9)) again. 
where the summation is over all indecomposable partitions P I U * U P,, = P of the two-way ('4.9) where a(.) is some permutation of (1, . * , PI, and e, equal either 1 or 2, while e, # el. Now, since x[k]
and is a GWN, we deduce from (A.9) that
if(&>, e,) = (a? + 11, e , + J > , f o r q = l ; * -, p -l
Since without loss of generality, we may always set o(1) = 1 and el = 2, the indecomposable partitions correspond to the pair of collections {(o(2), . , U @ ) ) , (e2, . . . , e,)} where (a(2), , a@)) is a permutation of (2, * * . * , ep) is a collection of ones and twos. So, we deduce from the previous theorem and ( A. 10 ) that , p } and (e2, C{$/[11, * * * 9 $/[PI1 where the summation is taken over all permutations (0(2), , e p ) . Since the quadratic filter is symmetric and since the scalar product is
( A. 12) whatever the partition a( e ) and the collection e, of ones and twos considered. Therefore, we deduce from (A.8) , (A. 1 l) , and (A. 12) that cCYPll, * * 9 YPpI} A. 14) where the summation is taken over all permutations (a(2), -* , 1,(,)}. According to the definition (4.3) of the matrix Hk, it is straightforward to notice that (A. 14) is equivalent to , a@)) and all values of (II, lU(2), * -C{Y[tll, -* 7 Y[t,I) (A. 15) where Tr (M) denotes the trace (i.e., the sum of the elements of the leading diagonal) of the matrix M , and where the summation is taken over all permutations (u(2), (A. 16) where the bar means averaging other all permutations (a(2), -. , a@)) of (2, * , p } . One can notice that (A. 18) where K~ is defined by (4.5).
Let us now derive the expression of the p th-order spectrum Sy(vI, -* * , vpPl). According to (2.3) and (2.5), whatever the permutation (u(l), -* , a ( p -1)) of { 1, 
