This paper surveys numerical techniques for the regularization of descriptor (generalized state-space) systems by proportional and derivative feedback. We review generalizations of controllability and observability to descriptor systems along with de nitions of regularity and index in terms of the Weierstra Canonical form. Three condensed forms display the controllability and observability properties of a descriptor system. The condensed forms are obtained through orthogonal equivalence transformations and rank decisions, so they may be computed by numerically stable algorithms. In addition, the condensed forms display whether a descriptor system is regularizable, i.e., when the system pencil can be made to be regular by derivative and/or proportional output feedback, and, if so, what index can be achieved. Also included is a a new characterization of descriptor systems that can be made to be regular with index 1 by proportional and derivative output feedback.
Introduction
Dynamic system representation gives rise to linear time-invariant descriptor (or generalized state-space) models of the form E _ x = Ax + Bu; (1) y = Cx; (2) where E; A 2 R n n , B 2 R n m , C 2 R p n , x 2 R n , u 2 R m , y 2 R p and _ x = dx=dt. For ease of notation, a descriptor system of the form (1){ (2) is denoted here by (E; A; B; C). Descriptor systems arise naturally in a variety of practical circumstances 23, 32] and have recently been investigated in 8, 10, 11, 14, 19, 20, 21, 25, 26, 28, 29, 30, 33, 34, 36, 37, 38, 40, 41] . We consider only square systems, since they arise naturally from realizations 11] and also since the nonsquare case can be reduced to the square case 6]. With a little more technical e ort most of our results could also be reformulated for the rectangular case. In contrast to standard systems, where E = I, the response of a descriptor system can have a complicated structure and can even have impulsive modes 16, 37] .
In this linear, time invariant context, we are interested in proportional and derivative output feedback control of the form u = Fy+G _ y+v = FCx+FC _ x+v where F; G 2 R m p are chosen to give the closed loop system (E + BGC) _ x = (A + BFC)x + Bv (3) desired properties some of which are discussed below. Proportional output feedback control is the special case G = 0. Derivative output feedback control is the special chase F = 0. Direct state feedback controls correspond to the special case G = 0 and C = I. The response of a descriptor system can be described in terms of the eigenstructure of the matrix pencil E ? A. The pencil and the corresponding system (1){(2) are said to be regular if det( E ? A) 6 = 0 for some ( ; ) 2 C 2 .
Regular systems are solvable in the sense that (1) admits a classical smooth solution x(t) : R ! R n for all su ciently smooth controls u(t) and consistent initial conditions x(t 0 ) 7, 11, 40] .
For regular pencils, generalized eigenvalues are the pairs ( ; ) 2 C 2 nf(0; 0)g for which det( E ? A) = 0. If 6 = 0, then the pair represents the nite eigenvalue = = . If = 0, then ( ; ) represents an \in nite" eigenvalue. A nite eigenvalue = = is a pole of the transfer function of the descriptor system (1){(2), so the generalized eigenvalues of E ? A are sometimes called the poles of the system.
In the following we frequently need matrix representations of nullspaces of matrices. To simplify the notation, we denote a matrix with orthonormal columns spanning the right nullspace of the matrix M by S 1 (M) and a matrix with orthonormal columns spanning the left nullspace of M by T 1 (M) . Note that these matrices are not uniquely determined although the corresponding spaces are. Nevertheless, for ease of discussion, we also speak of these matrices as the corresponding spaces.
For regular pencils the solution of the system equations can be characterized in terms of the Weierstra Canonical Form (WCF) 
where J is a matrix in Jordan canonical form whose diagonal elements are the nite eigenvalues of the pencil and N is a nilpotent matrix, also in Jordan form. J and N are unique up to permutation of Jordan blocks.
The index of the pencil is the index of nilpotency of the nilpotent matrix N in (4), i.e., the pencil is of index if N ?1 6 = 0 and N = 0. By convention, if E is nonsingular, the pencil is said to be of index zero. A descriptor system is regular and of index at most one if and only if it has exactly q = rank(E) nite eigenvalues.
In the notation of (4){(5), classical solutions of (1) take the form x(t) = X r z 1 (t) + X 1 z 2 (t); where _ z 1 
where is the index of the pencil. Equation (7) shows that for regular systems with an index larger than one, in order to have classical, continuous solutions, the input u(t) has to be of a certain smoothness, that is, u(t) must belong to some suitable function space U ad . If u(t) is not su ciently smooth, then impulses may arise in the response of the system 16, 37] . To insure a smooth response for every continuous input u(t), it is necessary for the system to be regular and have index less than or equal to one. If a descriptor system can be transformed into a closed loop system that is regular and of index at most one by feedback, then the system is said to be regularizable.
The following lemma gives a useful characterization of regular, index one pencils. 0 B @ r n ? r
is the singular value decomposition of E (with orthogonal matrices U; V 2 R n n and a nonsingular, diagonal matrix r 2 R r r , then the (n ? r)-by-(n ? r) matrix A 22 = U T 2 AV 2 is nonsingular. Equation (7) also shows that the possible values of the initial condition x(0) are restricted. The initial state must be a member of the set of consistent initial conditions A ( X r z 1 + X 1 z 2 z 1 2 R r ; z 2 = ?
The set of reachable states of (1) from the set A of consistent initial conditions is A itself 40] . We refer to A as the solution space of (1) . The relationship between the set of consistent initial conditions and the set of admissible input functions is studied in 16] .
In this paper we discuss regularization of descriptor systems by state and output feedback. After some motivating examples in Section 2, we review generalizations of controllability and observability to descriptor systems in Section 3.
Controllability and observability may be tested using condensed forms introduced in Section 4. A complete characterization of descriptor systems for which some derivative and/or state feedback yields a regular and index at most one closed loop system appears in Section 5. The characterization displays which ranks of E + BGC are consistent with a regular, index at most one closed loop descriptor system.
The condensed forms discussed in the following sections are obtained from the original system matrices E, A, B, and C by multiplication by elementary orthogonal matrices and from rank decisions in which "small" singular values are set to zero. The well known rounding error analysis of orthogonal matrix computations applies 17, 39] . The e ect of nite precision arithmetic is equivalent to perturbing the original data matrices E, A, B, and C to nearby matrices E+ E, A+ A, B+ B, and C+ C, where k Ek < p(n) kEk, k Ak < p(n) kAk, k Bk < p(n) kBk, and k Ck < p(n) kCk, is the unit round and p(n) is a low degree polynomial that depends on the details of the underlying nite precision arithmetic and numerical methods.
Two Examples
To illustrate some of the problems that arise in the analysis of descriptor systems we use applications from the literature. One is a model of a multi-link constrained manipulator, representing a window cleaning robot 18]. The other is a model of a simple electrical circuit 11].
Example 1 Consider a simpli ed, linearized model of a two-dimensional, threelink mobile manipulator 18] (see Figure 1) .
The Lagrangian equations of motion take the form M( ) + C( ; _ ) + G( ) = u + F T ; ( ) = 0; Applying Kircho 's laws we obtain the following circuit equation. 
It is an immediate observation that C0 implies C1 and C2. Moreover, the condition C1 together with the condition rank E; B] = n; 
Again it is immediate that condition O0 implies O1 and O2. Moreover, O1
and rank E C = n; Note that the conditions (8){(11) are preserved under non-singular equivalence transformations of the system and under state and output feedback, i.e., if the system satis es C0, C1, or C2, then for any non-singular U 2 R n n , V 2 R n n , W 2 R m m and for any F 2 R m p , the system (Ẽ;Ã;B;C), wherẽ A similar example demonstrates that condition O2 is not in invariant under derivative feedback either.
In this section we have introduced conditions that ensure the controllability and observability of descriptor systems. These conditions are essential in feedback design problems such as stabilization, pole assignment or linear quadratic control. Controllability and observability require regularity of the system in addition to conditions (8){(10). In the literature, regularity of the open loop system is generally assumed 10, 11, 28, 33, 34, 37, 40, 41] , allowing the transformation to Weierstra Canonical Form to be applied. Regularity is not needed, however, to obtain feedback designs that regularize the system, and conditions (8){(10) alone are su cient for most design problems. In the following we make no assumption about the regularity of the system (1){(2).
In the next section we examine condensed forms that reveal the properties of the system and enable feedback design. Regularity of the system is not required. Unlike the Weierstra Canonical Form, the condensed forms are computable by numerically reliable algorithms.
Condensed Forms
Equivalence transformations such as (12) can be used to reduce the system (1){(2) to canonical or condensed forms that reveal the controllability and observability properties. This section presents condensed forms under orthogonal equivalence transformations. Section 5 shows how to use them to test whether a system can be made regular and to determine what is the minimum possible index. Regularizing feedbacks can also be constructed from the condensed forms.
The canonical form under arbitrary equivalence transformations derived in 22] displays more information than any of the condensed forms presented below. However, it is ill-suited to nite-precision computation, because arbitrarily illconditioned equivalence transformation matrices may be needed to reduce the original descriptor system to the canonical form. For nite precision computation, it is better to use well-conditioned equivalence transformations. Ideally, as in this paper, only real orthogonal (unitary in the complex case) transformations are used. We nd condensed forms, like the Schur-form for matrices under unitary equivalence 17] or the staircase form 35]. Such condensed forms display most of the invariants of the problem. They can be computed using algorithms that are numerically stable in the sense that in the presense of rounding errors, the computed condensed form is what would have been obtained using exact arithmetic from a rounding-error-small perturbation of the original descriptor system.
We now present three condensed forms of this kind. In all these forms we assume for simplicity that the matrices B; C T have full column rank. If this is not the case, then it can easily be achieved by introducing new input and output vectors. Also we adopt the notation that a matrix j is a non-singular j-by-j diagonal matrix, and 0 denotes the null-matrix of any size.
The proofs for the following condensed forms are given by construction, using a nite sequence of singular value decompositions 17] and rank decisions on transformed submatrices of E, A, B and C. The proofs translate directly into numerical algorithms and give numerically stable methods for computing the condensed forms. However, the algorithms must determine matrix dimensions from the ranks of submatrices. This is a deep and di cult problem, because arbitrarily small perturbations of a rank de cient matrix may change its rank. Any uncertainty in the data | even rounding errors | may obscure the rank. Ultimately, rank decisions in the presence of uncertainties are partially heuristic.
One of the more reliable ways to decide the rank of a matrix M 2 R m n , m n, is as follows. Use a reliable numerical procedure to calculate the singular values 4 . rank E; B] = t 1 + t 2 + t 3 , and thus rank E; B] = n if and only if t 4 = t 5 = t 6 = 0. 5 . rank E C = t 1 + s 2 + t 5 , and thus rank E C = n if and only if t 4 = t 3 = s 6 = 0. 6 . rank E B C 0 = t 1 + t 2 + s 2 + t 3 + t 5 + min(`2; k 2 ). Proof. Clear from condensed form (13){(16). In the construction of the condensed form (13){(16) we rst determine the singular value decomposition of E and then modify the remaining matrices. This order of operations displays S 1 (E) and AS 1 (E) so that regular systems with index at most one are recognized early in the procedure. If regularization is necessary, a regularizing proportional feedback can be constructed immediately. However, it is often the case that we wish to use derivative feedback. For derivative feedback, it is more convenient to start with the singular value decompositions of B and C in order to split E into a set of components that are left invariant and a set of components that can be set to arbitrary values by derivative feedback. This leads to the following condensed form: Theorem 5 Let E; A 2 R n n , B 2 R n m and C 2 R p n , where B and C have full column and row rank respectively. Then there exist orthogonal matrices U; V 2 R n n , W 2 R m m and Y 2 R p p such that U T EV =Ẽ = 2 6 6 6 6 6 6 6 4s Proof. The proof is given in 5].
We have seen that the three condensed forms of Theorems 3, 5 and 7 reveal di erent properties of the system.
The condensed form of Theorem 3 displays whether the system is regular and of index at most one and gives necessary and su cient conditions for C2 and O2 to hold. The condensed form of Theorem 5 only gives su cient conditions.
The following example shows that these conditions are not necessary. This system is in condensed form (17){(20) withs 6 =t 6 = 1. Nevertheless, C2 and O2 both hold.
Section 5 shows that the three condensed forms presented here can be used to test whether a system can be made regular or regular with index one by proportional or derivative feedback. Such a regularizing feedback can then be constructed from the condensed form. The condensed form (13){ (16) in Theorem 3 shows whether the system can be transformed into a regular system of index one by proportional feedback. The condensed form (17){ (20) from Theorem 5 shows whether a regular system with index one can be achieved by a derivative and proportional feedback of the form u(t) = G _ y(t)+Fy(t) and which ranks for the closed loop matrix E+BGC are achievable. Finally, the condensed form (21) of Theorem 7 determines whether the system can be made regular (but not necessarily index one) and what is the minimal achievable index.
The treatment of systems that cannot be regularized or made index one can thus be analyzed from Theorem 7, but not from the other two condensed forms.
Each of the three condensed forms has its advantages and disadvantages. It is unsatisfying that not all the properties are displayed by a single condensed form. At this writing, it is an open problem whether there exists such a condensed form under orthogonal equivalence transformations. However, using nonorthogonal equivalence transformations, there do exist the highly re ned condensed or canonical forms that display more information. See, for example, 22]. The non-orthogonal equivalence transformations are sometimes ill-conditioned, so it is not always possible to compute such condensed or canonical forms in a numerically stable way.
For the three-link mobile manipulator with data given in Example 1 and for the electrical circuit in Example 2, we numerically computed the condensed forms 13{ (16) and (17) In this section we have introduced several condensed forms that can be computed in a numerically stable way using real orthogonal equivalence transformations. From these condensed forms we can detect whether the controllability and observability conditions hold and furthermore also detect other properties of the system. In the next section we discuss the regularization via feedback.
Regularization
As mentioned in Section 1, it is desirable to have regular systems that are of index at most one. If we compute the condensed form (13){(16) in Theorem 3, then we can check whether the system is regular and of index at most one. In case it is not regular, we can often nd a feedback control to make it regular and of index one and thus obtain more favorable behavior. In this section we discuss how the regularity of the system can be obtained via feedback.
Proportional Feedback
The following characterization of systems for which a regularizing proportional feedback exists has been established for some time in the case where the open loop system (1){ (2) 
The index of the latter has been shown in 5] to be equal to the index of given by (22 If this system can be made regular by a proportional output feedback and if the initial conditions are consistent, then x 4 is constrained to be zero and possible impulsive behavior in x 3 is not observed in the output. Proof. For the rst part see 5]. The second part follows trivially. It follows that any regularizable system consists of a subsystem that is controllable and observable at in nity, solution components (modes) that are constrained to be zero in an appropriate coordinate system, i.e. modes that do not contribute to the system dynamics, plus modes that may display impulsive behavior but are not observed at output. The modes that are constrained to zero can be removed from the system, and from a practical point of view systems with unobservable in nite modes should be avoided.
Note, however, that the results we have just discussed are very sensitive to perturbations from modeling errors as well as round-o errors in the numerical computation. In (23), x 4 is constrained to be zero, but a perturbation or unmodeled forcing function that excites x 4 may give rise to impulses.
Derivative and Proportional Feedback
Theorems 9 and 11 deal only with the case of proportional feedback but, as mentioned above, derivative feedback may also be used to alter the regularity of the system. Since derivative feedback of the form u(t) = G _ y(t) + v(t) yields a closed loop system with pencil (E + BGC; A), we see that the left and right nullspaces S 1 and T 1 of E may be modi ed. In turn, this may change system properties like C2 and O2. Also the rank of E + BGC may be increased or decreased from the rank of E. If the closed loop system is regular with index 1, then N = 0 in (6) and the system breaks into rank(E + BGC) di erential equations and n ? rank(E + BGC) algebraic equations. In applications, it may be desirable to have more di erential equations or it may be desirable to have fewer di erential equations. The complete range of possible ranks of E + BGC is given by the following result. then there exists a feedback matrix G 2 R m n , such that rank(E + BGC) = r.
Proof. A proof was given in 9] using Theorem 7. It can also be obtained more easily from Theorem 5.
The ranks in (24) are available from condensed form (13){(16) as well as from (17){ (20) . See Corollaries 4 and 6.
With the possible ranks of E being characterized, we can ask whether we can make the system regular and of index at most one for any rank(E + BGC) = r the range (24) . It is not surprising that the answer is \no." In some cases, the regular index 1 requirement may leave very little freedom in the choice of feedback indeed. and let
Although these matrices look complicated they are easily described in terms of a slight modi cation of the condensed form (17) Proof. Inequality (27) and statements (i) and (ii) are invariant under arbitrary equivalence transformations of the form (12), so without loss of generality, we may assume that the system is in condensed form (17){ (20) . Using (non-unitary) block Gauss transformations we may use the third block row to eliminateẼ 31 , andẼ 32 and the third block column to eliminateẼ 13 andẼ 23 .
With this change, the matrixẼ takes the form E = 2 6 6 6 6 6 6 4s 1t4t3t2t5s6 t 1 
The matricesB andC remain unchanged. The matrixÃ transforms to a new matrix A but the block structure (20) remains unchanged. The matrices in (25), (26), and (27) now take the forms
T a = 2 6 6 6 6 6 6 4 
It follows from (32),t 1 +t 6 =s 1 +s 6 and the nonsingularity of B 1 B 2 2 R (t1+t2) (t1+t2) and C 1C2 2 R (s1+t4) (s1+t4) that the range of ranks in (27) Regardless of the choice of G, S 1 ( E +BGC) and T 1 ( E +BGC) take the forms S 1 ( E +BGC) = 2 6 6 6 6 6 6 4t 
where r 1 = rank( E 11 +B 1 GC 1 ) is the rank of the (1; 1) block of E +BGC. To see that (i) implies (ii), observe that Part 3 of Lemma 2 implies that A 61 Y 1 + A 64 Y 4 has full row rankt 6 . It follows that A 61 ; A 64 ] has full row rank t 6 . A similar argument involving T 1 (Ẽ +BGC) shows that Z T 1 A 16 + Z T 4 A 46 and A 16 A 46 have full column ranks 6 . Statement (ii) now follows from (31). To show that (ii) implies (i) and to establish (27) , we will rst use (ii) to construct feedback matrices F and G satisfying (i) with rank(E + BGC) satisfying (33) . Then we will show that no other value rank(E + BGC) is possible. The construction starts with choosing S 1 ( E +BGC) and T 1 ( A + BFC) through the choice of Y 1 , Y 4 , Z 1 , and Z 4 . Then we make compatible choices of the (1; 1), (1; 2), (2; 1), and (2; 2) blocks of E +BGC. These choices then uniquely x G. Finally, we make choices of the (1; 1), (1; 2), (2; 1), and (2; 2) blocks of A+BFC and corresponding feedback F so that Lemma 2 implies the resulting pencil is regular with index at most 1.
Let (38) which implies (27) , (34) 
With F and G as in (37) and (39) is nonsingular. By Lemma 2, the closed loop pencil (E + BGC; A + BFC) is regular and of index at most 1. Finally, from (38) , rank(E + BGC) = rank( E +BGC) = r 1 +t 2 +t 3 +t 4 . Inequality (36) now implies (33) .
We have shown that rank(E+BGC) may assume any value in (27) when the closed loop pencil is regular and of index at most one. Finally, we must show that no other value rank(E + BGF) is possible. The lower bound in (27) clear because it is the lower bound in Lemma 4.7, i.e., it is the minimumpossible rank of E + BGC regardless of the regularity and index of the closed loop pencil. It remains to establish the upper bound.
As above, let r 1 = rank( E 11 +B 1 GC 1 ) be the rank of the (1; 1) block of E +BGC. Now, E +BGC has the same block structure as (28) , so rank(E + BGC) = rank( E +BGC) = r 1 +t 2 +t 3 +t 4 is not full rank, since it has a row of zeros.) By Lemma 2, the closed loop system can not be regular with index 1.
It is still di cult to explicitly construct feedback matrices that make the system regular and of index at most one. First of all, there is quite a lot of freedom in the choice of F and G, which has to be resolved. Second, it is not enough to construct the feedback matrices in a numerically stable way. It is also important that the resulting closed loop system is robustly of index at most one. A complete analysis when this is the case is not known, see 2, 13, 31] for partial results.
Conclusions
Controllability, observability, and regularizability properties of the linear descriptor system (1){(2) are displayed by three di erent condensed forms. The condensed forms also lead to a new characterization of descriptor systems that can be made to be regular with index 1 by proportional and derivative output feedback along with the possible ranks of E + BGC in the closed loop system (3). The condensed forms are obtained through orthogonal equivalence transformations. These lead to algorithms that are numerically stable in the sense that, in the presense of rounding errors, the computed condensed form is what would have been obtained using exact arithmetic from a rounding-error-small perturbation of the original descriptor system.
It is unsatisfactory that not all the properties are displayed by a single condensed form obtained through orthogonal equivalence transformations. At this writing, the existence of such a condensed form is an open question. We cannot conclude anything about the controllability and observability at in nity, since the conditions 4. and 5. in Corollary 6 are only su cient conditions.
From both canonical forms we get via Corollary 4 and Corollary 6, respectively, that rank E; B] = 6, rank E C = 6 and rank E B C 0 = 8. Hence, the range of possible ranks for E + BGC in Lemma 12 is 4 r 6.
The system cannot be made regular and of index at most one by feedback as we can see from Theorem 13, since in the condensed form of Theorem 5 T T a AS b and T T b AS a are 2 2 and both have zero rank. For this system, however, using the condensed form of Theorem 7, the reduction procedure of 5] can be applied to remove the parts of the system that are not controllable or observable at in nity.
A.2 Condensed Forms for Example 2
In natural variables, the circuit of Example 1 is modeled 11] by by a descriptor system of the form (1){(2) where E = 2 6 6 4
