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A B S T R A C T
The forecasting of energy and natural gas consumption is a topic that spans different temporal and spatial scales and
addresses scenarios that vary significantly in consistency and extension. Therefore, although forecasting models share
common aims, the specific scale at which each model has been developed strongly impacts its features and the parame-
ters that are to be considered or neglected. There are models designed to handle time scales, such as decades, years, and
months, down to daily or hourly models of consumption. Similarly, there are patterns of forecasted consumption that
range from continents or groups of nations down to the most limited targets of single individual users, passing through all
intermediate levels. This paper describes a model that is able to provide a short-term profile of the hourly heat demand of
end-users of a District Heating Network (DHN). The simulator uses the hourly natural gas consumptions of large groups
of users and their correlation with the outside air temperature. Next, a procedure based on standards for estimating the
energy performance of buildings is defined to scale results down to single-user consumption. The main objective of this
work is to provide a simple and fast tool that can be used as a component of wider models of DHNs to improve the control
strategies and the management of load variations. The novelty of this work lies in the development of a plain algebraic
model for predicting hourly heat demand based only on average daily temperature and historical data of natural gas con-
sumption. Whereas aggregated data of natural gas consumption for groups of end users are measured hourly or even more
frequently, the thermal demand is typically evaluated over a significantly longer time horizon, such as a month or more.
Therefore, the hourly profile of a single user’s thermal demand is commonly unknown, and only long-term averaged val-
ues are available and predictable. With this model, used in conjunction with common weather forecasting services that
reliably provide the average temperature of the following day, it is possible to predict the expected hourly heat demand
one day in advance and day-by-day.
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Nomenclature
ch dependent point regression coefficient
Dbuild,h building’s hourly heat demand [kWh/h]
Dbuild,year building’s annual heat demand [kWh/year]
DHN District Heating Network
DHOff Daily Heating Power Off period
DHOn Daily Heating Power On period
DHW Domestic Hot Water
EPLi Energy Performance Indicator Limit
ET Environmental Temperature [°C]
average daily environmental temperature [°C]
HDD Heating Degree Day [°C day]
HDDlaw indicated heating degree day [°C day]
HDDreal measured heating degree day [°C day]
HSAD Hot Season Average Demand [kWh/h]
K scaling and conversion coefficient [kWh/Sm3]
NG natural gas
⁎ Corresponding author.
Email address: francesco.devia@unige.it (F. Devia)
NGD natural gas demand
NGDh hourly natural gas demand [Sm
3/h]
NGDyear town’s annual natural gas demand [Sm
3/year]
p1 main point’s linear regression coefficient [Sm
3/h °C]
p2 main point’s linear regression coefficient [Sm
3/h]
SHOff Seasonal Heating Power Off period
SHOn Seasonal Heating Power On period
S/V building aspect ratio [1/m]
1. Introduction
Natural gas (NG) demand for residential and commercial use in
buildings was approximately 31% of the total gas demand in 2011 in
the US [1] and approximately 25% in Italy [2]. Currently, the reduc-
tion of consumption comes from the application of best and updated
design practices, as well as from managing the demand and its vari-
ation in time and intensity. For this reason, there have been a large
number of papers in recent years that address models that aim to pre-
dict the production, delivery and consumption of energy and NG [3].
The various models differ one from one other in the reason that
they were built, which, in turn, is strictly linked to the extension of
the scale and time-scale of the model itself. Some models address
http://dx.doi.org/10.1016/j.apenergy.2016.08.122
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global and national levels, such as [3–6] with timescales of years or
decades; many models are devoted to directly predicting natural gas
consumption at the hour and city level [4], while others address the
yearly and national scale [5] or daily predictions at the town level [6].
The forecasting of heating energy demand and consumption is as-
sessed in several ways by a number of authors (see, e.g., the reviews of
Swan and Ugursal [7], Suganthi and Samuel [8] and Kramer et al. [9]).
Artificial neural networks (ANNs) and fuzzy systems are used by Neto
and Fiorelli [10], Li et al. [11,12], Yang et al. [13], Ekici and Aksoy
[14], and González and Zamarreño [15]; ANN are easier to use com-
pared to statistical methods and, for forecasting problems, are usually
used in conjunction with back propagation (BP) learning algorithms,
but their learning approach is nevertheless of a black box style. More-
over, it is difficult to address uncertainties and understand dependen-
cies between inputs and outputs.
Strzalka et al. [16] used a 3D city model, interfaced with either a
transmission-loss model or an energy-balance model, to forecast the
heating energy demand of an entire city quarter. They underline that
building simulation models typically require such a high amount of
input data that it is often hard to acquire. Yu et al. [17] used a de-
cision tree method, whose flowchart-like tree structure enables users
to quickly extract useful information without requiring much com-
putational knowledge. Effective energy consumption (in accordance
with CEN-Umbrella prEN 15603 Clause 7 [18]) is used by Tronchin
and Fabbri, and compared with results obtained by well-established
simulation software [19], they underline the high peculiarity of the
Mediterranean climate that have to be taken into account when ap-
proaching this type of problem in this particular region. Finally, some
authors, such as Široký et al. [20] and Oldewurtel et al. [21], have pro-
posed model predictive control methods that aim to minimize the en-
ergy consumption by means of advanced control techniques, whose
accuracy is nevertheless influenced by the intrinsic uncertainty of
weather data, which is used as an input.
Nannei and Schenone [22] developed and experimentally validated
in a real-scale climatically controlled test room a numerical model to
study thermal transients in buildings, which is useful for both evaluat-
ing heating energy consumption and achieving conditions of environ-
mental comfort.
Jain et al. [23] developed a building energy forecasting model us-
ing support vector regression to describe a multi-family residential
building in New York City. They found that “Optimal granularity oc-
curs at subdivision at floor level, in hourly temporal intervals,” and
their results indicate that the most effective models are built with
hourly consumption at the floor level.
Liu et al. [24] addressed forecasting for electrical consumption:
their hybrid model aims to predict hourly consumption in micro-grids,
and the authors stated that research on this topic still currently limited,
partly because aspects of these research studies have high computa-
tional complexity. Richardson et al. [25] and Widén et al. [26] also
forecast building electrical consumption, looking at the human occu-
pancy and the activity of people, as well as at the appliances that peo-
ple use in their activities.
Fan et al. [27] used a data mining approach to spot the six most
relevant independent variables for next-day building energy consump-
tion and peak power demand.
Olofsson and Mahlia [28] presented a methodology, based on a
simulation module and graphical figures, for interactive investigations
of building energy performance using the improved procedure of the
EN 832:1998 standard [29] to calculate the heat loss through the floor
and the solar heat gain.
Pisello et al. [30] proposed a new methodology for the evaluation
of buildings’ thermal-energetic performance that allows the transla-
tion of dynamic simulation results into buildings’ energy guidelines.
Braun et al. [31] used regression analysis to predict future energy
consumption of a supermarket, while Lee and Tong [32] used a hybrid
dynamic model to forecast nonlinear time series of energy consump-
tion.
Yao and Steemers [33] used a simple deterministic method to de-
velop a realistic energy profile for a flat that takes into account each
device and activity in a flat to build up a realistic load profile.
Analogously to what was explained for residential heating energy
demand, almost the same techniques can be used to forecast natural
gas consumption, and the most common are linear regressions [34,35],
nonlinear regressions [36,37], autoregressive time-series models [38],
artificial neural networks [39,40], genetic fuzzy systems [41], logis-
tic-based approaches [42], etc.
In particular, Potočnik et al. [43] investigated the performance of
static and adaptive models for short-term natural gas load forecasting,
showing that the improvement of the forecasting performance due to
adaptive models does not appear for an individual house due to the
stationary regime of its heating.
Sabo et al. [4] created an hourly forecast model based on
short-term temperature variation and gas consumption in the preced-
ing period that considers the “variation of consumption” as a rele-
vant parameter and recognizes the temperature as the main indepen-
dent variable.
Brown et al. [44] used an econometric approach to find the weight
of the parameters involved in gas consumption; the model uses two
different HDDs in the same expression, calculated with two different
reference temperature values, and it also considers the effect of NG
price on consumption.
Many authors use the Heating Degree Day (HDD) to forecast gas
consumption, and some of them define corrections [45] or weights
[46] for the value of HDD to produce more reliable predictions.
The most detailed review of NG forecasting models can be found
in [3]; it contains an extensive analytical classification of those avail-
able in the literature.
Taking into account the lessons learned from the papers described
in the literature survey examined above, the advantages and disadvan-
tages of each simulation technique, the available inputs, and the needs
in terms of time scale, physical accuracy and simplicity, the authors
developed the model that is described in this paper.
The large number of papers and models available in the literature
illustrates the large interest in the forecasting of energy demand. In-
deed, one can use the model, which uses a set of simple equations
to describe the spatial and temporal distribution of a building’s en-
ergy demand, as one of the key components to develop wider dynamic
models, such as ones for District Heating Networks (DHNs).
A DHN connects users and thermal production units, which could
be located afar, provided that they are all connected to the network.
This allows considerable technical advantages, for instance, the ex-
ploitation of low enthalpy sources and renewables, as well as the pos-
sibility of moving the production units and thermal storage to less
densely populated areas.
The design of a DHN is based on the following features of the
users’ thermal energy demand:
• the power demand peak
• the geographical location
• the daily and hourly profile of energy demand.
The energy demand peak is required to define the size of the sys-
tem; the distribution of the demand is needed to determine the best
shape of the DHN that complies with the energy demand of single
users or that of a district. Finally, the seasonal and hourly trends of
energy demand play a key role in maximizing the share of renewable
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For these reasons, a model of hourly heat demand for a generic
building is useful for defining effective strategies aimed at integrat-
ing users and suppliers based on spatial and temporal mapping of the
city’s thermal demand.
This paper describes the procedure used to create the model that
estimates the hourly profile of the thermal demand of a building. The
needs of creating a reliable model, based on a large set of measure-
ments, led the authors to take two sets of data into consideration. The
first set is a decade’s-worth of hourly consumptions of natural gas of
the entire town, which are collected and recorded at an hourly fre-
quency or higher, and it was made available thanks to the collabora-
tion with the local NG delivery company. The second one is the an-
nual consumption for heating of buildings that can be obtained by di-
rect measurements, which are not available at an hourly frequency and
are measured once a month (or less). In cases in which the annual con-
sumption of a building is not available, the procedure illustrates how
to use the Energy Performance Indicator of Building to evaluate the
proper scaling and conversion factor from aggregate hourly gas con-
sumption data to a single user’s hourly heat demand.
The main improvement of this method is that it provides a sim-
ple and fast tool that can be used as a component of wider models of
DHNs to improve the control strategies and management of load vari-
ations. In fact, more sophisticated models often clash with the lack of
data or with their gross uncertainty, while the present approach can
be applied to a number of real situations with an actual expectation
of achieving operative results. Hence, the proposed model is particu-
larly useful when energy planning for a large number of end users is
needed and when it is necessary to assess energy demand at a district
or city level, as for the Sustainable Energy Action Plan foreseen by the
Covenant of Mayors [47]. The developed tool seems to be particularly
adequate for that purpose.
A further advantage is the possibility of recognizing and under-
standing the effects of external temperature and the habits of users
on trends of energy demand over time. Indeed, in comparison with
more sophisticated and mathematically complex methods, which give
more accurate predictions, the use of simpler functions makes it eas-
ier to distinguish the different effects mentioned above. Whereas ag-
gregated data of natural gas consumption for groups of end users are
usually measured hourly or even more frequently, the thermal demand
is evaluated over a significantly longer time horizon, such as a month
or more. Therefore, the hourly profile of a single user’s thermal de-
mand is commonly unknown, and only long-term averaged values are
available and predictable. With this model, used in conjunction with
common weather forecasting services that reliably provide the average
temperature of the following day, it is possible to predict, one day in
advance and day-by-day, the expected hourly heat demand.
Moreover, the simplicity of the model facilitates its use and dis-
semination. The proposed approach can be adopted in several diverse
contexts and applied with good flexibility, as it has been for the CEL-
SIUS consortium [48], which included it in the CELSIUS toolbox and
recommended it to the follower cities, i.e., the cities that expressed
their willingness to replicate the actions of CELSIUS demonstrators,
as a meaningful forecasting method.
The research activity was developed in two steps. The first one
is represented by the group of actions that were undertaken to de-
fine the pattern recognition of the daily profile of NGD by means of
the analysis of hourly consumption aggregated for a large numbers of
users. The second part concerns the method by which it is possible to
use the normalized NGD profiles to forecast the details of the hourly
heat demand of users, starting from data of annual heat demand. The
paper was developed in the context of Covenant of Major and Celsius
Project research studies.
2. Natural gas distribution and consumption in Genoa
Several gas networks commonly coexist in urban areas. These net-
works commonly differ from one other in pressure level, in their num-
ber and in the diffusion of their branches. In a typical configuration,
there are three networks at three different pressure levels: the high
pressure network at 70–25 barg, the intermediate pressure network at
5 barg and the low pressure network at 1.5–0.5 barg which feeds the
last pressure jump cabins, which deliver gas to users at 0.05 barg. The
connection between the networks is provided by the NG expansion fa-
cilities.
The city of Genoa, as in the majority of urban agglomerations
in Italy, is provided with an extensive NG distribution network. In
Genoa, there are seven main expansion cabins, twenty secondary ex-
pansion plants and a couple hundred low-pressure expansion facilities.
The first jump cabins reduce the NG pressure from the national dis-
tribution level (24–26 barg) to medium pressure (5 barg); the second
ones are widespread in the city and reduce the pressure levels from 5
to 1.5–0.5 barg. Finally, the lower pressure expansion cabins serve less
than a thousand end users each.
NG is a strategic energy source for Genoa; in fact, most of the
residential units are connected to the distribution network; the fuel is
mainly used by citizens for cooking, heating and Domestic Hot Water
(DHW) purposes.
The NG industrial demand is very low in the city, and in recent
years, it has really decreased. That is why most of the consumptions,
which take place in the heating period, are directly linked to the heat-
ing of buildings.
The Italian rules for energy savings for buildings [49] subdivide
the country into climatic zones on the basis of a HDD (Heating Degree
Days) classification. For each zone, the law defines many parameters
regarding the minimum thermal performances of the buildings and the
extension of the periods in which it is possible to activate heating sys-
tems.
The town of Genoa is classified in the zone “D”, where houses
can be heated, unless there are specific exceptions, from November 1
through April 15. This period is called the Seasonal Heating Power
On period (SHOn). In the SHOn period, the conventional heating de-
vices can be switched on, starting from 05:00 to 23:00, for less 12 h
per day [50]. This interval is called the Daily Heating Power On pe-
riod (DHOn).
3. Methodology
As previously said, this work consists of two main steps. The first
one is the development of the model for forecasting the town’s NG
Demand (NGD) from its correlations with the average daily tempera-
ture: the analysis of data revealed a direct correlation between the out-
side-air temperature and the NG consumption during six pivot hours
of the day in any day of the heating period.
In the second step, a simple method for scaling the results to esti-
mate the building’s hourly heat demand is described. This model has
been used to predict hourly thermal demand, days in advance, based
on the forecast of daily average temperature.
The development of this procedure stems from the wish of ad-
dressing the need of a simple and easily adaptable model for the fore-
casting of NGD and that, thanks to the collaboration with the local
gas distribution company, it was possible to have available and to
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Hence, the model was thought to utilize aggregated data of NG con-
sumptions of a wide group of people (such as an entire city or a large
district) to predict the profiles of heat consumptions of a restricted
group of users, or even of a single user.
The main steps of the methodology are the following:
• Data collection: the forecasting process uses two sets of data. The
first set consists of aggregated NGD data, over a significant number
of years, gathered for a large geographical area and a great number
of final users; the second one is the daily average of ET for the same
location and period.
• Data cleaning: a conventional data cleaning process, for NGD and
ET data, targeted to eliminate errors, false zeros and malfunction of
the measuring system.
• Data pre-processing: this process is aimed to split the aggregate
NGD data on the basis of its final use, and the process is closely
related to the marked seasonality of consumption and of NG con-
sumption habits. We can assume that NGD is made up of two main
terms: a share of consumption linked to habits that do not vary
throughout the year and a share related to the demands of heat that,
as well as being linked to the habits, are closely correlated to the
value of the daily average outdoor temperature. A simple way to
find the part of the NGD that is linked exclusively to the request
of heat is to clean the bulk data with that of the summer months in
which the required heat is negligible.
• Correlation between NGD and ET: this step consists of the exam-
ination of the NGD hourly profiles to pick out simple mathemati-
cal functions that could be able to describe the correlation between
NGD and ET with ease of replication and good accuracy. The ob-
servation of the daily distribution of NGDh leads to the identifica-
tion of, for short segments of time of day, consumption profiles that
can be represented by simple functions. The selection of the proper
extension of the intervals consists of a “trial and error” activity, and
the main point of a time band is the one that shows the strongest
cross correlation with the daily average of the external temperature.
The result of this data analysis process, carried out in collaboration
with the local gas company, leads to a model that describes with
high detail over time (hourly or sub-hourly intervals) the consump-
tion pattern of a very broad set of users.
• Final user hourly heat demand: the patterns of consumption are
strictly linked to the habits of the users. For this reason, they can be
used to calculate the hourly consumption of a single user or of a re-
stricted set of users (e.g., a small district), of which the hourly con-
sumption is generally not measured and the data of consumptions
are available over long periods only (measured monthly or season-
ally).
The way in which it is possible to use a set of readily available
data, such as the pattern of consumption, the value of HDD in the in-
vestigated period and the daily average ET, to define the hourly con-
sumption of a single user is described in Section 5.
Finally, Section 6 describes the procedure to estimate the hourly
consumption in the case in which the monthly (or yearly) consump-
tion is unknown, and it is evaluated by means of Epi, which represents
an estimation of the annual energy consumption as a function of HDD
and the building energy label in combination with the model presented
in this paper.
4. Data analysis
Thanks to the collaboration with the local NG delivery company,
it was possible to analyse the hourly consumption of the entire town
for a decade. At first, the analysis of these data was accomplished
with the aim of looking for correlations between the daily averages of
consumptions and temperatures. Then, such a large set of data, which
describes the details of consumption during the whole year, has been
used to deduce a model of hourly consumption for the heating period.
Firstly, the correlation between NGD and Environmental Temper-
ature (ET) has been studied at a monthly scale. The monthly averages
for NGD and ET are reported in Figs. 1 and 2, respectively. It is pos-
sible to observe that the NGD is only slightly affected by the ET dur-
ing the Seasonal Heating Power Off period (SHOff) because the NG
is mainly used for cooking and for DHW. Thus, the energy demand
is lower than 20% of the maximum demand needed in winter, and the
correlation between the two variables is very poor.
Alternately, the maximum values of NGD take place in the Sea-
sonal Heating Power On (SHOn) period.
Looking at the monthly averages of NGD and ET, Figs. 1 and 2, it
can be observed that small changes in ET result in considerable varia-
tions of NGD during the transitions from heating periods to non-heat-
ing ones. In this case, the relation between the variables is determined
by citizens’ uses of the NG, and it is possible to deduce that, during
the SHOn period, most of the NG consumption is used for building
heating purposes.
It is possible to gain a different point of view by looking at plots
of the two variables on a daily basis. The graphs in Figs. 3 and 4 show
hourly average values of NGD and ET, respectively, for each month
of the year. The synoptic analysis of the two pictures clearly shows the
effect of the external temperature together with the effect of the dura-
tion of the daily heating interval (DHOn).
Though NGD profiles of the cold months significantly differ from
those of the hot months, they are always characterized by a well-de-
fined pattern with three peaks of gas demand at 07:00, 12:00 and
19:00. In these cases, there is not a direct correlation between the
hourly profile of ET behaviours and the hourly NGD profile. This is a
combined effect of multiple causes:
• Physical ones: the building forms a complex thermal system in
combination with the environment. The thermal inertia of the
Fig. 1. Monthly average NGD (normalized).
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Fig. 3. Hourly average NGD (normalized).
Fig. 4. Hourly average ET [°C].
building decouples the heat losses from the heat needs, producing a
delay from the variations of ET and NGD.
• Anthropogenic ones: as has been previously described, the result
comes from a mixed effect of rules and habits. The Italian law im-
poses a specific DHOn period, and for this reason, people com-
monly shut heating down during night; even if ET decreases, there
is not a corresponding increase of NGD. During the DHOn hours,
every user can choose to switch on or switch off its heating devices;
most people switch on boilers early in the morning and at dinner
time when most people are at home. These habits are responsible for
the peak of NGD at 7.00, for the narrow peak at lunch time, which
is strongly related to the gas that is used for cooking lunch, and for
the smoother and wider peak at 7.00 pm, which is a combination of
heating and cooking.
5. Model for forecasting natural gas demand at the town level
At this stage, the main purpose of this study is building a model
that is able to predict the gas demand linked to residential and com-
mercial hourly heat demand. It is worth recalling that the available
data are the gross NGD, including gas for cooking and DHW, ex-
tended to the entire city of Genoa.
On the basis of the previous considerations, a preliminary analysis
has been performed to single out the contribution of the cooking and
DHW gas demand.
The main assumption is that the NG demand, in the SHOff period,
is mainly due to cooking and that there are not significant variations
of this term throughout the year. For this reason, it is possible to eval-










6 Applied Energy xxx (2016) xxx-xxx
subtracting the average hourly demand in the SHOff period, defined
as the Hot Season Average Demand (HSAD), from the gross value
recorded by the meters. A general NGD daily trend for the SHOn pe-
riod, cleaned by the HSAD values, is shown in Fig. 5; the net profile
of demand is quite similar to the gross one, and it shows peaks at the
same hours of the day. The generic profile is then split into many time
bands. The length of each time band differs one from the other because
the NGD in any band can be represented by an elementary function,
and its value is independent from the values of the previous and next
bands. For each time band, it is possible to identify a main point in
such a manner that its value defines the NGD values of all the other
(dependent) points of the same band.
The selection of the main points and the length of the intervals,
of which each main point is the most relevant value, comes from the
observation of data and from the perceptible existence of patterns of
NGD that could be represented by simple equations with small er-
ror for short intervals. The shape of the patterns is strongly related to
users’ behaviours, which, in turn, are a complex function of climate,
habits, rules and the cost of energy. The best way to find the main
point of each interval is to look for the point that shows the strongest
cross-correlation with the external temperature. The procedure can be
easily implemented in Excel or MATLAB, even though the selection
of the proper extension of the intervals requires manual trial and error.
For each main point, a linear correlation between the NGD value
and the daily average was found. As an example, the red1 line in
Fig. 6, represented by Eq. (1), shows the correlation between the main
point NGD11 and :
where NGDh are the forecasted hourly NGDs and is the average
daily ET. The coefficients p1 and p2 for the linear regression are con-
fidential data from the NG distribution company, and Table 1 reports
the coefficients, normalized by the average hourly NGD, of the SHOn
period.
The profile of demand, in each time band, consists of a specific
family of elementary functions; Table 2 summarizes, for each time
band, its range, the main point and the regression function, where ch
are the regression coefficients (listed in Table 3).
The mean accuracy of the NGD forecasting model is within 20%.
Error is higher at the extremes of the range of interest, i.e., for
values lower than 3 °C or higher than 17 °C.
At present, the model does not distinguish the weekdays from the
weekend, and it does not take into account the different habits and be-
haviours of the citizens during festivities.
A more detailed prediction could be achieved using two different
models for weekdays and the weekend or, alternatively, a curve for
each day of the week.
6. Model for forecasting single-user hourly heat demand
The second step of this study consisted of the development of a
simple and reliable forecasting model of the thermal and NG demand
for a single building or a single flat from the perspective of using it as
the component that describes end-users’ behaviour for employment in
the dynamic modelling of an entire DHN.
1 For interpretation of color in Fig. 6, the reader is referred to the web version of
this article.
For this purpose, it has been assumed that a good approximation of
the hourly heat demand of a single flat resembles the hourly profile of
the mass flow rate of NG at the town level and that the first one can
be obtained from the latter by means of a proper scaling factor K (Eq.
(2)).
where Dbuild,h is the energy demand of a specific building and K is
a specific coefficient for each building; because energy demand re-
sembles NG demand, it is assumed that the scaling factor between the
hourly and the annual NG demand is equal to that between the hourly
and annual thermal demand:
the specific reduction coefficient K is defined for this purpose (Eq.
(3)). The subscript year indicates the amount of energy per year.
The annual energy consumption required for heating of a generic
building is obtained according to the Italian legislation regarding en-
ergy certification of residential buildings.
The legislation indicates the value of annual energy demand (kWh/
m2 year), or the Energy Performance Indicator Limit (EPLi) [51], for a
“D” energy class building. The norm defines the expected annual ther-
mal demand of a building using the geometric characteristics, the en-
ergy classification and climatic data as the HDD value.
The main geometrical parameter that affects the thermal demand
of buildings is the aspect ratio between the area of the external surface
and the internal volume, S/V. In fact, heat losses to the environment
are proportional to the area of the external surface, and it is clear that,
for a fixed living space, the lower the S/V value is, the lower the en-
ergy requirements are.
As previously stated, the duration of the heating period at a spe-
cific location in Italy depends on the reference value of HDD, which
assigns the location to a climatic zone. The city of Genoa, with an av-
erage of 1435 HDD (HDDlaw), is in the “D” zone [49].
To calculate the real value of K, the conventional value of the an-
nual heat demand is needed. This can be calculated, according to the
Italian normative, for a flat in the “D” climatic zone, interpolating the
data reported in Table 4 in the following way (Eq. (4)):
The energy demand of a building characterized by a higher or
lower energy class can then be easily calculated using the correction
factors given in Table 5.
Finally, from the corrected EPLi value, Dbuild,h can be easily calcu-
lated by multiplying it by the building’s floor surface.
Finally, the forecasting model for NG demand of the city estimates
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Fig. 5. Example of the NGD daily trend cleaned by HSAD.
Fig. 6. Linear regression between ET and NGD at 11.00 o’clock.
Table 1





































The entire procedure has been developed using MATLAB
Simulink [52]. From the user’s point of view, the code is represented
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Table 4





S/V ⩽0.2 [1/m] 21.3 34
S/V ⩾0.9 [1/m] 68 88
Table 5
Correction factors of EPLi for different energy classes.
A+< 0.23 ∗ EPLi
0.23 ∗ EPLi ⩽ A < 0.45 ∗ EPLi
0.45 ∗ EPLi ⩽ B < 0.65 ∗ EPLi
0.65 ∗ EPLi ⩽ C < 0.85 ∗ EPLi
0.85 ∗ EPLi ⩽ D < 1.00 ∗ EPLi
1.00 ∗ EPLi ⩽ E < 1.50 ∗ EPLi
1.50 ∗ EPLi ⩽ F < 2.00 ∗ EPLi
2.00 ∗ EPLi ⩽G
A specific mask is used to set all the parameters of the building that
are needed for calculation.
7. Applications of the model
This section describes some possible applications of the model to
show how it can be used for real-world purposes. The first one con-
sists of the comparison of the heat demand of buildings from three dif-
ferent energy classes and under various climatic conditions with fixed
geometric parameters.
In particular, the simulations are performed for five days that are
representative of the SHOn period and that have a daily average tem-
perature equal to the monthly average ET values (Table 6) measured
during the heating period.
Fig. 8 shows the Daily Heat demand for a specific building using
the mean temperature of each month in the SHOn period. It can be
observed that the mean hourly heat demand at night-time in Decem-
ber, January and February is more than three times higher than that in
April and November, while the 7-o’clock peak in December, January
and February is less than twice the corresponding peak in April and
November. The hourly heat demand of a typical apartment in Genoa
was calculated for a daily average temperature of 7 °C. Reference val-
ues for buildings in Genoa were assumed as follows: the Surface/Vol-
ume ratio, S/V, was equal to 0.25 m2/m3, and the mean extension was
82 m2; these data are taken from documents of the Ligurian Regional
Energy Agency [53] and are mainly based on Genoa’s Sustainable En-
ergy Action Plan [54].
Then, Fig. 9 shows the hourly heat demands calculated for three
apartments that have equal internal floor area and volume but belong
to three different energy efficiency classes, namely “A,” “D” and “G”.
It is easy to appreciate the striking difference of consumption between
an energy-effective building and a low-efficiency one. According to
the Italian legislation, a “D” class apartment, with S/V = 0.25 and
82 m2, would have an annual demand, Dbuild,year, of 1972 kW h/year.
From Table 5, it is possible to see that the “A” class apartment would
have an energy demand that is approximately 45% of the “D” class
one, while for the “G” class, it would be twice as high.
To conclude, the model predicts the details of the dynamic of the
thermal load that the flat would generate with a DHN if it were con-
nected to it or, for instance, the magnitude of the oscillation of heat
loads during the daytime.
A detailed project of complex and integrated heating systems can-
not rely only on the estimation of the maximum thermal loads. The
correct sizing of the components and the proper design of the mutual
interaction among them stems from a detailed analysis of load profiles,
which can be simply accomplished by means of the proposed method-
ology. Fig. 10 shows the hourly heat demand for a large school build-
ing, calculated in the climatic design conditions of the city of Genoa.
The red dots represent the daily heat demand peaks in the most ad-
verse climatic conditions. Therefore, they express the maximum ther-
mal power required by the building.
Unlike conventional boilers, whose size can be defined just by the
maximum thermal demand, the sizing of components of integrated
heating systems, such as the cogenerators, auxiliary boilers and heat
storages used for DHNs and large plants, must be accomplished con
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Table 6
SHOn period monthly average ET (2004–2011).
Nov Dec Jan Feb Mar Apr
ETavg [°C] 13.5 7.2 6.6 8.0 11.2 15.0
sidering the heat demand profiles and the interactions between the
components themselves. Also in this condition, the model is helpful
for calculating specific features of the hourly heat demand, as shown
in Figs. 11 and 12. Fig. 11 reports the profile of the hourly heat de-
mand of a large old building with poor insulation (Class G) under
the design condition of a daily average ET of 0 °C. The model pre-
dicts that the peaks of hourly heat demand are approximately 60%
higher than the average and that they are concentrated into two def-
inite periods of the day. This prevision could be profitably used to
manage these peaks. Fig. 12 shows the difference between the peak
and the daily average of hourly heat demand for three apartments that
each have an internal floor area of 78 m2 and that belong to energetic
classes A, D and G, respectively, calculated with ET equal to 7 °C,
which represents an average condition for December.
In recent years, there has been increasing attention on research on
thermal storage because this is a key issue for better exploitation of
renewable sources and their integration into a complex system of de-
mands and sources. The proposed modelling can then be used to facil-
itate this development. The patterns of hourly heat demand are essen-
tial to the integration of daily energy storage within the infrastructure
to improve its flexibility and efficiency. In particular, the profiles of
the demand are necessary to match, through energy storage, the heat
generated by cogenerators, as well as to select the most convenient
source for each period of the day.
Lastly, the proposed model is particularly suitable for urban energy
planning because it allows the analysis of large areas or large numbers
of users, as needed for SEAP or Energy Atlases. When it is requested
to evaluate the energy demand at the district or city level, the munici-
palities and the public administrations can find here a useful approach
for facing the increasing necessity of a quick assessment of heat con-
sumption to drive the general energy policy at an urban or regional
scale.
Fig. 8. Daily heat demand for a specific building during the SHOn period.
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Fig. 10. Hourly heat demand for a “G-class” public building under the design condition (0 °C daily average ET).
Fig. 11. Monthly average heat demand for a “G-class” public building.
Fig. 12. Difference between the peak and the daily average heat demand for three apart-
ments (A, D and G energetic classes).
8. Conclusions
In this study, a simple model for forecasting the hourly heat de-
mand of a building has been developed. For this purpose, Genoa’s
hourly natural gas demand over a decade was analysed. The hourly
profile of the average natural gas demand can be split into six time
bands a day, and the consumptions, at any hour of each band, can be
related to the value at a certain hour (main point) of the band itself.
Furthermore, a simple correlation was found between the natural
gas demand at the main points and the average daily temperature.
In the second part, the paper describes a procedure aimed at scaling
down natural gas consumption measurements, which are often avail-
able only at a town level of aggregation, to predict single users’ hourly
heat demand.
The main result of this procedure is that this model is able to de-
scribe the hourly profile of heat consumption of a flat on the basis of
the daily average temperature. In this manner, if this model were used
in conjunction with data obtained from daily weather forecasts, which
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level of accuracy, it would predict, one day in advance, the hourly pro-
file of single users’ heat demand.
The procedure demonstrated in this work infers the details of fi-
nal users’ hourly heat demand, starting from aggregate data of con-
sumption, and implicitly describes the general habits of citizens. For
this reason, this model is particularly useful for representing the dy-
namic thermal demand of single or groups of end-users in wide dy-
namic models of DHNs. This is of particular interest in cases in which
researchers have access to aggregate data but the details of end-user
consumption are not available.
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