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ABSTRACT
Salt marshes are some of the most productive and valuable landscapes on earth, but they 
are vulnerable to the effects of sea-level rise, erosion and eutrophication. These processes
act on a wide range of temporal and spatial scales, which complicate assessments of the 
health and stability of marsh ecosystems. High-frequency monitoring using in situ 
sensors captures the complete range of these dynamics, but extracting meaningful 
physical and ecological information from these signals requires process-based models 
coupled with statistical techniques. I develop and apply such methods to study two 
coastal landscapes, a coastal pine forest on the Eastern Shore of Virginia and a mesotidal 
salt marsh complex in the Plum Island Estuary, Massachusetts. 
Observations from groundwater wells in the Virginia pine forest indicate that storms are 
the dominant controls on the hydrology of the forest and that tidal influence is 
nonexistent. This forest exhibits a distinct spatial pattern in age structure in which young 
trees do not grow at low elevations. This pattern can be explained by a model that 
includes the interaction of sea-level rise, storms and the age-dependent variation in tree 
stress response, which predicts that the long-term evolution of the boundary is an 
ecological ratchet. Stresses due to sea-level rise slowly push the boundary at which young
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trees can survive upslope. Powerful storms then kill the mature, persistent forest at low 
elevations, which quickly pushes the forest boundary up to the regeneration boundary.
Salt marshes need to accumulate sediment to replenish material lost as sea-level rises and 
creek banks erode. Fluxes of sediment can be monitored with simultaneous high-
frequency observations of flow from acoustic Doppler current profilers and turbidity 
from optical backscattering sensors. I first investigate the relationship between water 
level and flow in marsh channels and develop predictive stage-discharge models to 
simplify the monitoring of fluxes. I then construct sediment budgets for eleven salt 
marshes in the Plum Island Estuary. The observed budgets depend strongly on the unique 
hydrodynamic conditions of each marsh channel. Variability in these conditions leads to 
the observed spatial and temporal variability in sediment fluxes from these marshes.
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PREFACE
Salt marshes are some of the most productive ecosystems on Earth, and they provide 
valuable services to people including protection from storms, removal of excess nutrients 
from estuarine waters, and carbon sequestration (Chmura et al. 2003; Zedler and Kercher 
2005; Bridgham et al. 2006; Costanza et al. 2008; Barbier et al. 2011; Mcleod et al. 
2011). Marshes are threatened by sea-level rise, erosion, hydrologic alteration, invasive 
species and eutrophication (Gedan et al. 2009). Understanding how these drivers impact 
the evolution of these ecosystems and the processes occurring within them is essential to 
predict the future state of marshes.
Particular interest has focused on the internal feedbacks between inundation, marsh 
sedimentation, organic matter accretion and plant growth that allow salt marshes to 
accrete vertically at a rate equivalent to moderate rates of sea-level rise and stabilize 
marshes relative to sea level (Fagherazzi et al. 2013a; Kirwan and Megonigal 2013; 
Morris et al.). Forces acting in the horizontal dimensions, such as the erosion of marsh 
banks due to waves, are able to destroy marsh, even in the absence of sea-level rise 
(Fagherazzi et al. 2013b). Numerical models have proven to be powerful tools to unravel 
the ecological and physical interactions within salt marshes (Fagherazzi et al. 2013a). 
However, numerical models are necessarily simplified representations of these processes, 
which limits their ability to predict the trajectory of a specific salt marsh under a dynamic
set of drivers. Moreover, many important processes included in these models are poorly 
understood, leading to uncertainty in their predictions. Field observations complement the
ix
efforts of numerical modelers by placing independent constraints on both processes and 
the trajectories of marshes.
This dissertation takes an empirical approach to understanding the evolution of coastal 
landscapes. It focuses on two landscapes, a marsh-forest boundary on the Eastern Shore 
of Virginia (Chapter 1) and a mesotidal salt marsh complex in the Plum Island estuary 
(Chapters 2 & 3).
For marsh area to be preserved in the presence of horizontal erosion, marshes must also 
move inland as they accrete. At high rates of marsh migration, marsh area could even be 
gained as sea-level rises (Schieder et al. 2017; Kirwan et al.). However, upland land 
cover, including coastal forests, agriculture and human development, may prevent marsh 
migration. Understanding the ecological and hydrological processes which govern marsh 
migration and the rates at which migration occurs in different landscapes is therefore 
essential to predicting the future distribution of marshes. Chapter 1 examines the 
boundary between a salt marsh and a coastal pine forest on the Eastern Shore of Virginia. 
Hydrological observations and ecological and topographic surveys form the basis of a 
conceptual model for coastal forest retreat that focuses on the interaction between forest 
demography and flooding stresses.
Some of the accretion of a salt marsh is due to the sedimentation of suspended particulate
matter on the marsh surface. In order for a marsh to be stable under the pressures of sea-
level rise and horizontal erosion, the net flow of suspended material into the marsh must 
be equal or greater than the amount of sea-level rise less the amount of organic matter 
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accretion. Monitoring the flux of sediment in the channels that supply a marsh with 
material provides an indicator of the stability of the marsh (Ganju et al. 2013, 2015, 
2017). However, these observations are expensive to acquire, so an understanding of the 
sources and scales of variability in salt marsh sediment fluxes is necessary to optimize 
observation designs. Chapter 2 considers the stage-discharge relationship in tidal 
channels and develops new predictive models. These models outperform existing 
methods, simplifying the instrumentation required for long-term monitoring of fluxes in 
salt marshes. Chapter 3 uses flow and turbidity measurements to develop sediment 
budgets of eleven salt marshes throughout the Plum Island estuary. These budgets reveal 
strong spatial and temporal variation in sediment fluxes that is coupled to variation in 
external sediment supply and the unique hydrodynamics of each marsh channel.
xi
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1CHAPTER 1. Sea-level rise and storm surges structure coastal forests into
persistence and regeneration niches
The content of this chapter is the final draft of a manuscript that is currently under 
review. This paper was co-authored by Arnold Fernandes and Sergio Fagherazzi 
(Department of Earth and Environment, Boston University)
1.1. Introduction
As sea-level rise accelerates (Church and White 2006; Rahmstorf 2007; Nicholls and 
Cazenave 2010) and regimes of precipitation (Trenberth 1999; Dai 2013; Trenberth et al. 
2013; Prudhomme et al. 2013) and storms (Emanuel 1987; Emanuel 2005; Bender et al. 
2010; Knutson et al. 2010) change, the spatial distribution of coastal ecosystems will also
change. Exactly how the patterns of salt marshes, mangroves, freshwater marshes, tidal 
forests and upland environments evolve depends on complex interactions between 
physical forcings (sea level, precipitation and storms) and ecological processes (e.g. 
growth, competition, regeneration) in each of these ecosystems. The retreat of coastal 
forests as sea level rises is well documented (Kirwan et al. 2016; Williams et al. 1999; 
Desantis et al. 2007; Doyle et al. 2010; Smith et al. 2013); however, the mechanisms 
which control this retreat vary with the geomorphological, hydrological, and ecological 
setting of the marsh-forest interface. Trees can be killed by increased tidal flooding, 
either because they are not flood-tolerant or because they are not tolerant to the salinity of
flood waters. Saltwater intrusion in which the groundwater table becomes more saline, 
whether due to sea-level rise or groundwater withdrawals, can also lead to forest decline 
(Pezeshki et al. 1990). Droughts can amplify these effects by reducing the supply of fresh
2water (Desantis et al. 2007). Even if these processes do not kill trees, they may halt the 
regeneration of the forest because seedlings can be more sensitive to environmental 
change and variability (Williams et al. 1999, Kozlowski 1984; Donovan et al. 1988; Titus
1990). At the same time, there exist physical mechanisms, such as fresh groundwater 
inputs from the upland, and ecological mechanisms, such as competition for light, which 
can slow or even stop forest retreat (Williams et al. 1999, Brinson et al. 1995; Poulter et 
al. 2008a; Poulter et al. 2008B; Raabe and Stumpf 2015; Field et al. 2016). There is 
therefore a distinction between the regeneration niche (Grubb 1977), in which seedlings 
are able to establish and the persistence niche (Bond and Midgley 2001), in which mature
plants that have already established maintain their position. These niches manifest on a 
heterogeneous landscape as demographic patterns in vegetation zonation.
Here we describe a persistent but nonregenerating zone of coastal pine forest on the 
Delmarva peninsula, United States, the size of which is related to the sea level rise 
experienced since forest establishment. The characteristics of this zone suggest that the 
transition between coastal forest and shrub or marsh ecosystems is an ecological ratchet 
(Jackson et al. 2009): gradual sea-level rise pushes the lower boundary of regeneration 
further into the forest while extreme events move the lower boundary of the persistent 
zone up to the regeneration boundary. Up to 20% of the forested land area in the Eastern 
Shore of Virginia could lie within this persistent zone and is therefore vulnerable to 
permanent forest dieback following an extreme storm.
31.2. Materials and Methods
1.2.1. Site description
We examine the relationship between topography, hydrology and tree ecology in a 
loblolly pine (Pinus taeda) forest in the Eastern Shore of Virginia National Wildlife 
Refuge on the southern tip of the Delmarva Peninsula, United States (Fig. 1). We worked 
at two sites within the Refuge, one, the "hillslope" site which ascends from a salt marsh 
on its northern boundary into the pine forest, and one, the "hollow" site, next to Wise 
Point Road and characterized by a hummock-and-hollow microtopography with dry high 
points (hummocks) colonized by trees and flooded low points (hollows) covered with 
grasses.
Figure 1: Site map. (a) The location of the site (red star) within (b) the mid-Atlantic 
region of the United States. (c) The study site. The hollow site (left) and hillslope site 
(right) are outlined. The groundwater well locations are given by red stars. Imagery from
VITA 2013.
4On the hillslope, moving into the forest from the Spartina alterniflora salt marsh, one 
encounters a zone of woody shrubs (Juniperus virginiana, Iva frutescens, Baccharis 
halimifolia and Myrica cerifera) before entering the pine forest. The region of the forest 
closest to the salt marsh has an open understory with Smilax spp. and Andropogon spp.. 
Moving further into the forest, a sharp boundary of pine saplings stands. Below this 
point, no young pine trees are found. Above this point, the understory is dominated by 
these young trees and shrubs.
The hollow site is filled with the snags of dead pine trees which exist both on the 
hummocks and in the hollows. The hollows are covered in various grasses, including 
Phragmites australis and Andropogon spp. and shrubs like those found in the shrub zone 
at the hillslope site. Living pine trees, both mature trees and saplings, occupy the 
hummocks only. No living pine trees are found in the hollows. Much of the observed 
mortality at this site appears to have been caused by Hurricane Isabel in September 2003.
1.2.2. Groundwater wells
To develop a sense of the major hydrological processes occurring at each site, we 
installed two groundwater wells. In January 2014, one well (the "lower" well) was 
installed at the hillslope site just upslope of the lower boundary of the pine forest (Fig. 1).
The other well (the "upper" well) was installed at the line of saplings. A borehole was 
augured to a depth of approximately a meter, which was well below the water table when 
the wells were installed. The borehole was fitted with slotted well screen and 
instrumented with a conductivity-temperature-depth sensor (CTD-Diver, Schlumberger 
Water Services, Delft, Netherlands). A barometric pressure sensor was deployed 
5aboveground to correct the pressure transducer measurements for atmospheric pressure. 
Each well was surveyed and referenced to the North American Vertical Datum 1988. Soil 
salinity was also recorded in October 2014 at the location of each of the wells (Hanna 
Instruments, HI 98312).
In January 2015, the wells and sensors were removed from the hillslope site and installed 
at the hollow site. The upper well was placed on one of the hummocks, surrounded by 
both pine saplings and mature surviving pine trees (Fig. 1). The lower well was placed in 
one of the flooded hollows (Fig. 1). 
1.2.3. Topographic surveys
We used a combination of a Real-Time Kinematic GPS (Hiper V, Topcon, Tokyo, Japan) 
and a total station to survey the topographic position of living mature pine trees, saplings 
and dead trees at both the hillslope and hollow site. At the hillslope, the positions of 24 
live trees along a transect from the marsh into the forest were recorded with the total 
station. The lower edge of the sapling boundary was also recorded with the RTK GPS. 
While the horizontal locations of these points are accurate, the elevations for these GPS 
points are noisy because of multipath effects in the forest. As we do not have comparable 
total station data for the sapling boundary, we sample a LiDAR-based digital elevation 
model (VITA 2011. Available at 
http://dx.doi.org/10.6073/pasta/ef88a4d75f9924b27d095d1fed91078c) at the locations of 
the live trees and sapling boundary and select only the unique LiDAR elevation values 
since several trees and sapling boundary points may lie within one 3 x 3 m DEM pixel. At
the hollow site, individual GPS points were recorded for all of the mature live trees and 
6dead trees. The saplings at the hollow site cluster together on the hummocks, so the 
boundary of each of these clusters was sampled with the GPS rather than the individual 
trees.
1.2.4. Sea level rise and persistent zone analysis
Cores were extracted from the 24 live trees at the hillslope site for dendroecological 
analysis; the methods and results of that analysis can be found in (Fernandes et al. 2018). 
We use the ages of the trees obtained from this analysis to determine the amount of sea 
level rise in the period since the forest was established. To determine when the current 
lower boundary of the forest was established, we choose eight trees closest to the salt 
marsh that make up that boundary. We sampled the sea level record from Sewell's Point, 
Virginia, at each of the years of establishment for those eight trees to obtain a distribution
of possible sea levels when the lower forest boundary was established. We do not have 
ages for the saplings, but we assume that they were established after Hurricane Isabel, the
most recent major hurricane which could have disturbed the forest and killed other pine 
saplings. We take a six year window (2000-2006) around Hurricane Isabel, which 
occurred in September 2003, and sample the sea level record at those years to obtain a 
distribution of possible sea levels when the saplings established.
We then estimate the elevation difference between the originally established forest and 
the new saplings at each of the two sites. We determine the elevations of a subset of the 
topographic data points collected in the survey. At the hillslope site, we select the 
elevations of each of the same eight trees at the lower boundary and the points collected 
along the sapling boundary. At the hollow site, we select the elevations of the dead trees 
7in the hollows which are below an elevation threshold (0.98 m NAVD88) determined 
from a logistic regression (Supplementary Material) and the points collected from the 
boundary of the sapling clusters.
We construct a Hodges-Lehmann estimator (Lehmann 1975) of the elevation differences 
for the three resulting data sets: sea-level between the time of establishment and 
Hurricane Isabel, the elevation of the eight boundary trees on the hillslope and the sapling
boundary, and the elevation of the lowest dead trees in the hollows and the sapling 
boundaries. We obtain a point estimate for the elevation difference and a 95% confidence 
interval about that estimate and compare the sea-level rise to the elevation difference 
between the lowest mature trees and the saplings at each site.
We use the LiDAR-based digital elevation model and the NOAA Coastal Change 
Analysis Program Land Cover classification from 2010 (NOAA 2012. Available at 
https://inport.nmfs.noaa.gov/inport/item/48335) to construct an estimate of the potential 
area of forest within persistence zones. We computed the average elevation on the digital 
elevation model for each land cover classification pixel and then calculated the number of
forested pixels below the elevation range spanned by the Wise Point sapling boundaries 
at both the hillslope and the hollow site as determined by the RTK GPS surveys.
1.3. Results 
1.3.1. Topographic surveys
The GPS points collected in the hollow topographic survey are presented in Fig. 2. In the 
hollow site, dead trees can be found at all elevations, suggesting that mature forest once 
8covered the hollow site. Live, mature trees are found only on the hummocks. Saplings are
found clustered on the hummocks with no saplings in the hollows. In the hillslope site, 
the live, mature trees are found starting just past the end of the shrub zone. The sharp 
sapling boundary is found around 35 m into the pine forest from those first mature trees. 
The sapling boundary at the hillslope site is at 1.24 ± 0.13 m NAVD88 while the sapling 
boundary at the hollow site is at 1.06 ± 0.14 m NAVD88 (mean ± two standard 
deviations).
Figure 2: Topographic surveys. Points collected in the hollow topographic survey. Green
triangles represent live trees while brown circles represent dead trees. The transparent 
green regions are the convex hulls of points collected within the areas of saplings.
91.3.2. Groundwater wells
The data from the CTD sensors in the groundwater wells is shown in Fig. 3. At both sites,
the fluctuations in water level are driven almost entirely by precipitation with a 
characteristic jump and recession following storm events. Smaller, daily cycles in water 
level driven by evapotranspiration can also be observed. Semidiurnal fluctuations, which 
would be driven by tides, are notably absent in all of the groundwater well data.
The water table in the hillslope wells is normally below the ground surface, flooding only
during large storm events, with the lower well flooding more frequently. The water table 
in the lower well is usually below that of the upper well, indicating the presence of a 
groundwater mound that follows the surface topography and downslope flow of 
Figure 3: Groundwater wells. (a) Water level in the hillslope wells (red: upper; blue: 
lower). The dashed lines represent the ground surface at the well with the corresponding 
color. (b) Conductivity in the hillslope wells. The colors match the water level plot. (c) 
Water level in the hollow wells (red: hummock; blue: hollow). The dashed lines represent
the ground surface at the well with the corresponding color. (d) Conductivity in the 
hollow wells. The colors match the water level plot.
10
groundwater. As the water table is drawn down following storms, the water table flattens 
out and the water level in the two wells converges.
The upper well electrical conductivity is at the lower detection limit for the sensor, and 
the groundwater underlying the pine saplings is fresh throughout the year. In the lower 
well, conductivity decreases temporarily during storms, suggesting that brief inputs of 
freshwater from precipitation make it into the well before mixing with the saline 
groundwater. As the water table is drawn down in summer, the conductivity decreases, 
suggesting the migration of the freshwater-saltwater interface down slope. The soil 
conductivity at the location of both wells was below the detection limit of the probe in 
October 2014. The soil conductivity increased to 1-2 mS/cm within the shrubs between 
the marsh and the forest.
A large storm on September 8, 2014 at the hillslope site brought increased salinity to the 
lower well. The storm surge associated with this storm could have been large enough to 
inundate the lower well directly (maximum water level at the NOAA Kiptopeke station 
0.847 m NAVD88 and 1.176 m NAVD88 at the NOAA Wachapreague Station), and the 
water level in both wells rose above the ground surface. The upper well conductivity does
not increase during this storm, so the inputs to the upper well come from precipitation 
rather than storm surge. The salinity in the lower well remains high after this storm 
indicating the movement of the freshwater-saltwater interface upslope. Later storm events
tend to freshen the lower well, as at the beginning of the record.
11
The water table at the hollow is above the ground surface throughout the winter and 
spring before being drawn down in the summer. The water table at the hummock is below
ground throughout the observation period. The water level in the two wells responds 
differently to storms, with the hummock well having a sharp convex recession and the 
hollow well having a slower concave recession. These different responses cause the water
level in the hummock well to fall below the water level in the hollow well. The water 
level is drawn down during the summer below the elevation of both of the sensors.
A storm complex associated with Hurricane Joaquin in the Atlantic struck the Eastern 
Shore of Virginia on October 2, 2015, and was captured in the hummock-and-hollow site 
well data. The electrical conductivity in both hummock and hollow wells was negligible 
throughout the year until the October storm. The conductivity in the hollow well 
increased during the storm to twice that of the hummock well. The conductivity begins 
decreasing after the storm, but the hollow well remains more saline than the hummock 
well until approximately one month after the storm. Other storms throughout the year do 
not increase the salinity.
1.3.3. Sea-level rise and persistent zone analysis
The trees on the lower boundary of the hillslope site have a median year of establishment 
of 1939 and a range from 1931 to 1956. This produces a sea-level rise estimate of 0.247 
m between forest establishment and the window around Hurricane Isabel (2000-2006) 
with a 95% confidence interval of 0.201-0.306 m. The elevation difference between the 
lowest mature trees and the saplings at the hillslope site is 0.124 m with a 95% 
confidence interval of 0.024-0.213 m and that between the lowest dead trees and the 
12
saplings at the hollow site is 0.215 m with a 95% confidence interval of 0.191-0.239 m 
(Fig. 4). There is no significant difference between the increase in sea level since forest 
establishment and the elevation difference between the lower forest boundary and the 
saplings at the hillslope site or between the lowest dead trees and the saplings at the 
hollow site. There is, however, a large amount of variability in the elevation differences at
the hillslope site, which is due largely to topographic variability of the mature forest 
boundary.
Figure 4: Sea-level rise and persistence zone analysis. Point estimates and confidence 
intervals for the sea level difference between the year of forest establishment and 
Hurricane Isabel (2003) and the elevation differences between the lowest trees and the 
saplings at the hillslope and hollow site.
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Remotely-sensed topographic and land cover data (Fig. 5) suggests that between 11% and
20% of the forested land area lies within the persistent zone. Most of this area is on the 
western, Chesapeake Bay, coast of the Eastern Shore because the lower topographic 
slopes of that side causes an equivalent elevation difference to represent a large 
horizontal area.
Figure 5: Remote sensing. Map of potential forest dieback based on the elevation of the 
mean elevation sapling boundary at the hillslope site. Light gray -- marsh and 
shrub/scrub; Dark gray -- upland; red -- forest within the persistent zone
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1.4. Discussion
The hydrology of the two sites is markedly different, despite being only 100 m apart. The
hillslope site is inundated only by very large storms, and the lower part of the forest 
regularly stands over saline groundwater. The hollow site is inundated seasonally, and 
saline water is introduced only by very large storm surges. The hydrological processes 
that lead to demographic patterning in the pine forests at each of the site are therefore 
very different. The hillslope site zonation is controlled by the dynamics of the subsurface 
freshwater-saltwater interface and by salinity introduced by storm surges. The hollow site
zonation is controlled primarily by the seasonal fluctuations in water depth in the hollow 
with a possible secondary role for salinity during storm surges. The absolute elevations of
the two regeneration boundaries are determined by the local hydrological setting. The 
lower elevation of the regeneration boundary at the hollow site indicates that it is more 
tolerant to flooding, perhaps because the water at the hollow site is consistently fresher 
than the water at the hillslope site. However, the similarity in the persistent zone size at 
both sites suggests that, while local processes control the absolute position of the marsh-
forest boundary, a larger-scale driver, namely sea-level rise, controls the vegetation 
zonation observed in the boundary.
These observations and data are consistent with a conceptual model for coastal forest 
retreat at the hillslope site illustrated in Fig. 6. The hydrology of the site is characterized 
by an exceedance probability for water level. Pr{h>z} is the probability that the water 
level exceeds the elevation z in a given year. The inverse of this exceedance probability is
the return time for a flood that inundates the hillslope up to z. The tolerance of young 
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trees to flooding is modeled as a threshold exceedance probability above which they 
cannot develop. This threshold is a physiological limit to seedling growth modulated by a
term representing local ecohydrological processes. Two stands with the same 
physiological limit and water level distribution may have different thresholds if fresh 
groundwater inputs enable seedlings to grow at a lower elevation at one of the sites.
Figure 6: Proposed conceptual model. (a) Landscape at time of forest establishment. 
The distribution on the left is the exceedance probability of water level. Mean sea level 
(MSL) is labeled (solid blue line). A threshold exceedance probability for regeneration is 
mapped onto a threshold elevation and horizontal position (solid green lines). Below this 
elevation, young trees cannot grow. (b) Landscape after sea level rise. The threshold 
probability remains constant, but the distribution of water levels changes with sea level 
(SLR; initial MSL labeled with dashed blue line). so that the regeneration boundary must 
move upslope (from the dashed green line to the solid green line). 
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Given the local water level distribution and the topography of the site, this threshold 
probability maps onto a regeneration boundary, which marks the lowest elevation at 
which young trees can grow. As sea level rises, the water level distribution moves 
upward. If neither the shape of the distribution nor the threshold exceedance probability 
for young trees changes, the regeneration boundary moves upslope at the same rate as sea
level rises (Fig. 6b). Trees that established at the initial regeneration boundary have 
matured and, because they are less sensitive to environmental stress, may persist below 
the new regeneration boundary, forming the persistent zone. The actual boundary 
between the forest and the shrubs and marsh below it moves when these mature trees are 
killed by severe storms as when Hurricane Isabel killed many of the mature trees at our 
hollow site. The difference in elevation between the lowest mature trees and the present 
regeneration boundary is equal to the amount of sea-level rise since the establishment of 
those trees.
This conceptual model explains the similarity in the persistent zone width despite the 
hydrological variability between the two sites. All the ecohydrological processes that 
structure the vegetation at a particular site are captured in a single threshold probability. 
As long as that probability remains constant at the site, this model predicts that the zone 
of persistence will span an elevation corresponding to the amount of sea-level rise since 
the establishment of the lowest mature trees, regardless of the actual value of the 
tolerance. The absolute value of the tolerance determines the elevation of the forest zones
relative to sea-level rise, which explains why the elevations of the sapling boundaries at 
the hillslope and hollow sites differ by nearly 20 cm. Local hydrological processes 
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expose the saplings at the hollow site to less stress than they experience at the hillslope 
site, and they grow at a lower elevation.
An increase in water level variability, which accompanies an increase in storminess, for 
instance, can also drive migration of the regeneration boundary. As the variance of the 
water level distribution increases, higher water levels become more likely, and the 
elevation at which the threshold exceedance probability is reached increases. If the 
variance of water levels increases after the low trees establish, then the regeneration 
boundary will move upwards, even in the absence of sea-level rise.
A key assumption of this model is that the tolerance threshold of trees to flooding is 
constant in time. However, this tolerance could depend on the cumulative amount of 
stress experienced by the trees from flooding as well as from droughts, extreme 
temperatures, or disease. It could also depend on competitive or facilitative ecological 
interactions between trees or between trees and the grass and shrub species of the 
understory (Poulter et al. 2008). We therefore expect fluctuations around the persistent 
zone size that would be estimated given a constant threshold exceedance probability. 
Sites which have become more stressed since the trees established should have a larger 
persistent zone size than estimated from the sea-level rise, while those which have 
become less stressed should have a smaller zone size. These fluctuations could be studied
by comparing the deviation from the predicted persistent zone size to tree ring data or, 
where they exist, to time series of forest health data.
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The conceptual model proposed here is a prototypical ecological ratchet in the sense of 
Jackson et al. (2009). The migration of the regeneration boundary is ultimately driven by 
the slow press of sea-level rise, but the actual movement of the marsh-forest boundary 
happens in pulses when storms kill mature trees in the persistent zone. On long time 
scales, i.e. centuries, the migration of the marsh-forest boundary integrates over these 
pulses and is likely to resemble a deterministic migration upslope as in the model of 
Kirwan et al (2016).
The observed zonation is consistent with a model that expresses the migration of the 
regeneration boundary in terms of a threshold exceedance probability that captures the 
tolerance of trees to flooding. A first-order approximation of the size of this persistent 
zone, which is obtained under the assumption of a constant threshold exceedance 
probability, is the amount of sea-level rise experienced since the forest establishment. 
This proxy gives an estimate for persistent zone size that is insensitive to the particular 
setting of any given coastal forest and that should apply in a wide variety of settings. 
Further research is needed to determine the extent of persistent zones in other coastal 
forests and to identify the sources of variability in persistent zone size. Another test of the
hypothesized relationship between sea-level rise and forest persistence would be the 
reproduction of both the qualitative demographic zonation and the quantitative zone sizes
in mechanistic models of coastal forests forced by storms and sea-level rise. The key 
physiological process to include in these models is the age-dependent response of trees to
the stresses induced by sea-level rise without which there is no difference between the 
persistence and regeneration niche, which is required to produce an ecological ratchet.
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We have shown that there exists a persistent zone of coastal pine forest at the Eastern 
Shore of Virginia National Wildlife Refuge site. Young trees cannot establish in this zone 
because they are particularly sensitive to flooding or salinity stresses, but less-sensitive 
older trees, which established approximately 80 years ago, can survive. This persistent 
zone is vulnerable to extreme events as this portion of the forest is unable to regenerate 
when mature trees are killed by storms. Up to one-fifth of the total forested land area on 
the Eastern Shore could lie within this persistent zone and is thus vulnerable to sudden 
dieback after a severe storm.
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CHAPTER 2. Stage-discharge relationship in tidal channels
The content of this chapter was published in 2017 in Limnology and Oceanography: 
Methods. This paper was co-authored by Giulio Mariotti (Department of Oceanography 
and Coastal Sciences, Louisiana State University), Linda Deegan (Woods Hole Research 
Center) and Sergio Fagherazzi (Department of Earth and Environment, Boston 
University).
2.1. Introduction
The flow of water into and out of tidal channels carries with it nutrients, sediment and 
biota thus exerting a strong control on the biology and geomorphology of environments 
such as mudflats, mangroves and salt marshes (Morris et al. 2002; Chmura et al. 2003; 
Duarte et al. 2005; Cai 2011; Fagherazzi et al. 2013). Accurately estimating the 
volumetric flux of water, or discharge, through a channel is a crucial component of 
estimating the flux of materials transported through these systems. The flux of an 
advected material is equal to its concentration multiplied by the discharge. Precise 
estimates of discharge are therefore important to quantify the exchange of 
biogeochemical compounds between marshes and nearby bays (Carey and Fulweiler 
2014) and determine the stability of salt marshes from channel sediment fluxes (Ganju et 
al. 2013, 2015).
Discharge can readily be measured in tidal channels with a towed acoustic Doppler 
current profiler (ADCP) survey (Ruhl and Simpson 2005; Mueller et al. 2009), but such 
surveys are labor-intensive and do not provide the long time series of discharge which are
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necessary to capture low-frequency variability and the effects of storms. Such time series 
can be developed from deployments of bottom-mounted upward-looking ADCPs, 
properly calibrated to the true discharge through the channel. If one is interested, 
however, in understanding the stability of tidal wetlands from their sediment budgets 
(Ganju et al. 2013, 2015), one might like to instrument simultaneously dozens of 
channels in marshes in a wide variety of geomorphic and hydrological settings. The 
expense of ADCPs becomes prohibitive at these scales. Stage-discharge models allow 
one to estimate discharge using measurements from an independent water level logger, an
instrument much more cost-effective to deploy at scale.
The development of rating curves, which relate the easily measured water level, or stage, 
in a stream cross section to the flow through that cross section, is routinely carried out in 
rivers (Kennedy 1984). Once a rating curve is constructed, discharge can be 
instantaneously estimated by measuring water level. In coastal streams influenced by 
tides, simple models for rating curves (such as power laws) fail because of the 
bidirectional and nonstationary nature of flow in these environments. Bidirectionality 
means that, in one tidal cycle, there are two discharges with opposite signs for a given 
stage. Moreover, tidal asymmetry (Boon 1975; Pethick 1980; Healey et al. 1981; 
Fagherazzi et al. 2008) means these discharges display a hysteresis between ebb and 
flood—the ebb discharge is not simply the time-reversed flood discharge. Nonstationarity
in tidal channel flow means that a single water level corresponds to many different 
discharges over the course of a stage-discharge record. This nonstationarity arises from 
tides amplified by storm events and from lower-frequency harmonics of the tide such as 
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the spring-neap cycle. Bidirectionality, hysteresis and nonstationarity confound attempts 
to estimate an instantaneous rating curve for tidal systems. 
Here, we examine a suite of models for estimating discharge from stage measurements. 
We explore the structure of each of these models and their relation to our physical 
understanding of flow in tidal systems and discuss the challenges to estimating the 
parameters of each model from stage and discharge data. We present a case study using 
stage-discharge records from a salt marsh creek along the Rowley River, Massachusetts, 
USA, to compare the performance of each of these methods. We conclude by discussing 
the advantages of each model and our recommendations for stage-discharge modelling in 
tidal creeks. 
 
 
Figure 7: Site characteristics. (a) An aerial image (USGS, 2013) of the Sweeney Creek 
marsh. The red star is the location of the ADCP. The Rowley River is the large channel at 
the top of the image. (b) The GPS cross section of the channel. 
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2.2. Procedures
2.2.1. Discharge measurements
A data set associating discharge with creek stage was acquired over two thirty-day 
deployments in August and September 2015 in a salt marsh creek (Sweeney Creek) along
the Rowley River, MA. The measurement location is just after the confluence of two 
first-order channels (Fig. 7), though there has been extensive ditching of the Sweeney 
Creek marsh. The marsh surface is vegetated by Spartina patens with S. alterniflora 
along the creek banks. The tidal range at the site is just over 2 m and the channel drains 
nearly completely at low tide. The channel is asymmetric, with the thalweg of the creek 
closer to the right bank (looking towards the Rowley River, downstream on ebb tide), and
the right bank consists of a step, vegetated with S. alterniflora before rising to the S. 
patens dominated platform.
A Nortek Aquadopp acoustic Doppler current profiler (ADCP) operating at 2.0 MHz was 
programmed to record velocities in 20 cm bins at 10-minute intervals. The blanking 
distance of the ADCP was set to 10 cm, so that the center of the first bin is 20 cm above 
the ADCP (Table 1). The ADCP was installed looking upward in the creek thalweg. The 
velocity data retrieved from the ADCP consist of three BxN matrices where B is the 
number of bins and N is the number of points recorded in time. Each of the three matrices
represents velocity in one of three directions (east, north and up, ENU). In addition, the 
water pressure recorded by the ADCP is retrieved. This pressure is converted to a height 
of water above the ADCP by dividing by the specific weight of water. The velocity data 
are filtered to remove velocities recorded in bins above the water level and then the 
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filtered velocities are averaged to provide a trivariate time series of average velocity 
above the ADCP in each of the three directions. The ENU velocity time series must be 
rotated to extract the along-channel velocity, which will serve as the index velocity in the 
cross section. The variability in velocity in a long channel driven by the tides is 
dominated by the along-channel flow. Principal components analysis resolves this 
dominant axis of variability, rotating the velocity into three principal components in the 
along-channel, across-channel and vertical directions (Fig. 8a). Choosing the first 
principal component of the rotated data set provides a time series of index velocity.
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Figure 8: Stage-discharge data. (a) Velocities in the horizontal plane recorded by the 
Acoustic Doppler Current Profiler. The dominant direction of variability corresponds to 
the along-channel velocities. (b) The true discharge obtained with a handheld flow meter 
plotted against the index discharge derived from the ADCP. The line represents the linear 
model used to calibrate the index discharge (Qi) to the true discharge (Q). (c) Stage and 
discharge time series. The spring-neap tidal cycle over the course of the month results in 
nonstationarity in the discharge time series. (d) An example stage-discharge relationship 
from a one-month ADCP record in Sweeney Creek, Rowley, MA. Note the 
bidirectionality and hysteresis in ebb and flood.
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Parameter Value
Acoustic frequency 2.0 MHz
Blanking distance 10 cm
Cell size 20 cm
Sampling interval 10 minutes
Table 1: ADCP parameters
A channel cross section was measured on foot by RTK-GPS (Topcon HIPER-V; Fig. 7b) 
with sub-centimeter accuracy in the horizontal and vertical dimensions. The stage 
measurements from a pressure transducer in the ADCP along with the GPS cross section 
were used to calculate the flooded cross-sectional area. The index discharge is calculated 
by multiplying this area by the index velocity. Calibration of the index discharge to the 
true discharge through the channel is essential for any consistent estimate of material flux
in the channel (Ruhl and Simpson 2005). Two index discharge calibrations were 
performed at the Sweeney Creek cross section using two different methods. The first, 
recorded during the second ADCP deployment in September 2015, used a handheld flow 
meter (Marsh-McBirney Flo-Mate 2000) to sample velocities at stations spaced every 1 
meter across the channel. Two or three velocity measurements were taken at each station 
following the two-point method (measurements at 20% and 80% of the total depth) for 
water levels under 150 cm and the three-point method (measurements at 20%, 60% and 
80% of the total depth) for water levels above 150 cm. The velocity measurements at 
each station were averaged and then multiplied by the area of the station (1 m times the 
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water level) to determine discharge through that station. The true discharge in the channel
is the sum of discharges at each station. Measurements were recorded every thirty 
minutes for an entire tidal cycle. A second calibration was carried out in September 2016 
at the same cross-section using a tow-across ADCP (Teledyne RD Instruments StreamPro 
ADCP) following the procedures in Mueller and Wagner (Mueller et al. 2009). Four 
transects of the channel were performed every ten minutes for an entire tidal cycle, and 
the four measurements were averaged together to estimate the discharge at ten minute 
intervals. A linear regression from the index discharge to the true discharge (Ruhl and 
Simpson 2005) was calculated using the data from both calibration methods 
simultaneously and then applied to the entire index discharge time series to obtain a true 
discharge time series. This approach resulted in two time series—one of true discharge 
and one of stage—for each of the two deployments of the ADCP.
2.2.2. Modeling of the discharge
We examine four different classes of model: a geometric model of flow proposed Boon 
(1975), a linear, time-invariant model inspired by the unit hydrograph formulation of 
flow in rivers (the TIGER model presented in Fagherazzi et al. 2008), a nonlinear, time-
invariant model based on the Volterra series (Rugh 1981), and a new linear, time-variant 
model inspired by the recent interest in time-variable travel time distributions (Fagherazzi
et al. 2008; Botter et al. 2010; Harman 2015; Beven and Davies 2015). Below, we briefly 
describe the models we estimate on our stage-discharge time series. More detail on each 
model and on the procedures used to estimate the parameters of these models can be 
found in the supplemental materials.
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Throughout, we use the notation Q(t) to represent the time-varying discharge in a cross 
section and h(t) the time-varying stage in that cross section, {Qi }i=0
N − 1  and {hi }i=0
N −1  
are the discrete stage-discharge time series of length N taken at a sampling interval of Δt 
(i.e. Qi=Q (iΔt )  and likewise for the stage).
The Boon model
Boon (1975) proposed a stage-discharge model as follows
Q (t )=A (h ) dh
dt (2.1)
where A(h) represents the hypsometric curve, the distribution of area within the salt 
marsh as a function of height. This model can be derived from the continuity of mass 
under the assumption that water surface slopes are negligible throughout the marsh. If 
adequate topographic data is available, the hypsometric curve can be estimated (Boon 
1975). In the absence of those data, a representation of the hypsometric curve can be 
estimated from the stage-discharge data. We assume a power law form for the 
hypsometric curve, A (h )=α hβ . We approximate dh/dt by the backward difference 
operator: d h/d t|t=iΔt ≈ (hi −h i− 1 )/Δt . These assumptions lead to a nonlinear system of 
equations in the parameters α and β of the form
Qi=α hi
β (hi− hi −1 ) (2.2)
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for i∈ {2,. .., n }  which we solve for the optimal values of α and β using nonlinear least
squares with the Nelder-Mead method (Kelley 1999).
Extensions of Boon's model have been studied by Pethick (1980), who proposed, based 
on simple models of channel geometry, theoretical forms of A (h )  which are 
encompassed by the power law model we use here.
Linear, time-invariant models
The Boon model is a first-order approximation to flow in small tidal systems which 
captures the large-scale behavior of the flow (Fagherazzi 2002; Fagherazzi et al. 2003). 
However, the assumption in the Boon model that water surface slopes are negligible has 
been pointed out as unrealistic, particularly on the ebb tide and as the tide rises over the 
channel banks and flows onto the marsh surface (Healey et al. 1981; Fagherazzi et al. 
2008), and the model also requires an asymmetric tide to generate asymmetric discharges 
(Pethick 1980). More fundamentally, the Boon model assumes that the tide propagates 
instantaneously into the marsh. Instantaneous propagation forces the discharge to be in 
phase with the rate of change in stage even though lags between the peak discharge and 
the maximum rate of change in stage are observed in many tidal channels (Myrick and 
Leopold 1963; Bayliss-Smith et al. 1979). Fagherazzi et al. (2008) put forward a model 
based on the instantaneous unit hydrograph developed for river runoff which relaxes this 
assumption, assuming that the tidal propagation can be described by a travel time 
distribution p(t) which determines how much of the flow at time t is due to the increase in
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stage at time t=0. The tidal discharge is obtained by convolving this travel time 
distribution with the Boon model.
Q (t )=∫
− ∞
t
A (h ) dh
dt |t= τ ph (t − τ ) dτ (2.3)
Because of the dependence of the hypsometric curve A(h) and the travel time distribution 
on water stage, this formulation is naturally time-variant. We first consider a time-
invariant version of this model ( ph (t )=p (t )  for all t>0) which is both very simple to 
estimate and able to draw on the rich literature on system identification in linear, time-
invariant systems
Q ( t )=∫
− ∞
t dh
dt |t=τ β ( t − τ ) dτ (2.4)
where we note that we have also incorporated the hypsometric curve into the time-
invariant travel time distribution, averaging out its temporal variation to preserve the 
time-invariance of the model. In other words, we do not estimate a hypsometric curve 
explicitly in this or any of our later models. This integral equation can be discretized at 
our sampling frequency, which results in an overdetermined system of linear equations in 
the parameters, β={β i }i=0
M −1 .
Qn=∑
i=0
M −1
β i
dh
dt |t=( n−i ) Δt (2.5)
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Since we ultimately approximate the derivative by a backward difference, the linear 
model is equivalent to one with dh/dt replaced by h in Eq. 2.5 and the backward 
difference incorporated into the kernel coefficients, {β i }i=0
M −1 .
M is the system order which determines how far back in time the discharge depends on 
stage. The system order is a hyperparameter of the problem, which needs to be selected 
before estimating the model parameters β. We perform hyperparameter optimization for 
this and all models using cross-validation, explained below.
Nonlinear, time-invariant models
Frictional interactions between water, the banks of the channel and the marsh surface 
introduce nonlinearities into the continuity formulation (Speer and Aubrey 1985). 
Heterodyning of the stage signal by the nonlinear friction terms introduces higher 
frequency harmonics of the tide into the discharge, which helps explain the tidal 
discharge asymmetry (Speer and Aubrey 1985; Blanton et al. 2002). A linear model such 
as the system above is unable to account for this behavior and therefore cannot generate 
frequencies in the output signal that are not present in the input signal. Rather the model 
only attenuates or amplifies the strength of the tidal signal at certain frequencies. We 
therefore investigate a nonlinear (but still time-invariant) model that is capable of 
generating these harmonics.
The canonical nonlinear equivalent to the linear, time-invariant system is the Volterra 
series, also seen in its orthogonalized version, the Wiener series. The Volterra series bears
the same relationship to a linear, time-invariant system as a Taylor series does to the 
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evaluation of a function at a point: it can be thought of as a Taylor series with memory. 
The Volterra series expands the system as a series of integrals of products of the stage 
signal at different lags
Q (t )=∑
k=0
K
∫
−∞
t
⋯∫
− ∞
t
f k ( t − τ1,. .. ,t − τk )∏
j=1
k
h (τ j )d τ j (2.6)
so that the first few terms look like
Q ( t )= f 0+∫
− ∞
t
f 1 (t − τ1 )h ( τ1)d τ1+∫
− ∞
t
∫
− ∞
t
f 2 (t − τ1, t − τ2 )h (τ1 )h ( τ2)d τ1 d τ2+⋯ (2.7)
Note that the first convolution in this series is simply the linear time-invariant system, 
and the n-th term in the series involves n-degree monomials of the stage at n different 
times in the past. We can likewise discretize the Volterra series, giving us a set of 
nonlinear equations in the coefficients (the discrete versions of the functions f k ). To 
estimate the coefficients effectively, we exploit the duality between the Volterra series 
and polynomial kernel regression (Franz and Schölkopf 2006).
Linear time-variant models
When water overtops the channel banks, discontinuities in the flow regime are observed 
(Bayliss-Smith et al. 1979), reflecting the activation of different flow mechanisms in 
these different regimes. Both the linear, time-invariant model and the Volterra series 
model estimate a single model for the entire time series, disregarding these changing flow
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regimes. This leads to underestimating the high magnitude discharges just before and 
after the high slack water and to overestimating the discharge at relatively low flows, 
which are dominated by residual drainage from the low-order creeks and ditches in the 
system and from seepage out of channel banks (Gardner 1975). Thus the TIGER model 
of Fagherazzi et al. (2008) and similar models developed for river basins (Botter et al. 
2010; Harman 2015) explicitly account for time-varying travel time distributions. 
Estimating these travel time distributions is challenging because one needs to estimate 
both the distribution itself and the dynamics of the distribution as it changes in time. If 
one attempts to estimate a different travel-time distribution as in Eq. 2.5 for each point in 
the time series, then there is a sample size of one for each estimation problem and the 
problem is ill-posed.
We therefore have to approximate the dynamics of travel time distributions so they can be
estimated with the finite amount of data that we have. We assume that there are a finite 
number of states that the flow can be in. We partition the time series into these states and 
estimate a linear, time-invariant travel time distribution for each state with only those 
data points representing these states. To predict discharge from a new stage trajectory, we 
assign the new trajectory to the appropriate state and use the linear model associated with
that state to estimate the discharge.
We need to devise a principled way to partition the training data set into states and to 
assign a new, unobserved stage trajectory to a state. Here, for simplicity, an unsupervised 
clustering method (k-means; Xu and Wunsch 2009) partitions the M-dimensional training
stage trajectories into k clusters such that each trajectory belongs to the cluster with the 
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closest mean in the Euclidean distance. Upon recording a new stage trajectory, we 
compute the distance from the new trajectory to each of the k cluster centers, assign it to 
the cluster with the smallest distance and use the appropriate linear model to estimate 
discharge.
This unsupervised method uses only the information in the stage trajectories to form the 
clusters. It does not take into account the predictive performance of each cluster; this is 
not necessarily the optimal clustering for discharge estimation. One could, in principle, 
construct a clustering to optimize the estimation performance, but one would then need to
model separately the process that assigns new stage trajectories to these clusters using a 
supervised classification technique. In practice, the unsupervised clustering performs well
without this additional complication.
A further simplification can be made to the k-means-based, linear, time-variant model. 
The k-means clustering can be easily replaced by an ad hoc procedure that extracts four 
clusters simply using local information on the stage and stage derivative, making this 
approximation useful for real-time discharge estimation. The clusters are replaced by four
states: high flood stages, low flood stages, high ebb stages and low ebb stages. The 
distinction between flood and ebb tides can be found where the time derivative of stage 
(approximated with the backward difference) changes sign. It is positive on the flood 
tides and negative on the ebb tides. The distinction between high and low stages can be 
based on a threshold, which we choose by cross-validation. A stage trajectory is assigned 
to one of these four states by examining the stage and time derivative of stage at the time 
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point to be estimated (the end of the trajectory). Otherwise, estimation of the linear 
models proceeds as in the k-means model.
2.2.3. Regularization
The individual stage measurements at each ten-minute interval are highly correlated with 
each other, so that each stage data point does not provide independent information for the
discharge prediction. This is the collinearity problem familiar to users of multiple 
regression (Hocking 1976; Wold et al. 1984). When performing a straightforward 
regression with this collinear data, we will tend to overfit our model to the training data, 
reducing its ability to generalize to new data. We will also obtain unphysical estimates of 
the parameters that oscillate rapidly and are sensitive to noise. Regularization trades off 
fitting the training data set and constraining the parameters in some way. Variable 
selection by a stepwise procedure or model selection with the Akaike information 
criterion (Burnham and Anderson 2002) is one form of regularization. Here, we use 
Tikhonov regularization (also called ridge regression) which adds a penalty term to the 
least-squares objective function
β^=arg min
β
∑
i=1
N
(Qi − H i β )
2+|Γβ|2 (2.8)
where Γ is some positive semi-definite matrix. The penalty term enforces some 
constraints on the structure of the coefficients, β, chosen by the regularizing matrix Γ. For
Γ a multiple of the identity matrix, Γ = λI, we obtain the common L2 regularization which
penalizes solutions with higher Euclidean norms, leading to smooth parameter estimates 
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where the degree of smoothness controlled by the hyperparameter λ. Other choices of Γ 
impose different constraints on the system that may enhance the interpretability of the 
model. For example, stable spline kernels (Pillonetto and De Nicolao 2010) enforce 
stability of a linear, time-invariant system, leading to an appropriately decaying impulse 
response, while in kernel regression methods such as that used to implement the Volterra 
series model, the matrix Γ corresponds to the measurement error covariance, which 
could, in principle, be independently estimated. However, we use L2 regularization in our 
assessment below, as it offers reasonable performance without much additional 
complexity.
2.2.4. Cross-validation
To estimate the hyperparameters of each model, such as the system order or the 
regularization parameter, we use a cross-validation approach. We divide our training data 
set evenly into two blocks, define a set of values of each hyperparameter to test, and 
estimate the model with each possible combination of hyperparameters using only the 
data from the first block. We apply the estimated model to the second half of the training 
data set and measure the mean squared error between the estimated discharge and the 
observed discharge in that block. We choose the values of the hyperparameters that 
minimize this prediction mean squared error and re-estimate the model on the entire 
training data set using these optimal hyperparameters before applying it to any further 
stage records from the same creek.
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2.2.5. Discharge estimation with a fitted model
To apply these models to the stage-discharge relationship for a particular channel, one 
must first collect a training data set with an ADCP and fit the model as described above. 
Thereafter, discharge can be estimated with only an independent water level logger 
instrumenting the channel. One records water level in the same cross section at the same 
sampling rate as the training data in the same cross section. Different cross sections will 
exhibit different stage-discharge relationships, and a model estimated on one cross-
section is not valid at other cross sections within the same channel, let alone in different 
channels. The sampling rate must be identical because the each of the parameters in all of
the models takes the form of a coefficient that is applied to stage a certain amount of time
in the past. To estimate discharge at the present time, one collects the stage time series 
from the present stretching back into the past a certain amount of time. We call this short 
record a "stage trajectory." In our measurements, at time steps of 10 minutes each, a 25-
hour-long stage trajectory is a vector of length 150. Each model takes a stage trajectory 
and applies some transformation to it—a linear combination of the stages in the linear, 
time-invariant model, for instance—and returns an estimate of discharge. If estimates of 
uncertainty are required for the estimated discharge value, bootstrap methods adapted for 
time series (Bühlmann 2002) can be easily applied to each of the models, though we will 
not specifically address methods for uncertainty quantification here.
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2.3. Assessment
To compare the performance of each of these models, we estimate each model on our 
ADCP stage-discharge records from the Rowley marshes. We follow the cross-validation 
procedure outlined above to estimate the parameters for each model on the first of the 
two stage-discharge records and apply the model to the second ADCP record. We 
examine, in turn, the parameters estimated for each model, the estimation performance of 
each model on the second stage-discharge record, the behavior of the residuals, and the 
impact that regularization has on both the estimated parameters and the estimation 
performance.
2.3.1. Model structure
Each of the four classes of model uses a slightly different type of parameter set, and we 
show each of the resulting parameters in Fig. 9. The Boon model produces an estimated 
hypsometric curve in a power law form (Fig. 9a). The linear time-invariant model 
produces a single impulse response, representing the contribution of stage in the past to 
flow in the present (Fig. 9b). The Volterra series model generates a set of 
multidimensional impulse response functions. For simplicity, we show just the first order 
Volterra operator, which is just a linear, time-invariant impulse response, and the second 
order Volterra operator, which is a two-dimensional set of coefficients (Fig. 9c). The k-
means model produces k impulse responses, one for each of the clusters, and also assigns 
each point in the time series to one of these clusters (Fig. 9d).
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Figure 9:  Estimated model parameters. (a) The hypsometric curve estimated in the 
Boon model. (b) The impulse response estimated in the linear, time-invariant model. (c) 
The first-order Volterra kernel is equivalent to a linear, time-invariant impulse response 
(top). The second-order kernel is a two-dimensional analogue of the impulse response. 
The distance along the x- and y-axes are the lags backwards in time for each of the 
directions of the impulse response. The color is the amplitude of the impulse response. 
(d) The k-means model estimates k impulse responses (top). Each impulse response is 
used to estimate from the correspondingly colored point in the stage time series (bottom).
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The ideal system order in the linear models and the Volterra series describes how much 
memory is needed to estimate discharge effectively. Using cross-validation to select the 
system order ensures that we do not choose an order too large, in which case the model 
would overfit the data and have poor prediction performance on the validation data set. 
We find that, for the linear models, the optimal system order corresponds to 
approximately 25 hours or two full tidal cycles.
For the Volterra series, however, fewer lagged measurements of stage are required to 
predict the discharge, with an optimal system order around three hours. In estimating the 
Volterra series by a polynomial kernel regression, we exchange memory for degrees of 
nonlinearity as the number of parameters for each order of the Volterra operator scales as 
Nm for a system order of N and a Volterra operator order of m. Given our finite data set, 
we will be able to estimate only a finite total number of these parameters, so using a 
higher system order—a longer memory—forces the order of the Volterra series down. 
And indeed the optimal Volterra order for a three-hour system order is 5, corresponding 
to polynomials up to quintics, while that for a 25-hour system is 3, corresponding to 
cubic polynomials.
The k-means model uses an unsupervised method to determine which cluster a new stage 
trajectory belongs to, so that the clustering is determined entirely by the shape of the 
stage signal. Two given stage trajectories will be closest in the Euclidean metric when 
they are perfectly in phase and farthest apart when they are perfectly out of phase, so any 
unsupervised clustering method using the Euclidean metric will naturally cluster based on
the phase of the tidal signal, as we find in Fig. 9d. For a system order of 25 hours, the 
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optimal number of clusters is around four, corresponding roughly to a low flood tide, a 
high flood tide, a high ebb tide and a low ebb tide. We have found in practice, that the k-
means clustering approach can be replaced by the thresholding procedure which extracts 
the four clusters mentioned above without significant loss of discharge estimation ability.
2.3.2. Model performance
For each of the models (Boon, LTI, Volterra, k-means), we use cross validation to 
estimate the model with good choices for hyperparameters. We re-estimate the model on 
the entire first time series using the good hyperparameters and apply each estimated 
model to our second stage-discharge time series and plot the modeled discharge values 
against the observed values in Fig. 10. The ideal modeled discharge values would lie on 
the red one-to-one line in Fig. 10. We report the Nash-Sutcliffe efficiency and the mean 
squared error of each model in Table 2 to compare the prediction performance of the four 
models.
46
The Volterra series model is the best performing (has the highest Nash-Sutcliffe 
efficiency and lowest mean squared error), followed by the k-means model, the Boon 
model and the linear, time-invariant model, a ranking which is supported by the visual 
representation of model fit, Fig. 10. Each of the four models tends to underestimate the 
high discharges and to overestimate the low discharges. At high magnitudes of the 
Figure 10: The modeled discharge plotted against the observed discharge. The line in 
each plot is the one-to-one line.
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discharge, both positive and negative, points in Fig. 10 tend to lie on the side of the one-
to-one line closer to the x-axis, while at smaller discharges, they tend to lie on the side 
further from the x-axis. This effect is more pronounced in the more poorly performing 
models (Boon and linear, time-invariant).
Model Mean squared error Nash-Sutcliffe efficiency Spectral flatness
Boon 0.234 0.816 0.041
LTI 0.463 0.647 0.021
Volterra 0.025 0.980 0.273
K-means 0.118 0.910 0.257
Table 2: Performance of the models
2.3.3. Residual structure
If our model completely captured the discharge-generating behavior of our salt marsh 
system, we would expect the residuals to be roughly independently distributed, in other 
words the error in the model comes not from systematically misestimating discharge at 
certain points of the time series but from random fluctuations in the velocity or from 
instrument noise. In addition to examining the fit of each model, we therefore also want 
to examine the structure present in the residuals. The predictive capability of two models 
being equal, we prefer the one with the least correlation in the residuals, or, in the 
frequency domain, the model with the flattest spectrum. We plot the residual time series 
and power spectra for each of the four models in Fig. 11. While we observe some 
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structure in the residuals, it is hard to determine visually which of the models whitens the 
residuals the best. We would like a quantitative measure of the residual structure. The 
Ljung-Box test (Ljung and Box 1978) provides a statistical test of the autocorrelation of 
the residual time series, but as we expect, the test rejects the null hypothesis of no 
autocorrelation for all of the models here, so the test itself does not adequately 
discriminate between the models. Instead, we use the spectral flatness (the ratio of the 
geometric mean of the power spectrum to the arithmetic mean) to measure how close to a
white spectrum the residuals are. Flatness ranges from zero, at a signal with a single 
frequency, to one, at a purely white spectrum, so higher values of the spectral flatness 
indicate a better-specified model.
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The estimated flatness of the residuals range from 0.021 for the linear, time-invariant 
model to 0.273 for the Volterra series model (Table 2). These values suggest that the 
Volterra series model is the best specified model of the four.
Figure 11: Model residuals. The residual time series for each of the four classes of 
models: (a) Boon, (c) Linear, time-invariant, (e) Volterra series (g) k-means. The power 
spectrum of the residual time series for each of the four models (b) Boon, (d) Linear 
time-invariant, (f) Volterra series, (h) k-means.
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2.3.4. Effect of regularization
The unregularized linear, time-invariant impulse response is compared to that estimated 
with regularization in Fig. 12. We see that the effect of L2 regularization is to smooth out 
the estimated coefficients. The main features of the response such as the high peak just 
after 100 lags (approximately 17 hours) are preserved in the regularized impulse 
response, but the finer scale oscillations are damped by the regularization. As the 
regularization parameter λ increases, lower and lower frequency oscillations are filtered 
out, and the resulting impulse response is smoother. Regularization improves the 
predictive ability of the linear, time-invariant model very slightly as measured by a larger 
out-of-sample Nash-Sutcliffe efficiency (from 0.640 to 0.646) and a smaller mean 
squared error (from 0.472 to 0.463).
Figure 12: The effect of regularization. (a) The unregularized impulse response for the 
linear, time-invariant model. (b) The regularized impulse response
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The impact of regularization is much greater on the Volterra series model. The 
unregularized Volterra series parameters are a set of coefficients each corresponding to 
one of the data points in the training data set. The estimation procedure, as a result, is 
extremely sensitive to noise in the data—the Gram matrix of the polynomial kernel is ill-
conditioned—and regularized as necessary to achieve any predictive ability with the 
model. When the fifth-order Volterra series model with 19 lags, the optimal model shown 
above, is estimated with no regularization (λ=0), the model is flatly unable to predict the 
discharge. The Nash-Sutcliffe efficiency is -7×103 (note that negative Nash-Sutcliffe 
efficiencies correspond to models that predict the discharge worse than a constant model) 
while the mean squared error is 9×104 (the respective values for the regularized model are
0.980 and 0.025). Also notable is the stark increase in the variance of the parameters, 
from 3×10-11 to 8×1014, and the correspondingly inflated discharge estimates, reaching as 
high as 200 m3 s-1. For such a high-dimensional regression problem, regularization is 
absolutely essential. With regularization, however, the Volterra series performs the best of
the four models examined here.
2.4. Discussion
2.4.1. Physical realism and stage-discharge models
The physical realism of each model roughly corresponds to its success in estimating the 
discharge. The Boon and linear, time-invariant models both perform fairly poorly in all of
the measures examined (Table 2). The Boon model is derived from a continuity law and 
is both nonlinear and nonstationary because of its dependence on the hypsometric curve. 
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However, it has long been recognized as incapable of matching the asymmetry and 
hysteresis between flood and ebb tides because of its lack of memory. Only the slight 
asymmetry of the stage on the ebb and flood tides enables a discharge asymmetry. The 
linear, time-invariant model can generate asymmetry because it estimates discharge from 
the history of the stage over the course of two full tidal cycles. It is therefore aware of 
whether it is on a flood or an ebb tide and whether it is the higher or lower high tide of 
the day. The linearity and, more importantly, the stationarity of this model are 
nonphysical, and this lack of physical realism shows up in the performance of the model. 
The linear, time-invariant model systematically underpredicts very high discharges and 
overpredicts the low discharges because a single linear model is trained on the entire data 
set. It essentially aims to interpolate between the high and the low discharges which 
causes poor predictive performance on both.
The k-means model attempts to overcome this unphysical assumption of stationarity by 
estimating several different models and switching between the models throughout the 
tidal cycle. In doing so, it accounts somewhat for the nonlinearity problem as well. It 
segments the high-dimensional space of the stage trajectories into k Voronoi cells and 
constructs a piecewise linear approximation to the nonlinear function which predicts 
discharge from stage trajectories. The piecewise linear approximation should converge to 
the true nonlinear function as the number of partitions increases, and the number of 
partitions is here limited mostly by the amount of data available for training. As a result 
of this ability, it performs significantly better than the first two models. The Volterra 
series, while time-invariant and, like the linear, time-invariant model, unable to account 
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for nonstationarity, captures naturally the nonlinearity present in the shallow water 
equations, which ultimately govern the system. The spectral flatness results show that this
model is the best specified of the four. The Volterra series model is a parametric nonlinear
system, but the duality between the Volterra series and polynomial kernel regression 
means we estimate the series with the latter, a nonparametric estimator of the system 
response. Because the kernel regression is nonparametric, it is not restricted by our 
misspecification and, with infinite training data and appropriate regularization to reduce 
the effect of noise, we should be able to converge on as close an approximation to the 
true system as is possible with a time-invariant model.
L2 regularization is straightforward to implement, and for the discharge estimation 
problem, it is sufficient for estimating effective parameters. However, it does not 
necessarily lead to straightforwardly interpretable model coefficients. The impulse 
response of the linear, time-invariant model, for example, is a combination of the travel-
time distribution, the hypsometric curve and the action of the time derivative, all of which
are approximations because of the assumptions of linearity and time-invariance. A more 
sophisticated regularization scheme would take into account knowledge of the behavior 
of these parameters—such as the non-negativity and decaying tail of the travel-time 
distribution. If formulated carefully, these prior assumptions can be easily incorporated 
into the present regularization scheme by choosing an appropriate Tikhonov matrix (as in 
stable spline kernels (Pillonetto and De Nicolao 2010)). More complex prior assumptions
such as sparsity of the impulse response coefficients can not be handled with the 
quadratic penalty term of Tikhonov regularization, but other frameworks exist for these 
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alternative forms of regularization (Tibshirani 1996; Zou and Hastie 2005; Aravkin et al. 
2013) and in a Bayesian formulation of the estimation problem, characterizing our 
physical assumptions on the models by an arbitrary prior distribution is a type of 
regularization.
2.4.2. Limitations of these models
We have tested our models on stage-discharge records from a channel in a mesotidal salt 
marsh where the channel flow is almost entirely driven by regular tidal forcing. The 
models almost certainly do not work as well in environments with multiple drivers of 
flow such as microtidal channels with strong effects of wind on flow, tidally influenced 
streams with significant upland freshwater inputs, or loops in a channel network where 
the inputs and outputs do not flow through the same cross section. Future work will 
quantify which properties of our suite of models remain useful in other channels and what
additional data might be necessary to extend this modeling framework to these other 
environments. While the models will not perform as well in these situations, their 
structure suggests that their relative performance will be similar; the k-means and 
Volterra series models are expected to perform better than the Boon and linear, time-
invariant models because the structure of the former models is more flexible, and 
captures more complicated behavior than the latter models.
Calibration
The models presented here will estimate either the index discharge from the ADCP or the 
true discharge calibrated to cross-sectional discharge measurements, and they perform 
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equally well on either task. We have here compared the modeled discharges against 
calibrated ADCP index discharges, which means our measures of model performance do 
not account for the uncertainty in the calibration. Proper calibration, is, however, 
essential to the estimation of material fluxes from these time series since the index 
discharge can vastly overestimate the water flux through the channel. The calibration 
requires a sizeable effort and appropriate instruments, and can also form a substantial part
of the uncertainty of the discharge estimates, so it is important to stress the need for a 
good calibration. Several calibrations at a variety of tides can be done over the course of 
a single ADCP deployment, which collects the training data set for the stage-discharge 
model. Over the period in which one aims to estimate discharge from independent stage 
measurements using the model, the calibration can be rechecked infrequently to assess its
stability.
The linear regression used here for the calibration does not substantially affect the 
qualitative performance results of the models. It simply scales all of the index discharges 
by the same amount so that they match the range of the true discharge. Nonlinear 
calibrations may be more appropriate in some systems (Ruhl and Simpson 2005), and 
these scale the discharges by amounts depending on the magnitude of the discharge, 
which could amplify or dampen the time series at high discharges. It is unlikely that these
additional effects would substantially impact the performance of the k-means model or 
the Volterra series models, both of which are flexible enough to adapt to this additional 
nonlinearity.
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2.4.3. Low flows and missing data
When the stage in the creek is below the first cell of the ADCP profile, no valid velocity 
bins are recorded by the instrument. While the velocities at these stages can be fast, the 
flooded cross-sectional area of the channel is very small, so the true discharges are also 
small. We fill these missing discharges with zeros, and we estimate all of the models on 
these zero-filled discharge time series. This imputation is likely to bias our discharge 
estimates (Little and Rubin 2002), and it certainly prevents us from consistently 
estimating the discharge during these low-flow periods. Volumes exchanged during these 
periods are small relative to the entire tidal prism, so the imputation with zeros has little 
impact on the estimated water balance of the marsh. If one is not particularly interested in
the exact discharge during these periods, the Boon, Volterra series and k-means model are
all able to estimate zero discharges during these periods. These low flows during ebb 
tides, however, represent slow drainage out of the marsh and creek system and so have 
the potential to transport significant amounts of nutrients from the marsh (Gardner 1975; 
Fagherazzi et al. 2013). If it is important to capture these effects or to quantify the 
uncertainty that results from imputation, more sophisticated imputation of the discharge 
at low stages is possible (Hopke et al. 2001).
2.5. Comments and recommendations
2.5.1. A simplified method to compute tidal discharges from water levels
Based on the results presented herein, we suggest the following simplified method to 
estimate discharge in tidal channels from water stage using the threshold-based 
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approximation to the k-means model. Choose a threshold stage that corresponds to the 
elevation of the bank. If the left and right banks are asymmetric or there are multiple 
steps up to the marsh platform, choose the lowest bank elevation. Segment the time series
into four groups: flood tide below the threshold, flood tide above the threshold, ebb tide 
below the threshold and ebb tide above the threshold. The flood/ebb distinction can be 
made quantitatively by taking differences between the current stage and the stage at the 
previous time step. These differences will be positive on the flood tide and negative on 
the ebb tide.
For each of the four groups of data, form a design matrix where each row represents a 
data point and each column contains the stage data from the previous time steps. That is, 
for row i, the first column contains the stage at time step i, hi, the second column contains
hi-1, the third column hi-2 and so on. The number of columns, M, should cover two whole 
tides. At the 10 minute sampling interval of the time series presented here, this is 
approximately M=150 time steps, resulting in a design matrix with 150 columns. If the 
time series is at a different sampling interval, change the width of the design matrix 
accordingly.
One should now have a design matrix for each of the four time series segments H1, H2, H3
and H4, and four vectors of discharge values Q1, Q2, Q3 and Q4 each of which contains the
corresponding discharge values for each of the data points. The coefficients of the model 
are the four vectors β i=(H iT H i )
−1 H i
T Q i  which can be obtained with standard routines 
for linear regression. Once the four vectors of coefficients are obtained, prediction of 
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discharge at a new point proceeds by first deciding to which of the four groups (high 
flood, low flood, high ebb, low ebb) the water stage belongs. Each of the previous M time
steps of the stage is then multiplied by each of the  M model coefficients of the 
corresponding group and added together to provide an estimate of discharge.
2.5.2. Model recommendations
The complexity of estimating each of these models tracks closely their performance. The 
linear, time-invariant model is a straightforward linear regression, but it performs the 
worst (as measured by any of our error measures presented in Table 2). The Boon model 
(as formulated here) requires a nonlinear least squares algorithm but does significantly 
better. The k-means model has a mean squared error half that of the Boon model, but 
requires some clustering either through k-means or the simplified threshold model 
presented above. The Volterra model performs the best of all four models but requires a 
computationally-intensive kernel regression. Choosing between the models is an exercise 
in trading off complexity for predictive ability and requires a rigorously defined selection 
criterion adapted to the particular application. We have used the mean squared error, 
Nash-Sutcliffe efficiency and spectral flatness of residuals to argue that the cubic Volterra
series model with 25 hours of lagged stage observations performs the best of the four 
models. However, each of these measures simply reflects the discrepancy between 
modeled and observed instantaneous discharges, which may not be appropriate for all 
applications. One could envision the integrated volume of water over a tide being more 
important than the instantaneous discharge, in which case it might be worth selecting 
59
model that slightly misestimates the discharge to get a more accurate estimate of the tidal 
prism.
To help quantify the tradeoff between complexity and performance for applications, we 
have calculated the mean absolute percent error for each model as a function of stage 
(Fig. 13). We bin the stage into 50 cm bins and calculate the mean of the absolute value 
of the percent error between the modeled and estimated discharge within each bin. This 
gives some estimate of how far off one might expect to be when using each model to 
predict discharge over a certain range of stages. The general pattern follows our 
conclusions from the other measures of the model error with the Volterra series model 
performing the best, followed by k-means, Boon and the linear, time-invariant model. 
The Volterra series percent error is around 10-15% at all stages, while the k-means 
percent error ranges from around 20-30%. While the Boon model has a percent error 
around 50% at high and low stages, it is within one percent at stages just above the 
bankfull stage for our channel. If one is interested in estimating only the bankfull 
discharge in a channel, the Boon model performs just as well as the significantly more 
complex k-means model.
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The k-means model, and especially the thresholded variation on the k-means model, 
represents, we believe, the best model for applications that need to estimate discharge 
from long-term records of stage such as biogeochemical and ecological investigations. It 
offers good estimation performance throughout a long time series, its estimation 
complexity comes from the selection of clusters, which can be well-approximated by the 
heuristic of a threshold, and it provides an appealing interpretation of the clusters in terms
of flow regimes.
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Figure 13: Mean absolute percent error for each of the four models. The solid blue 
line corresponds to the Boon model, the dashed red line to the linear, time invariant 
model, the dotted green line to the Volterra series model and the dot-dashed purple line to
the k-means model.
61
Bayliss-Smith, T., R. Healey, R. Lailey, T. Spencer, and D. Stoddart. 1979. Tidal flows in 
salt marsh creeks. Estuarine and Coastal Marine Science 9: 235–255. 
doi:10.1016/0302-3524(79)90038-0
Beven, K., and J. Davies. 2015. Velocities, celerities and the basin of attraction in 
catchment response. Hydrological Processes 29: 5214–5226. 
doi:10.1002/Hyp.10699
Blanton, J. O., G. Lin, and S. A. Elston. 2002. Tidal current asymmetry in shallow 
estuaries and tidal creeks. Continental Shelf Research 22: 1731–1743. 
doi:10.1016/S0278-4343(02)00035-3
Boon, J. D. 1975. Tidal discharge asymmetry in a salt marsh drainage system. Limnology
and Oceanography 20: 71–80. doi:10.4319/lo.1975.20.1.0071
Botter, G., E. Bertuzzo, and A. Rinaldo. 2010. Transport in the hydrologic response: 
Travel time distributions, soil moisture dynamics, and the old water paradox. 
Water Resources Research 46: W03514. doi:10.1029/2009wr008371
Burnham, K. P., and D. R. Anderson. 2002. Model selection and multimodel inference, 
Springer.
Bühlmann, P. 2002. Bootstraps for time series. Statist. Sci. 17: 52–72. 
doi:10.1214/ss/1023798998
62
Cai, W.-J. 2011. Estuarine and coastal ocean carbon paradox: CO2 sinks or sites of 
terrestrial carbon incineration? Ann. Rev. Marine. Sci. 3: 123–145. 
doi:10.1146/Annurev-Marine-120709-142723
Carey, J. C., and R. W. Fulweiler. 2014. Salt marsh tidal exchange increases residence 
time of silica in estuaries. Limnology and Oceanography 59: 1203–1212. 
doi:10.4319/lo.2014.59.4.1203
Chmura, G. L., S. C. Anisfeld, D. R. Cahoon, and J. C. Lynch. 2003. Global carbon 
sequestration in tidal, saline wetland soils. Global Biogeochemical Cycles 17: 
1111. doi:10.1029/2002GB001917
Duarte, C. M., J. J. Middelburg, and N. Caraco. 2005. Major role of marine vegetation on
the oceanic carbon cycle. Biogeosciences 2: 1–8. doi:10.5194/Bg-2-1-2005
Fagherazzi, S. 2002. Basic flow field in a tidal basin. Geophysical Research Letters 29: 
62-1 – 62-3. doi: 10.1029/2001GL013787
Fagherazzi, S., P. L. Wiberg, and A. D. Howard. 2003. Tidal flow field in a small basin. 
Journal of Geophysical Research: Oceans 108: 16-1 – 16-10. doi: 
10.1029/2002JC001340
Fagherazzi, S., M. Hannion, and P. D’Odorico. 2008. Geomorphic structure of tidal 
hydrodynamics in salt marsh creeks. Water Resources Research 44: W02419. 
doi:10.1029/2007wr006289
63
Fagherazzi, S., P. L. Wiberg, S. Temmerman, E. Struyf, Y. Zhao, and P. A. Raymond. 
2013. Fluxes of water, sediments, and biogeochemical compounds in salt 
marshes. Ecological Processes 2: 3. doi:10.1186/2192-1709-2-3
Franz, M. O., and B. Schölkopf. 2006. A unifying view of Wiener and Volterra theory and
polynomial kernel regression. Neural Computation 18: 3097–3118. 
doi:10.1162/Neco.2006.18.12.3097
Ganju, N. K., M. L. Kirwan, P. J. Dickhudt, G. R. Guntenspergen, D. R. Cahoon, and K. 
D. Kroeger. 2015. Sediment transport-based metrics of wetland stability. 
Geophysical Research Letters 42: 7992–8000.
Ganju, N. K., N. J. Nidzieko, and M. L. Kirwan. 2013. Inferring tidal wetland stability 
from channel sediment fluxes: Observations and a conceptual model. Journal of 
Geophysical Research: Earth Surface 118: 2045–2058. doi:10.1002/jgrf.20143
Gardner, L. R. 1975. Runoff from an intertidal marsh during tidal exposure-recession 
curves and chemical characteristics. Limnology and Oceanography 20: 81–89. 
doi:10.4319/Lo.1975.20.1.0081
Harman, C. J. 2015. Time-variable transit time distributions and transport: Theory and 
application to storage-dependent transport of chloride in a watershed. Water 
Resources Research 51: 1–30. doi:10.1002/2014wr015707
Healey, R., K. Pye, D. Stoddart, and T. Bayliss-Smith. 1981. Velocity variations in salt 
marsh creeks, Norfolk, England. Estuarine, Coastal and Shelf Science 13: 535–
545. doi:10.1016/S0302-3524(81)80056-4
64
Hocking, R. R. 1976. The analysis and selection of variables in linear regression. 
Biometrics 32: 1–49.
Hopke, P. K., C. Liu, and D. B. Rubin. 2001. Multiple imputation for multivariate data 
with missing and below-threshold measurements: Time-series concentrations of 
pollutants in the arctic. Biometrics 57: 22–33. doi:10.1111/j.0006-
341x.2001.00022.x
Kelley, C. T. 1999. Iterative methods for optimization, Society for Industrial & Applied 
Mathematics (SIAM).
Kennedy, E. J. 1984. Discharge ratings at gaging stations. U.S. Geological Survey 
Techniques of Water-Resources Investigations.
Little, R. J. A., and D. B. Rubin. 2002. Statistical analysis with missing data, 2nd ed. 
Wiley-Blackwell.
Ljung, G. M., and G. E. P. Box. 1978. On a measure of lack of fit in time series models. 
Biometrika 65: 297–303. doi:10.1093/biomet/65.2.297
Morris, J. T., P. V. Sundareshwar, C. T. Nietch, B. Kjerfve, and D. R. Cahoon. 2002. 
Responses of coastal wetlands to rising sea level. Ecology 83: 2869–2877. 
doi:10.1890/0012-9658(2002)083[2869:ROCWTR]2.0.CO;2
Mueller, D. S., C. R. Wagner, M. S. Rehmel, K. A. Oberg, and F. Rainville. 2009. 
Measuring discharge with acoustic Doppler current profilers from a moving boat. 
U.S. Geological Survey Techniques; Methods.
65
Myrick, R. M., and L. B. Leopold. 1963. Hydraulic geometry of a small tidal estuary. US 
Geological Survey.
Pethick, J. 1980. Velocity surges and asymmetry in tidal channels. Estuarine and Coastal 
Marine Science 11: 331–345. doi:10.1016/S0302-3524(80)80087-9
Pillonetto, G., and G. De Nicolao. 2010. A new kernel-based approach for linear system 
identification. Automatica 46: 81–93. doi:10.1016/J.Automatica.2009.10.031
Rugh, W. J. 1981. Nonlinear system theory, Johns Hopkins University Press Baltimore.
Ruhl, C. A., and M. R. Simpson. 2005. Computation of discharge using the index-
velocity method in tidally affected areas. US Geological Survey.
Speer, P., and D. Aubrey. 1985. A study of non-linear tidal propagation in shallow 
inlet/estuarine systems. Part II: Theory. Estuarine, Coastal and Shelf Science 21: 
207–224. doi:10.1016/0272-7714(85)90097-6
Tibshirani, R. 1996. Regression shrinkage and selection via the lasso. Journal of the 
Royal Statistical Society. Series B (Methodological) 267–288.
Wold, S., A. Ruhe, H. Wold, and W. Dunn III. 1984. The collinearity problem in linear 
regression. the partial least squares (pls) approach to generalized inverses. SIAM 
Journal on Scientific and Statistical Computing 5: 735–743.
Xu, R., and D. Wunsch. 2009. Clustering, John Wiley & Sons.
66
Zou, H., and T. Hastie. 2005. Regularization and variable selection via the elastic net. 
Journal of the Royal Statistical Society: Series B (Statistical Methodology) 67: 
301–320.
67
CHAPTER 3. Spatiotemporal variability of sediment fluxes in a mesotidal salt
marsh complex
3.1. Introduction
Salt marshes depend on a supply of sediment to replace material eroded by waves and 
currents (Fagherazzi et al. 2013) and to fill the accommodation space created by sea-level
rise, compaction and subsidence (Allen 1999, 2000; French 2006). A marsh that is not 
accumulating enough sediment to maintain itself against the effects of these process will 
be lost, along with its unique ecosystem. The budget of sediment therefore provides an 
indicator of the stability of the system (Stevenson et al. 1988; Murray and Spencer 1997; 
Ganju et al. 2013, 2015, 2017). A stable marsh imports sediment at a rate that equals or 
exceeds sea-level rise while an unstable marsh will either import less sediment than is 
needed or will export sediment. The advantage of measuring sediment budgets lies in 
their ability to integrate over the significant spatial variability in sediment dynamics 
within a marsh. Point measurements of sedimentation might indicate that a marsh is 
accreting sufficiently when that deposited sediment is sourced from channel bank 
erosion, so that marsh is actually being lost. Measured bank erosion may represent a 
simple redistribution of sediments without a net loss of marsh (Mariotti et al. 2016; 
Finotello et al. 2018). A whole-marsh sediment budget would correctly identify the 
former situation as unstable and the latter situation as stable.
Suspended sediment in estuaries originates from the external supply of sediment from 
rivers and the ocean and from the resuspension of material within the system. 
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Resuspension occurs when the shear stress of flows removes material from the bed and 
turbulence mixes it into the water column. Waves are a particularly important mechanism 
of resuspension in the open areas of estuaries (Sanford 1994; French et al. 2008; Brand et
al. 2010). Sediment resuspended by waves in the estuaries is then readily transported by 
tidal currents around the estuary and through channels into salt marshes (Fagherazzi and 
Wiberg 2009; Brand et al. 2010; Fagherazzi and Priestas 2010). Tidal currents themselves
can also resuspend sediments, especially in meso- and macrotidal systems with strong 
tidal flows (Allen et al. 1980). Rainfall during low tide has been found to mobilize 
sediment from the surface of marshes and tidal flats, which can then be transported 
during the subsequent tidal cycle (Torres et al. 2003, 2004; Chen and Torres 2018). In 
high-latitude salt marshes, ice can play a substantial role in the sediment budget during 
the winter (Dionne 1989; van Proosdij et al. 2006). Seasonal variability in all of these 
drivers, interacting with the seasonal variability in marsh productivity, also creates 
seasonal fluctuations in suspended sediment concentrations and characteristics (Chen et 
al. 2005; van Proosdij et al. 2006; Coulombier et al. 2012; Poirier et al. 2017). The wide 
range in temporal scales of suspended sediment dynamics from the seasonal to the 
subhourly highlights the need for long-term, high-frequency sediment flux estimates that 
adequately resolve these dynamics.
Due to the intensive observations required to develop sediment budgets over the 
necessary time scales, there is significant interest in developing simplified metrics that 
correlate well with the sediment budget. The flood-ebb differential, which compares the 
suspended sediment concentration on the flood tide to that on the ebb tide, is strongly 
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related to the sediment budget (Ganju et al. 2015, 2017). The flood-ebb differential 
requires only long-term measurements of suspended sediment concentration and not 
simultaneous measurements of flow. While flow measurements are not necessarily the 
largest component of uncertainty in determining a sediment budget (Ganju et al. 2005), 
they represent a large part of the cost of conducting sediment flux observations.
Spatial metrics that correlate with sediment budgets provide the opportunity to evaluate 
sediment dynamics from airborne and satellite imagery, which overcomes the limited 
spatial coverage of in situ instrumentation. One metric that has been shown to correlate 
well with the sediment budget is the ratio of unvegetated to vegetated surface area 
(UVVR) within a marsh (Ganju et al. 2017). The UVVR has two related interpretations 
that motivate its use as an indicator of sediment dynamics. A marsh that is actively 
eroding should show evidence of the conversion of vegetated platforms into unvegetated 
ponds, channels and tidal flats. The UVVR also captures the spatial balance between 
erosional processes, which are stronger within the unvegetated components of a marsh, 
and depositional processes, which are stronger on the vegetated marsh platform. A marsh 
with a higher UVVR tends to be more dominated by erosional processes and thus to have 
a more negative sediment budget.
We present sediment budgets obtained from high-frequency flow and sediment 
concentration measurements in eleven salt marsh channels in the Plum Island estuary, 
Massachusetts, United States. We find that sediment fluxes vary significantly both within 
a single site over time and between sites. The main sources of variability in sediment 
fluxes are the supply of sediment from the estuary and the strength of resuspension within
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the channels. The unvegetated-vegetated ratio does correlate with the net sediment flux, 
but our data suggests some caution is warranted in using UVVR as a quantitative 
predictor of sediment fluxes rather than as one of many available indicators of salt marsh 
sediment dynamics.
3.2. Methods
3.2.1. Site description
Plum Island Sound is a tide-dominated estuary in northeastern Massachusetts, United 
States (Fig. 14). Tides are semidiurnal with a mean tidal range of 2.9 m and a spring-neap
range of 2.6 – 3.6 m (Vallino and Hopkinson 1998). Three rivers flow directly into Plum 
Island Sound, from north to south the Parker, the Rowley and the Ipswich, but the 
freshwater discharge (11 m3 s-1, average annual discharge) is significantly smaller than the
tidal prism (Vallino and Hopkinson 1998). In addition, the Plum Island River connects 
Plum Island Sound to the mouth of the Merrimack River. The flow in the Plum Island 
River tends to transport water from Plum Island Sound into the Merrimack River while 
outflows from the Merrimack River flow clockwise around Plum Island to enter the 
Sound at the southern inlet (Zhao et al. 2010). The suspended sediment concentration in 
the freshwater inputs to the estuary is low (3 mg L-1, Wollheim and Hopkinson 2000), 
which can be attributed to the presence of dams on the Ipswich and Parker Rivers and to 
heavily vegetated watersheds (Fagherazzi et al. 2014).
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Eleven marsh channel cross-sections were instrumented (Fig. 14), with eight sites along 
the Rowley River, two on the Plum Island River and one on Plum Island Sound. The 
marsh channel widths range from 12 m (CL) to 34 m (NP). The marshes are 
predominantly high marshes with Spartina patens and Distichlis spicata on the platform 
and S. alterniflora on the channel banks and in lower interior areas. Two of the sites, 
LM1 and LM2, are low marshes dominated by S. alterniflora. All of the sites have 
shallow ponds on their surface, and many contain anthropogenic ditches (Wilson et al. 
2014).
Figure 14: Site map. The eleven instrumented channels are indicated by the circles. 
Meteorological data are obtained from Marshview Farm, indicated with a square. 
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3.2.2. Instrument deployments
We deployed acoustic Doppler current profilers (ADCP; Nortek Aquadopp) and optical 
backscattering turbidity sensors (OBS; Campbell Scientific OBS3+) in each of the 
instrumented channels. The ADCPs recorded velocity profiles in three directions in 20 cm
vertical bins. The instrument averaged velocities over a 2 minute sampling period at a 10 
minute sampling interval. The blanking distance was set to 11 cm. Pressure recorded by 
the internal pressure sensor on the ADCPs was corrected for atmospheric pressure 
fluctuations using data from a weather station at Marshview Farm (Fig. 14) and converted
into estimates of the water level above the sensor. Valid bins were considered to be those 
below 90% of the water level, and the valid bins at each time step were averaged to 
produce an average velocity in each of the three directions. These velocity time series 
were rotated to the dominant flow direction along the channel using a principal 
components analysis, and this depth-averaged along-channel velocity time series was 
used in all subsequent analyses.
The cross-sectional area of the flow in the channels was computed from the water level 
measurements and RTK GPS cross sections of each channel. The area was calculated by 
integrating the cross-section below a given water level, and a seventh-order polynomial 
was fit to the stage-area relationship. This regression was then applied to the water level 
time series to obtain a time series of cross-sectional area. For water levels above the 
channel banks, the area was extended vertically, assuming that the flow on the vegetated 
surface of the marsh is much lower than that in the channel.
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OBS sensor data was converted from millivolts to nephelometric turbidity units (NTU) 
using manufacturer-provided calibration curves. It was then filtered by two iterations of a
despiking algorithm. In each iteration, a median filter of window size k was used to 
create a reference time series. The standard deviation of the residuals between the raw 
and reference time series was calculated and spikes were identified as those data points 
which lay more than n standard deviations away from the reference time series. Spikes 
were replaced by the value of the reference time series at that point. The first filter used a 
wide window (k = 25 h) and a strong threshold (n = 0.8) to remove the largest spikes in 
the time series. The second filter used a narrower window (k = 50 min) and a slightly 
weaker threshold (n = 1.0) to remove smaller spikes remaining after the application of the
first filter.
3.2.3. Calibrations
Discharge
The depth-averaged along-channel velocity obtained from the moored ADCP was used as
an index velocity (vi) to estimate discharge using an index velocity (Ruhl and Simpson 
2005) or an index discharge method. In both methods, cross-sectional discharge 
measurements were taken using a downward-looking ADCP (Teledyne RDI StreamPro) 
towed across the channel. This produced two quantities, an estimate of the discharge, Qc, 
and the mean velocity, vc, in the cross-section. In the index velocity method, a quadratic 
polynomial was fit between vi and vc in each channel to obtain parameters, αv, βv and γv, 
the quadratic, linear and intercept terms of the regression. Discharge was then computed 
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from the index velocity time series by first applying the linear model to the index velocity
and then multiplying by the cross-sectional area time series, i.e.
Q
̂̂
v=A (α v vi
2+ βv v i+γ v) (3.1)
For several of the channels, the cross-sectional mean velocity was not recorded. In these 
cases an index discharge was computed by multiplying the index velocity by the cross-
sectional area and then fitting a linear model to the calibration data, i.e.
Q
̂̂
Q=(α Q(A v i)
2+βQ(A v i)+γ Q) (3.2)
The intercept term, (γv or γQ) should be small if the cross-sectional velocity or discharge 
goes to zero as the index velocity or discharge goes to zero. Large intercept values can 
result in unphysical estimates such as a negative (seaward) discharges on the flood tide. 
However, because of the exclusion of data below the moored ADCP blanking distance 
and possible cross-sectional variability in the timing of the switch between flood and ebb,
it is not appropriate to force the intercept term to zero. Instead, a ridge penalty was 
applied to the intercept term to shrink it to zero.
Turbidity
Sediment samples from the channel bottoms were taken concurrently to develop a 
relationship between turbidity (NTU) and suspended sediment concentration (kg m-3). 
The sediment samples were progressively diluted into a container of approximately 3 L of
tap water by adding 25 mL of concentrated sediment sample. While the container was 
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continuously stirred, OBS measurements of the turbidity in the container were obtained 
over 60 seconds and averaged. Samples of the water (300 mL) were extracted from the 
container, vacuum filtered (Whatman grade 42, nominal particle retention 2.5 μm) and 
dried at 110°C to estimate the suspended sediment concentration. Multiple OBS were 
used to compare sensors to each other. A single linear model was fit between the SSC 
data and the OBS turbidity data. Both variables were first log-transformed. The fit model 
was then applied to each turbidity time series to obtain an estimate of suspended sediment
concentration over the entire observational period.
Calibration performance
The calibrations were assessed by computing the root-mean-squared error (RMSE) 
between the measured and predicted discharges. For index discharge and turbidity 
calibrations, the RMSE is the root mean square of the residuals between measured and 
predicted variables. For index velocity calibrations, RMSE is the root mean square of the 
residuals between the measured discharge and the predicted velocity multiplied by the 
estimated cross-sectional area. This latter transformation is necessary to compare the 
performance of the index velocity and index discharge calibrations.
Cross-sectional discharges were also measured at the index velocity sites, so the two 
calibration methods can be directly compared at those six sites. For this comparison, the 
discharge was computed with both index velocity and index discharge calibrations fit 
with a quadratic ridge regression. The mean and maximum absolute deviations between 
the two methods were computed to estimate the average and the maximum difference 
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between the predictions of the two methods. The maximum absolute deviation was also 
divided by the maximum observed discharge with the index velocity method to provide a 
worst-case error estimate as a percentage of the discharge.
3.2.4. Geospatial data
UVVR data were obtained by classifying four-band aerial orthoimagery (USGS) and a 
LiDAR-based digital elevation model (Valentine and Hopkinson 2005). Training 
polygons (N = 171) representing vegetated and unvegetated surfaces throughout the study
area were collected and used to train a random forest classifier, which was then applied to
the orthoimagery and LiDAR data to obtain a map of vegetated and unvegetated areas. 
Marsh watersheds were drawn on the aerial imagery by tracing the boundary between 
channels. The UVVR for each marsh was estimated by counting the unvegetated and 
vegetated pixels within each watershed.
3.2.5. Analysis
Sediment budgets
Instantaneous sediment fluxes were computed by multiplying the suspended sediment 
concentration time series by the calibrated discharge time series. These instantaneous 
fluxes were converted to sediment budgets by numerically integrating the sediment flux 
time series with a trapezoidal rule. This sediment budget represents a mass of sediment 
imported or exported from the marsh over the course of the observations. This value was 
then divided by the length of the time series to obtain an average sediment flux.
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The average sediment flux was divided by the area of the marsh watershed to obtain an 
area-normalized sediment flux, which permits fluxes to be compared across different 
sites. This normalized sediment flux can further be converted into an estimate of potential
accretion by dividing by a nominal bulk density of marsh sediments (260 kg m-3 (Morris 
et al.)). This represents the elevation that would be gained by the marsh if all of the 
imported sediment was incorporated into a soil with the given bulk density.
To quantify the role of tidal hydrodynamics on sediment budgets, the discharge 
asymmetry was computed as the skewness of the discharge over a given tide (Nidzieko 
2010).
3.3. Results
3.3.1. Calibrations
The calibrations of cross-sectional flow are presented in Fig. 15, which show the 
calibration data points, the quadratic ridge regression fit to those data and the prediction 
interval. The RMSE for the calibrations is presented in Table 3. The RMSE for the index 
velocity and index discharge methods is comparable.
The comparison between the index velocity and index discharge methods reveals the 
possibility of large biases between the two methods (Table 4). The worst-case difference 
between the two method can be up to 50% of the observed discharge.
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Figure 15: Calibrations of index velocity and index discharge. Sites with black labels 
(CL, ME, NEu, NP, PO, SW) were calibrated using an index velocity while those with 
red labels (NEd, WE, HM1, LM1, LM2) were calibrated using an index discharge. The 
index variable is on the horizontal axis and the cross-sectional variable is on the vertical 
axis. The black lines represent the ridge regression fit, and the gray area is the 95% 
prediction interval. The range of the horizontal axis corresponds to the range of the index 
variable from the complete time series. 
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Site RMSE (m3 s-1) Index method
LM1 0.536 Discharge
LM2 0.295 Discharge
NEd 0.296 Discharge
HM1 0.217 Discharge
WE 0.362 Discharge
NP 0.760 Velocity
NEu 0.254 Velocity
PO 0.413 Velocity
CL 0.142 Velocity
ME 0.353 Velocity
SW 0.404 Velocity
Table 3: Performance of the flow calibrations
Site Mean AD (m3 s-1) Maximum AD (m3 s-1) Maximum AD (%)
NP 0.604 2.625 31.1
NEu 0.265 2.383 27.9
PO 0.354 3.363 27.8
CL 0.198 2.392 42.6
ME 0.750 4.065 44.7
SW 0.583 5.989 47.0
Table 4: Comparison of estimated discharges between the index velocity and index 
discharge methods. 
The laboratory calibration is presented in Fig. 16. The RMSE of the calibration is 0.029 g
L-1.
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3.3.2. Tidal hydrodynamics
The distributions of the discharge asymmetry are presented in Fig. 17. Almost all of the 
sites show both flood-dominant and ebb-dominant tides. The flood-dominant tides tend to
be during smaller neap tides while the ebb-dominant tides occur during larger spring 
tides. There is a slight elevation gradient in discharge asymmetry. The low marsh sites, 
LM1 and LM2, and the lowest-elevation high marsh site, NP, are flood dominant on 
average while most of the high marsh sites (with the exception of HM1 and PO) are 
usually ebb-dominant.
Figure 16: Calibration of turbidity to total suspended solids. Squares represent 
samples taken at site WE. Triangles represent samples taken at site HM1. The black line 
is the regression line fit to these data.
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3.3.3. Sediment fluxes
The net sediment fluxes per unit area are presented in Fig. 18 and Table 5. All marshes 
show a net import of sediment with the exception of ME, PO and NEd. The fluxes range 
from 1.0 kg m-2 yr-1 at ME to 3.8 kg m-2 yr-1 at NEu. Most sites, however, have net import 
on the order of 0-1 kg m-2 yr-1, which is in line with sediment budgets observed in 
microtidal systems (Ganju et al. 2017).
The sediment fluxes per unit area are also converted into an estimate of potential 
accretion, and the potential accretion is compared to the regional rate of sea-level rise 
Figure 17: Distribution of discharge asymmetry. Discharge asymmetry is the skewness 
of discharge over a given tide. The boxplots represent the distribution of the skewness for
each tide observed at each site. Positive skewness is flood-dominant and negative 
skewness is ebb-dominant.
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(2.8 mm yr-1; Hopkinson et al. 2018). We find that the measured sediment import can 
account for several millimeters of accretion in the importing marshes, and several 
millimeters of erosion in the exporting marshes, with an average potential accretion of 
2.9 mm yr-1.
Figure 18: Sediment budgets. The color of each point represents the magnitude and 
direction of the net sediment fluxes. 
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Creek Budget (kg m-2 yr-1) Potential acc. (mm yr-1) Relative acc. (mm yr-1)
LM1 0.9 3.6 0.8
LM2 0.7 2.5 -0.3
NP 0.7 2.6 -0.2
NEd -0.01 -0.05 -2.85
NEu 3.8 14.5 11.7
HM1 1.2 4.5 1.7
PO -0.1 -0.3 -3.1
CL 0.9 3.3 0.5
ME -1.0 -4.0 -6.8
WE 0.7 2.5 -0.3
SW 0.6 2.4 -0.4
Table 5: Sediment budgets, potential accretion and relative accretion
The relationship of the sediment fluxes with UVVR and elevation is shown in Fig. 19. 
There is a slight negative relationship between UVVR and sediment flux, and the 
strongly exporting ME has a relatively high UVVR (0.208). However, the two marshes 
with the highest UVVR, LM1 and LM2, import sediment. The relationship with elevation
is similarly inconclusive. The high marsh sites are all within approximately 20 cm of 
elevation, but show a wide range of sediment fluxes from high export (ME) to high 
import (NEu).
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3.4. Discussion
The sediment budgets indicate that most of the eleven marshes are importing sediment. 
The exceptions are the two sites on the Plum Island River (ME and PO) and NEd. The 
mean potential accretion, 2.9 mm yr-1, is quite close to the regional rate of sea-level rise, 
2.8 mm yr-1. On average, marshes in Plum Island Sound are importing enough sediment 
Figure 19: Surrogates of sediment budgets. (a) UVVR plotted against the net sediment 
flux for each of the eleven sites. (b) the mean elevation plotted against the net sediment 
flux for each observed tidal cycle.
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to keep pace with sea-level rise. These measurements compare well with a compilation of
surface elevation table (SET) data from the area (Wilson et al. 2014). However, Wilson et
al. identified a significant difference between sediment accretion in high and low marsh 
sites, with low marsh sites accreting twice as fast as the high marsh sites. These 
differences are not replicated in our sediment flux data, as the two low marsh sites are 
accreting at rates of 3.6 mm yr-1 and 2.5 mm yr-1, which is within the range of the 
importing high marsh sites.
However, there is significant spatial variability hidden by averaging the potential 
accretion over the different marshes. This variability is not accounted for by elevation or 
by the UVVR. It is also not solely accounted for by the tidal hydrodynamics of each 
creek. One would expect that ebb-dominant creeks export more sediment on average. The
creek that exports the most, ME, is strongly ebb-dominant, but so is NEu, the creek that 
imports the most. In addition, the flood-dominant low marsh sites do not import 
significantly more sediment than the ebb-dominant high marsh sites.
Examples of time series from PO and ME highlight the differences in tidal-scale sediment
dynamics that drive the observed budgets at the two creeks (Fig. 20). While these are 
both exporting creeks, the area-normalized sediment flux at ME is an order of magnitude 
larger than that at PO. The two creeks show similar patterns in sediment concentration 
over the course of a tidal cycle. A large peak in concentration at the beginning of the 
flood tide represents the import of sediment that has been resuspended at low tide in the 
rest of the estuary. Peaks at the beginning of the ebb tide are associated with strong 
currents and local resuspension of material in the marsh channel. However, the ebb tidal 
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currents are much stronger at ME than at PO, and these ebb currents both generate larger 
ebb peaks in the sediment concentration at ME and export more of that material, which 
leads to the high export observed in that marsh. The currents at PO are slower than those 
at ME, and the ebb current peak is much less distinct. This weaker current resuspends less
sediment on the ebb, and the flood sediment concentration is around 20 mg/L higher at 
PO than at ME. This leads to relatively more import at PO than at ME.
Though our data support the conclusion that Plum Island marshes are in near vertical 
equilibrium with sea-level rise, this equilibrium may not persist in the future, especially 
under anticipated acceleration in sea-level rise (Church and White 2006). As marshes lose
elevation relative to sea-level, they are expected to convert from high marsh to low marsh
and from low marsh to open water environments. A negative feedback between 
Figure 20: Characteristic sediment dynamics A portion of the velocity (a,c) and 
suspended sediment concentration (b,d) time series from the PO (left) and ME (right) 
sites.
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inundation and hydrodynamics could theoretically slow these transitions. The low marsh 
channels are more flood-dominant, so conversion of high marsh to low marsh might 
decrease the tidal asymmetry of sites like ME and make the sediment budget more 
positive, increasing accretion and slowing the loss in relative elevation of the marsh. The 
caveat of this feedback is that our data do not support a strong relationship between the 
strength of tidal asymmetry and the sediment budget. Factors like the external sediment 
supply and the tidal current velocities are overlain on that tidal asymmetry. Our data do 
not allow us to determine if these factors will remain constant as sea-level rises. For 
instance, if the sediment supply at ME remains the same and the currents become less 
ebb-dominant, then we expect the negative feedback to come into play. But if the 
sediment supply decreases, then a decrease in tidal asymmetry may not be strong enough 
to slow its drowning
There is a necessary tradeoff between temporal and spatial coverage in monitoring 
sediment fluxes. The time series analyzed here represent from five days to three months 
of discontinuous monitoring in each of the eleven marshes. They are therefore not 
estimates of the long-term sediment budget of each marsh, and the strength of the bias 
between our sediment fluxes and the true sediment budget depends on how typical the 
hydrodynamics and sediment transport captured by the observations are. While our 
sediment flux data does agree with SET data on the magnitude of the sediment budget, 
the two methods do not display the same patterns in spatial variability. The SET data 
suggest larger differences between the sediment budgets of high and low marshes than 
the sediment flux data.
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3.5. Conclusion
The marshes of Plum Island Sound are, on average, accumulating sediment at roughly the
same rate as sea-level rise. However, there is significant spatial variability in sediment 
fluxes on the fortnightly to monthly time scales reported here. This variability cannot be 
explained entirely by snapshot spatial metrics like the UVVR and the mean elevation of 
the marsh, both of which we find to have insignificant correlation with the net sediment 
fluxes in eleven instrumented marshes. Instead, we find that a complex relationship 
between tidal asymmetry and sediment supply and resuspension varies between the 
marshes.
The reasoning behind using UVVR as a predictor of sediment fluxes is an 
ecogeomorphological interpretation of marsh sediment dynamics. Unvegetated and 
vegetated portions of the system are dominated by erosional and depositional processes, 
respectively, and the deterioration of marsh due to an inadequate sediment supply leads to
conversion of vegetated marsh to unvegetated ponds and tidal flats. The data presented 
here suggest that similar geospatial metrics, which are able to represent the variability in 
the external supply of sediment or the strength of ebb tidal currents may be a useful 
complement to the UVVR. Ultimately an approach coupling long-term intensive 
monitoring of sediment fluxes in a few channels, shorter-term measurements in others, 
models and spatial metrics is likely to be more effective at quantifying the stability of 
tidal wetlands than any single metric.
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APPENDIX A. Supplementary material for Chapter 1
A.1. Vegetation survey
A survey of vegetation types was conducted in the hollow site (Fig. 21). A grid of plots 
10 m on a side was laid out with five transects running parallel to Wise Point Road and 
ten quadrats on each transect. A random selection of 25 of the 50 quadrats was created by 
sampling five boxes from each transect. The range of a variogram estimated from the 
topographic survey procedure is 42.3 m, suggesting that our plot size is below the scale 
of variability of the elevation and that each quadrat samples a roughly flat region. Within 
each sampled box, the percent cover of grassy species was recorded. Individuals of 
woody plant species were counted. Furthermore, the location of pine trees and saplings 
was recorded within each box to provide some information on spatial patterns below the 
scale of the boxes. Each quadrat of the vegetation survey was classified in the field as 
having a high pine density or a low pine density with the threshold between the two 
classes being roughly twenty trees within the quadrat. Both saplings and mature trees 
were included in the density estimate.
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A logistic regression was used to predict the density of pine trees within each quadrat 
based on elevation and topographic roughness. Within each quadrat, the average 
elevation and standard deviation of elevation were calculated from the LiDAR-based 
digital elevation model. The elevation provides an indication of the flooding frequency of
the quadrat while the standard deviation provides an estimate of the topographic 
roughness and tendency for ponding to occur within the quadrat, which helps characterize
ecohydrological processes at a scale below that of the quadrat.
The logistic model was validated using remotely sensed data. The quadrat grid was 
located on four-band aerial orthoimagery of the site taken in 2009. Each of the 50 
quadrats in the grid was classified into high or low tree density by visual inspection of the
orthoimage, independently of the field classification.
Figure 21: Vegetation surveys. (a) Quadrats as classified in the field. White: low pine 
density; Blue: high pine density. (b) Quadrats classified by visual interpretation of aerial 
imagery. (c) Quadrats as classified by the logistic regression model. 
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Model selection using the Akaike information criterion suggests that logistic regression 
model which includes only the mean elevation in each quadrat is more parsimonious than
the model which uses both the mean and the standard deviation of elevation. This is 
consistent with the finding that the quadrat length scale is below the dominant scale of 
topographic variability. Using the selected model we calculate a threshold as the 
elevation where predicted probability of the high-density class is 0.5. This threshold is 
found to be 0.98. The validation quadrats were then classified based on this elevation 
threshold (Fig. 21c) and compared to the classification based on aerial photographs.
Out of the 50 quadrats, the logistic model correctly predicts the presence or absence of 
pine trees in 46 quadrats. Two of the misidentified quadrats were included in the field 
vegetation survey, and one of those two was incorrectly classified in the aerial 
photographs. This quadrat does contain pine trees, according to the field survey, but they 
are not detectable in the aerial image. In this case, the model agrees with the field survey 
and not the aerial imagery. On the two mislabeled quadrats at the southern end of the site 
(one of which was part of the field survey), the model predicted there would not be trees 
when pine saplings are present. However, the saplings in these quadrats were observed in 
the field to have browning needles during the growing season and are under apparent 
stress, which would suggest that this represents a relaxation back to the depression 
vegetation state after trees were able to establish on this part of the site. This leaves one 
quadrat which the model predicts to have pine trees which does not appear to have trees 
in the aerial image and which was not sampled during the field survey. However, the 
topographic survey does record several GPS points associated with pine saplings in one 
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corner of the box. We are therefore confident that the logistic model and the elevation 
threshold of 0.98 m NAVD88 perform fairly well at identifying the locations of pine trees
within the site. This elevation threshold was used in the main text to separate the dead 
trees at low elevations from dead trees at higher elevations. The elevations of the dead 
trees below this threshold and of the saplings, which exist almost entirely above this 
threshold, were used to compute the persistence zone size at the hollow site.
A.2. Remote sensing
A time series of Landsat satellite imagery from 1982 to 2016 was used to observe the 
recent history of the forest. 694 Landsat scenes (path 14, row 34) collected by the 
Landsat 4 and 5 TM sensor and the Landsat 7 ETM+ sensor with less than 20% cloud 
cover were identified, and the corresponding surface reflectance products were 
downloaded. Clouds remaining in the images were masked out with the Fmask algorithm 
(Zhu and Woodcock 2012), and only clear pixels were included in the analysis. From 
these surface reflectances, the Normalized Difference Vegetation Index (NDVI) was 
calculated as
NDVI=NIR−Red
NIR+Red
(A.1)
where (Red) is the reflectance in the red (TM/ETM+ band 3) and (NIR) is the reflectance 
in the near-infrared (TM/ETM+ band 4). NDVI is commonly used to assess the health of 
vegetated landscapes.
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The time series for two 30m x 30m Landsat pixels is shown in Fig. 22. Following 
Hurricane Isabel in September 2003, the NDVI declines at both the hollow and hillslope 
sites. Furthermore, Isabel is the only such event observed in the 34 year time series. The 
decline at the hollow site is more pronounced, and the forest does not appear to recover 
as well at the hollow site as it does at the hillslope site. We take this sharp decline as 
evidence that most of the mortality observed in the hollow site was caused by Hurricane 
Isabel. We use this observation to justify choosing Hurricane Isabel as the date at which 
the saplings in the hillslope and hollow sites established.
Figure 22: NDVI time series. (a) the hollow site and (b) the hillslope site. The red 
vertical line marks the date of landfall of Hurricane Isabel (September 18, 2003).
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A.3. Groundwater wells
Two groundwater wells were installed at the hillslope (January 2014 – January 2015) and 
at the hollow site (January 2015 – January 2016). Each well was augured to a depth of up
to a meter and No. 10 slotted well screen was inserted into the well. A conductivity-
temperature-depth sensor (CTD-Diver; SWS) was hung from a line in each well, and a 
third pressure sensor (Baro-Diver) was affixed to a nearby tree at approximately two 
meters height. The wells were surveyed with an RTK-GPS (Topcon), and the elevation of
the sensor was calculated from the length of line in the well.
For reference, the mean sea level at the nearby NOAA tide station at Kiptopeke 
(8632200) is -0.146 m (NAVD88).
A subset of the water level from each site is given in Fig. 23 to illustrate fine-scale 
fluctuations in water level and conductivity. Diurnal water level fluctuations in phase 
with the day suggest that these are driven by evapotranspiration rather than tides.
Figure 23: Subset of the groundwater level data. (a) Water level in the hillslope wells 
(red: upper; blue: lower). (b) Conductivity in the hillslope wells. The colors match the 
water level plot. (c) Water level in the hollow wells (red: hummock; blue: hollow). (d) 
Conductivity in the hollow wells.
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A.4. The effect of storminess on persistent zones
An increase in storm frequency or intensity that increases the variance of the water level 
distribution results in a situation illustrated in (Fig. 24). A small increase in the mean sea 
level accompanied by increased variability drives the regeneration boundary upslope as 
far as a larger increase in sea level without increased variability.
Figure 24: Conceptual model under an increase in variance. The same as Fig. 6 in the 
main text except with the addition of (c) Landscape after an increase in the variance of 
the water level distribution. The mean sea level increases slightly, but the increase in 
variance drives a retreat of the regeneration boundary as large as that seen in (b) with 
only sea-level rise.
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APPENDIX B. Supplementary material for Chapter 2
In this appendix, I present each of the models and the estimation procedure in more detail
than in the main text.
We assume we have available to us two time series, a training and a test data set, of stage 
and discharge. Each of the models possesses a system order,, which we will make more 
clear below in the description of the models. The system order represents how far back in 
time we need to look at stage in order to estimate discharge. For each value of discharge, 
we use the current value of stage and the previous values of stage in the estimation 
procedure. This leads to a design matrix of the form
[ hM hM −1 ⋯ h1hM −1 hM −2 ⋯ h2⋮ ⋮ ⋱ ⋮hN hN −1 ⋯ hN − M+1] (B.1)
and we call the rows of the design matrix stage trajectories. We also form the 
corresponding vector of discharge values. Note that we cannot estimate the first 
discharges of the time series because we do not have a record of stage before time step 1. 
Note that when validating the hyperparameters of the model using cross-validation, the 
number of rows of the design matrix will be different as we will estimate the model only 
on the first half of the time series. N  in the above matrix therefore refers either to, the 
length of the training data set,, the length of the test data set, or, the length of the cross-
validation portion of the training data set.
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B.1. The Boon model
The discrete version of the Boon model takes the form
Qi=α hi
β (hi −hi −1) (B.2)
Because of the discrete derivative, the order of the Boon model is 2. We solve the 
nonlinear least squares problem 
β=arg min
α , β
∑
i=2
N
(Qi −α hiβ (hi− hi− 1) )
2
(B.3)
We use the gradient-free Nelder-Mead method provided in Julia's Optim.jl package to 
optimize the parameters α  and β . We could very easily take the derivative of the least 
squares problem with respect to each of the parameters to find a gradient which we could 
then use in the Gauss-Newton method or any other optimization method.
B.2. The linear, time-invariant model
The linear, time-invariant model finds the least squares solution to the overdetermined 
linear system
H β=Q (B.4)
where H  and Q are the design matrix and discharge vector defined above. The solution to
this problem is
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β^=(H T H )−1 HT Q (B.5)
but as noted in the main text, the matrix tends to be very poorly conditioned, needing 
regularization. The solution to the L2 regularization with parameter λ is
β^=(H T H+λ I )−1 H T Q (B.6)
In either case, we avoid taking the inverse of the matrix by using the singular value 
decomposition. We decompose the design matrix H=U Σ V Twhere U  and V are matrices 
of left and right singular vectors and Σ is a diagonal matrix of singular values, σ i. The L2 
-regularized solution can be written in terms of the singular value decomposition
β^=VDU T Q (B.7)
with the diagonal matrix D such that
D ii=
σ i
σ i
2+λ2
(B.8)
When λ=0 the solution becomes that of the unregularized problem (Eq. B.5).
B.3. The Volterra series model
The Volterra series model is defined as
Qi=F 0 (hi)+F 1 (hi )+⋯ (B.9)
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where the k-th order Volterra operator is
F k (h )=∑
i1=1
M
⋯∑
ik=1
M
f i1⋯ ik
(k ) hi1⋯hik (B.10)
Each f (k )  is an k-th order tensor of size  and the hi are the M -dimensional rows of the 
design matrix. As mentioned in the main text, we estimate the f ( k ) up to a finite orderpby 
using the duality between the Volterra series and regression in a reproducing kernel 
Hilbert space. We write
Q=g (h )=∑
j=M
N
α j k (h ,h j ) (B.11)
where k (h1 , h2 ) is a positive-definite kernel function which implements the projection of 
the stage into the space defined by the Volterra operators (Eq. B.10). Since the Volterra 
operators are a weighted sum of monomials of the input vector, the sensible kernel is a 
polynomial one
k (h1 , h2 )=∑
k=0
p
ak
2 (h1T h2)
k
(B.12)
where ak are arbitrary weights. We can choose the weights to obtain the inhomogeneous 
polynomial kernel
k (h1 , h2)=(1+h1T h2)
p
=∑
k=0
p
(pk ) (h1T h2)
k
(B.13)
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which we prefer for its simplicity.
In order to estimate the Volterra series model, we solve the equation
α^=K −1 Q (B.14)
where
K ij=k (hi , h j )=(1+hiT h j )
p (B.15)
To estimate discharge for a new M -dimensional stage trajectory one multiplies takes the 
dot product of the estimated coefficients and the kernel function applied to the new 
trajectory and each of the trajectories in the training data set
Q^ (h )=α^T k (h )=∑
j=M
N
α^ j k (h ,h j) (B.16)
The Volterra operators, shown in Fig. 9 in the main text, can also be retrieved
F k (h )=ak ∑
j=M
N
α^ j (h jt h )
k (B.17)
We show only the first and second order operators in Fig. 9 because the zeroth order 
operator is a constant and higher-order operators are multidimensional tensors which are 
hard to visualize.
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As in the linear, time-invariant model, the matrix K  is ill-conditioned, so we regularize 
by adding a multiple of the identity matrix to the Gram matrix
α^=( K+λ I )−1Q (B.18)
B.4. The k-means model
The estimation of the k-means model proceeds identically to the linear, time-invariant 
with the change that different linear, time-invariant models are estimated. We interpret 
each row of the design matrix as a point in an M -dimensional space. We use k-means 
clustering to partition the space into clusters. Each cluster is defined as the set of points 
which are closer in the Euclidean metric to the center of that group,, than to the centers of
the other cluster. For each cluster, we collect the rows of the full design matrix into a 
separate design matrix and use the least squares solution above to estimate a linear, time-
invariant model for the cluster, resulting in k  M -dimensional vectors for. To estimate 
discharge for a new stage trajectory,, first calculate the Euclidean distance between and 
each of the centers.
d i
2=∑ (h j−cij )2 (B.19)
where h jis the j-th element of the stage trajectory h and cij is the j-th element of the i-th 
center. We choose the coefficient vector with the smallest Euclidean and estimate the 
discharge as in the linear, time-invariant model
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B.5. The threshold model
The threshold model, our recommended model for simple but accurate discharge 
estimates, is estimated identically to the k-means model, but the clusters are not 
determined by the k-means algorithm but by an arbitrary threshold. We have found four 
clusters to be effective, though more clusters can easily be incorporated into the threshold
model. The four clusters represent high flood tides, high ebb tides, low ebb tides and low 
flood tides. To make the distinction between flood and ebb tides, take the difference 
between the first and second elements of the M -dimensional stage trajectory (h1 −h2). As 
long as the stage record is not too noisy, this difference is positive on the flood tide and 
negative on the ebb tide. If there is significant noise in the stage record, a smoothing 
procedure or a more robust way to determine the flood or ebb status is necessary. To 
make the distinction between high and low tides, a threshold elevation is chosen, and the 
first element of any stage trajectory is compared to the threshold. This separates the 
design matrix into four submatrices, and estimation proceeds following the k-means 
model. To estimate discharge for a new point, use the difference and threshold to 
determine which of the four clusters the new trajectory belongs to, choose the 
corresponding point and calculate discharge as in the k-means model or the linear, time-
invariant model.
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APPENDIX C. Supplementary material for Chapter 3 
C.1. Detailed measurement locations and watersheds 
In Fig. 25, we present the locations of the ADCP and OBS deployments as well as the 
marsh watersheds used for the geospatial analyses. The exact GPS locations of the 
deployments are given in Table 6. 
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Figure 25: Measurement locations and watersheds. In each image, the location of the 
ADCP and OBS deployment is given by a magenta triangle. The watershed area used to 
calculate mean elevation and UVVR is given by the black outline. 
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Creek Measurement location 
LM1 42.7330°N, 70.8412°W 
LM2 42.7338°N, 70.8386°W 
NP 42.7424°N, 70.8039°W 
NEd 42.7419°N, 70.8307°W 
NEu 42.7415°N, 70.8330°W 
HM1 42.7371°N, 70.8447°W 
PO 42.7726°N, 70.8133°W 
CL 42.7399°N, 70.8380°W 
ME 42.7739°N, 70.8165°W 
WE 42.7388°N, 70.8490°W 
SW 42.7228°N, 70.8470°W 
Table 6: Coordinates of the deployment locations 
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