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ABSTRACT
An electrochemical-thermal model has been developed to simulate the perfor­
mance of a solid oxide fuel cell under different operating conditions and geometrical 
factors. The model was specifically created for a novel manifold design that produces 
a more uniform thermal distribution inside the cell. Temperature, current, gas dis­
tribution and fuel utilization were calculated with the model in the different regions 
of interest. In addition, the model developed in this research was used to investigate 
the optimal operating conditions under different gasifier compositions. Accordingly, 
the model was successfully used to identify the principal operating conditions and 
geometrical factors that affected the performance of the fuel cell (i.e., gasifier compo­
sitions, operating temperature, fuel/oxidant flow rates, and geometrical parameters). 
The modeling results showed that the novel design was successful in reducing the 
steep temperature gradients inside the cell but at lower fuel utilization than a con­
ventional co-flow design. However, the model was also used to determine the optimal 
flow rates at which the fuel utilization of the novel design was quantitatively equiva­
lent to that of conventional cell. Finally, the model was used to investigate the factors 
that affected the performance of an experimental cell developed at the EERC. Active 
surface area and contact resistance were identified as principal limiting factors in the 
performance of the cell for our specific experiments. Based on these assumptions a 
new experimental cell was constructed. The experimental results of the new design 




“The suggestion here is not that computational methods will soon completely 
replace experimental testing as a means to gather information for design purposes. 
Rather, it is believed that computer methods will be used even more extensively in 
the future.” Tannehill et al. [1].
The aim of this research is to determine the performance of a solid oxide fuel cell 
(SOFC) under a variety of operating conditions and geometrical factors.
In this chapter the motivation and objectives for this research are presented. 
Chapter 2 describes the working principle of fuel cells, and gives a general outline of 
fuel cell technology. However, the main focus of Chapter 2 is on solid oxide fuel cells 
(SOFC). The state-of-the-art of SOFC’s technology is discussed: anode, electrolyte, 
cathode, interconnects, seals and SOFC designs. Chapter 3 presents the method 
of rational approximation as a technique for determining accurate thermophysical- 
correlations able to interpolate, extrapolate and represent complicated structures. 
Chapter 4 describes the performance characteristics of the fuel cell. A detailed electro­
chemical model is introduced; Chapter 4 discusses the different approaches for calcu­
lating: Nernst potential, activation, ohmic, and concentration polarization. Chapter 
5 focuses on the description of the numerical model. The numerical model integrates
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the electrochemical model (Chapter 4) and the material and energy models. The 
numerical model was validated with a benchmark specifically designed for solid oxide 
fuel cell models; the model was successfully tested with the benchmark. Chapter 6 
discuses the results obtained from this research. In Chapter 6 the performance of 
the cell is studied under different operating conditions that simulate the outputs of a 
downdraft biomass gasification unit. The model was tested for two fuel cell designs 
(i.e., co-flow design and a novel design) and a variety of geometrical factors. Chapter 
6 also shows how the model can be used as a modeling-tool for the understating of 
real-life experimental results. Finally, Chapter 7 contains the final remarks of this 
dissertation and recommendations for future work. Numerical details related to the 
method of rational approximations (Appendix A), the dusty gas model for calculating 
concentration polarization (Appendix B), the modeling code (Appendix C) and the 
complete set of results presented in Chapter 6 (Appendix D) are discussed in the 
appendices at the end of this document.
1.1 Research Motivation
Fuel cells have emerged as one of the most promising alternatives to the supply 
problems of non-renewable energies, oil dependence and the negative environmental 
consequences of the use of conventional conversion-energy technologies such as coal- 
power generation and refineries for producing fuels for transportation (transportation 
and heating account for more than half of the greenhouse emissions [2]). The US 
Department of Energy (DOE) predicts that carbon dioxide emissions (due to an
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increase in energy consumption of «  59%) will rise 60% from the year 1999 to 2020 
[3], Fuel cell technology has applications from small portable devices (a few watts of 
power) to stationary applications (megawatts of power). The operating temperature 
is what differentiates the variety of fuel cells (PEMs, DMFC, AFC. PAFC, MCFC, 
SOFC, see [4, 5]) and consequently the applications appropriate to each fuel cell type. 
Accordingly, fuel cell technology covers a wide range of operating temperatures (25 — 
1200°C). Solid oxide fuel cells (SOFCs) operate at high temperatures ( «  700 —1200°C) 
which allows for fuel flexibility, cogeneration and bottoming cycles. Moreover, the 
high temperatures permit the use of carbon monoxide as fuel and internal reforming of 
hydrocarbons. Because solid oxide fuel cells can operate using different hydrocarbons- 
based fuels and are resistant to contaminants, it is common to think in terms of SOFC- 
integrated systems rather than isolated fuel cell stacks. The School of Engineering and 
Mines, and the Energy & Environmental Research Center (EERC) at: the University 
of North Dakota are working together in the design and implementation of a biomass 
gasification system integrated with a solid oxide fuel cell [6]. The gasifier will be fed 
with biomass and the producer gas will be injected into a solid oxide fuel cell for 
generating electricity. The un-depleted exhaust fuel and oxidant from the fuel cell 
will be combusted and the heat will be re-used in the gasifier heating zones (pyrolysis 
zone), thereby reducing the amount of external heat required and increasing the 
overall efficiency of the system up to a 45% (high heating value) [6].
A study conducted showed that a modified downdraft gasifier allows the use of
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biomass with high moisture content without sacrificing efficiency [6]. In the same 
study, equilibrium calculations showed that the producer gas composition will be de­
pendent upon the moisture content of the biomass. Accordingly, the performance of 
the fuel cell will be also related to the biomass moisture content because the outputs 
from the gasifier will be directly injected into the fuel cell. Because the performance 
of the cell is related to the overall efficiency of the integrated system, it is important 
to understand the behavior of the fuel cell at different gasifier compositions. An­
other important parameter that affects the overall efficiency of the integrated system 
is the operating temperature; the temperature distribution inside the cell increases 
considerably because of the highly exothermic oxidation of hydrogen, therefore it is 
important to control this temperature in order to avoid excessive thermal stress to 
the components of the cell.
This research will focus on investigating these two important aspects (gasifier 
compositions and temperature distribution inside the cell) that affect the performance 
of the cell:
1. Because the composition of the producer gas will be determined by the moisture 
content of the biomass used, it is important to understand the response of the SOFC to 
different conditions (gasifier compositions). Consequently, by determining an optimal 
set of conditions in the SOFC the overall efficiency of the integrated system will be 
improved. Accordingly, a study of a solid oxide fuel cell under different operating 
operating conditions will be investigated.
2. The temperature inside the cell increases considerably because of the highly
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exothermic oxidation of hydrogen. But it has been shown that the temperature can 
be reduced by the use of a different type of membrane: today’s standard membranes 
use an anode-supported cell whereas in the past electrolyte-supported cells were used, 
which required higher temperatures in order to overcome the high ohmic polarization 
due to the use thick electrolytes. A second approach for controlling the temperature 
inside the cell, is by modifying the actual fuel cell design (bipolar plates), [7, 8]. 
Therefore, a novel design will be analyzed and compared to the standard fuel cell 
designs.
The EERC has already started the testing of the gasifier unit and the fuel cell 
systems (each system is begin investigated individually at this stage). After this 
stage the integration of the two systems will be examined. A deep understanding 
of all parameters involved in the optimal performance of the fuel cell (and gasifier) 
requires of a systematic investigation of each factor. This implies that a substantial 
number of runs (experiments) have to be conducted. Unfortunately, some of these 
factors cannot be tested because of prohibitive costs: for instance, all the factors 
related to the design of the fuel cell imply the fabrication of more than one cell. 
An alternative approach to the experimental hurdles is modeling. Modeling allows 
the experimentation of the sensitivity of the fuel cell to many factors. Therefore, 
modeling can be seen as a tool for testing, optimizing and designing.
1. Testing: The model proposed in this research will be able to predict the per­
formance of a conventional fuel cell (i.e., co-flow, counter-flow and cross-flow design).
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In this research the co-flow design is used as a base-case, but the modeling principles 
exposed can be easily extended to the other designs.
2. Optimizing: The testing results and the sensitivity analysis to different factors 
should allow the optimization of the fuel cell performance under different operating 
conditions.
3. Designing: By the understanding of the parameters involved in the performance 
of the cell, the model should be able to predict if a new design will be worth the 
fabrication effort. The model should also help in the improvement of a new design.
1.2 Modeling of Fuel Cells
There are a variety of models that describe all aspects related to the performance 
of fuel cells. Microscopic-level models focus on the investigation of the anode, elec­
trolyte and cathode materials and the factors that influence the performance of these 
components (e.g. [9, 10, 11]). Macroscopic-level models study the effect of the oper­
ating conditions in the overall performance of the fuel cell. Macroscopic-level models 
are classified as single-models, integrated models, and system models. Single models 
usually solve one the aspects of the fuel cell performance, for example the response 
of the irreversible losses (polarization terms) inside the cell at different operating 
conditions (e.g.,[12, 13]), or the exergy analysis of fuel cell systems (e.g., [14, 15]). 
Integrated models combine two or more single-models in order to accurately deter­
mine the performance of the cell in real-life conditions, usually these models calculate 
temperature, power density and gas distribution inside the cell (e.g., [16, 7]). System 
models are used when the fuel cell is part of a power generation system (e.g., [17, 18]),
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cogeneration or bottoming cycles. A system model combines the use of an integrated 
model with external models specific to the different components of the power system 
(i.e., turbines, gasifiers, etc.). -
In this research a macro-level model (electrochemical-thermal model) is devel­
oped in order to investigate the temperature profile, current density distribution and 
gas composition inside the different regions that characterize the fuel cell (i.e., an­
ode, electrolyte, cathode, fuel and oxidant channels). The model is developed for a 
conventional fuel cell (co-flow design) and for a novel design that promotes a more
uniform distribution of temperatures inside the cell.
Although similar models have been proposed in the open literature, this model
presents a more accurate prediction of the polarization terms by avoiding the use of 
semi-empirical correlations. Instead a detailed electrochemical model will be used. 
Also, all thermophysical properties used in the model are temperature-dependent; 
often thermophysical properties are treated as constant in order to optimize the com­
putational speed. The model is also capable of handling different fuels (i.e., hydrogen 
natural gas, producer gas). Such a model can be effectively implemented with com­
mercial CFD software as Fluent™ or FemLab™ (CFD, computational fluid dynamics). 
However, it was preferred to make the model more transparent and accessible by the 
use of programming software (i.e., Mathematica™). The entire code is presented in 
Appendix C and can be easily modified or extended to meet specific needs.
1.3 Objectives
The specific objectives of this research are to:
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® Create a reliable electrochemical-thermal model for the prediction of the perfor­
mance characteristics of a solid oxide fuel cell. The model should be able to predict 
temperature profiles, current density distribution and gas composition in the relevant 
regions of the cell. These regions are: anode, electrolyte, cathode and fuel/oxidant 
channels.
® Create a model that serves as a tool in the understanding of the principal factors 
that affect the performance of the cell. Accordingly, the model should be able to 
predict the performance under different operating conditions such as gas compositions, 
operating temperature and operating voltage. Besides, the model should be sensitive 
to the geometrical factors that influence the performance of the cell (e.g., channel 
dimensions).
® Create a model capable of handle different fuels such as pure hydrogen, natural 
gas and producer gas.
• Create a transparent model easy to be extended or modified in order to analyze 
different types of fuel cells. At the same time the model should be an improvement 




This chapter describes the principal aspects related to high temperature fuel cells, 
specifically to solid oxide fuel cells. A description of the different materials used for the 
electrodes, electrolyte, interconnects and sealant is presented along with information 
about the state-of-the-art of SOFC-technology. A brief description of fuel cells in 
general is also presented.
2.1 Introduction to Fuel Cells
A fuel cell is an electrochemical device that converts chemical energy into elec­
tricity. Although similar to batteries, fuel cells are different in the sense that the fuel 
is constantly added to the system, whereas for a battery the fuel is contained in a 
fixed amount and cannot be replenished. A fuel cell (Fig. 1) is typically integrated 
by the two electrodes (anode and cathode), the electrolyte (sandwiched by the elec­
trodes), and the interconnects. Although, this array is the same for any battery, a 
fuel cell requires of proper fuel and oxidant’s gas distributors, which makes the system 
slightly more complex than a regular battery, Because the anode side is regarded as 
positive, and the cathode as negative, the anode-electrolyte-cathode system is known 
as the positive-electrolyte-negative system (PEN); the term PEN will be used often 












Figure 1: Schematic of a fuel cell. The electrolyte is sandwiched between the elec­
trodes (anode and cathode) and the fiow/air gas manifolds.
one PEN-system, however many of these individual arrays are connected in series 
(stack) in order to produce the desired power. For a stack of individual cells, the 
current collectors and the flow distributors are ingeniously integrated in one compo­
nent known as the bipolar plate (Fig. 2). The bipolar plate serves as a manifold 
for the flow distribution and also as an interconnect between both electrodes. The 
bipolar plate is sandwiched between two PEN-systems, thus establishing an electrical 
contact between the cathode and anode. However, although the bipolar plate offers 
some advantages in terms of stack-integration, handling, uniform flow distribution 
and reduction in ohmic losses, the mismatch of thermal expansion coefficients, at 






Figure 2: Schematic of a fuel cell stack. The bipolar plate serves as manifold for the 
gas distribution and as current-collector. The schematic shows two bipolar plates and 
two end-plates (top and bottom of the stack).
Hydrogen is the most commonly used fuel in fuel cell technology. It is cleaner 
than hydrocarbons-based fuels, which makes hydrogen technology an attractive al­
ternative to the reduction of greenhouse gas emissions. Different fuels, like natural 
gas, or petroleum-based fuel can be used as well. However, poisoning of the fuel 
cell components and carbon deposition make the use of different fuels an option only 
for high temperature cells. The hydrogen electrochemical reaction used to produce 
electricity in a fuel cell produces water as the only waste product; in fact, this water 
was used by the astronauts in the Apollo missions.
Hydrogen can store high quality energy. This chemical energy then can be con­
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verted to electricity through an electrochemical reaction that involves the oxidation 
of hydrogen with oxygen ions traveling from the electrolyte (anode-side), Eq. (2.1), 
which are obtained from the reduction of oxygen at the cathode-side, Eq. (2.2), the 
overall electrochemical reaction produces electrons and water as a waste product, Eq. 
(2.3).
H2 + O2-  = >  H20  + 2e~ (2.1)
0 2 +  4e" = »  202- (2.2)
h 2 +  t̂ 02 = »  H20 (2.3)
The principal steps that describe the fuel cell operating principle are described 
next (based on Eqs.(2.1)-(2.2)):
1. Hydrogen is fueled into the anode side and it oxidizes with oxygen ions coming 
from the cathode side. In this process electrons are released into the anode surface. 
The anode is required to have a high electronic conductivity so that electrons can 
travel to the surface and then through the interconnect to the cathode side.
2. The electrons released in the anode are conducted through an external circuit 
into the cathode side. These electrons help to reduce the oxygen, which is fed into 
the cathode usually in the form of air. In this process oxygen ions are released in the 
cathode-electrolyte interface and migrate towards the anode.
3. The oxygen ions move through the electrolyte into the anode side. This process 
requires the material used as electrolyte to have a high ionic conductivity; a low
12
electronic conductivity is also required so that the electrons produced in the anode 
will flow to the external conductor and not through the electrolyte.
4. The system can be regarded as a closed circuit when the anode and cathode 
are connected through an external circuit. The flow of electrons through a conductive 
material is know as electricity.
2.2 Types of Fuel Cells
Fuel cells are classified based upon the operating temperature and type of elec­
trolyte used. Low temperature fuel cells operate below 200°C, and high temperature 
fuel cells between 200 and 1200°C. Thus, the operating temperature determines a 
variety of different applications; the wide range of applications distinguish this tech­
nology from any other conversion system. More than 4000 fuel cell systems have 
been demonstrated to date covering the entire range of power applications [19]. For 
instance, low temperature fuel cells are being developed for portable and automotive 
applications, whereas high temperature fuel cells are related to stationary applications 
[20]. The following list describes the different types of fuel cells and their principal 
characteristics.
• Polymer electrolyte membrane fuel cell (PEM): Also known as proton exchange 
membrane fuel cell (PEM), its low operating temperature (less than 80°C) makes 
it ideal for vehicle and portable applications. The electrolyte is a polymeric mem­
brane (Nafion™ created by DuPont) that exhibits a high ionic conductivity at low 
temperatures. The electrolyte is a proton conductor, thus water is being produced 
in the cathode-side of the cell. Unfortunately, this material is expensive and difficult
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to manufacture. Besides that, this electrolyte needs to be hydrated in order to be 
conductive, thus special care regarding water management has to be taken. A balance 
between the amount of water content in the electrolyte and the water produced on 
the cathode has to be established, otherwise excess of water on the cathode can flood 
the reaction sites, hence reducing the overall performance of the cell [5]. The elec­
trodes require the use of precious metals as catalysts (e.g., platinum, Ft); the earlier 
systems required considerable amounts of Pt, today’s PEMs require approximately 
$10.00 (U.S. dollars) of Pt for producing 1 kW of electrical power [5]. PEMs are very 
sensible to poisoning by carbon monoxide and other gases, thus high purity hydrogen 
is required as fuel. On the other hand, the low operating temperature allows a better 
handling of the stack materials and sealant problems are more easily overcome than 
with high temperature fuel cells. Methanol can be also used as fuel, which is a better 
fuel than hydrogen in terms of availability and costs; this type of fuel cell is known 
as direct methanol fuel cell (DMFC). However methanol reacts slowly (Eq. (2.4)), 
therefore a high activation polarization is expected in this type of fuel cell. On the 
other hand, the high density power, easy availability, minimum storage problems and 
safety make this technology a promising alternative to the use of hydrogen for PEMs.
» Alkaline fuel cell (AFC): This type of fuel cell uses either a sodium or potassium 
hydroxide as electrolyte, being the later the standard in AFCs. The electrolyte is
CH3OH + H20  6H+ + 6e~ + C02 (2.4)
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contained in a matrix made of asbestos. The electrodes do not required of precious 
metals as in the case of PEMs. At the cathode side the activation polarization is usu­
ally less than with other types of fuel cells, and therefore a higher power performance 
can be obtained. This technology has been used in many space missions, in fact an 
AFC powered the Apollo mission that took man to the moon. The range of temper­
ature varies between 70°C and 260°C. Unfortunately, AFCs are easily poisoned with 
carbon monoxide and carbon dioxide, which limits their use with hydrocarbon-based 
fuels and requires a cleanup system in the air stream: the carbon dioxide in the air 
will react with the electrolyte to produce potassium carbonate, reducing the effec­
tiveness of the electrolyte and therefore the reaction rate at the anode [4, 5]. The use 
of asbestos has constrained the introduction of this technology only to applications 
isolated from the public (e.g., space missions). In general, although this technology 
has been successfully developed by NASA, safety issues related to the use of asbestos, 
poisoning of CO2 and CO, and the fact that NASA is moving to PEMs, will almost 
stop further development of AFCs.
• Phosphoric acid fuel cell (PAFC): The phosphoric acid fuel cell is regarded as the 
more mature fuel cell technology. By the year 2001 more than 200 units (ONSI PC25) 
were installed world-wide [21, 22], The phosphoric acid fuel cell operates between 
160 -  210°C. This type of fuel cell is similar to the PEM because the phosphoric acid 
electrolyte (100% 1 l;5PC>4 immobilized in a SiC matrix, this electrolyte is tolerant to 
CO2) is a proton conducting material as well. The electrolyte must be maintained
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above 42°C in order to avoid freezing. The electrodes are made of Pt dispersed on 
carbon (Vulcan, XC-72) bonded with PTFE (polytetrafluoroethylene, 30 — 50 wt%). 
The Pt loadings are approximately 0.1 mgPt cm-2 and 0.5 mgPt cm~2, for the anode 
and cathode, respectively. The bipolar plate is made of graphite. The state-of-the-art 
PAFC components have not changed in the last 25 years, thus the actual development 
is focused on the systems (basically the ONSI PC25 unit) rather than materials, 
therefore it is unlikely to see any changes in the future. The principal development of 
this technology has been basically on the ONSI PC25 unit, developed by International 
Fuel Cells (United Technologies/Pratt ©W itney). These units have been in service 
for more than 25,000 hrs, they are commercially available and inclusive they are 
supplied with guarantees. The largest plant has achieved 11 MW of AC power; this 
plant is operated by International Fuel Cells and Toshiba for the Tokyo Electric Power
[5].
• Molten carbonated fuel cell (MCFC): This type of fuel cell operates between 
600 — 700°C, at these temperatures it is possible to have internal reforming (fuel 
flexibility), cogeneration, and bottoming cycles, which makes it very attractive for 
integrated systems (solid oxide fuel cells also share many of these features). The 
electrochemical reactions in a MCFC are unique in the sense that carbon dioxide is 
consumed into the cathode and produced into the anode (Eq.(2.5)). Carbon dioxide 
is ionized in the electrolyte interface, these are the ions that migrate through the 
electrolyte in order to oxidize the hydrogen in the anode side of the cell (see reactions
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Eq.(2.6)-(2.7)). Because CO2 is required in the cathode side MCFC systems are 
slightly more complicated that other fuel cells in order to provide the appropriate 
fuel distribution. Nevertheless, in the state-of-the-art systems, the CO2 produced in 
the anode side is refueled into the cathode by the use of a burner that converts any 
unused hydrogen or fuel into water and carbon dioxide. The state-of-the-art materials 
comprise [5, 22]: 1) Li/Na/K as electrolyte, because the electrolyte is liquid it is 
supported into a matrix usually composed of 7—LiA102+A l203 , electrolyte thickness 
is about 0.5 — 1.0 mm, 2) Ni-Cr/Ni-Al as anode, and 3) NiO(Li) as cathode. This 
technology is still in development, in fact it is considered as the least developed fuel 
cell to date [21]. Nevertheless, some demonstration projects have been tested with 
excellent results, for example the Hot Module organized by the European Direct Fuel 
Cell Consortium runs at 250 kW and the Fuel Cell Energy system running at 2 MW 
[5].
Overall reaction : H2 + ^ 0 2 +  C 0 2 = >  H20  + C 0 2 (2.5)
Anode reaction : 2H2 +  2CC>3~ = 7  2H20  + 2C 02 + 4e~ (2.6)
Cathode reaction : 0 2 +  2C 02 + 4e_ = >  2CO;]-  (2.7)
• Solid oxide fuel cell (SOFC): Solid oxide fuel cell (SOFC): SOFCs are a promis­
ing technology for stationary applications, and they are being also considered for 
mid-range power applications such as residential power, small airplanes or auxiliary 
power units (APUs) for vehicles [23]. The main advantage of SOFCs is the high tem­
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perature (600— 1000°C) and that all components are solid (including the electrolyte). 
High temperature allows the use of different hydrocarbons based fuels (e.g., gasoline 
and natural gas). These fuels can be internally reformed in the SOFC because of 
the high temperature. Besides, the waste heat can be used in cogeneration applica­
tions. This type of fuel cell is less susceptible to poisoning. Carbon monoxide can 
be directly oxidized in the cell and under certain conditions no carbon formation is 
expected [24, 25, 26, 27]. This feature makes it very attractive for integrated sys­
tems where hot effluent gases rich in carbon monoxide can be introduced directly 
into the cell without any cleanup system. The state-of-the-art materials for SOFCs 
are: 1) yttria-stabilized zirconia (YSZ) for the electrolyte, 2) Ni-YSZ for the anode, 
3) strontium-doped lanthanum manganite (LSM) for the cathode, and 4) strontium- 
doped lanthanum chromite for the bipolar plate [28, 29, 30]. A more detailed descrip­
tion of the properties of these materials will be presented in the following sections.
Steele et al. [31] described the state-of-the-art materials being used in the three 
different types of fuel cells (PEMs, SOFCs, and MCFCs). The solid oxide fuel cell 
is widely covered by Steele and the case of intermediate temperature solid oxide fuel 
cell materials (1T-SOFC) is independently analyzed.
2.3 Solid Oxide Fuel Cells
The main advantage of solid oxide fuel cells are the operating temperature ( «  
600 — 1000 °C) and the fact that all components in the cell are solids. The benefit of 
operating at a high temperature is that the heat evolved in the fuel cell can be used
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for cogeneration or bottoming cycles. In this sense, it is better to see a solid oxide fuel 
cell as a part of a highly efficient integral-conversion system. Accordingly, SOFCs are 
being investigated, for example, on integrated systems such as combined SOFC-gas 
turbine systems [32, 33], and thermal integration with gasification systems [6, 34, 35]. 
Besides, the waste heat can be used for providing the energy needed in the reforming 
process of hydrocarbons, this conversion can be done externally [36, 37] or internally 
(catalytic conversion or internal reforming) [38]. Hydrocarbons, are usually reformed 
into hydrogen and carbon monoxide [30], carbon monoxide can be oxidized directly 
into the cell or can be converted to carbon dioxide and hydrogen through the water- 
gas shift reaction. This important feature of SOFCs allow a higher flexibility of fuels. 
Furthermore, fuel cell are less prone to poisoning of carbon monoxide, carbon dioxide, 
and fuel-impurities, thus less cleanup equipment will be required on an integrated 
system. Another advantage of the high operating temperature is that non precious 
metals are required as catalysts, which significantly reduce the cost of the fuel cell 
system.
Unfortunately, the high operating temperature imposes severe thermal stress on 
the materials used as electrodes, electrolyte, and interconnects or bipolar plates. The 
thermal stress is accentuated if there is a mismatch on the thermal expansion coef­
ficient among the different materials, this mismatch can cause internal cracks, and 
short circuit the entire cell. Furthermore, the high operating temperature increases 
time for the heating up and cooling down of the system, which makes it unpractical
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for vehicle applications where a fast startups are needed.
As mentioned above, one important feature of solid oxide fuel cells is that all
components are solids. This is important because stacks can be designed on a variety 
of configurations; for fuel cells with liquid electrolytes there are limitations constrained 
by the fact that the electrolyte cannot be oriented on any position. The most common 
stacked configurations are tubular, monolithic and planar.
Minh [39] recently described the latest advances in solid oxide fuel cell technology, 
the information reported focuses on: 1) a detail description of PEN-fabrication tech­
niques, and 2) a list of the last SOFC-applications being developed around the world. 
Krist et al. [40] analyzed the cost of manufacturing SOFC stacks for two different 
scenarios, 200 kWe (small scale cogeneration system) and 50 MWe (large scale power 
generation). In addition, the economical cost, the paper describes the state-of-the-art 
SOFC materials but also alternative materials in order to reduce the costs. Dokiya 
[41] describes the state-of-the-art technology for SOFCs. This paper focuses on the 
technical issues that have to be overcome for the commercialization of SOFCs.
2.3.1 Planar Design
The planar design consists (Fig. 2) of a series of planar membranes sandwiched 
by a bipolar plate. This design is being intensively investigated because it promises 
better power densities than the tubular and monolithic designs. Unfortunately, this 
design suffers from sealing problems between the gas manifold and the anode and 
cathode chambers. These issues have not been solved yet, thus it is regarded as a 
research-priority in order to take this technology closer to a commercialization stage.
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Moreover, due to the brittleness of the membrane, cracks are a common issue with 
this design. Furthermore, the sealing problem of the gas manifolds (bipolar plate) 
accentuates as the number of membranes increases, especially if compressive seals 
are used, due to the nonuniform stress distribution. Finally, an improper contact 
between the PEN-structure and the bipolar plates is also an issue; commonly, a silver 
mesh is used between the anode-side and bipolar plate [42], and a platinum mesh 
for the cathode side. However, one important advantage of the planar design is its 
simplicity and the multiple fabrication options available [28], besides that fact that 
all components can be manufactured individually and assembled later, gives more 
quality control over the stack.
The gas distribution in the bipolar plate can be configured as co-, counter- or 
cross-flow. In the co-fiow design both fuel and oxidant are injected in the same side 
of the cell and follow parallel flow-paths. For the counter-how design the fuel and 
oxidant follow parallel flow-path but in opposite directions. In the cross-flow design 
the fuel and oxidant are injected in perpendicular sides of the cell and hence follow 
perpendicular how-path. One interesting difference among these three designs is the 
temperature pattern in the fuel cell, which influences the overall performance of the 
cell. The cross-how gives a more uniform distribution, while the co-how gives a 
substantial increase in the temperature along the gas channels. For this reason and 
for the ease of fabrication the cross-how design is preferred over the other designs.
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2.3.2 Tubular Design
The tubular design was originally developed by Siemens-Westinghouse. Siemens- 
Westinghouse demonstrated a 200 kW SOFC-prototype using its tubular seal-less 
design [22]. The tubular design consists of a tubular material over which the PEN- 
structure is deposited. The main advantage of this design is that can be regarded as 
seal-less. The oxidant flows through the internal tube and the fuel flows on the outside 
of the support tube (Fig. 3(a)). The stack is configured by connecting cathode to 
anode tubes in a series-array and connecting anode-anode tubes in a parallel-array, 
the later uses a nickel felt which also provides cushion during the expansion at high 
temperatures [28]. One disadvantage of the tubular configuration is the rather long 
current paths from cathode to anode (see Fig. 3(b)) which results in greater losses 
due to electrical resistance. The original tubular design used a tube support based 
on Zr02 , this tube (around 1.2 mm) limits the diffusion of oxygen to the cathode- 
electrolyte interface. New support materials have been investigated and the tendency 
is to completely eliminate the support and produce a sufficiently strong cathode as 
the support tube.
2.3.3 Monolithic Design
The monolithic design is similar to the planar design but in this case the bipolar 
plate is composed of a corrugated PEN-structure and the interconnects are sand­
wiched by alternating layers of these PEN-structures. The monolithic design resem­
bles a honeycomb-like array (Fig. 4). The gas manifold is supported by the actual
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Figure 3: (a) Schematic of a tubular SOFC. (b) Electrons flow-path for a typical 
tubular SOFC.
electrodes-electrolyte system. Accordingly, the active area increases considerable with 
respect to the other designs. The main advantage of this design is the higher active 
area, light weight (because of the elimination of structural supports), and high power 
densities. One disadvantage of this design is the manufacturing process of the actual 
stack, which involves the co-sintering of the cell components at elevated temperatures.
2.4 SOFC State-of-the-Art
The following sections describe the state of the art SOFC-components. Although 
new materials are being investigated for specific purposes, such as hydrocarbons 
direct-oxidation, lower operating temperature, and improvement in performance, the 
materials described next have been selected over the years due to their stability in 





Figure 4: Schematic of a monolithic fuel cell stack.
temperature up to fabrication temperature), high electronic conduction (electrodes 
and interconnects), high ionic conduction (electrolyte), stability over long periods of 
operation, and good thermal conductivity (PEN-structure).
2.4-1 Electrolyte
The electrolyte serves as medium to transport ions from electrode to electrode. For 
SOFCs, these are the oxygen ions produced in the cathode-electrolyte interface. Thus, 
the principal feature of any fuel cell-electrolyte is to have a high ionic conductivity. 
Also, a low electronic conductivity is desired in order to avoid electrons moving over 
the electrolyte rather than the external current collector. Because the electrolyte 
also provides a division between the fuel and oxidant streams, it is important for 
the material chosen to be stable in reducing and oxidizing atmospheres. Another 
characteristic of the electrolyte chosen is that it needs to be dense or impermeable to 
the reactant gases to prevent cross-over from either side of the cell. The electrolyte’s 
thermal expansion should match the thermal expansion coefficient of the electrodes,
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this is important because at high temperatures the thermal stress induced in the 
PEN-structure could lead to internal fractures. Besides these basic characteristics, 
the electrolyte chosen should also be easy to fabricate, with high strength and low 
cost [28].
Yttria stabilized zirconia (YSZ) is the standard material used as electrolyte in 
SOFC technology. Stabilized zirconia is doped with yttria at different concentrations 
(3%, 8%, and 10%) [30], although 8% is preferred because of its outstanding mechan­
ical stability [43]. YSZ has a relatively low cost, it is easy to fabricate, stable at both 
atmospheres, and shows good conductivity at high temperatures, Earlier designs 
use the electrolyte as support for the electrodes, for that purpose a thick electrolyte 
layer was required (200-600 /iin) which resulted in a lower ionic conductivity; this 
type of membrane is known as electrolyte-supported membrane. One disadvantage 
of this type of membranes are the high resistance losses in the electrolyte. Never­
theless, this problem can be easily overcome operating at higher temperatures, thus, 
electrolyte-supported membranes usually operate above 800°C. Another alternative 
is to reduce the electrolyte’s thickness, and using the anode or cathode as support 
(electrode-supported membrane). This, not only reduces the resistance losses in the 
electrolyte, but also allows to operate at lower temperatures. Samaria-doped ceria 
materials have been also proposed as electrolyte showing high ionic conductivity at 
low temperatures (400 — 700°C) and direct oxidation of hydrocarbons (this electrolyte 
is used in conjunction with a Cu or Ceria based anode) [44, 45, 46].
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2.4-2 Anode
Nickel-yttria stabilized zirconia (Ni-YSZ cermet) remains as the best anode-material 
since it was introduced by Westinghouse Electric Corporation. Nickel was used be­
cause of its low cost and stability in a reducing atmosphere and high temperatures 
(cobalt, and noble metals can be also used but are more expensive than nickel). The 
main function of the anode is to maximize the oxidation reaction. For this purpose the 
anode needs to provide a flow-path for the electrons produced at the anode-electrolyte 
interface to the external current collector. It also needs to be porous in order to allow 
the fuel to reach the reacting sites across the anode and the anode-electrolyte in­
terface; anode’s porosity becomes more important especially when heavier molecules 
are used (e.g., CO). A similar thermal expansion coefficient between the anode and 
electrolyte is also required.
Ni-YSZ has a similar expansion coefficient to YSZ, although it increases with tem­
perature. At 1000°C, Ni-YSZ30 Voi%,Ni=12.5xlO-6 cm cm-1 K-1 , while YSZ=10.5xl0-6 
cm cm-1 K -1 for a 3% of yttria content. It is highly conductive and stable on oxidiz­
ing atmospheres; at 1000°C, 30 vol% Ni and 30% porosity, Ni-YSZ has an electrical 
conductivity of «  500f2-1cm-1. The Ni-phase, on Ni-YSZ, serves as the electronic 
conductor to the otherwise insulating YSZ, It has been concluded that 40-60 vol% of 
Ni concentrations are appropriated for a good conductivity. A 40% has been shown to 
minimize polarization losses [47]. A threshold for the electrical conductivity has been 
identified as 30 vol% Ni, below this value nickel conductivity is almost that of the
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electrolyte [48]. One problem associated with Ni-YSZ is the sintering of nickel grains 
at high temperatures. This results in a performance reduction over long periods of 
operation. Fukui et al. [49] showed that anodes fabricated from NiO-YSZ compos­
ite particles by spray pyrolysis were less prone to Ni sintering: Ni-YSZ is obtained 
from NiO which is later reduced to Ni (in situ) during fuel cell operation at high 
temperatures [50].
Meschke et al. [51] proposed the use of porous Ni/TiO'i as anode material, the 
main goal of this new anode was to reduce costs of the electrolyte with a comparable 
performance to Ni-YSZ. The new anode proposed showed lower performance, but the 
authors claimed that this loss in performance can be solved with improved co-firing 
conditions. Leng et al. [52] presented an impedance evaluation of an anode-supported 
cell. The membrane studied was integrated by: Ni-8YSZ (8 mol.% of yttria) as anode, 
YSZ as electrolyte and Lao^Sro.isMnOs mixed with YSZ (ratio of 50:50) as cathode. 
The maximum power density was of 0.93 W cm-2 for an active area of 0.5 cm2. The 
reader might be also interested in consulting [53, 54, 55, 56], which describe different 
properties of the Ni-YSZ anode, and [57, 58] which describe aspects related to the 
reduction of NiO-YSZ.
2-4-3 Cathode
The main function of the cathode is to maximize the reduction reaction. For this 
purpose, a high electronic conductivity and a high porosity are required, such that 
the electrons and the oxidant can easily reach the cathode-electrolyte interface. The
27
cathode material has to be stable at reducing atmospheres and high temperatures. 
Equally to the anode and electrolyte, the thermal expansion coefficient should be as 
close as possible to the one of the other materials. The high operating temperature 
and the reducing atmosphere constrain the number of materials, thus only noble 
metals (platinum and palladium) and some conductive oxides can be used as cathodes 
[28]; however, noble metals are an undesirable selection because of their prohibitive 
costs.
The state-of-the-art cathode comprises a doped oxide suitable for high temper­
atures, high electrical conductivity and with similar thermal expansion coefficient 
to that of YSZ. Strontium-doped lanthanum manganite (LSM, Lai_I Sra,.Mn03, per- 
ovskite) is the most commonly used cathode material for zirconia based SOFCs. The 
LSM system has a close thermal expansion coefficient to that of YSZ, which increases 
with the strontium content: at 25 — 1100°C, manganite has an expansion coefficient 
of 11.2x 10~6 cm cm-1 K_1. Cathode’s performance is enhanced if YSZ is mixed with 
LSM, thus increasing the volume of active sites for the electrochemical reactions [59]. 
Stambouli et al. [59] provides a description of perovskite-structured materials that 
can potentially be used as cathodes at intermediate temperatures (600 — 800°C), 
others authors [60] have investigated the use of lanthanum copper oxide (LSCu, 
Lai_xSrx.Cu02.5-<5) as a cathode with excellent results at intermediate temperatures.
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2.4-4 Interconnects
The main function of the interconnect is to provide electrical contact between the 
anode and cathode in a stack of cells. The interconnects also provide the manifold 
required for an even distribution of fuel and oxidant to the cell. The interconnect 
chosen should have a high absolute magnitude value of electrical conductivity; a 
minimum of 1 S cm-1 is the accepted value of conductivity for a SOFC interconnect 
[61]. The interconnect should be stable in both oxidizing and reducing atmospheres, 
and should not contain volatile materials that could react with the fuel or byproduct- 
gases as CO2. Because the interconnect is also used as a bipolar plate it is important 
for the material chosen to be impermeable to the fuel and oxidant gases. The thermal 
expansion coefficient should match the thermal expansion coefficient in the electrodes 
and the electrolyte as well. Another additional feature required for the interconnect 
is to have a high value of thermal conductivity, this is especially important for the 
planar design, because the heat generated in the cathode side could be effectively 
removed towards the anode side where the highly endothermic reforming reaction of 
natural gas could take place. A value of 5 W  m-1 K -1 is accepted as the minimum 
thermal conductivity for the interconnect material.
Doped lanthanum chromite (LaCr03) has been extensively investigated and to 
date is the most common interconnect material for SOFCs. LaCrOs has a thermal 
expansion of 9.2 x 10~6 cm cm-1 K_1, a thermal conductivity of 0.04 W cm -1 K-1 
at 1000°C, and an electrical conductivity of 1 Q-1 cm -1 at 1000°C (with SrO, MnO
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has dopants) '28 . Unfortunately, ceramics in general are difficult to manufacture, are 
costly compared to other materials (i.e., metals) and are not very stable at both atmo­
spheres (chromia volatilization). With the recent developments in SOFCs electrodes, 
the anode-supported membrane is becoming more popular. Because the electrolyte 
can be film-deposited ( «  10 -  30 //m ) on the thick anode ( «  200 -  600 gm), the cell 
can be operated at lower temperatures (thiner electrolytes result in less ohmic resis­
tance). Today’s SOFC membranes can operate below 800°C. At these temperatures 
metallic interconnects can be chosen. Metallic interconnects are better because of 
their higher electronic conductivity (less ohmic resistance), low cost, higher thermal 
conductivity, and workability [61]. On the other hand, metallic interconnects have to 
be mechanically-stable at high temperatures (i.e., strength should not be affected at 
operating temperatures). Also, metallic interconnects have to show good resistance to 
oxidation, corrosion and carburization environments. Accordingly, chromium based 
alloys are the best candidates for metallic interconnects (Inconel 600, Inconel 601, 
Hastelloy X). The different characteristics of these materials have been thoroughly 
investigated in the literature [28, 61, 62]. The reader might be interested in reading 
[63, 64], which describe manufacturing aspects related to the attachment of the in­
terconnects into the membrane and also gives a detailed description of the properties 
of different metallic connectors.
Meulenberg et al. [42] describe the use of stainless steel with chromium as inter­
connect (FeCrAl, Aluchrom Y-Hf) equipped with fine silver rivet heads. The silver
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contacts were chosen because at 800°C they conduct well under the oxidizing and 
reducing environments without forming any corrosion products.
2.4-5 Sealant
The seal problem associated with SOFCs is almost exclusively of the planar de­
sign, the tubular design is regarded as seal-less and the monolithic design is not being 
investigated further due to its complex manufacturing. The planar design is of much 
interest because higher power densities are expected with a simpler design than tubu­
lar designs. The main function of the seal is to avoid the leakage of fuel to the air zone 
(cathode side). If the membrane is not sealed properly the combustion of hydrogen 
will produce undesirable local heating that could cause fractures on the cell due to an 
increase of localized thermal stress. Although SOFC companies keep secrecy about 
their technological developments, it is known, in general, that the options being con­
sidered included: glass, glass-ceramic, cement seals, mica glass-ceramics, brazes and 
compressive seals.
The seal material chosen must have the following features: comparable thermal 
expansion coefficient, show stability at both reducing and oxidizing atmospheres, 
a suitable viscosity in order to withstand over-pressure at operating temperature, 
no degradation over long periods of operation, and survive thermal cycling under 
operation. The main issue with the materials available is to stand thermal cycling 
without noticeable degradation [65, 66]. Chou et al. [66] studied compressive seals 
made of Muscovite mica as single crystals and a hybrid system composed of mica
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and borosilicate glass. Compressive seals offer one important advantages over rigid 
seals, that is no need for matching thermal expansion coefficient because they are not 
rigidly bonded to the cell. The hybrid system showed better performance for thermal 
cycling and thermal expansion mismatch, as compared to Inconel 600 and ferritic 
steel (SS430).
Larsen et al. [67] studied different phosphate glasses and concluded that the 
system CaO-A^Oa^Os-I^Og showed the best characteristics for SOFC-technology. 
A similar system was used by Batfalsky et al. [68] with good results in terms of 
thermal expansion, electrical insulation and long-term stability (Mg0 -Al203-Si0 2. 
AlO-Schott).
2.5 Fueling of Solid Oxide Fuel Cells
Solid oxide fuel cells are able to operate with different fuels (i.e., natural gas, 
methane, propane, biomass derived gas) because of the high operating temperature. 
These fuels can be externally or internally reformed and under especial conditions can 
be directly oxidized by the SOFC. Internal reforming will reduce the cost associated 
with pre-processing of the fuel, which sometimes corresponds to a 30% of total cost 
of the conversion system. Steam reforming is a well known industrial process for 
producing hydrogen (see reforming reactions, Fjq.(2.8)-(2.9)). The same reactions 
occur inside the SOFC at high temperatures (> 700°C), methane is converted to Ii2 
and CO, but usually only hydrogen is assumed to be electrochemically active. Carbon
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monoxide is consumed through the water-gas shift reaction (Eq.(2.9)).
CH4 +  H20  = >  CO + 3H2 (2.8)
c o  +  h 2o  ==» c o 2 +  h 2 (2.9)
For a generic hydrocarbon the reforming reaction takes the form,
Generic Hydrocarbon: CnHm
Cn +  Hm +  n H20  = »  n CO +  + n) H2 (2.10)
A big problem when using these fuels is the risk of carbon formation; carbon for­
mation occurs very fast and could lead to the breakdown of the cell and fouling [5]. 
Hydrocarbons tend to decompose into carbon at elevated temperatures, for example, 
natural gas decomposes to carbon above 650°C in the absence of air or steam (pyrol­
ysis reaction, CH4 =t> C +  2H2). Carbon formation during steam reforming is well 
understood, hence small amounts of steam are always recommended when hydrocar­
bons are intended as SOFC’s fuels; a steam/carbon ratio of 2.0 to 3.0 is recommended 
for steam reforming systems (including internal reforming). Another alternative is to 
have a certain degree of pre-reforming. This will help to reform heavier molecules into 
hydrogen. For instance, if natural gas is used for the SOFC, a 30% of pre-reforming 
is recommended [16].
Douvartzides et al. [69] thermodynamically compared methane, methanol, ethanol
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and gasoline as possible fuel options for SOFCs; these fuels were chosen based on their 
accessibility and physical characteristics. The conditions for carbon formation were 
analyzed using the method of minimization of Gibbs free energy [70]. Douvartzides 
concluded that methane was better in terms of overall efficiency, then ethanol and 
methanol, and finally gasoline. The problem with gasoline and methane is that are 
non-renewable fuels and should not be considered as a long-term solution to the energy 
problem. Ethanol, on the other hand, can be biochemically produced from biomass, 
but more research needs to be done on this area in order to prove its potential for 
SOFCs. Nevertheless, in the short-term, methane seems to be the most practical 
option for fuel cell technology.
Wojcik et al. [71] proposed the use of ammonia as fuel for SOFC systems. The 
main advantage of using ammonia is its availability, since it is commercially produced 
for many applications (e.g., fertilizer and refrigeration). Ammonia was successfully 
tested on a SOFC with a nobel anode , unfortunately the catalyst proposed for the 
anode was based on noble metals (Pt, Au) which considerable increases the overall 
cost of the system.
2,6 Final Remarks
In this chapter the different types of fuel cells were presented, the classification 
was based on terms of the type of electrolyte and the operating temperature. The 
operating temperature also determines a variety of fuel cell’s applications. The prin­
cipal characteristics of solid oxide fuel cell were also presented. The state-of-the-art
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materials for solid oxide fuel cells compromise: Ni-8YSZ cermet as anode (the 8 be­
fore YSZ indicates an 8 vol% of yttria), YSZ (yttria stabilized zirconia) as electrolyte, 
LSM (lanthanum strontium manganite perovskite) as cathode, stainless steel alloys 
(e.g., Inconel) for intermediate temperature interconnects, and glass-ceramic systems 
for sealing (e.g., mica).
Based on the information presented on this chapter, it can be argued that com­
mercialization solid oxide fuel cells (not yet available) will be based on the planar 
configuration with anode-supported cells and ferritic interconnects. The main rea­
son is because anode supported cells allow operation at intermediate temperatures 
(600 — 800°C), which results in an overall cost reduction but at same time higher 
power densities due to a reduction on the electrolyte’s irreversible losses. There is 
a lot of interest on the development of new materials in order to directly oxidize 
hydrocarbons in the SOFC. However, so far none of these developments match the 
characteristics (compatibility and power density) of the Ni-YSZ-YSZ-LSM system. 
Although, the tubular design has been widely developed by Siemens-Westinghouse 
there is still many technical aspects that need to be solved (manufacturing, low power 
densities). Furthermore, the majority of research institutes and companies now are 
pursuing the planar design because of its higher potential. Finally, extensive commer­
cialization of fuel cells will become a reality once the storage, production, distribution 
of hydrogen can be solved. On this regard, SOFCs have a greater opportunity be­
cause of their fuel flexibility. However, it is believed that a hydrogen economy will
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start with the massive introduction of fuel cell cars [72]. SOFCs will not be power­
ing these cars because of the high operating temperature. Thus, niche markets have 
to be allocated for SOFCs in order to be part of this new hydrogen economy. These 





The aim of this chapter is to present the method of rational approximation as an 
alternative technique for finding empirical models for thermophysical properties of 
relevant fluids to solid oxide fuel cells (SOFCs). The method of rational approxima­
tion is used here for calculating the isobaric heat capacity, the entropy of formation, 
the enthalpy, the Gibbs energy of formation, the thermal conductivity and the dy­
namic viscosity, at 0.1 MPa, of important gases in SOFCs (CH4, CaHg, QjHg, CH3OH, 
C2H5OH, CO2. CO, H2, H20 , 0 2, N2, NH;i). Rational approximations are well known 
for their ability to extrapolate, and this has been the main reason for adopting the 
method in this work, since it is often difficult and expensive to have experimental 
data in the entire range of interest. A data survey was conducted for collecting the 
required information, and finally 75 rational approximations were generated all with 
a coefficient of determination of A2 =  99%.
3.1 Introduction
The Energy & Environmental Research Center (EERC) and the Department of 
Chemical Engineering at the University of North Dakota are conducting a research in 
SOFCs and gasification processes, with the final goal of incorporating them together 
in a self-contained device. As part of this research the SOFC modeling is also in devel-
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opment. Modeling ha.s become the main tool in understanding the complex behavior 
that the fuel cell undergoes in operation; it is also used as a design tool. Many papers 
have been published in the literature, covering simple 2-D steady models, e.g. [7, 73], 
elaborated 3-D transient models, e.g. [16, 74, 75, 76], exergy-energy analysis, e.g. 
[15, 77, 78, 79], and neural networks, e.g. [80, 81]. All these models require reliable 
thermophysical properties often in the form of empirical correlations. Unfortunately, 
these properties are usually in tabulated form; if the experimental data is available. 
Just recently some researches [82] have started the task of compiling this informa­
tion into empirical correlations (polynomials) easy to implement in computational 
models. However, polynomial approximation often requires an extensive number of 
data points and high order polynomials (i.e., many fitting parameters) for generating 
good fits. Furthermore, polynomial approximation gives poor results when is used for 
extrapolation, therefore its applicability is restricted to the experimental data range. 
It would be better to have empirical correlations valid in a broader range, gener­
ated with fewer data points, and with less fitting parameters, but without sacrificing 
accuracy. Rational approximations usually require less data than polynomials for 
achieving the same results and they are good in representing complicated structures 
for interpolation and extrapolation. The method of rational approximation has been 
widely used in physics and mathematics [83, 84, 85, 86], but rarely in engineering 
areas. Hopefully, this work will start the interest on the technique, which is simple 
yet powerful.
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Section 3.2 gives a brief description of the rational approximation technique for 
curve fitting. The results, properties of mixtures, discussion and final remarks are 
presented in Section 3.3 through Section 3.6. Appendix A contains detailed informa­
tion regarding the implementation of the method of rational approximation for curve 
fitting.
3.2 Rational Approximation
A rational approximation is given by the ratio of two polynomials
R(x)
£ ,= o  ***
(3.1)
We can take bo — 1 without loss of generality, the resulting rational approximation 
is known as a Pade approximant of grade [.N/M] [87]. The goal when using rational 
approximation, or any other curve fitting technique is to find an empirical equation 
(correlation) such that the error difference between the original data paints and the 
correlation is minimum. The most used method to minimize this error is known as 
the least squares error (LSE). For a rational approximation the LSE is expressed by
LSE =  / L  (/<
» = 1  \
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where k is the number of data points, and (z,, /*) are the pairs of experimental data 
points; for example the data points obtained from measuring the isobaric heat capac­
ity (fi) at different temperatures (z*). The equations above will produce nonlinear 
results. An alternative linear form can be developed when the Cauchy-Pade method 
is used (see [83]),
ft ~  xj 
k
LSE -  9(®i) -  P (^ ))2
i=0
d(LSE) = Q d(LSE) = Q 
da,i ' dbi
Solving Eqs. (3.6) —(3.7) will generate a square matrix of coefficients, which can 
be solved using conventional linear algebra techniques; LU decomposition, Gauss 
elimination, etc. Software packages such as Mat hematic a™, and Maple™ incorporate 
rational approximations, but they are intended for the approximation of functions 
rather than data points.
3.3 Results
As reported by Douvartzides et al. [69] the most probable options of fuels for 
SOFCs are: methane (CH4), methanol (CH3OH), ethanol (C2H5OH) and gasoline. 
However, gasoline is discarded in this study because of its non-renewable nature. 
Other important fluids to SOFC-technology are (see [82]): propane (C3H8), ethane 





oxygen (0 2) and hydrogen (H2). Recently, ammonia (NH3) has received some atten­
tion as an alternative fuel for SOFCs [71], and is also considered in this paper.
The residual plots, the average of the absolute deviation (AAD), the coefficient of 
determination R2, and the root mean squared error (RMSE) were used as indicators 
of the goodness of our correlations. However, just the R2 is reported in the tables 
because is the most identifiable statistic. A great discussion on this topic and other 
ways to validate empirical models is found in [88]
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A R2 closer to 1 and RMSE closer to 0 indicate better fits.
3.3.1 Extrapolation with a Small Experimental Sample 
As mentioned before, rational approximation is useful when experimental data 
is scarce and extrapolation is needed. Two examples showing these features are 
discussed next. For the first example a Pade approximant was calculated for the 
isobaric heat capacity of methane, seventeen data points were used; the values were 
taken from the JANAF tables [89] in the range from 25 — 1200°C. The resulted 
correlation fitted the data with a R2 =  99.99% and a standard deviation s = 0.062. 
Then, the approximation was compared with the equivalent polynomial expression
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reported by Todd et al. [82]. The Pade approximant, was able to fit the data over the 
interpolating range (25 — 1200°C) and the extrapolating range (1200— 1700°C; taken 
from the JANAF tables) as well (Fig. 5). Also, the resulting correlation fitted the 
data with less fitting parameters than the expression reported in [82], but without 
loosing accuracy. In the second example a Fade approximant was calculated for the 
isobaric heat capacity of carbon dioxide, but in this case just seven points were used, 
the resulting approximation fitted the data with a i?2 =  99.99% and a standard 
deviation of s =  0.0125 (Fig. 6). These examples show the ability to extrapolate 
data even when few experimental points were available. However, careful analysis is 
always recommended if the resulting approximation is intended for extrapolation.
Temperature (°C)
Figure 5: Extrapolation to the isobaric heat capacity of methane using a Pade cor­
relation generated with seventeen data points (•) and a polynomial correlation (—) 
reported by Todd et al. The estimation is compared to the data reported in the 
JANAF tables (•••).
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Figure 6: Extrapolation for the isobaric heat capacity of carbon dioxide using a Pade 
correlation generated with seven data points (•) and the equivalent polynomial (—) 
reported by Todd et al. The estimation is compared to the data reported in the 
JANAF tables (•••).
3.3.2 Thermophysical Properties
Pade correlations were computed for twelve fluids of interest in SOFC-technology; 
these equations could be used for extrapolation, if rough estimations are required, but 
not recommended for accurate estimations. The thermophysical properties considered 
were the isobaric heat capacity (Cp), the entropy of formation (5°), the enthalpy of 
formation (A fH°), the enthalpy, the Gibbs free energy of formation (A fG°), the dy­
namic viscosity (/i) and the thermal conductivity (A). The information was collected 
from published recommended data. We decided to use only experimental reported 
data, theoretical estimations and combination of two data sets (for enhancing the 
data set) was always avoided. Table 1 gives details about the sources consulted,
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it also gives the maximum temperature (Tmax) used in the generation of the Pade 
correlations. Table 2 presents the absolute deviation, from the original data source, 
for the isobaric heat capacity (Cp), the viscosity (/x) and the thermal conductivity 
(A). SOFCs operate usually between 800-1500 K ( «  600 — 1200°C) , hence these two 
temperatures were chosen in Table 2. When this comparison was not possible, the 
closer temperature was reported, and it is indicated by a superscript. Also, when the 
experimental data was not available, extrapolation was used, and the comparison was 
made to other estimations reported in the literature, the references consulted for these 
comparisons are reported in the table as well. The thermophysical properties reported 
in Tables 9-17 (reported at the end of this chapter), follow the conventional form of 
a Pade approximant (see Eq.(3.1)). The Pade’s grade [N/M] is included in each ta­
ble. The tables report the coefficients from left to right as: ao, «i, ...a/v, b\, b2, ...bM- 
Pade approximants are advantageous in the sense that can be generated with few 
experimental data points, and to some extent can be use for extrapolation. All the 
correlations reported had a coefficient of determination of R2 =  99%, and in many 
cases even better.
3.3.3 Discussion
For some fluids the deviation was more noticeable at lower temperatures. The 
residual plot is a good indicator to see if the correlation could be improved: when 
the plot is randomly scattered around zero the approximation cannot be improved, 
otherwise a better correlation can be generated. For example, the Cp of hydrogen
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A  } G° 
kJmol-1
/i A 
fi P as  iriWm-1 3
Ref.
c h 4 2000 2000 2000 2000 1773 1773 [86, 90, 91]
C2H6 1500 1500 1500 1500 1773 600 [90, 92, 93]
c 3h 8 1500 1500 1500 1500 750 600 [92, 93, 94]
c h 3o h 1500 1500 1500 1500 600 750 [92, 94, 95, 96]
C2H50H 1500 1500 1500 1500 600 1000 [92, 94, 96]
co2 2000 2000 2000 2000 1500 1400 [89, 91, 95, 97]
CO 2000 2000 2000 2000 1773 2000 [89, 90, 98]
h 2 2000 2000 - - 2000 2000 [89, 99, 95]
h 20 2000 2000 2000 2000 1073 1073 [89, 100]
o2 2000 2000 - - 1400 1400 [89, 101]
n 2 2000 2000 - - 1773 2000 [89, 90, 98]
n h 3 2000 2000 2000 2000 850 850 [89, 102]
Table 2: Deviation ( % )  at T l = 800 K ( «  600°C) and T2 -1500 K ( «  1200°C) with










c h 4 0.0223 0.0086 0.04020 0.0027° 0.0424 0.0006“
C2H6 0.0078 0.0010 0.00420 0.0022° NA [82]
C3Hs 0.0677 0.0289 0.2046c NA NA [82]
CH3OH 0.0600 0.0092 0.6722® NA 0.7029° NA [103]
C2H5OH 0.0754 0.0369 1.5425® NA 0.0434 NA [103]
C0 2 0.0161 0.0202 0,00530 0.00470 0.2415 0.18606
CO 0.0444 0.0060 0.00010 0.0007° 0.0064 0.0189
h2 0.0942 0.0172 0.08710 0.05410 0.3170 0.3311
h 2o 0.0619 0.0090 0.00300 5.3334® 0.0009 1.7058® [82]
o 2 0.2799 0.0220 0.00130 0.00286 0.0848 0,0823b
n 2 0.0877 0.0501 0.00010 0.0007“ 0.0206 0.0177
NHa 0.1325 0.0079 0.01150 NA 0.0447 NA
(E)xtrapolation, 0=  1773 K. b= 1400 K, c= 750 K.
could be improved if a Pade [4/3] is used instead of a Fade [4/2] (Fig. 7). However, 
since SOFCs operate at high temperatures, we decided to stay with the simpler Pade 
for this and similar cases. The absolute deviation (DevQ) is defined as
Devn fi -  R(xi) 
fi
x 100
Although, all thermophysical properties were represented with rational approxi­
mations, some properties could be correlated with simpler techniques, such as polyno-
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(a) (b )
Figure 7: (a) Isobaric heat capacity of hydrogen using a Pade [4/3] (*), and a Pade 
[4/2] (o). (b) Residual plot for the isobaric heat capacity showing a better correlation 
(randomize residuals) with the Pade [4/3] than Pade [4/2],
mial or linear regression. Our intention is to present the method as an alternative, but 
the decision is to be taken based on the structure of the data (simple or complicated), 
the number of experimental points available, and the needs for the resulting correla­
tion (interpolation or extrapolation). Finally, is important to mention that there are 
some empirical correlations for thermophysical properties that are remarkably simple 
and powerful. Some of these are the viscosity and thermal conductivity for many liq­
uids and gases reported in [103], or in the case of the heat capacity, the correlations 
reported in [104]. These correlations give good estimations, but not necessarily the 
best. Figure 8, compares the absolute deviation to the JANAF tables of the Pade 
correlations reported here, and the empirical correlations reported in [104] at 1500 
K ( «  1200°C). Although both gave very good results, the Pade correlations seem to 
be more consistent in reporting always the smaller deviation. However, this could
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be due to the fact that different data sets were used in generating the correlations. 
In fact, Hui He et al. [105] report these inconsistencies in compiling thermodynamic 
data from different sources. The Pade correlations usually produce good results with 
few experimental points, are good candidates for extrapolation and are capable of 
fitting complicated structures. However, they tend to become unstable at the poles ( 
zeros in the denominator) of the function and sometimes the approximation does not 
converge. Special care to this matter is recommended.
Figure 8: Comparison between the estimation of the isobaric heat capacity at 1500 
K ( «  1200°C), using Pade correlations (P) and the equations reported by Smith et 
al. (S).
The enthalpy of formation at standard conditions (A fH£r) is reported in Table 3, 
the values reported in the JANAF tables are compared to the estimated values from 
the Pade correlations.
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Table 3: Enthalpy of formation at standard temperature; A / i f " (298.15 K).
Fluid JANAF Pade Deva
c h 4 -74.8730 -74.8668 0.0082
c 2h 6 -84.0000 -83.9926 0.0088
c 3h8 -103.8470 -103.8314 0.0150
GH3OH -201.0000 -200.9650 0.0174
c 2ii5o h -234.8000 -234.7886 0.0049
c o 2 -393.5220 -393.4732 0.0124
CO -110.5270 -110.4847 0.0383
h2o -241.8260 -241.8349 0.0037
n h 3 -45.8980 -45.8958 0.0049
The enthalpy (H°) is reported in Table 5. The reason it is separated from the 
other properties is because the structure of the correlations is a bit different in the 
sense that it includes the term A fH?Fr. The Pade correlations for the enthalpy follow 
the same general form of Eq. (3.1) with the following modification
H°(T) = E t o  gig!
1 +  E £ i biX
A fH ^ (3.11)
where Tr =  298.15 K (25°C).
3.4 Properties of Mixtures
Thus far, the rational approximation method has been effectively used for rep­
resenting the thermophysical properties of pure gases. In this section, the thermal 
conductivity and viscosity of a mixture is presented. Todd et al. [82] studied different 
methods for calculating the thermal conductivity and the dynamic viscosity of a mix­
ture. The different methods analyzed were compared to experimental data available 
over different temperature ranges. Todd concluded that the method of Wassiljewa
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gave better results for calculating the thermal conductivity of a mixture, and the 
method of Reinchenberg for dynamic viscosity. The later, although more accurate 
than other methods was also far more complicated, and Todd recommended the use 
of simpler techniques but still consistently accurate (i.e., Wilke’s, Herning’s and Zip- 
perer’s methods [106]). Both, Wassiljewa’s and Reinchberg’s methods are described 
by Reid et al. [106]. Based on these findings, the Wilke’s method is used here for 
calculating the dynamic viscosity of a mixture and the Mason and Saxena modifica­
tion to the Wassiljewa’s method is used for calculating the thermal conductivity of a 
mixture as suggested by Braun [107].
The method of Wilke is based on the kinetic theory of gases if second order effects 
are neglected. Wilke proposed the following expression for determining the dynamic 




^  H U  V&»=i
(3.12)
where y* are the mole fractions, M; are the molecular weights, m the pure viscosities, 
and
(3.13)
For the calculation of the thermal conductivity of mixtures, Wassilejwa proposed a
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similar expression to the one proposed by Wilke for viscosity,
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where e is a correction factor that takes values close to the unity; e =  1.65 was 
proposed by Tondon, 0.85 by Saxena and 1.0 by Reid (see Reid et al. [106] for more 
details). It is clear from the previous expressions that the Wilke method can be used 
as well for calculating the thermal conductivity just by replacing the pure dynamic 
viscosity (/i;) for the pure thermal conductivity (A<). The thermal conductivity of a 
mixture of natural gas at 30% of pre-reforming is presented in Figure 9; it is common 
to have some degree of pre-reforming when hydrocarbons-based fuels are used in 
SOFCs. The composition at 30% pre-reforming comprises: 17% CH4, 26.26% H2. 
49.34% H20 , 2.94% CO and 4.36% C 0 2.
3.5 Methane Reforming
It was mentioned before that solid oxide fuel cells can be operated on different 
types of fuels because of its tolerance to CO and C 0 2. Besides, the operating temper­
ature is high enough for promoting internal reforming on the Ni-YSZ anode. Internal 
reforming of natural gas (basically methane) is especially attractive because of the 
availability of this fuel and the higher overall efficiency. Steam reforming is a well
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Figure 9: Thermal conductivity of a mixture comprising: 17.1% CH4, 26.26% H2, 
29.34% H20 , 2.94% CO, 4.36% C 0 2, 21% 0 2, and 79% N2 (natural gas with 30% of 
pre-reforming).
know technique for producing hydrogen from hydrocarbons, the reactions were dis­
cussed in Chapter 2. Here the same reactions are applied to the Ni-YSZ anode but 
in a microscopic scale (internal reforming). The steam reforming reaction is highly 
endothermic, but it has been shown that the heat generated in a typical SOFC stack 
is enough for providing the heat needed in the methane reforming reaction [38, 108]. 
The steam that will be needed in the reforming reaction can be provided by the steam 
generated in the fuel cell (overall electrochemical reaction). Thus the overall effect, 
by promoting internal reforming, will be a net reduction of capital investment and 
operating costs; this is because of the elimination of the equipment required in an 
external reformer. Unfortunately, internal reforming pose the risk of carbon forma­
tion. Carbon formation can be avoided by using a high steam/carbon ratio (> 3)
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or operating the cell at higher current densities [26]. However, a high magnitude 
of stearn/carbon ratio results in a dilution of the fuel and therefore decrease in the 
performance of the cell. Another option, as suggested by Ahmed et al. [108], is to 
control the methane’s rate of reaction by modifying the anode with alkali and al­
kaline earth metals, which improves the formation of steam retention. Either case, 
internal reforming is an important feature of SOFCs and was considered in the model 
presented in this dissertation.
Figure 10: Rate of reaction comparison according to Table 4. Axes labels: pCH4 =  
methane’s partial pressure ( bars), T =  temperature (°C), RR =  rate of reaction (mol 
s- i  m—2 bar-i)_
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In order to develop a realistic model that includes internal reforming, accurate 
information regarding the kinetics of methane reforming is needed. The rate of 
reaction for methane on a SOFC catalyst has been investigated for many authors 
[38, 108, 109, 110]. A comparative studied between different semi-empirical expres­
sions were conducted by Motloch et al. [109] and Aguiar et al. [110], The dis­
crepancies between the compared relations are related to the different experimental 
conditions used and also the different catalyst composition employed. The semi- 
empirical expressions were obtained from experimental kinetic data and then cast in 
an Arrhenius type expression; Eq. (3.16). Here, four expressions from leading authors 
are compared (Table 4). The expressions reported by Ahmed [108] and Achenbach 
[38] are believed to be the most accurate because the experiments were carried out on 
catalysts that resembled the PEN-structure in SOFCs. The magnitude of the rate of 
reaction can change dramatically if the experiments are carried out on catalyts forms 
that are not used in solid oxide fuel cells (i.e., 0degard’s experiments [109]). For the 
model presented here, the rate of reaction reported by Achenbach was chosen because 
it represents better the type of anode used in our modeling. Nevertheless, the dis­
crepancies between the other expressions (Fig. 10), excluding 0degard’s expression, 
are minimal and it is anticipated that the results will not be greatly affected by using 
either of these correlations.
(3.16)
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Table 4: Rate of reaction comparison between different semi-empirical equations 
(Arrhenius type).
kD Ea a 0
(a): Achenbach 4274 82000 1.00 0.00
(b): Ahmed 8542 95000 0.85 0.35
(c): Lee 5660 82000 1.00 1.28
(d): 0 degard 6339 57840 1.20 0.00
k0 (mol s-1 m~2 bar-1)
Ea (J mol x)
3.6 Final Remarks
The method of rational approximation was successfully used in the representation 
of the thermophysical properties for relevant fluids to SOFCs. The method was used 
for extrapolation when little experimental data was available. This was the case for 
ethane, propane, methanol and water. The extrapolated estimation was compared 
with estimations reported by others. All 75 correlations had a R2 — 99%. The 
correlations reported in this paper generally required less fitting parameters than the 
polynomials by Todd et al. [82], Some correlations were not able to fit the data very 
well at low temperatures. Residual plots showed that these approximations could be 
improved, however, since SOFCs operate between 600 -  1200°C, we decided to report 
simpler correlations that worked better at high temperatures. Polynomials are very 
good interpolating experimental data, but not for extrapolation, and this has been 
the main reason for adopting rational approximations. However, analytic integration 
is more difficult for rational approximations, thus calculating enthalpies or entropies
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using the correlations for the Cp is not as easy as with polynomials, and this is why 
we are reporting independent correlations for these thermodynamic properties.
The correlations presented in this paper were created having the modeling of
SOFCs in mind. During the operation of SOFCs it is sometimes difficult to have a 
perfect control in the variables involved and temperatures rise above the expected 
values. If this is the case a polynomial representation could lead to an incorrect 
analysis of the system. Rational approximations due to their ability to extrapolate, 
will not be as susceptible to these operational changes.
3.7 Tables of Thermophysical Properties
Table 5: Pade [N/M] correlations for predicting the enthalpy, (a) Methane, (b) 
Ethane, (c) Propane, (d) Methanol, (e) Ethanol, (f) Carbon dioxide, (g) Carbon 
monoxide, (h) Water, (i) Ammonia.
Fluid: [N /M ]
(a) [5/1] -85.75843 -0.08219566 -2.205121E-05 1.511815E-07 -6.524074E-11 1.178606E-14 0.0015155080
(b) [1/41 -03.89374 0.08138350 -0.0007150031 5.329930E-07 -2 .122816E-10 3.441019E-14
(c) [1/5] -117.15270 0.11008020 -0.0007993322 6.300195E-07 -2.1Q4673E-1Q -1.898936E-14 2.039528E-17
<*0 [4/1] -208.G0450 -0.32474100 9.307114E-05 5.880019E-08 -1 .189421E-11 0.0015801140
(O) [2/3] -245.92480 -0.04058813 8.402722E-05 0.0001911241 1.206822E-07 -3.202532E -11
(f) [2/2] -402.53190 -0.18350540 2.532474E-05 0.0005100149 4.714306E-08
(*) [5/1] -120.34080 -0.06796033 -7.965714E-06 4.959540E-08 -2.876021E-11 0.574728E-15 0.0009008641
(h) [3/2] -252.19510 0.00739300 -0.0001262354 2.291160E-08 -0.0001250512 4.599617E-07
(')■ [1/5] -55.27327 0.04514227 -0.0003096372 -2.741745E-09 1.673412E-10 -1.18276413-13 2.74037 IE -17
Table 6: Thermophysical properties for hydrogen (H2).
WW
Cp [4/2] 24.130810 0.001107916 2.723492E-05 3.707239E-08 -5.867667E-12 -0.0008902458 2.660022E-00
S° [2/2] 74.709380 0.677136600 0.0001220837 0.0039266450 3.303912E-07
[2/1] 2.251621 0.027411680 8.300364E-06 0.0008476300
A IV 3[ -13.500230 0.967976900 0.0020700670 -1.166006E-06 2.138789E-10
Table 7: Thermophysical properties for oxygen (O2).
[N/M]
Cp [3/2] 28.057060 -0.04059181 2.917448E-05 4.033074E-Q9 -0.0015852160 1.177089E-06
s° [2/1] 159.823000 0.59264270 2.580317E-05 0.0021935650
[2/31 -3.008213 0.11590190 0.0001831793 0.0041151080 1.046158E-06 -1.28B754E-10
X [2/H 2.551594 0.08442653 -2.148324E-06 0.0002034283
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Table 9: Thermophysical properties for methane (CH4).
[N/M]
Cp [3/2] 44.300100 -0.076325770 0.0004250204 -2.003423E-08 0.0013033600 2.889771E-06
s° [1/3] 141.046300 0.408253200 0.0014772460 -3.113396E-07 5.277425E -ll
A ;H ° [2/3] -68.316570 -0.022445170 -0.0001987408 0.0002184224 1.917568E-06 8.629875E-11
A jG ° [3/2] -69.418760 -0.054209370 6.414136E-05 1.284521E-07 0.0013455240 1.191685E-06
[3/1] -1.217438 0.052877710 2.023846E-05 -3.791026E-10 0.0015520230
A [2/2] 11.632370 -0.006260186 0.0004209756 0.0011157170 3.14901E-070
Table 10: Thermophysical properties for ethanol (C2H5OH); Tmin — 360 K  *
Cp [2/2] 37.6630800 0.003701471 0.0010894790 0.0021285390 4.834939E-06
s° [2/1] 208.3071000 0.365999500 6.727513E-06 0.0004345229
A / / / 0 [1/3] -213.6227000 -0.171063100 0.0003840254 1.479425E-07 -2 .149535E-11
A / G ° [2/3] -221.0303000 -0.422576100 0.0006763252 0.0023520990 9.009738E-08 -1 .213238E-11
[1/1] -0.3081893 0.032087770 0.0001755315
A* [1/3] -3.5346540 0.043296920 -0.0016633990 1.461276K-06 -4.922065E-10
Table 11: Thermophysical properties for ethane (CsHg).
[N/M]
Cp [2/2] 12.735040 0.12691270 0.0001646422 0.0005393203 9.430913E-07
S° [2/1] 173.096400 0.24741290 -5.12880815-06 0.0002526365
A f Il° [2/2] -64.795130 -0.09806924 -2.056518E-05 0.0003588526 3.861861E-07
A ,C ° [1/3] -79.384720 0.16901950 -0.0003939651 2.669346E-07 -6.40340215-11
M [2/1] -1.933514 0.04468533 1.181946E-05 0.0011285110
A [3/2] -1.778584 0.07049372 -0.0002124490 9.348156E-07 -0.0009316998 5.311781E-06
Table 12: Thermophysical properties for propane (CsHg).
[N/M]
Cp [2/2] 12.350270 0.17762730 0.0004986025 0.0010922370 1.849955E-06
S° [1/2] 190.485800 0.33304640 0.0002374546 1.724174E-08
A f H° [1/2] -76.440570 -0.15892480 0.0005722084 2.468723E-07
A f G° [2/3] -95.345180 0.19314520 0.0001473752 0.0001054764 2.275926E-07 -5.275657E-11
M [1/2] 1.559428 0.01903184 -0.0005999190 5.891039E-07
A [2/2] 3.074473 -0.01341112 0.0002030202 -0.0004190028 9.777090E-07
Table 13: Thermophysical properties for methanol (CH3OH); Tmin — 340 K  *.
[n / m ]
Cp [2/2]
S° [1/2]
A f H “ [1/2]






























Table 14: Thermophysical properties for carbon dioxide (CO2 ).
[N/M ]
Cp [1/3] 15.9293400 0.1310897000 0.0015818570 1.413140E-07 -1 .492641E-11
s ° U /3] 162.2327000 0.4991412000 0.0015669680 -1.272666E-07 1.590139E-11
A f H ° 10/4] -393.5301000 2.955723E-06 -9.660127E-09 4.875419E-12 -9.033876E-16
A  /  G ° [3/1] -393.3602000 -0.0668642900 1.063131 £-06 -3.307527E -11 0.0001599438
[2/3] -0.3627303 0.0493084000 0.0001247949 0.0019321880 1 480674E-06 -2.024057E-10
X U /3] -2.7993020 0.0537140700 -0.0009294698 9.780868E-07 -3.028957E-10
Table 15: Thermophysical properties for carbon monoxide (CO).
[N /M l
Cp 13/2] 29.688350 -0.03756144 5.373678E-05 1.170652E-09 -0.0011319600 1.549482E-06
s ° [1/3] 126.590700 1.40057800 0.0060710860 -6.607275E-07 1.024591E-10
A  f  H ° [3/1] -114.807900 -0.18031910 -2.255532E-05 1.685088E-09 0.0018228270
a  , a ° [3/2] -110.472500 -0.03484187 6.937390E-06 -2.724657E-08 -0.0004932971 3.203531E-07
[2/3] -7.186509 0.14984760 0.0005861958 0.0118500000 5.491G16E-06 -8.945480E-10
X [2/3] -2.279536 0.11057870 5.884957E-05 0.0015509920 -2.176592E-07 6 .198217E-11
Table 16: Thermophysical properties for water (H2O).
f.N/M]
Cp [2/2] 33.253760 -0.007235433 3.047110E-05 -0.0001375154 5.058140E-07
s° [1/3] 119.670700 1.058446000 0.0045406960 -5.492381 E-07 7.037198E-11
A f H° [2/1] -238.039200 -0.073690040 2.072838E-06 0.0002495145
A fC ° [1/2] -241.365800 0.044332430 -1.770163E-05 4.030592E-08
P [1/2] -1.043642 0.031849010 -0.0003785168 1.976538E-07
A [2/1] 31.182260 -0.111481900 0.0004250616 0.0025513490
Table 17: Thermophysical properties for ammonia (NH3).
[N/M]
Cp [2/2] 30.183570 0.01828932 7.105129E-05 0.0003203040 7.942573E-07
S° [1/3] 134.846000 0.72763790 0.0029158910 -4.892336E-07 7.254739E-11
A f H° [2/2] -38.172200 -0.04001909 -7.888714E-06 0.0002634952 3.009345E-07
A f G° [2/2] -41.502500 -0.01514588 0.0002335444 0.0018138650 4.466832E-08
A* [2/3] 8.622304 -0.04270181 0.0003155012 0.0030816200 5.585175E-06 -1.871846E-09




This chapter presents a macro-level model to determine the performance char­
acteristics of solid oxide fuel cells (SOFCs). Activation, ohmic, and concentration 
polarization are considered the main sources of irreversibility. The Butler-Volmer 
equation, the dusty gas model, and Ohm’s law were used to determine the polariza­
tion terms. Tafel equation, linear current potential, Fick’s model, and Stefan-Maxwell 
model were quantitatively analyzed as well. Performance curves were calculated for 
hydrogen, methane, and carbon monoxide as pure fuels at different conditions. A 
surface plot for each polarization term allowed us to analyze the contribution to volt­
age loss as a function of temperature and current density. The term polarization will 
be used here indicating the irreversibility of the fuel cell. This term is often used by 
electro-chemists and does not should be confounded with polarization associated with 
static electricity [5]; overvoltage, losses and voltage drop are also used in the literature 
indicating the difference between the ideal and actual cell voltage (irreversibility).
4.1 Introduction
Solid oxide fuel cells (SOFCs) opei'ate at high temperature (600 — 1200°C), which 
makes possible the use of a variety of fuels (hydrocarbons), cogeneration, and bottom­
ing cycles. The Energy & Environmental Research Center (EERC) at the University
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of North Dakota (UND) designed a thermally integrated biomass SOFC-gasification 
system (BG-SOFC). The producer gas (a mixture of hydrogen, methane, carbon 
monoxide, carbon dioxide, small amounts of tars < 1%, and steam) from the gasifier 
will be fed into the SOFC, and the hot effluent gases from the anode and cathode 
will be re-injected into the gasifier (at different gasification zones), maintaining the 
reactor temperature. At high temperatures (~  600°C), methane will be internally re­
formed in the SOFC and carbon monoxide will be converted to hydrogen (assuming 
that the water-gas shift reaction will always be at equilibrium) [38, 111]. Conver­
sion efficiencies are expected up to 45% (BG-SOFC) based on modeling analyses [6], 
The accurate prediction of SOFC operating conditions is important for attaining high 
efficiencies and successfully integrating both systems (BG-SOFC). The spectrum of 
possible operating conditions can be determined based on the performance character­
istics of the fuel cell. These characteristics will allow us to determine a set of operating 
conditions (temperature, pressure, inlet compositions) for optimal performance.
The fuel cell performance is subject to the second law of thermodynamics, so that 
losses in the system are inevitable. For a fuel cell, the main source of irreversibility 
comes from 1) ionic resistance through the electrolyte and electronic resistance on 
the electrodes and interconnects, 2) activation energy, and 3) the diffusion of gases 
to the reaction sites. These losses can be determined numerically or experimentally 
(see [112, 113] for experimental-related literature). However, numerical models are 
preferred for economical reasons and because sensitivity to different parameters can
59
be investigated with the same model. There are, in general, three types of numerical 
models used for determining the polarization terms in SOFCs: micro-level models 
[10, 11, 54, 114, 115], macro-level models [12, 13, 74, 116], and semiempirical models 
[16, 75, 117]. Results presented in this chapter are based on a macro-level model. 
This model is based on the assumption that the reactions occur at the electrode­
electrolyte interface, and therefore no analysis at the microscopic level is required. 
This assumption is valid for pure electronic conductors but is unrealistic for cermet- 
type anodes (i.e., Ni-YSZ), because of the intermixing in the electrode-electrolyte 
interface. However, based on the cermet-modeling results by Chan and Xia [118], 
it can be argued that most of the polarization contribution occurs at the interface, 
especially for anode-supported cells with thick anodes («600 /im). The objective of 
this chapter is to present a set of computational tools for predicting the polarization 
terms in anode-supported cells using a macro-level model. The model presented 
here will be extended into a system model that includes temperature and current 
distributions (Chapter 5).
Section 4,2 describes different approaches to calculate the polarization terms (i.e., 
activation, concentration, and ohmic). Numerical results from the Tafel equation and 
linear current potential were compared with the Butler-Volrner equation. Semiem­
pirical correlations based on experimental kinetic data were also compared to the 
Butler-Volmer equation. Fick’s model, the dusty gas model, and the Stefan-Maxwell 
model were used to determine the diffusion of reactants into the porous material
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(concentration polarization). For the ohmic polarization, different expressions of the 
electrolyte’s conductivity were analyzed. Section 4.3 discusses the results obtained 
from the macro-level model. The performance characteristics were calculated at dif­
ferent operating conditions and for three electrochemically active fuels (i.e., hydro­
gen, carbon monoxide and methane). Appendix B describes the formulae required to 
calculate concentration polarization based on the molecular and Knudsen diffusion 
coefficients. A set of rational approximations for the most commonly used binary sys­
tems in SOFC technology was also included in Appendix B. A code implementation 
of the dusty gas model using Mathematica is presented in Appendix B.
4.2 A Review of Polarization in SOFCs 
Let us start by defining the following chemical reaction: 
v a A  +  u b B  v c C  -F v d D
where the capital letters indicate the chemical constituents arid v the stoichiometric
coefficients associated with the balanced reaction.
Based on the definition of Gibbs function: G ~  H — TS, and the fundamental
thermodynamic relation: U =  U{S,V, Na , Nb , Nc , Nd), the Gibbs energy for the 
chemical reaction is given by
dG — —SdT +  VdP +  (—ua^a ~ ^b^b +  i'cMc +  vdÎ d) de (4.1)
dG =  - SdT +  VdP +  dGr,P (4.2)
where /i represents the chemical potential, and de is a proportionality factor which is
6 1
always greater than zero; s is called the degree of reaction or reaction coordinate. It
indicates the degree to which the reaction has taken place [104].
The chemical potential (/r) appearing in Eq. (4.1) (assuming a pure substance in 
a reactive mixture of ideal gases) [119] is given by
/.i =  g° +  BT\np (4.3)
At equilibrium, any chemical reaction obeys the condition: dGr}P — 0. Con­
sequently, combining Eq. (4.1) and Eq. (4.3), the equilibrium condition can be 
expressed in terms of the chemical potential as follows
uc9c +  vd9°d -  va9°a -  vb9°b ~ -  AT  In ^ y A ( 4 -4 )
the term in the left-hand side is known as the standard-state Gibbs function (AG 0), 
The term in the right-hand side is related to the equilibrium constant (Kp)
AG° =  -R ThiK p  (4.5)
The standard-state Gibbs energy corresponds to the maximum work that can be 
drawn from a fuel cell that operates at standard conditions. The equilibrium constant 
can be found in tables or usually is reported in terms of empirical correlations. The 
partial pressures in Eq. (4.4) can be expressed in terms of their equivalent mole
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fractions (p* = \i p), hence the equilibrium constant can be rewritten as
(4.6)
The former set of thermodynamic relations (Eqs. (4.4—4.6)) are connected with 
the fuel cell electrochemistry by the reversible open circuit voltage [5]
where E° is the maximum voltage obtainable from the fue cell, z is the number of
electrons transferred, and T  is the Faraday constant [T  — 9.6485 x 104 Cmol” 1).
When off-equilibrium conditions are considered, the partial pressures at equilib­
rium conditions (Eq. (4.4)) must be replaced by their actual values. The new ratio 
represents the off-equilibrium concentrations of reactants and products [109]. Thus 
the new cell potential in terms of actual concentrations (off-equilibrium) is given by 
the well known Nernst equation
where K  represents the ratio of products to reactants at conditions different from
(4.7)
E =  E ° -------- In K (4.8)
those at equilibrium. For fuel cells operated with pure hydrogen (H2 +   ̂0 2 = »  H20 ) 
the Nernst equation becomes
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E — E'
RT /  (pn2o)
2 ^  n  \{Pih) iy/rn)
(4.9)
The Nernst equation, however, represents an idealized situation. The real voltage 
has to take into account the losses associated with activation (t)a), ohmic (rjn), and 
concentration polarization (77/5). Moreover, there are some losses occurring in the fuel 
cell that cannot be characterized with the above-mentioned polarization terms (for 
example, leakage), but in general their contribution is insignificant. Maloney [120] 
studied the influence of different rate-limiting steps in fuel cell performance. Porous 
gas diffusion, adsorption, surface migration, charge transfer, reaction kinetics, and 
ohmic resistance were considered. Maloney identified ohmic and activation polariza­
tion as the main contributors to irreversibility. For electrolyte-supported cells, the 
main polarization is attributed to the ohmic loss [7]. For anode-supported cells, ohmic 
polarization is small because of the thin electrolyte used; therefore, the main contri­
bution comes from activation polarization. Concentration polarization is expected to 
become an important rate-limiting step at high current densities (>7500 A m ' 2 for a 
typical membrane) and low-flow concentrations (>80% of fuel utilization) [5].
Taking into account the three main sources of irreversibility occurring in the fuel 
cell, the cell potential is given by
Efieal =  E  — 7)a ,A — Va ,c  — Vn,E ~  Vd ,a  — Vd ,c (4.10)
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where the second subscript indicates the polarization at anode (A), cathode (C), and 
electrolyte (E), respectively.
The polarization terms are discussed next. The polarization model assumes that 
the reactions occur at the electrode-electrolyte interface, no temperature or pressure 
gradient throughout the electrode thickness, and steady-state conditions.
Activation polarization is controlled by the electrode kinetics at the electrode 
surface. This polarization is directly related to the activation barrier that must be 
overcome by the reacting species in order for the electrochemical reaction to occur. 
The electrode reaction rate at high temperatures (600—800°C) is fast, and the result is 
that activation polarization is small, which represents the case of SOFCs. Activation 
polarization is given by the Butler-Volmer equation [4, 28]
where j 0 is the exchange current density, a is the electron transfer coefficient, and 
z is the number of electrons transferred per reaction. The exchange current den­
sity indicates how fast the electrochemical reactions take place, it is influenced by 
different factors which are not clearly understood [13]. Semiempirical correlations 
and constants values based on experimental data are often used for the exchange 
current density; however, Campanari et al. [121] showed that these reported val­




Oo,Cathode =  2000 A m-2 , and 5300 A m-2 for the anode) and the following expressions 
proposed by Costarnagna et al. [122] were both used in the electrochemical model 
presented here
where j 0<A and j 0ic  are the exchange current density in the anode and cathode-side, 
respectively. Similar expression were proposed by [13] and [117], based on the reactant 
concentration. Although, these correlations are far from the actual value, they provide 
a better description of the activation polarization and give more flexibility that the 
constant values recommended by Chan et al. [12]. Accordingly, these correlations
were chosen for the calculation of polarization curves in the integrated model.
The electron transfer coefficient depends on the electrocatalytic reaction mecha­
nism and typically takes values between zero and one.
Because of the non-linearity nature of the Butler-volmer equation, a numerical so­
lution is preferred. Here, a modified version of the Newton-Raphson method was 
used. The most commonly used method for solving non linear equations is the 
Newton-Raphson [123], The MatLab fzero  function uses the zeroin  algorithm for 
solving non linear equations. The zeroin  algorithm combines bisection, quadratic 
interpolation, and secant methods for speed and reliability. An improved version of 




Newton, secant, and Brent’s methods for finding a solution to non linear equations. 
Nevertheless, some simplifications to the full Butler-Volmer equation can be made in 
order to make the equation more treatable
At high-activation polarization, the second term in the Butler-Volmer equation
will be much smaller compared to the first term and can be eliminated. The resulting 
expression is the well known Tafel expression
At low-activation polarization, the term (az!Fr]A)/RT (Eq. (4.11)) will be much 
less than unity and the exponential can be expanded as a Taylor series
Neglecting all terms with an order higher than one, and solving for tja. the well known 
linear current potential relation is obtained
Whether to use the full Butler-Volmer equation or its simplified forms depends 
on the accuracy desired and the expected activation polarization. Table 18 shows 
the ranges at which the Tafel and the linear current potential are within a 5% error 





Table 18: Activation polarization range for 5% accuracy of simplified models relative 
to the Butler-Volmer equation. (A) Tafel equation, (B) Linear current potential.








linear expressions (see Eq.(4.17) and Eq.(4.18)), which correspond to the fitted values 
at which the ratio j/ j0 gives an error of 5% (Fig. 11) compared to the Butler-Volmer 
expression. Table 18 is in good agreement with the values reported by Chan et al. 
[12], but the results presented here in the form of correlated expression gave us more 
information than the previous results presented by Chan et al. at only at specific 
temperatures.
Tafel error correlation:
rm > 0.0002345 T -  8.06497 x 10~7 (4.17)
Linear current potential:
r)A <  0.0000938T -  4.483069 x 1CT7 (4.18)
4-2.2 Empirical Correlations for the Activation Loss 
It is common to use semiempirical correlations to calculate the polarization oc­
curring in the fuel cell. These correlations are preferred because of their simplicity; 
however, their accuracy is questionable in a wide range of operating conditions. The
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Figure 11: Operating region for Tafel and linear current potential as functions of 
temperature and activation polarization for a 5% error relative to the Butler-Volmer 
equation.





where po2 =  0.21 p, pn2 =  0.50p, pco =  0.01 p, Ec — 160 kJmofo1, Ea — 110 
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Table 19: Resistance correlations for calculating the activation polarization.
Ref. Region r , (fi m2) E, (K)
Achenbach Cathode 2.72 x 10~12 19244
Anode (H2) 3.07 x 10-10 13230
Anode (CO) 5.82 x 10"10 13230
Hendriksen Cathode 9.02 x 10-13 20882
Anode 1.35 x 10“ 8 8121
Karoliussen Anode and Cathode 2.83 x 10~8 8360
A m -2; the preexponential factors were calculated under the assumption of R =  
O .lflcm 2. The preexponential factors were calculated at 1000°C; therefore better 
predictions are expected near this temperature. Achenbach’s correlations were cal­
culated from experimental kinetic data assuming low polarization. A quantitative 
comparison between three different empirical correlations, including Achenbach’s ex­
pressions, was reported by Motloch [109]. A summary of Motloch’s correlations is 
presented in Table 19. The total or equivalent resistance is calculated considering the 
fuel cell being analogous to an electrical circuit, where the cathode and the anode are 
connected in series. If carbon monoxide and hydrogen are considered electrochem- 
ically active fuels, then the equivalent resistance is calculated viewing the fuels as 
being in parallel: i?-1 =  R^n2 +  Rco- Motloch found that the variation among the 
three models is minimal at high temperatures, T >1000°C; however, at lower tem­
peratures, T <800°C, these expressions produced unrealistic results. For example 
at 800°C (typical value for the SOFC operating temperature), the overpotential is 
T) — 1.0578 V, assuming a current density of 7500 A m -2 .
A comparison between these correlations and the Butler-Volmer equation reveals
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Figure 12: Comparison between the total activation polarization using the Butler- 
Volmer equation (B) and empirical correlations reported by Achenbach (A), and 
Motloch (H — Hendriksen, K =  Karoliussen); current density j  =  3000 A m” 2 and 
exchange current density based on recommended values by Chan et al.
that the empirical correlations were reasonably accurate between an optimal range 
of 900°C and 1473°C (1173 K and 1273 K, Fig. 12 and Fig. 13). At higher tem­
peratures, the empirical expressions gave polarization values much smaller than the 
Butler-Volmer equation, which was expected based on the assumptions used for these 
correlations. However, at lower and higher temperatures than the optimal range 
(T <900°C and T >1473°C), the numerical values reported unrealistic results and 
cannot be used for any practical purpose. Based on our numerical findings, we recom­
mend the use of the full Butler-Volmer equation and avoid the use of semiempirical 










Figure 13: Comparison between the total activation polarization using the Butler- 
Volmer equation (B) and the empirical correlations reported by Achenbach (A) and 
Motloch (H = Hendriksen, K =  Karoliussen); current density j  — 7500 A m-2 and 
exchange current density based on recommended values by Chan et al.
Concentration polarization occurs when the fuel is consumed at the electrode- 
electrolyte interface, and the gas concentration decreases at the reaction sites. Con­
centration polarization becomes an important loss at high current densities and small 
fuel concentrations (>80% of fuel utilization). The main factors that contribute 
to concentration polarization are diffusion of gases through the porous media and 
solution-dissolution of reactants and products. The transport mechanisms within the 
fuel cell are governed by diffusion transport and Darcy’s viscous flow. For typical 
operating conditions on a SOFC, diffusion transport will dominate and convection
4-2.3 Concentration Polarization
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transport can be neglected (Darcy’s flow). Molecular diffusion and Knudsen diffusion 
describe the diffusion transport through the porous electrode. Their contribution to 
diffusion transport is tightly related to the microphysical characteristics of the porous 
material (i.e., porosity, tortuosity, pore size, and permeability). The diffusion trans­
port in a porous material can be described by Pick’s model, the dusty gas model or 
the Stefan-Maxwell model. Fick’s model is used more frequently because it is simpler 
to implement than the dusty gas model and analytical expressions can be derived 
more easify [125]; the Stefan-Maxwell model is usually discarded because it does not 
include Knudsen diffusion. If Knudsen diffusion is dominant, the dusty gas model 
predictions are more accurate than those from Fick’s model [126]; see Appendix B 
for more details. The reason was attributed to the way the overall effective diffusion 
coefficients were determined in both models.
Fick’s model: The mass transport equation of a single component fluid is described
by
g d(y»^)
RT Ol - v  Ni + n (4.22)
where e is the porosity, A') the rate of mass transport, and r* the reaction rate in 
the porous electrode [125]. Assuming the process occurs at steady state and that 
the electrochemical reaction takes place at the anode-electrolyte interface the mass 
transport equation becomes
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V  Ar, =  0 (4.23)






where V a,e is the overall effective diffusion coefficient (see Appendix B).
For the binary system, H2 — H2O, the rate of mass transport as given by Fick’s 
model is
Ar Va,ed{y}hP) 
=  ~ ~ R T ~ ~ F z (4.25)
At the anode-electrolyte interface (z =  where t indicated the anode’s thickness) 
the current density produced is governed by the rate of reactant diffusing into the 
porous anode by
= J2P (4.26)




2 P T V a, -J (4.27)
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By solving the mass transport equation for the system, H2 — H20  (Eq. (4.25)) 
with boundary conditions, Eq. (4.27) and yn2{z — 0) =  y{(2lk =  yh2, the composition 
of the binary system can be computed at the electrode-electrolyte interface
d f  Va,e P dyn2 \ ..
dz \ RT dz J
(4.28)
j RT
(4.29)Plh ~ Plh 2 T V aJ Z
noticing that pn2 +  Ph2o — 1
, RT
(4.30)Ph2o -  Ph2o +  2 jrV Jz
The concentration at the interface is therefore calculated in terms of the partial 
pressures of the species involved, hydrogen in this case. In general, for any system 
containing a binary component system the diffusion transport, according to Tick's 
model, is given by Eq. (4.29); the 2 in the denominator has to be modified in terms 
of the number of electrons transferred when different systems are considered. The 
Stefan-Maxwell model is applied if Knudsen diffusion is assumed to be insignificant. 
In this case, the same procedure developed for Fick’s model is used, with the only 
difference being that the overall effective diffusion coefficient (7 \ e) does not include 
Knudsen diffusion. The analytical treatment of multicomponent systems using Fick’s 
model becomes excessively complex (from a mathematical point of view) for systems 
greater than three components, therefore numerical models are used instead [127].
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Dusty gas model: The dusty gas model (DGM), similar to Fick’s model, includes 
molecular diffusion and Knudsen diffusion but is based on the Stefan-Maxwell formu­
lation. The rate of mass transport according to the DGM is given by
Nj | y -  VjNj -  y j N j ___P dy{ (4.31)
The DGM assumes that the pore walls consist of giant, motionless, pseudo molecules 
(dust) that are uniformly distributed in space. The flux ratio is determined using the 
Graham’s law of diffusion in gaseous mixtures whereas in Fick’s model an equimolar 
counter diffusion approach is used instead. Therefore, the DGM is more accurate 
when Knudsen diffusion is dominant, because at these conditions the assumption of 
equimolar counter diffusion is no longer valid [126].
Using the DGM, the compositions for the system, H2 — H20 , at the electrode­
electrolyte interface, are given by
Uih +  Vn-zO — 1 
d2ynz a
d z 2 A l a — H 2C ) , e
(4.32)
^ H a-H sO .e  T>H2,*,e
1 ~  ayih  ______ 1 (4.33)
with the following boundary conditions




The derivation for ternary systems was presented by Suwanwarangkul et al. [126]. 
Here, the DGM for multicomponent systems is implemented assuming no convection 
transport and that all molar fluxes are known from the global electrochemical reac­
tions. Although the assumption of no convection transport could limit the usability 
of the method in some cases, it considerably reduces its complexity for computational 
purposes. For instance, the method proposed by Zhu and Kee [13] requires an iter­
ative procedure for solving the DGM, while the derivation of analytical expressions 
becomes very complicated for multicomponent systems. Using the assumption of 
constant pressure, our results (multicomponent systems) are quantitatively compara­
ble to those reported by others [13], while the problem can be easily treated from a 
computational point of view.
Concentration polarization is defined as the difference between the ideal and real 
cell voltage (when corrected for ohinic and activation polarizations). The ideal voltage 
is calculated in terms of the bulk concentration in the stream channel, whereas the 
real cell voltage is calculated at the electrode-electrolyte interface, For the binary 
system, H2 — H20 , the concentration polarization is given by
(4.36)
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where the superscript /  indicates inlet conditions.
Pick’s model, DGM and the Stefan-Maxwell model were implemented with Math- 
ematica, and the results are presented next. The physical parameters of the porous 
electrodes (i.e., porosity and tortuosity) are determined from recommended values 
by other authors [53, 117, 128]. The overall diffusion coefficient is calculated first; 
afterwards, one of the three models is implemented. Finally, the resulting flow con­
centration (usually in terms of partial pressures) is used together with the definition 
of concentration polarization.
These calculations were useful to identify some features of the system behavior to 
diffusion transport. The first important feature was the sensitivity to flow concen­
tration. The shape of the concentration polarization changed from concave-down to 
concave-up at high- and low-flow concentration, respectively (Figs. 14 and 15). This 
indicates that at low-flow concentrations the diffusion effects became more important 
than at higher-flow concentrations. The limiting current at 50% of fuel utilization 
and 800°C was found at approximately 35000 A m "2 (Fig. 15). At high-flow concen­
trations the DGM and the Stefan-Maxwell model reported similar results (Fig. 14); 
however at low-flow concentrations, the Stefan-Maxwell model gave poor predictions 
with respect to the other two models (Fig. 15). If methane and carbon monoxide are 
considered electrochemically active fuels, the diffusion transport will play an impor­
tant role in determining the performance characteristics. At low-flow concentration 
(80% fuel utilization), the diffusion transport of methane and carbon monoxide be­
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came noticeably lower than that for hydrogen (Fig. 16). Lower values of the limiting 
current will be obtained with heavier compounds because diffusion to the reaction 
sites becomes more important. This indicates that although higher power densities 
can be reached with some hydrocarbons, concentration polarization will be an im­
portant source of irreversibility. These numerical results revealed diffusion problems 
with fuel cells operated with heavy molecules.
Based on the recommendations given by Suwanwarangkul et al. and the results 
shown here, we concluded that the DGM is more accurate for predicting the con­
centration polarization and, therefore, was the method chosen for our performance 
calculations.
Figure 14: Anode concentration polarization for an anode-supported cell using Pick’s 
(o), dusty gas (®) and Stefan-Maxwell (o) models; Anode thickness 5 =  750 x 10~6 
m, T =  800°C.
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Figure 15: Anode concentration polarization for an anode-supported cell using Pick’s 
(o), dusty gas (•) and Stefan-Maxwell (o) models; Anode thickness (5 =  750 x 10~6 
m, T =  800°C.
4.2.4 Ohmic Polarization
Ohmic resistance polarization occurs in the electrode materials (anode and cath­
ode), interconnects, and in the electrolyte. This loss determines the resistance to 
the flow of electrons in the electrodes and ions in the electrolyte. The ohmic loss 
is perhaps the major loss mechanism in an electrolyte-supported fuel cell [7]. For 
anode-supported cells, this polarization will not have a big effect on the cell’s per­
formance. The electrode ohmic polarization is not taken into account because of the 
high conductivity of the electrodes; therefore, the dominant ohmic loss is that for the 
electrolyte.
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Figure 16: Concentration polarization at 80% of fuel utilization considering direct 
oxidation of: hydrogen (—), methane (o), and carbon monoxide (•); Anode thickness 
6 =  600 x HA6 m ,T  =  950°C.
Ohmic polarization obeys Ohm’s law and is given by 
m  =  3 Rn (4.37)
where Rq represents the total ionic and electronic resistance (expressed in terms 
of the resistivity of each material, Rq =  <p L) and j  is the current density. The 
resistivity of the different materials that integrate the fuel cells is required in Eq. 
(4.37). A summary of commonly used empirical correlations for determining the 
conductivity of Yttria stabilized zirconia (YSZ) is presented in Table 20 [17, 109, 
129]. These correlations showed an almost perfect agreement at medium temperatures
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(«600°C) and a small discrepancy at high temperatures (>900°C). The variation 
of these correlations could be attributed to the different composition used in the 
electrolyte. We have chosen the correlation reported by Bessette (last row in table) 
because of its consistency with the other correlations in the entire range analyzed.












A + exp (B/T)
A + exp(B/T)
A + exp {B/T)
(A + 0.002838 exp(Z3/T))-1 
(Aexp(/3/T))-1
4.3 Results
The performance of the fuel cell was determined using the macro-level model. For 
pure electronic conductors as electrodes, it is logical to assume that the reactions 
take place at the electrode-electrolyte interface. However, for composite electrodes 
as Ni-YSZ (cermet), a micro-level model will be required. Although the assumption 
of a pure electronic conductor does not apply to cermet electrodes, the numerical 
results reported by Chan et al. [12] showed that for anode-supported cells with 
thick anodes (>600 /im), the main contribution to polarization occurred near the 
interface. The SOFC membranes modeled in this chapter have anodes of 600—750 
/j,m. This anode thickness corresponds to values found in commercial membranes that 
are being investigated at the EERC and UND for the BG-SOFC system. Porosity 
and tortuosity can be determined experimentally; however, recommended values were
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used for this model. Corrected values of these parameters will be determined from 
performance experiments in future work; these parameters can be corrected in order 
to fit the performance curves obtained experimentally. The algorithm to compute 
the polarization in the SOFC proceeds as follows. The activation polarization was 
calculated using the Butler-Volmer equation. The exchange current density was based 
on values recommended by Chat et al. and Zhu and Kee and the expression reported 
in [122]. The DGM was implemented for determining the diffusion transport in 
the anode. The numerical values for the cathode electrode were found insignificant 
compared to those at the anode. A sample code is presented in Appendix B to 
determine the concentration polarization at the interface of a binary system. The 
dusty gas model requires the knowledge of the fuel composition at the bulk stream. 
This composition was determined based on the fuel utilization desired. The ohmic 
polarization resistance was calculated using a semiempirical correlation reported by 
Bessette. At the electrodes, an insignificant resistance is expected because of the high 
conductor material.
First, the macro-level model was implemented on a membrane operated at 80% of 
fuel utilization and 800°C with constant exchange current density. A constant value 
(j0) was chosen in this calculation only for the purpose of identifying the characteristic 
features of the fuel cell performance, but later, in the integrated model (Chapter 5), 
the correlations reported by Costamagna were used. The fuel is assumed to be pure 
hydrogen. The maximum power was obtained at approximately 3600 W  m-2 and a
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Figure 17: Performance characteristics for hydrogen at 80% of fuel utilization and 
800°C. Cathode activation polarization (CA), anode activation polarization (AC), 
anode concentration polarization (AD) and electrolyte-ohmic polarization (OP).
current density of 9600 Am -2 (Fig. 17). At this value, the polarization contribution 
was distributed as follows: 1) cathode activation polarization (0.2976 V), 2) anode 
activation polarization (0.1503 V), 3) ohmic polarization (0.0436 V) and 4) anode 
concentration polarization (0.0385 V). The cathode activation polarization reported 
the highest values because of the low exchange current density used (j0~  200 A m -2). 
Although anode concentration polarization did not represent an important loss at this 
current density, at higher values, this polarization increased very rapidly, especially 
near the limiting current density of 18000 A m -2 . Fuel utilization is tightly related to 
the concentration polarization, because more fuel is demanded at high fuel utilization, 
more concentration polarization is expected. Fuel cells usually operate at 70%—80% of
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fuel utilization for a compromise between performance and operational costs. Because 
of the thin electrolyte used (10 ;rm), ohmic polarization had the smallest contribution 
to the voltage loss, but for different types of cells (electrolyte-supported cells), this 
polarization represents the main factor for reducing the performance of the cell.
4.3.1 Sensitivity Analysis
Temperature also plays an important role in determining the performance char­
acteristics of the fuel cell. As Fig. 18 shows, the maximum power density shifted 
to a lower value when the temperature decreased. The performance-jump from 800° 
to 700°C was smaller than the jump from 700° to 600°C. The main reason for this 
is because at low temperatures, both ohmic polarization and concentration polariza­
tion reported higher values of voltage loss (Figs. 19(a) and (b)). This is especially 
notorious for ohmic polarization. At low values of temperature and high values of 
current density, the ohmic polarization increased more rapidly than the other losses. 
Consequently, the change in power density at 600°C had a bigger impact than the 
change at higher temperatures (700 — 800°C). At high temperatures (>700°C) the 
main contribution to voltage loss came from activation polarization (Fig. 19(c) and 
(d)). As temperature and current density increased, the activation polarization also 
increased but not as drastically as the ohmic polarization did at low temperatures 
( «  600°C).
The first 3-D plot (Fig. 19) was calculated by using a constant value of the ex­
change current density, as mentioned before this is useful only to identify the main
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Figure 18: Performance characteristics for hydrogen at 80% of fuel utilization and 
different temperatures. (A): T =  600°C, (B): T — 700°C, (C): T — 800°C.
characteristics of the fuel cell performance. Therefore, a second 3-D plot (Fig. 20) is 
presented by using the correlations reported by Costamagna, these correlations gave 
more precise information because take into account important parameters into the cal­
culation of the exchange current density, such as the fuel composition, the activation 
energy and the temperature. Because the exchange current density indicates how fast 
the electrochemical reactions take place, the only difference between the two sensitiv­
ity plots (3-D plots) is observed on the behavior of the activation polarization (Fig. 
19 and Fig. 20 (c)-(d)). At constant exchange current density, activation polarization 
increased with temperature whereas it decreased at variable exchange current density. 
In reality, as the temperature increases the activation polarization should decrease
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because the electrochemical reactions take place faster. This is clearly appreciated 
between PEMs and SOFCs, for PEMs activation polarization is considerable greater 
than SOFCs, because of the low reaction at low temperature.
4.3.2 Carbon and Methane Direct Oxidation 
The effect of using different electrochemically active fuels is investigated next. Al­
though the direct oxidation of hydrocarbons is not possible to date with conventional 
Ni-YSZ anodes, there are many research groups developing new anode materials be­
cause of the abundant benefits of this technology [130]. As mentioned before, the 
gases leaving the gasifier will be composed of hydrogen, methane, carbon monox­
ide, carbon dioxide, and small amount of tars (1%—5%) [6]. Methane is more likely 
to reform into hydrogen and carbon monoxide rather than being directly oxidized. 
Carbon monoxide can be directly oxidized on Ni-YSZ anodes but the water-gas shift 
reaction is more favorable in the presence of water. The detailed understanding of 
all the different reaction mechanisms that occur in the fuel cell is fundamental for 
a complete analysis of the performance characteristics of a hiel cell. However, for 
a generic analysis, some simplifications can be made. For instance, for a II2 — CO 
system, the water-gas shift reaction is assumed to be always at equilibrium and hy­
drogen can be considered the only fuel in the system [131]. For a more complex 
system like natural gas (85% methane), the methane can be assumed to be internally 
reformed at high temperatures (500 — 800°C), and the reaction rates will determine 
the amount of hydrogen being produced in the system [107]. Figure 21 shows the per-
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Figure 19: Polarization curves as a function of temperature and current density for 
hydrogen at 80% of fuel utilization and constant exchange current density; voltage 
(V, volts), temperature (T, K), current density (j, A m-2). (a) Ohmic polarization, 
(b) concentration polarization, (c) anode activation polarization, and (d) cathode 
activation polarization. Current density =  0—18000 A in” 2, temperature =  600 — 
800°C (800-1073 K).
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Figure 20: Polarization curves as a function of temperature and current density for 
hydrogen at 80% of fuel utilization and variable exchange current density, Eqs. (4.12)- 
(4.13); voltage (V, volts), temperature (T, K), current density (j, A m~2). (a) Ohmic 
polarization, (b) concentration polarization, (c) anode activation polarization, and 
(d) cathode activation polarization. Current density =  0—18000 A in-2 , temperature 
=  600 -  800°C (800-1073 K).
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formance obtained from a hypothetical fuel cell operated with pure methane and pure 
carbon monoxide. The benefits obtained from a higher Nernst potential in the case 
of methane are rapidly overshadowed by diffusion problems (concentration polariza­
tion). The window of operation for this hypothetical cell will be small. Although the 
benefits of this technology (direct oxidation of hydrocarbons) are vast, new problems 
will arise. For now, internal reforming and partial oxidation will be a more feasible 
technology for the use of hydrocarbons in SOFCs [132].
Figure 21: Performance characteristics of three electrochemically active fuels: hydro­
gen, methane, and carbon monoxide. The numerical calculations were made at 80% 
of fuel utilization.
4-3.3 I-V Curves for Variable Exchange Current Density.
The effect of temperature by using a variable exchange current density was in­
vestigated at two different fuel utilization values; Fig. 22-23. Although the same
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characteristics were observed with constant exchange current density, the power den­
sities in this case were lower. The reason is because the fuel utilization also affects 
the value of the activation polarization, whereas in the case of constant exchange 
current density it did not have any effect at all for the activation polarization. It 
is important to observe that at low temperatures (<  900° C) the power density is 
considerable small, but it increases rapidly as the temperature increases. However, 
although higher power densities are usually desired the thermal stresses imposed to 
the materials at high temperatures should be also avoided, thus a trade-off between 
power and stability will prevail for a good fuel cell performance. For the case of lower 
fuel utilization 23, the power densities reported higher values because the fact that 
more fuel is available in the cell, this reduces both concentration and anode-activation 
polarization. Nevertheless, higher fuel utilization (>  80%) are desired because of the 
economical reasons.
4.4 Final Remarks
A macro-level model was used to determine the performance characteristics of an 
anode-supported cell. The Butler-Volmer equation was recommended for the activa­
tion polarization; however, for simplified models (Tafel and linear current potential), 
ranges of 5% error relative to the Butler-Volmer equation were reported in the form 
of two correlated expressions. Concentration polarization was calculated using the 
DGM. Cathode concentration polarization was not included because the diffusion 
transport contribution was insignificant because of the thin cathode used (40 /xm).
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Figure 22: Performance of the fuel cell as function of temperature assuming a 80% of 
fuel utilization and using a variable exchange current density, Eqs. (4.12)-(4.13). (a) 
Power density, (b) Voltage-current (I-V) curve.
For the ohmic polarization, different empirical correlations showed minimal varia­
tion, especially at SOFC operating temperatures (600 — 800°C). The contribution to 
voltage loss was analyzed for hydrogen at 80% of fuel utilization and 800°C on an 
anode-supported cell. A surface chart for each polarization term as functions of tem­
perature and current density was presented. The model was also implemented for car-
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Figure 23: Performance of the fuel cell us function of temperature assuming a 60% of 
fuel utilization and using a variable exchange current density, Eqs. (4.12)-(4.13). (a) 
Power density, (b) Voltage-current (I-V) curve.
bon monoxide and methane, assuming they were electrochemically active-fuels. The 
results showed that concentration polarization will be an important problem associ­
ated with this technology. Our objective was to provide a set of simple computational 
tools for calculating the performance characteristics of a SOFC and determining the 
operating conditions for optimal performance [133]. Fuel cells usually operate to the
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left of the maximum power density, because of the better voltage efficiency and sta­
bility of the membrane. However, at low current densities (left of the peak power 
density) carbon deposition is expected (for the case of dry methane or low water 
content), which will limit the window of operating conditions. This analysis and the 
tolerance of SOFCs to tars is being investigated at the EERC and will be presented 
in the future [26]. Our results showed the operating conditions (temperature, cur­
rent, and fuel utilization) at which the optimal performance is obtained. However, 
in reality, the optimal performance is a compromise among maximum power density, 




This chapter describes the material and energy equations required in the modeling 
of the SOFC. The input-output concept is analyzed on a unit cell containing two 
channels in the anode side and one channel in the cathode side. All the complimentary 
parameters used for the material and energy balances, are also defined.
5.1 Introduction to Modeling
Solid oxide fuel cell technology is still some years behind a commercialization 
stage. The main problem is that of the sealing in the planar-design. Two approaches 
have been taken for dealing with this problem. First, new materials (i.e. glass-ceramic 
systems) are being investigated, the main problem with the actual materials is poor 
stability due to the thermal cycling under operating conditions. However, although 
a milliard of new seals have been proposed, so far no material has proven to be a 
definitive choice for solid oxide fuel cell systems. Some materials that withstand ther­
mal cycling without noticeable degradation are to expensive and difficult to fabricate 
to be consider as a viable option. Secondly, the operating temperature can be re­
duced by the use of a thiner electrolyte. This affects the overall performance of all 
components in a positive way; the lowest temperature attained with this approach is 
700°C, which is a direct result of the thinest electrolyte’s film ( «  10 /irn) that can
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be deposited with the actual techniques. Nevertheless, it is important to clarify that 
although the operating temperature can be reduced the actual fuel cell temperature 
will still be higher due to the exothermic electrochemical reactions. Furthermore, the 
fuel cell temperature will follow an uneven distribution, which is exacerbated by the 
use of a cross-flow configuration in the case of a planar design. Accordingly, the de­
sign used can also be consider as a third approach to the seal problem, for instance, 
the co-flow configuration gives a more uniform temperature distribution inside the 
cell [76]. New designs have been proposed in order to promote a more uniform tem­
perature distribution in the cell, sometimes by sacrificing the simplicity of the planar 
design (e.g. Al-Qattan et al. [8]).
Whether a new design is being proposed or existing designs are being investigated, 
the understanding of the parameters that affect the temperature distribution, current 
distribution and performance of the cell becomes extremely complicated. Experimen­
tal analyses require the fabrication of the fuel cell, but this approach is an expensive 
one and does not guarantees a clear understanding of the importance of the different 
variables involved. Moreover, if a new design is being proposed it would be better to 
have a clear idea of the performance of the system proposed before its fabrication. 
Accordingly, numerical models are more suitable for the study and understating of
the behavior of the fuel cell under different operating conditions or cell configurations.
The transport phenomena coupled with the electrochemical and chemical reactions
occurring in fuel cells make the behavior prediction of SOFCs a rather complicated
96
task without the help of computational tools. Modeling has become the main tool 
for testing, designing and optimizing the response of the fuel cell to different condi­
tions. 1) Testing: given a pre-determine cell configuration and operating conditions, 
a good model should be able to provide a detailed description of the gas concentra­
tion and the current-temperature distribution inside the cell. This information would 
be useful for calculating the overall power density of the cell, the efficiency and fuel 
utilization. 2) Designing: the computer-testing procedure can be extended to differ­
ent stack configurations (i.e., planar, tubular, monolithic), manifold gas distributions 
(i.e., co, counter, and cross-flow) or membrane characteristics (i.e., anode supported 
vs. electrolyte supported cells). Thus, a differentiation between geometries, manifold 
arrays and cell characteristics can be an invaluable tool assisting in the design of a 
new cell prototype. 3) Optimizing: a set of optimal operating conditions can be de­
termined based on different trade-offs such as higher voltage vs. lower current density 
(and vice-versa), or fuel utilization vs. maximum cell temperature. These trade-offs 
will determine a compromise between capital costs, stability of the fuel cell, efficiency, 
and power density.
5.1.1 Objective
The aim of this chapter is to provide the description of the equations involved 
in the modeling of solid oxide fuel cells. The model proposed here will serve two 
purposes: 1) to determine the performance and current-temperature characteris­
tics of typical planar configurations (co-, counter- and cross-flow) and 2) provide
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a tool for testing a new design, which we have called the input-output concept. Al­
though the model proposed in this dissertation was prepared for the co-flow and 
input-output concept the algorithms can be easily extended to other configurations. 
The model described here corresponds to a 1-D (co-flow and input-output configura­
tions) electrochemical-thermal model. Accordingly, the temperature, current and gas 
distribution are determined in the direction of the gas channels.
5.2 Literature Review in Modeling of SOFCs.
This section describes the findings of the most relevant works in modeling of solid 
oxide fuel cells. The reader might also find interesting to consult the references within
these references for a better understanding of the subject.
• Gidaspow et al. [134] (1965): Gidaspow analyzed the heat transfer in a thermally 
insulated fuel cell with heat transfered only by the gases and the current produced. 
The simplifications made by Gidaspow allowed analytical solutions for the temper­
ature distribution in the electrolyte and the gas channels. The calculations were 
extended to a stack-model, were the the concept of an effective thermal conductivity 
was used to include different modes of heat transfer in the model (conduction, con­
vection and radiation). An analytical solution was obtained for the three dimensional 
case with a double infinite series that was handled with Fortran-language.
• Maloney [120] (1990): Maloney presented the first model for the monolithic 
design that included a detailed description of the electrochemical factors that limit 
the performance of the cell: this specific monolithic design was created by Argonne 
National Laboratory, and was operated as fuel cell and as electrolyzer. The elec­
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trochemical model was based oil first principles, thus important information regard­
ing the basic electrochemical mechanisms that govern the fuel cell were determined. 
For instance, Maloney determined a minimum of 25 pm of electrolyte’s thickness 
and an operating current density of 0.25 A cm“ 2 in order to maximize current effi­
ciency. Other phenomena investigated were gas diffusion, adsorption, surface migra­
tion, charge transfer, and reaction kinetics. The Newton-Raphson method was used 
to solve the governing equations for determining the polarization terms (i.e., acti­
vation and concentration polarization). The results from the electrochemical model 
were then used into an array performance prediction model. This model predicted 
fuel and oxidant utilization, temperature profiles and current distribution. Hydrogen 
was the only fuel consider into the model.
• Ferguson [7] (1991): Ferguson studied the behaviour of the three fundamental 
configurations for traditional bipolar plates. Co-, counter-, and cross-flow configu­
rations were modeled for pure hydrogen as fuel. This model considered ohmic po­
larization as the only loss mechanism in the fuel cell. This is a valid assumption 
for electrolyte-supported cells but not for electrode-supported cells. The model in­
cluded six equations for mass and energy conservation that were solved numerically 
by iterative techniques. The co-flow configuration gave the best cell performance. A 
relationship between the temperature and ionic conductivity was concluded to be the 
main responsible for the ohmic loss and the increase in performance with respect to 
the other configurations. Ferguson concluded that the bipolar plates and fuel distri­
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bution can be designed in such a way that the current generation could minimize the 
effects on temperature variation in the cell and therefore increase the cell performance.
• Achenbach [16] (1994): The model presented by Achenbach included internal 
reforming, the three fundamental configurations for conventional bipolar plates, si­
multaneous conversion of H2 and CO, heat transfer by conduction, convection and 
radiation, feedback of the anode gas, three dimensions and response to transient 
operating conditions. Unfortunately, the performance model was calculated from 
seini-empirical correlations based on kinetic data, which are very sensitive to temper­
ature variations. The model allowed determination of temperature, flow and current 
distributions for different geometries. Achenbach concluded that the best current dis­
tribution was obtained for the co-flow array, the best efficiency for the counter-flow 
array, and the highest thermal gradients for the cross-flow array. The rest of the 
conclusions made by Achenbach are specific to the stack design and the operating 
conditions used.
® Bessette [17] (1994): The research conducted by Bessette on modeling of tubular 
SOFCs is cited often in the open literature. This is because many aspects regarding 
the modeling of the SOFC tubular-design were improved with Bessette’s research. 
The main improvements over previous models were a detail description of the polar­
ization terms, specifically for the activation polarization the exchange current density 
was expressed in terms of temperature; for the concentration polarization the diffusion 
coefficients were determined from first principles (Chapman-Enskog theory); and the
100
conductivities for the PEN-structure were determined from experimental data. The 
model included internal reforming and a thermodynamic analysis of carbon forma­
tion was performed. For the thermal model, convection, conduction and radiation 
(between the injection and support tube) were considered. The modeling results 
agreed (within a 5%) with the Osaka Gas (3 kW SOFC) experimental data and with 
data published by Westinghouse (within a 7%) for different tubular geometries. The 
outputs were I-V performance curves, temperature distribution, gas composition and 
thermal stress. The finite-element method was used for solving the relevant SOFC 
equations. The single cell model was extended into a stack model and a system model. 
The stack and system models allowed the prediction in the performance of the cell 
under realistic operating conditions.
« Ferguson et al. [129] (1996): A three-dimensional model was proposed by Fergu­
son for a system that included internal reforming and considered different geometries 
(i.e. planar, tubular and cylindrical). The model predicted temperature, mass and 
electrical distribution for the entire stack which consisted of an array of unit-cells. 
The finite-volume method was used for solving the governing equations, based on the 
work published by Fiard et al. [135]. The heat source terms included ohmic polar­
ization and chemical heat produced by the reforming and water-gas shift reactions. 
For the energy balance the model did not include radiation, however the importance 
of this term was mentioned. The polarization terms were calculated using the semi- 
empirical expressions reported by Achenbach [16]. Because no experimental data was
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available for comparison, the model was validated with the benchmark established in 
the IEA program for numerical simulation of a planar geometry [136]. The model was 
used as a design tool and the effect of the rib-width and electrode thickness was ana­
lyzed. The model concluded that the counter-flow distribution was better in terms of 
efficiency, which is in accordance with similar models presented at the IEA workshop.
e Standaert et al. [73] (1996): Although the complexity of modeling fuel cells 
require numerical techniques, in some cases characteristic features of the cell can be 
obtained with analytical models. The model presented by Standaert used the con­
cept of quasi-ohmic resistance and a linearized voltage-current relation in order to 
be able to analytically represent the performance characteristics of the fuel cell. The 
quasi-ohmic resistance includes all three modes of polarization but it is valid only 
at intermediate temperatures ( «  500 — 800°C). The voltage-current relation is ex­
pressed in terms of the fuel utilization and a linear Nernst potential. However, at low 
temperatures (PEMs), activation polarization becomes an important loss, character­
ized by a rapid reduction in the actual voltage. At high temperatures (SOFCs) and 
high current densities, diffusion limitations are characterized also by a rapid voltage 
drop. The linear voltage-current relation is valid in the region that is not affected 
by activation or diffusion limitations. Thus, limiting its usability only to intermedi­
ate temperature fuel cells (e.g., molten carbonated fuel cell, MCFC). Standaert et al. 
compared the analytical results to experimental data obtained for a MCFC. Although 
the analytical results agreed very well with the experimental information, it is impor­
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tant to notice that the range of agreement is over the ohmic-region of the I-V curve, 
where the relation is almost linear and neither activation nor diffusion polarization 
have an important effect in the performance. The reader might also be benefited from 
references [137, 138], which described similar models.
• Motloch [109] (1998): Motloch presented one of the most sophisticated models
for SOFCs in terms of the output parameters calculated by the model and the number 
of structural-regions included in the model. The finite-volume method was used 
for the modeling of a SOFC system with internal reforming in both the anode and 
interconnect regions. The model was created for a monolithic array developed at 
the Idaho National Engineering and Environmental Laboratory (INEEL). Although 
the model could be adapted to other geometries, the results presented were for a 
cross-flow distribution. The polarization terms were calculated from Achenbach’s 
correlations [16]. A detailed analysis of different reforming expressions was presented, 
and an adaptation of Achenbach’s reforming correlations was used in the model [38]. 
The numerical computation was carried in two steps, an inner-loop was designed to 
solve the governing equations within the unit cell, then an outer-loop solved the heat 
conduction equation in adjoining unit cells. Although the results were comparable 
to those from different authors, the model could have benefited from a more detailed 
electrochemical model.
• Karoliussen et al. [139] (1998): Karoliussen described some of the problems 
that arise in the modeling of SOFCs systems and proposed a list with the minimum
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requirements needed for a rigorous analysis. Accordingly, Karoliussen concluded that 
a minimum of 45 mesh points were needed for a conventional unit cell to effectivel}'’ 
represent the hydrodynamics, material and energy balances. These requirements 
impose the use of main frames and make the problem intractable with desktop com­
puters. However, by using an effective conductivity analysis a variety of effects can 
be included in terms of resistances. For instance, the temperature distribution in the 
stack can be simplified to just one mesh point by using an effective thermal conductiv­
ity. Karoliussen used the method of effective conductivities to simulate temperature 
and current distribution for one stack. The results were compared successfully to 
experimental work done by the same authors and a more rigorous model. The un­
certainties of the model were attributed to the use of semi-empirical correlations for 
determining the polarization terms.
• Costamagna et al. [140] (1998): This study has two unique aspects, first two 
stacks were fabricated in order to validate the results from the modeling, secondly a 
circular membrane was studied with an integrated pre-heater. Besides, the electro­
chemical model was carefully implemented and together with a previous study by the 
same author [10], they give the most complete analysis of the polarization terms in the 
open literature. The model was developed for pure hydrogen. The electrochemical 
model included ohmic, activation and concentration polarization. The output data 
from the model were: electrical power, efficiency, current distribution, temperature 
distribution, gas distribution, and flow rates. The code was implemented with For­
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tran 77 on a SUN workstation. The model was used for predicting the performance 
of the cell under critical operating conditions (i.e. very low and high fuel utilization). 
Results from the model agreed very well with the experimental results.
• Yuan et al. [141] (1999): A survey literature of different models was presented 
by Yuan et al. with especial attention to the calculation of the heat sources and the 
treatment of the channel’s flow. Because a constant Nusselt number (3.0 —5.0) is often 
assumed along with laminar flow in the channel, Yuan et al. proposed a new model to 
investigate this assumption. A finite-volume code was used to solve the equations of 
a unit cell with rectangular gas channels (width/height, w/h). The Nusselt number 
was then calculated for different ratios w/h, the calculated values ranged from 3 — 6. 
These results validated the assumption of a constant Nusselt number (~4) from other 
models.
• Iwata et al. [117] (2000): A performance model was developed for the counter-, 
the co- and the cross-flow designs. The polarization terms were treated with great 
detail. The concentration polarization was determined from the Stefan-Maxwell for­
mulation. The activation polarization was calculated from the full Butler-Volmer 
equation. Ohmic polarization was considered in the electrodes and electrolyte. The 
method of control volume was used to discritize the differential equations. The current 
density distribution was determined using Kirchhoff law. The temperature distribu­
tion considered two different types of boundary conditions. Adiabatic and radiative 
exchange boundary conditions were alternatively used in the outer surfaces of the cell
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stack. The study showed the effect of considering recirculation and a higher operating 
pressure. When these two parameters were changed to higher values the tempera­
ture profile was flattened. However, the current density did not increase under these 
changes. The effect of radiative boundary condition in the upper surface of a cell 
stack was also studied and the results showed a more uniform current density and 
temperature distribution for the three geometries analyzed. This model is unique 
with respect to the number of parameters analyzed and the description of the polar­
ization terms. Unfortunately, the current density distribution was determined based 
on a temperature profile which had to be assumed in advance and then corrected in 
a second stage of the model. This could make the simulation strongly dependent in 
the temperature profile assumed.
• Yakabe et al. [75] (2001): The main purpose of the study carried by Yak- 
abe et al. was to determine the thermal stresses in a planar configuration. A 3-D 
simulation was conducted in order to determine the temperature profiles, the local 
and average current density and fuel composition. The temperature profiles were 
then used to calculate the tensile stresses in the cell. A distinguishable feature from 
other models is the inclusion of radiant effects inside the channels. The electro­
chemical model included the three main modes of polarization (i.e., ohmic, activation 
and concentration). The concentration polarization was included in the Nernst po­
tential and activation polarization was divided into a constant term and a current 
dependent term. The former, was included into the resistance expression used for the
106
ohmic polarization. The numerical simulation was conducted using STAR-CD for the 
thermo-electrochemical model and ABAQUS for the stress simulations; both based on 
the finite-element method. The characteristic profiles for a counter-flow and co-flow 
design were qualitatively compared to the lEA-benchmark. Yakabe concluded that 
the co-flow design was better in terms of reducing the stress produced by the drop in 
temperature at the entrance of the cell, due to the endothermic reforming-reaction.
• Aguiar et al. [36] (2002): This model is unique in the sense that the concept 
of an indirect internal reformer was investigated. In this concept, the reformer is in 
thermal contact with the fuel cell. Therefore methane is not fed directly into the 
fuel cell. The advantages of this system are that coke formation does not represent 
a problem for the Ni-YSZ anode (catalyst) and the cooling effect (due to the strong 
endothermic reforming reaction) does not affect the performance of the cell. Thus, 
the model was separated in two modules, one containing the equations relevant to 
the reforming reactor (2-D, heterogeneous model) and a second one for the modeling 
of the solid oxide fuel cell. The SOFC model was steady-state, 1-D, with pressure 
drop along the cell channel neglected. For the thermal analysis, three modes of 
heat conduction were included (i.e. conduction, convection, and radiation). The 
electrochemical model was based on Achenbach’s correlations for polarization. The 
system of differential and algebraic equations were solved with gPROMS package 
(general process modeling system). The base case conditions were 900°C, 3000 A m~2 
and 75% of fuel utilization. The model predicted the effect of different catalysts for
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the reformer, the effects of inlet temperature, current density, and operating pressure. 
A comparison between the counter-flow and co-flow configurations revealed that the 
co-flow configuration was more efficient because higher temperature were reach near
the fuel-air outlet and therefore lower irreversible losses.
• Arriagada et al. [80] (2002): Arriaga proposed a feed-forward artificial neural 
network (ANN) for determining performance maps in SOFCs. The idea is to imi­
tate the complicated solution-algorithms of the neural system in the human brain. 
The input parameters to the model were the fuel utilization, the gas inlet tempera­
ture, the operating voltage and the fuel flow. The output parameters were air flow, 
current density, air outlet temperature, fuel outlet temperature, mean solid tempera­
ture and the reversible voltage. Unfortunately, ANN usually requires of big amounts 
of reliable data to function properly and give reasonable results. At the moment 
of the publication experimental data was not available and simulated data from a 
previous finite-element model was used. The authors concluded that the use of neu­
ral networks reduced the time for modeling and the complexity of the traditional 
mathematical-modeling. However, the lack of reliable experimental data makes this 
approach (ANN) unpractical at the moment.
© Braun [107] (2002): Braun’s dissertation focused on the modeling of integrated 
systems for residential purposes (1-10 kW). Chapters 4 and 5 described the modeling 
of the SOFC; later this model was included into a more extended model (integrated 
system) and cost analysis. The model presented was 1-D, steady state. The unit-cell
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concept was used for co-flow and counter-flow configurations. The electrochemical 
model included three modes of polarization (i.e. ohmic, activation, and concentra­
tion): for the case of the concentration polarization only molecular diffusion was 
considered. The thermal model included convection, conduction and radiation. The 
method of finite-difference was used and solved with EES™. The model considered 
internal reforming and the water-gas shift reaction. Results from this model were 
satisfactorily compared to the IEA-benchmark [136].
• Petruzzi et al. [131] (2003): A 1-D plus time model was developed in order to 
predict the performance of an auxiliary power unit (APU) for a vehicle under several 
operating conditions. This project was developed by BMW AG (Germany) and was 
developed in parallel to the actual fabrication of the APU device. The reference 
fuel consisted of 24% CO, 26% II2, 46% N2, 1.5% H2O and 2.5% CO2. The model 
predicted temperature, and current distributions. The electrochemical model used 
the correlations reported by Achenbach. Two model scenarios were considered: 1) 
carbon monoxide as an electrochemical active fuel and 2) water-gas shift reaction to 
be in equilibrium, hence just hydrogen was considered as the active fuel in the second 
scenario. The model was used for investigating different aspects of the APU device 
including: heat-up, start-up, steady-state operation, and cool-down. The author 
concluded based on their modeling predictions that a heater will be needed in order 
to reduce the heat-up time, and that the air flow rate was an appropriate parameter 
for regulating the heating-up, starting-up and steady-state operation of the system.
109
Another finding from the authors revealed that a better insulation will be required in 
order to reduce the heat-up time when long periods of inactivity. Finally, the vehicle 
should be able to provide electrical power during heating-up because of the long times 
required. The author recognized that a better electrochemical model will give them 
a better prediction of the system. They also suggested the extension of the model to
different configurations since only the counter-flow was analyzed.
® Recknagle et al. [76] (2003): A 3-D model was proposed for investigating the 
factors that affected the temperature distribution inside the cell. The factors analyzed 
were fuel utilization (flow rates), and geometry configurations (co-, counter- and cross- 
flow). The modeling tool presented in this paper predicted fuel utilization, electric 
current and temperature distribution in a planar SOFC stack. The stack had a 
rectangular active area of 116.6 cm2 with individual PEN-structures of 760 mm thick. 
The governing equations (Navier-Stokes and transport equations) were solved with 
STAR-CD and the electrochemical model was incorporated as an independent module 
in to STAR-CD; the mesh using in the code contained 26,255 computational elements. 
The thermal model included convection and conduction and neglected radiation by 
assuming a large aspect ratio for the flow channels (length to height, 100:1). The 
electrochemical model included Nernst potential, ohmic, activation (Butler-Volmer 
equation) and concentration polarization. Unfortunately no details were given for 
the electrochemical module in order to compare this model with other authors. A 
generic cross-flow stack model was created for comparison purposes. The proposed
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cell was operated at 750°C and 0.7 volts. The fuel was POx reformed gasoline (36% 
H2, 35% CO, 5% H20 , 5% C 0 2, and 19% N2) with 45% anode recycle. Results 
from implementing the model showed that the co-flow configuration presented more 
uniform temperature and current distribution. The model proved to be a design tool 
useful in assessing the potential of the different configurations without requiring the 
fabrication of the actual cell.
® Campanari et al. [121] (2004): Although this analysis was conducted for a 
tubular geometry, the methods and techniques can be easily adapted to different ge­
ometries. An important feature of this model was the analysis of the polarization 
terms and its response to different parameters. Activation polarization seemed to be 
the source for biggest variability. The electrochemical model presented by Campa­
nari was calibrated using experimental data available for tubular cells. Once these 
parameters were calibrated, the model proceeded to the calculation of current and 
temperature profiles for a fuel mixture containing methane. The fluid-dynamics were 
calculated with a specialized software based on the finite-volume method (i.e., Flu­
ent). This calculation showed laminar conditions in the anode side of the cell and 
transition conditions (laminar to turbulent) in the cathode side; for planar cells the 
gas flow is usually treated as laminar and a constant Nusselt number is used instead 
of the momentum equation. The Nusselt number was also included in the sensitivity 
analysis.
• Al-Qattan et al. [8] (2004): Although, the model itself did not provided new
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improvements over previous models, this research-work exemplifies the use of model­
ing as a tool-design for the analysis of a new fuel cell concept. Al-Qattan proposed 
a new novel design based on the concept of distributed feed reactors, which are used 
to improve the performance of a plug flow reactor (PFR). The basic idea consists 
in introducing the reactants gradually along the fuel cell. The model assumed all 
physical and thermal properties as constant, perhaps this explains some numerical 
discrepancies to other models created for conventional cells. However, the model 
proved to be an effective way to test the new design proposed. Indeed, the novel 
design produced a more uniform temperature distribution along the length channel; 
however, this uniformity resulted in a lower fuel utilization than conventional configu­
rations. Unfortunately, no experimental data was available from the authors, as they 
recognized that the new configuration proposed implied many construction challenges 
from a materials and structural perspective. Nevertheless, the authors described some 
ways to overcome these problems.
The reviewed literature presented in this section is only a fraction of the number 
of publications related to the modeling of solid oxide fuel cells. However, to the 
understanding of the author, they represent the most relevant information in this 
subject to date. However, the reader might also be benefited of consulting Reich et 
al. [142] who presented the different tools and techniques needed in the modeling 
of fuel cells, Bove et al. [143] which critically analyzed different aspects of previous 
models and its sensitivity to different parameters, and Minh et al. [28] who has
1 1 2
an entire chapter devoted to the modeling of ceramic fuel cells (Chapter IX. and 
references within).
The reviewed models presented in this section could be catalogued as general 
electrochemical-thermal models, however there are specific models aimed to the sim­
ulation of the different mechanisms and components that govern the fuel cell. For 
example, Yuan et al. [144] developed a numerical model for studying the transport 
phenomena in the fuel channels for an anode supported cell and Tanner et al. [145] 
developed a model to analyze the dependence of the stack resistance to the intercon­
nect contact spacing and contact area. Moreover, there are some models in the open 
literature for different types of fuel cells (i.e., PEM, DMFC, MCFC) that could be 
adapted to SOFCs. For example, Koh et al. [146] reviewed the literature available 
on modeling of molten carbonated fuel cells (MCFC) and developed a new improved 
model. The model was developed to study temperature and pressure distribution in 
the stack, unfortunately, the electrochemical model was simplified as suggested by 
Standaert who assumed a voltage-linear relation valid only for high temperature cells 
in the ohmic region; the model was validated with experimental data. Nevertheless, 
the model thoroughly describes all the different aspects of modeling that apply to all 
types of fuel cells.
5.3 The Input-Output Concept
The unit cell concept is widely used among fuel cell modelers. The unit cell 
represents the smallest non-repeating geometrical element that includes all the char­
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acteristics of the fuel cell being modeled. Thus, by dividing the fuel cell structure in 
small unit cells, one should be able to characterize the entire system.
One of the main challenges with high temperature fuel cell systems is the reduction 
of the thermal stresses in the solid components. The different research groups dealing 
with this problem have adopted a material-science approach. By using more effective 
PEN-structures the cell could operate at lower temperatures, and hence reduce the 
overall temperature of the cell. Accordingly, the anode-supported cell is now preferred 
over the electrolyte-supported cell. However, a different approach [36, 8] resides in 
the design of the cell configuration itself. By effectively managing the fuel and air 
distribution into the cell, the thermal stress can be reduced considerably.
The input-output concept proposed here, consists of a series of adjacent input and
output channels that distribute and collect the fuel and air to the cell (Fig. 24). One 
difference to typical bipolar plates is that the gas manifold is not in a direct contact 
with the membrane. Instead the gas-manifold and the membrane are separated by a 
highly porous cloth that serves as a cushion device and as a micro-channel distributor 
to the membrane (Fig. 25).
The main purpose of this configuration is to shift the reaction path from the 
input to the output channel. Because, the reaction path is much smaller than in 
a regular planar SOFC configuration (co-, counter-, or cross-flow), the temperature 
increase is reduced. The overall effect of this configuration results in a series of micro- 
co-flow cells that operate in parallel. Because the reaction path is separated from 
the manifold, it is assumed that the distribution of fuel and air is uniform at this
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Figure 25: Schematic of a single-cell input-output concept.
level: the cloth creates micro-channels that distribute the flow uniformly through 
out the membrane. Therefore, each micro-cell is assumed to be identical to each 
other. The physical boundaries of these micro-cells are the separation between input
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and output channels, which determines the reaction path-length, and the current 
collectors positioned between the cloth and the membrane. The current is collected 
by a series of interconnects arranged perpendicular to the input-output channels and 
to the reaction path of the cell. This configuration can be used for squared of circular 
membranes (Fig. 26 and Fig. 27).
Current
collectors
Figure 26: Schematic of two unit cells using the input-output concept in the anode- 
side of the cell.
5.4 Model Assumptions
• Steady-state, 1-D (co-flow and input-output configuration).
® The pressure drop along the reaction path is small because of the low flow 
velocities, therefore the momentum equation is simplified with a constant pressure 
value [117]. When the current and temperature distributions are the main variables 
of interest the momentum equation can be ignored (assuming that the stack variables 
are less important) [146].
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O -------------- O-
Figure 27: Schematic of the unit cell input-output concept.
• Flows for the reactant gases are assumed to be plug-flow [117, 140].
• Concentration variation across the width and height of the channel is negligible.
• Diffusion in the streamwise direction is small compared to the convection effect 
[7]. The Peclet number has been estimated to be near 20 indicating that convection 
dominates over diffusion [7, 117].
• The electrochemical reactions were assumed to be instantaneous and occur at 
the interfaces electrode-electrolyte. This assumption is adequate for pure conductors, 
but not for cermet-type materials (i.e., Ni-YSZ). However, for the case of cermet- 
type materials it has been shown [12] that the polarization of the cell occurs near the 
interface.
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® The water-gas shift reaction is fast enough, at high temperatures, such that can 
be assumed to be always at equilibrium.
• Heat exchange by radiation is negligible. Convective heat transfer is regarded 
as the dominant effect.
• It is assumed that the unit cell being modeled is located in the center of a stack. 
Therefore, there is no heat flux through its external walls [36].
5.5 Material Balances
The reforming equation, the water-gas shift reaction and the electrochemical reac­
tions at the anode and cathode-side were included into the material balances. At high 
temperatures the water-gas shift reaction is assumed to be at equilibrium because of 
the high kinetics at the anode. Thus, the following equations were taken into account,
Hydrogen overall reaction:
H2 +  ^ 0 2 = >  H20  (5.1)
Reforming reaction:
CH4 +  H20  ==► CO +  3H2 (5.2)
Water-gas shift reaction:
CO +  H20  = >  C 0 2 +  H2 (5.3)
Because the water-gas shift reaction is assumed to be always at equilibrium, a
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third global (reforming +  shift) equation was consider [109]
Reforming + water-gas shift reaction:
C1I4 +  2H20  = »  C 0 2 +  4H2 (5.4)
A careful analysis is recommended when the combined reforming and water-gas 
shift reaction is used for systems with very low concentrations of methane, because 
the reaction rate can lead to erroneous calculations for very low concentrations. In 
the absence of methane, the model assumes no reforming reaction-expression and it 
only takes into account the water-gas shift reaction and the electrochemical reactions. 
The material balance for the system at steady-state is given by [107]
where n" is the molar flux (mol m-2 s_1), v are the stoichiometric coefficients, TV" 
represents the volumetric reaction rate (mol m~2 s_1), r'g is the volumetric reaction 
rate of the electrochemical oxidation of hydrogen and An“ s represents the volumetric 
molar flow of hydrogen due to the water-gas shift reaction.
The following equations show the discritized form of the material balance equation 
(Eq. 5.5).
1. Methane is reformed into hydrogen and carbon monoxide through the reforming
III
'wgs (5.5)
5.5.1 Discritized Material Balances
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reaction
n!CH4, out A f - c h  —  n CH4,in A f - c h  +  n CH4,H A A -c h (5.6)
where Af-ch is the cross-sectional channel area, Aa- ch is the anode-channel area, and
1Z -  kopcn4 exp (5.7)
nIICH 4 ,R =  - n (5.8)
2. Steam is consumed by the methane reforming and the water-gas shift reactions, 
respectively. Steam produced by the electrochemical oxidation of hydrogen
n H20,oid  A f - c h  —  n H 20 , i n  A f - c h n CH4 ,R  “  n O2,el
/  ApEN_\ 
V Aa—cH )
A< l2 A A —ch (5.9)
where Apen is the area of the Positive-Electrolyte-Negative current conduction, and
n 0  2,eZ = 2JP (5.10)
3. Hydrogen is produced by the water-gas shift reaction, and the methane reform­
ing reaction and is oxidized by the electrochemical reaction
it,out Af-ch -  ™Hs,in Af-ch +  ^ — 3 +  n0 2,ci _  ^ nH2^ AA-ch (5.11)
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4. Carbon dioxide is only consumed by the water-gas shift reaction
nCC>2 ,out Af-ch — r̂ C02,in Af—ch +  ( AA-ch (5 .1 2 )
5. Carbon monoxide is first produced by the methane reforming reaction and then 
consumed by the water-gas shift reaction
n CO,<mt A j - c h  =  nCO,in A f - c h  +  (~ «CHa,It ~ ^ n H2) AA -c h  (5.13)
6. Oxygen is consumed by the electrochemical oxidation of hydrogen
no 2 ,out A j - c h  =  n'o2,m A f - c h  + (̂ 2 no2tei )  A C - ch (5.14)
where Ac-ch represents the cathode-channel area.
7. The nitrogen content in the air remains constant through the channels. Ac­
cordingly, the material balance for nitrogen is given by
n N2 ,out A j - c h  =  n N2 ,in A f ~ ch (5 .1 5 )
Although carbon monoxide can be oxidized directly into the anode [130] the water- 
gas shift reaction is favored because of the high temperatures and high anode activity.
1 2 1
Therefore, the fuel composition due to the water-gas shift reaction is given by
^Shift
(» H 3,out) ( n CQ2,cmt) 
( n H20,out) {nCO,out)
(5.16)
where K'shift is the equilibrium constant for the water-gas shift reaction and can be 
expressed in terms of the Gibbs energy. Modelers prefer to express the equilibrium 
constant in terms of semi-empirical correlations because less calculations are required. 
Finally, the system is checked to see that mass conservation is preserved




where Mf is the molecular weight of each gas in the fuel mixture ( / )  or the air mixture 
(a).
The system of equations represented by the material balances above are coupled 
with the energy equations and the electrochemical model by the anode’s temperature 
(reforming reaction) and the local current density (electrochemical reaction). The 
temperature equations are derived from the energy balances in the unit cell and the 
current equation comes from the electrochemical model.
5.6 Energy Balances
One of the key points of the new design proposed here is to reduce the thermal 
stress within the cell components. The temperature profiles in the fuel cell are im­
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portant for a better understanding of the fuel cell operation and principally for trying 
to reduce the thermal stress in the system. It has been shown by many modelers 
that the temperature profile plays an important role in increasing the performance of 
the fuel cell, for instance, the co-flow array is considered better in terms of efficiency 
with respect to the other two designs (cross- and counter-flow). Its superiority was 
attributed to a more uniform temperature distribution [129].
The energy balance in the gas channels includes the heat transfered from the chan­
nels to the walls and the heat capacity of the gases with respect to their composition 
(mass convection). The gas-channel energy balance is given by [16]
where ip is a characteristic channel-length, hj is the heat transfer coefficient (W m 2 
K-1) and Cp is the heat capacity of the gas (Joule mol-1 K""1).
d{n"CpTgas)
dx
M  A T + (uRTZ’” + vE r"') CpTgas_ch (5.19)
5.6.1 Discretized Energy Balance




where Ta is the temperature of the anode (in or out) and T c ~ Ch is the interface
temperature between the cathode and the channel.
For the fuel channel a similar discritized equation is obtained for each fuel gas 
(i.e., H2, CO, and CH4). The heat transfer coefficients, as mentioned before, were de­
termined assuming square channels and fully developed laminar flow; the assumption 
of fully developed laminar flow can be validated by the slow flow velocities. These 
correlations are independent of the Reynolds number but dependent on the Nusselt
number and the geometry of the channels.
The electrolyte, anode, and cathode system (Pen-structure) are assumed to be in 
intimate contact and thin enough so that the heat transfer is analog to that of a slab 
(1-D) with internal heat generation (Fig. 28). Thus, the equation that describes the 
heat transfer in the PEN-structure is given by [147]
where l  is one-half the thickness of the PEN-structure and T l, T2 are the wall 
temperatures.
Based on these results, the energy balances (heat-transfer) are carried out in the 
solid structure, including the PEN-structure, the ceramic and the channel-interface 
system. The slab is divided in two sub-systems, one containing the anode and one-half 





Figure 28: Schematic of the PEN-structure treated as an slab with internal heat 
generation.
(Fig. 29). This analysis was first introduced by Motloch [109], previously the PEN 
was lumped with the bipolar plate and treated as one solid system. Motloch’s analysis 
gave more information of the system because the temperature in all the different
regions of the system can be obtained.
By using Fourier’s law at the boundaries of the system and noticing that Q — q i A , 
the heat flux is given by
Q +
k A (T 1 — T2) 
21 (5.23)
5.6.2 Heat Analysis in the PEN-Structure 
The anode and cathode energy balances are given by




: q c q " A - E i
0 . . 5 Q E ............ .................................f.............................
■ 0.5 Q E ; ...............................1.............................:
i QA




Figure 29: Schematic of the control volume used for the analysis of the heat transfer 
in the PEN-structure.
QaE,CE +  kAEyCE A a e ,CE
(  Ta ,c ~  Te \
\2 +  \ts) )
+
k<p
( t c%a - T + \
V 2 ( i v )  /
where the first two terms in the right-hand side of the equation indicate the heat 
conduction from the electrodes (anode, cathode) to the channel, the next two terms 
in the right-hand side of the equation indicate the heat transfered from the electrodes 
to the electrolyte and the last term indicates the heat transfered from the electrodes 
to the solid structure (0) supporting the channels, either the ceramic structure or the 
current collectors; the last term assumes that there is no heat generated in the ceramic 
or the current collectors. Because the PEN-structure is treated as a slab the heat 
transfer must be constant throughout the elements of the slab. Therefore, if the slab is 
divided in two pieces the heat from the left-hand side of the slab must equal the right-
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hand side. In other words the heat transfered from the cathode side must be equal 
to the heat in the anode side: qA_E ~  Qc- e- At the electrode-channel interface the 
energy transfered by conduction must equal the mass convection energy and the heat 
convection. The discritized form of this energy balance is given by Eq. (5.20) equating 
the first two terms in the right-hand side of Eq. (5.24). The supporting structure 
for the gas channels is treated as a 1-D system with no heat generation, because of 
the low thermal conductivity of the ceramic structure (ten times smaller than the 
thermal conductivity of the electrodes) and because it is considered impermeable to 
gas flow.
5.7 Electrochemical Model
The electrochemical model was described in detail in Chapter 4. Here just the 
overall equation (Eq. (5.25)) is presented
VNp = VoP -  M j ) -  rjA{j) -  nc{j) (5.25)
where Vjvp is the Nernst potential, Vqp is the operating voltage, and rj represents 
the polarization terms, ohmic, activation and concentration, respectively. Once the 
current density, the gas composition (partial pressures) and all the temperatures are 
determined, the model returns to the electrochemical model to re-estimated the actual 
voltage of the system.
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5.8 Numerical Implementation
Engineering modeling is a fundamental part of research. Modeling gives an insight 
of the system’s performance and general operation before doing any experimental 
work. The goal of this modeling research is to have a design tool for predicting the 
best operating conditions in the proposed novel design (i.e., input-output concept). 
The non-linearity of the system indicates that there will be trade-offs between the 
different parameters of the system in order to optimize the best performance. The
sensitivity to these parameters is investigated in Chapter 6.
As discussed before the system can be treated in terms of the unit cell (small­
est repeating element in the cell), which involves the use of simple geometries (i.e., 
rectangular coordinates). The simplicity of the unit cell-geometry makes the system 
treatable with ordinary finite-differences techniques. Nevertheless, there are some 
investigations of specific components of the system (e.g. flow hydrodynamics) or dif­
ferent SOFC’s configurations (e.g. tubular cells) that require the finite-element tech­
nique (e.g. [121]). The difference between these two techniques (finite-differences vs. 
finite-element) applied to fuel cells was investigated by Fiard et al. [135]. Fiard con­
cluded that the method of finite-volume was better for the analysis of the rectangular 
geometry of the planar SOFC; the finite-volume method resembles the finite-difference 
scheme and to some extend can be viewed as a finite-difference method. Although 
both techniques gave similar results, finite-volume is closer to the concept of control 
volume. Therefore, analytical equations derived from a control volume analysis are
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easy to discritize. Based on these arguments the method of finite-differences was 
chosen for this work.
The material-energy balances and the electrochemical performance-characteristics 
presented in the previous section constitute a set of equations that contain all the 
electrochemical-thermal information of the fuel cell system. These equations form a 
system of nonlinear-equations that need to be solved numerically. For this purpose 
a computational code was created using Mathematica™ (see Appendix C). Math- 
ematica is capable of solving non-linear systems of equations using different varia­
tions of the Newton-Rhapson method [123]; Mathematica can also handle systems of 
algebraic-differential equations (systems than contain both, differential and algebraic 
equations), thus more effort can be put in the understanding of the system’s equations
rather than in the programing of the code itself.
A flow-diagram showing the different stages of the modeling-code is shown in Fig­
ure 30. First, the code initializes its database with information about the geometrical 
characteristics of the cell, the initial conditions (i.e., temperature, operating voltage 
and inlet gas composition) and the thermophysical properties of the cell. The thermo­
physical properties and the geometry are loaded from external databases. The initial 
conditions are used to calculate the actual molar flux rate of the system (mol m~2 
s""1). Then, this information is passed to the second-layer of the code. The second 
layer of the modeling-code defines the system of non-linear equations. The reforming 
and the water-shift reaction rates are calculated in external modules and passed to
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the material balance equations in the second layer. Similarly, the heat sources and 
some thermal parameters (e.g. thermal conductivity, air and fuel heat transfer coeffi­
cients) are calculated in external modules and passed to the energy balance equations 
as well. Finally, in the third layer, the electrochemical model is solved simultaneously 
with the material and energy equations. If the solution does not converge to a desired 
or expected solution, a different set of initial conditions is tested. The same proce­
dure can be repeated iteratively for co-flow, counter-flow or cross-flow configurations. 
For a co-flow design the set of non-linear equations has to be iteratively-solved N- 
times, wffiere N indicates the number of unit cells consider in the gas channel. For 
a counter-flow array the system of equations increases by a factor of ip — N x Uc, 
where Uc indicates the set of non-linear equations for one unit cell. The cross-flow 
configuration requires enormous computing resources and many assumptions have 
to be made in order to make the problem treatable with desktop computers [139]. 
In theory, a system of Nch x equations has to be solved numerically, where Nch 
indicates the number of channels in the system. For a typical planar configuration 
this could represent a system of 1500x1500 equations to solve simultaneously [109]. 
Because the unit cell represents the entire behavior of the system in the input-output 
concept, the modeling-code can be analyzed at many different conditions without the 
requirement of extensive computing resources.
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The modeling-code is validated with the results presented at the IEA-benchmark 
for SOFCs [136]. The objective is to test the code against the characteristic behav­
ior of typical SOFCs. These characteristics have been studied in different papers 
(e.g. [16, 7, 75]) and are well understood. The IEA-benchmark established two
base cases for the study of SOFC systems. The IEA-benchmark case for natural 
gas is used in this section as case-study. The resistivity of the electrode-electrolyte 
material and the reforming reaction rates presented in Chapter 3 are according the 
IEA-benchmark. The initial composition of natural gas corresponds to the equilib­
rium composition of 30% pre-reforming of natural gas (i.e., CH.i=17.1%, H2=26.26%, 
H20=49.34%, CO—2.94%, 002=4.36%). When using natural gas a certain amount 
of pre-reforming is desired in order to avoid carbon deposition in the cell [16]. Al­
though, the basic recommendations of the benchmark were used, some improvements 
were considered, based on recent literature. For instance, the case study used here 
did not include the semi-empirical correlations recommended by the IEA-benchmark. 
Instead it used the electrochemical model described in Chapter 4. Another difference 
is that our case-study used two different membranes with dimensions listed in Ta­
ble 21. Because anode-supported membranes are commercially available today, and 
higher current densities are expected from this type of membrane, it was important 
to see the difference of these two membranes in the modeling-results. The stoichio­
metric excess air is 32 (see [109]). This is a higher value than the one suggested in
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the original benchmark; however, this change does not make to much difference in 
the results because in both cases enough oxygen is provided in order to effectively 
oxidize the hydrogen in the anode compartment. The voltage was fixed to a constant 
value of 0.65 Volts, assuming this value as a representative operating condition of 
conventional fuel cells. Other than that, case-study is in accordance to the original 
IE A-benchmark. A numerical comparison with the IEA-benchmark was conducted 
and the results are reported in Table 22
Table 21: Dimensions for an electrolyte-supported and an anode-supported 
membrane.
IEA-benchmark Anode-supported
(■a (mm) 0.050 0.600
£e (mm) 0.150 0.010
(.a (mm) 0.050 0.040












Min 862/847 839 841
Operating temperature 900°C, operating voltage of 0.65 volts 
system pressure 1 bar, channel width/height 3mm/lmm.
The sources of discrepancy for current and temperature profiles can be attributed 
to the consideration of radiative heat in the channels by some participants in the 
IEA-benchmark, the implementation of the code, and the determination of the ther­
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mophysical properties [107]. Another source of discrepancy unique to this model is 
that the unit cell does not use a bipolar plate as an interconnect. Instead the gas 
is distributed separately through a manifold and the current is collected by an ar­
ray of independent current collectors. As mentioned before, this model also included 
a detailed analysis of the polarization terms. Moreover, the electrochemical model 
presented in Chapter 4 is strongly dependent on the material properties chosen (i.e., 
porosity, tortuosity, and exchange current density). Campanari et al. [121] stud­
ied the effect of theses parameters on the fuel cell performance. Campanari showed 
that the variability is considerable from author to author, and a calibration with 
experimental data was recommended.
Because, the input-output concept is treated as a system of micro-co-flow cells, 
the co-flow configuration is used for the case-study in the following sections.
5.9.1 Fuel Composition
The fuel composition was studied for two different types of membranes (i.e. elec­
trolyte and anode-supported cells). The principal overall-reactions occurring in the 
cell are the reforming reaction, the water-gas shift reaction and the electrochemi­
cal oxidation of hydrogen. The characteristic features of the fuel composition were 
identical for both membranes.
At the entrance of the cell, methane is quickly reformed (Fig. 31 and Fig. 32) into 
hydrogen and carbon monoxide. This happens within the first two centimeters of the 
cell (see [7, 107]); node 50 is equivalent to 10 cm of channel length. Therefore, H2 and 
CO rapidly increase and H20  is depleted in this region. Carbon monoxide is produced
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and consumed by the reforming reaction and by the water-gas shift reaction, respec­
tively. Because equilibrium is assumed by the water-shift reaction the concentration 
of carbon monoxide remains almost constant through the channel-length. Carbon 
dioxide increases linearly because of the constant rate of production by the water- 
gas shift reaction. Down-stream, H2 is consumed by the electrochemical oxidation 
reaction and H20  increases as a consequence of the same reaction. The higher the 
hydrogen consumption the higher the fuel utilization of the system and the system 
becomes more attractive from an economical point of view.
Figure 31: Calculated gas-profile distribution for an electrolyte-supported cell. 
Methane (■), hydrogen (•), water (♦), carbon monoxide (*), carbon dioxide (★ ); 
IEA-benchmark case study, node =  0.2 cm.
5.9.2 Temperature Profile
At the entrance of the cell, temperature drops due to the cooling effect of the 
reforming reaction. The anode’s temperature decreases more than the cathode’s
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Figure 32: Calculated gas-profile distribution for an anode-supported cell. Methane 
(■), hydrogen (•), water (♦). carbon monoxide (a), carbon dioxide (★ ); IEA- 
benchmark case study, node =  0.2 cm.
temperature because the reforming reaction is assumed to occur precisely in the anode 
(see, Fig. 33, and Fig. 34). As methane started to disappear the cooling effect 
decreases and the temperature of the cell starts to increase. In the middle of the cell, 
the anode’s temperature increases considerably due to the exothermic oxidation of 
hydrogen. The raise in the anode’s temperature is extended to the other components 
resulting in a general increase in the cell temperature. At the end of the channel- 
length the depleted fuel reduces the potential of hydrogen oxidation and therefore the 
temperature becomes flat as the the exothermic reaction becomes weaker. This effect 
is more notorious in the anode-supported cell (Fig. 34). Because a faster depletion 
occurred as a consequence of better overall performance of the cell.
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Figure 33: Streamwise temperature-distribution of an electrolyte-supported cell. 
Anode’s temperature (•), cathode’s temperature (♦), cell’s temperature (—); IEA- 
benchmark case-study, node =  0.2 cm.
Node
Figure 34: Streamwise temperature-distribution of an anode-supported cell. Anode’s 
temperature (•), cathode’s temperature (♦), cell’s temperature (—); lEA-benchmark 
case-study, node =  0.2 cm.
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5.9.3 Cuu'ent Profile
At the entrance of the cell the current density is low because the cooling effect of 
the reforming reaction reduces the temperature, and therefore the ohxnic polarization 
increases (Fig. 35, and Fig. 36). This also explains why the current density is higher, 
at the entrance, for the anode-supported membrane, because the polarization for the 
electrolyte-supported is much higher at this region of the cell (Fig. 37(2) and Fig. 
38(2)). Concentration polarization also increases as temperature decreases, however, 
this polarization as a bigger dependency with current density than temperature (Fig. 
37(4) and Fig. 38(4)).
1 0  2 0  3 0  4 0  5 0
Node
Figure 35: Streamwise distribution of the current density for an electrolyte-supported 
cell, node =  0.2 cm.
The concentration polarization for the anode-supported cell increases at the end 
of the channel because of the high current density, and the almost complete depletion 
of fuel, which is accentuated by the thick anode used (600 pm). Along the cell
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Figure 36: Streamwise distribution of the current density for an anode-supported cell, 
node =  0.2 cm.
channel the current density reaches a maximum. This maximum value is the result 
of a combination of constant decrease in activation polarization and relatively high 
Nernst potential. This effect was observed near to the middle of the channel for 
both membranes: the activation polarization decreases monotonically through out 
the length-channel (Fig. 37(3) and Fig. 38(3)). At the end of the channels, the 
current density decreases as a consequence of the reduced concentration of fuel (i.e., 
low Nernst potential). This effect is more apparent in the anode-supported cell (Fig. 
36) due to a lower Nernst potential. However, higher current densities are obtained 
with the anode-supported cell than the electrolyte-supported cell because of the lower 
ohmic polarization. This low value of ohmic polarization is due to the thin electrolyte 
in the anode-supported cell.
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5.10 Final Remarks
The modeling equations and auxiliary expressions have been presented in this 
chapter. The differential equation were discritized with a finite-difference method 
and were coded with Mathematica. Because some of the conditions and parameters 
were different from the IEA-benchmark, the model presented here can be only quali­
tatively compared to the benchmark. However, besides this difference a quantitative 
comparison gave very similar results. The model was tested at 900°C and 30% pre- 
reforming of natural gas (IEA-benchmark) and two different membranes were used. 
The anode-supported membrane gave the best results in terms of maximum current 
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Figure 37: Electrolyte-supported cell characteristics. (1) Nernst potential. (2) Ohmic 
polarization. (3) Activation polarization. (4) Concentration polarization. (5) Heat 
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Figure 38: Anode-supported cell characteristics. (1) Nernst potential. (2) Ohmic 
polarization. (3) Activation polarization. (4) Concentration polarization. (5) Heat 




This chapter studies the performance of the fuel cell in two designs (i.e., co-flow 
and input-output) and two types of membranes (i.e.. anode-supported and electrolyte- 
supported), at different operating conditions. The effect of gasifier composition, 
steam-to-carbon ratio, fuel and oxidant flow-rates, temperature, is analyzed and a 
set of optimal operating conditions are reported. The effect of geometry modification 
is also analyzed for a conventional cell and the circular input-output cells.
6.1 Introduction
The Energy & Environmental Research Center (EERC) has designed a biomass 
power system using a solid oxide fuel cell thermally integrated with a downdraft 
gasifier (Fig. 39). Downdraft gasification is a cheap method for generating producer 
gas with very low tar contents [6, 148]. The hot effluent gases from the gasifier will 
be directly injected into the SOFC system. SOFCs have the advantage to tolerate 
a variety of contaminants, thus no risk of poisoning is expected even without any 
cleanup system after the gasification process. The unconverted fuel (anode-side) from 
the SOFC will be combusted with the depleted air leaving the cathode. The high 
temperature combustion product will be used to provide heat into the pyrolysis zone 
in the gasifier. Under these conditions the system is able to operate with low-grade
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fuel (biomass) for producing electricity at a net system efficiency of 40% [6].
In this chapter the response of the fuel cell to the different gasifier operating con­
ditions is analyzed. These conditions are: gasifier output compositions and operating 
temperature. The response to SOFC’s parameters (i.e., voltage, geometry considera­
tions) is also studied. The model assumes that the fuel cell is located in the center 
of an SOFC’s stack. If the flow is uniformly distributed to each cell in the stack 
the response of one single cell is representative of the entire stack. The model was 
described in Chapter 5, and will be used here for determining the temperature and 
current distribution inside the cell, gas composition in the channels and the polar­
ization distribution of the cell. The model assumes that the water-shift reaction is 




Flow rat© *21.82 g/s








Gas teaup.* 1000 C 
Flow rate* 1.34 g/6 
Output power 26.37 kW
Figure 39: Schematic of the gasifier-SOFC integrated unit (Hutton et al.)
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In Section 6.2 a conventional co-flow single cell is studied under different producer- 
gas compositions. Two types of membranes were used for all the calculations (i.e., 
anode-supported and electrolyte-supported). The effect of steam-content, and flow 
rates are also presented. Section 6.3 reports the results of operating the input-output 
concept at the gasifier conditions. Besides the same analysis conducted for the con­
ventional cell, the effect of geometry modification is studied for the input-output 
concept. The entire set of results (gasifier compositions) of both designs (i.e., con­
ventional fuel cell and input-output cell) is presented in Appendix D. Section 6.6 
shows the use of the model for interpreting experimental results. Final remarks are 
presented in Section 6.7.
6.2 Gasifier
From the beginning it was mentioned that one of the objectives of this research 
was to create a model capable to analyze the behavior of the cell under different 
gas compositions. In this section, a typical fuel cell (co-flow design) is analyzed 
under different gasifier compositions; later in this chapter the results for the input- 
output design will be presented. The gas compositions analyzed were determined from 
equilibrium calculations using the computer program NASA SP-273 (Gordon et al.
[149]). These equilibrium compositions (Table 23) are based on the initial moisture 
content in the biomass feed. The equilibrium compositions were chosen such that 
they cover a wide range of possibilities for the analysis of the fuel cell response; it is 
important to analyze the fuel cell at high carbon monoxide concentrations, high and
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Table 23: Gasifier’s expected gas compositions.
Bioinass Feed____________________
Type Woody Biomass
Chemical composition CH1.4O0.5 9N0.017
Ash 0.10-1.00 wt%
Sulfur 0.00-0.02 wt%














Input (mol% basis) IEA A B C D E F
CO 2.94 40.0 40.0 44.0 42.0 34.0 26.0
h 2 26.26 26.5 33.0 50.0 52.0 49.0 45.0
c h 4 17.10 0.0 0.0 0.3 0.0 0.0 0.0
c o 2 4.36 0.0 1.0 0.5 2.0 5.0 7.0
I120 49.34 1.5 1.5 1.5 4.0 12.0 21.0
n 2 0.00 32.0 24.5 0.0 0.0 0.0 0.0
low initial steam concentrations. Table 24 shows the results obtained from operating 
a simulated typical co-flow design fuel cell at 900°C and an operating voltage of 0.65 
volts. The fuel and oxidant channels were 10 cm long; the analysis was carried out for 
two different types of membranes (i.e., anode and electrolyte-supported, respectively). 
The flow rates were calculated for an assumed current density of 3500 A m~2. For 
comparison purposes, results for the lEA-benchrnark composition were also reported 
(natural gas with 30% of pre-reforming). The efficiency was calculated assuming that 
hydrogen was the only electrochernically active fuel in the system; this definition 
of efficiency is based on the low heating value of the electrochemical oxidation of 
hydrogen (LEV) [5]
1/
V =  A/ 1.25 ( 6 .1)
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Table 24: Fuel cell (conventional co-flow design) response to different gasifier 
compositions; the results are labeled by letter according to Table 23.
A-S*
Indicator IEA A B C D E F
Mean j  (A in '2) 3666 1874 2497 3212 3682 4101 4451
Max i 5072 2896 3556 5031 5329 5652 5786
Min j 1207 399 698 625 1535 1729 2076
Max T  (°C) 1009 995 1027 1065 1086 1097 1097
Mean T (°C) 932 936 953 966 993 1011 1012
h/ (%) 86 58 70 77 84 86 83
V (%) 45 30 36 39 44 45 43
E-S*
Mean j  (A m~2) 3266 1582 2156 2738 3379 3848 4101
Max j 4222 2605 3175 4458 4707 4946 5013
Min j 1948 379 642 577 1321 2258 2677
Max T  (°C) 1014 988 1022 1061 1091 1107 1104
Mean T  (°C) 918 932 949 958 985 1003 1003
h/ (%) 64 49 60 64 77 81 77
V (%) 33 25 31 33 40 42 40
*A-S: Anode supported, E-S: Electrolyte supported 
Operating conditions: 900°C, 0.65 volts.
where V is the actual voltage of the cell and /if is the fuel utilization defined as [107]
S i n  —  53out , a
P f   ---w l ---- (6-2)
where fix indicates the molar flux (mol m -2 s_1) of each fuel gas. For the discussion 
in the following sections, /i/ and the current density will be used as the primary 
indicators of the fuel cell performance. Good performance is indicated by a high 
value of fuel utilization (ss 70 — 85%) and high current density (because the operating 
voltage is constant a high value of current density results in a high power density as 
well).
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6.2.1 Numerical Results for the Gasifier
Table 24 shows that the best performance was obtained for composition E (Ta­
ble 23) for both membranes; excluding the lEA-benchmark composition. However, 
composition F showed the highest value of mean current density distribution (higher 
mean current density). For a conventional fuel cell, the current density in the cell is 
calculated by taking the average of the current density distribution over the entire 
cell. A high current density translates into a smaller cell for generation of equivalent 
power and also minimizes the chance of carbon formation. Compositions D, E, F 
are comparable in performance to the IEA-benchmark composition, however the high 
content of methane in the IEA-benchmark allows a smaller concentration of hydro­
gen in the initial composition ( »  26 vs. 50%), because methane can be internally
reformed into hydrogen at high temperatures.
Both, composition E and F, showed the highest values of maximum temperature 
(fa 1011°C) which is sometimes considered a disadvantage, in fact higher temperatures 
in the cell result in a greater thermal stress for the fuel cell components. Compositions 
C and D, on the other hand, showed high values of fuel utilization and efficiency 
(comparable to compositions E and F) but a lower value of maximum temperature. 
Therefore, in terms of stability of the cell, compositions C and D would be better 
because of the lower temperature at the end of the channels without sacrificing fuel 
utilization; typically a fuel utilization of 80% is considered the optimum between 
performance, stability and costs. Unfortunately, composition C had a minimum value
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of current density that could favor the formation of carbon in the cell.
In summary, compositions D, E and F for both membranes showed better per­
formance (in terms of fuel utilization, efficiency, current density and temperature 
distribution). The temperature, current, gas and polarization distributions for com­
position D (anode-supported and the electrolyte-supported membranes) are shown in 
Figures 40-43. Composition E and F show similar trends. The entire set of results 
(anode-supported cell) is presented in Appendix D for both a conventional co-flow 
design and the input-output concept. The reason why these three compositions (i.e., 
D, E, and F) showed the best overall performance is because of the high concentra­
tion of hydrogen in the initial composition (?« 50%), which is directly related to the 
amount of current produced (electrochemical reaction). In addition, these composi­
tions showed a high steam-to-carbon ratio (S/C), which helps to promote a better 
water-gas shift reaction at the entrance of the cell. Accordingly, although the initial 
hydrogen concentration of compositions D, E was higher than F, a better S/C ra­
tio in the initial concentration of composition F possibly contributed to increase the 
amount of hydrogen at the entrance of the cell, hence composition F showed a higher 
mean current density.
Compositions A and B showed the lowest performance among the six composi­
tions analyzed. This is a consequence of the low initial concentration of hydrogen. 
Furthermore, high concentration of carbon monoxide with low concentration of steam 





Figure 40: Composition D: (a) Temperature distribution: anode’s temperature (•), 
cathode’s temperature (♦), cell’s temperature (—). (b) Current distribution; anode- 
supported cell, operating voltage 0.65 volts, operating temperature 900°C, node =  
0.2 cm.
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Figure 41: Composition D: (a) Gas composition: hydrogen (•), carbon monoxide ( a ) ,  
water (♦), carbon dioxide (*), methane (*). (b) Total loss distribution: activation po­
larization (♦), concentration polarization ( a), ohmic polarization («); anode-supported 





Figure 42: Composition D: (a) Temperature distribution: anode’s temperature 
(•), cathode’s temperature (♦), cell’s temperature (—). (b) Current distribution;
electrolyte-supported cell, operating voltage 0.65 volts, operating temperature 900°C, 
node =  0.2 cm.
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Figure 43: Composition D: (a) Gas composition: hydrogen (•), carbon monoxide ( a), 
water (♦), carbon dioxide (*), methane (a). (b) Total loss distribution: activation 
polarization (♦), concentration polarization ( a),  ohmic polarization (•); electrolyte- 
supported cell, operating voltage 0.65 volts, operating temperature 900°C, node = 
0.2 cm.
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bon deposition at these conditions plus a small amount of tars content was studied 
by Devinder et al. [26]. Devinder used the method of minimization of the Gibbs free 
energy in order to find equilibrium curves of 32 species in gaseous phase and 1 specie 
in a condensed phase. For composition A (assuming 1% of tars) the threshold current 
density was located at about 850 A m~2 (Fig. 44); below this threshold value carbon 
will be formed in the cell. Because the minimum current density for composition A 
was 399 A m-2 , carbon deposition could develop under these conditions. Table 25 
shows the threshold current density for compositions A, B, and C and the minimum 
current density from the model results . As shown in Table 25 all three compositions 
could potentially favor the formation of carbon in the cell because their minimum 
current densities (Table 24) are below the threshold current density. Fortunately, as 
the electrochemical reaction proceeds the steam formed in the cell (overall oxidation 
reaction) can reverse the formation of carbon: if carbon is already formed in the cell 
it can be reversed by the oxidation reaction into carbon monoxide.
Table 25: Current density threshold for carbon deposition; operating conditions are 
900°C and 1% of tars in the initial mixture. TCD: threshold current density, MCD: 
minimum current density (Table 24).
Indicator A B C
TCD j  (A m"2) 860 740 780
MCD j  (A in-2) 399 697 624
6.2.2 Effect of Steam Content
From the previous results it was evident that the S/C ratio was an important 
parameter in the performance of the cell. Consequently, the model was used to study
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Figure 44; Carbon deposition from equilibrium calculations for composition A and 
1% of tars at 900°C.
the effect of steam content in the performance of the fuel cell. A base case-composition 
comprising 40% CO, 50% H2, x =  2, • • • 10% H20  and (10 — x)%  N2 was used for the 
calculations reported in this section; this composition was chosen because it resembled 
that of compositions D, E, and F. It can be seen, using p./ and the current density as 
indicators, (Table 26) that as the steam content increased the performance of the cell 
increased as well. As the electrochemical oxidation of hydrogen proceeds, new steam 
is formed in the cell (anode-side). Steam is a byproduct that usually is removed from 
the cell, however if carbon monoxide is present, steam will react with carbon monoxide 
producing carbon dioxide and hydrogen (water-gas shift reaction). Accordingly, at 
the entrance of the cell the initial concentration of steam results in more hydrogen in 
the system. Some degree of steam is recommended if carbon monoxide is present in
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the initial concentration. This disfavors the formation of carbon (Boudouard coking) 
and enhances the water-shift reaction. The water-gas shift reaction is faster at high
temperatures and low pressures than the Boudouard reaction (Eq. (6.3))
2CO <=>C +  C 02 (6.3)
Table 26: Fuel cell performance for a mixture comprising 40% CO, 50% H2, 0% 
C 0 2, x =  2 • • • 10% H20  and (10 -  x)% N2.
Indicator x =  2% x =  4% x =  6%
QO11H x -  10%
Mean j  (A m"~2) 3586 3754 3830 3876 3906
Max j 5610 5674 5725 5768 5799
Min 3 772 1277 1653 1538 1419
Max T (°C) 1085 1092 1095 1096 1096
Mean r  (°c) 981 994 1001 1006 1009
N (%) 81 85 87 88 89
V (%) 42 44 45 46 46
Operating conditions: 900°C, 0.65 volts.
6.2.3 Effect of the Flow-Rate
The effect of oxidant and fuel flow-rate is analyzed in this section. The flow rates 
for the analysis presented in the previous sections were calculated based on the flow 
rate that would be required in order to directly oxidize carbon monoxide inside the 
anode for producing 3500 A m-2 (j) at an operating voltage of 0.65 volts (V) and 
900°C. Assuming direct oxidation of carbon (just for the purpose of calculating the 
flow rate) results in slightly-higher flow rates compared to hydrogen oxidation, which 
gives us confidence that sufficient fuel is provided to the cell. The cell was assumed 
to have an active surface area (A) of 12.56 cm2, a channel area (Ach) of 2 x 10~6
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m--2 and 10 fuel channels (NCh). These parameters were based on values reported for 
typical single cell membranes [107, 109]. Thus, the flow of carbon is determined by
n co  =
j  x A x v 
r/r x hrxCO
A Ch x  N Ch
(6.4)
where hrxCO is the enthalpic energy of the oxidation reaction of carbon monoxide.
The flow rate of the other gases in the mixture (hy) is determined based on the 
flow rate of carbon monoxide and the actual concentration of each gas (xy)
fly -  h c o (6-5) 
Xco
The oxidant is assumed to be 0.21 mol% of oxygen and 0.79 mol% of nitrogen (typical 
composition of air). The air is supplied in excess to the cell.
6.2.4 Fuel flow-rate
First, the fuel flow rate was varied for compositions A and D (representative of 
high and low fuel utilization). Starting from the theoretical flow-rate value, calculated 
as shown above, the flow rate was increased and decreased by 50% at intervals of 5% 
(Fig. 45). During the simulation of these calculations the oxidant flow rate was kept 
constant. The power density reported in Figure 45 was calculated by the taking the 
average of the current density distribution and multiplying it by the operating voltage 
(0.65 volts). The fuel utilization was calculated from the inlet and outlet compositions 
(see Eq.(6.2)). As the flow rate changed the power density and the fuel utilization
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changed in the fuel cell. In general it was observed that both compositions (A and D) 
showed an optimal value where power density reached a maximum (Fig. 45). Both, 
compositions A and D showed a similar value of optimal fuel utilization (60 — 70%) at 
which the maximum power density was reached; however, a fuel utilization of 80% is 
preferred in order to balance costs and performance in the cell [5]. Nevertheless, the 
slope of the curves indicates that moving from 60% of fuel utilization to 80% will not 
represent a substantial decrease in power density ( «  7% loss in power for composition 
D; from 2669/64% to 2507/80% W m-2), but as the fuel utilization increased further 
(>  80%) the power decreased considerably (~  23% loss from 2669/64% to 2068/90% 
W m~2) because of the steep slope of the curves. Composition A and D together 
formed a concave-down curve ( “bell” -shape) that showed a maximum value of power 
density near to 60% of fuel utilization. In fact, each composition will behave in a 
similar form but the effect is exacerbated if the two compositions are plotted in the 
same graph. After the optimal performance is reached the slope of each composition 
becomes smaller and the changes are less notorious. As the flow rate decreased, from 
left to right in the graph, the power density increased for composition A (left-side 
of the graph) and decreased for composition D (right-side of the graph). In the left­
side of the “bell” -shape curve (low fuel utilization) the average of current density 
distribution increased as the curve moved from left to right. This indicates that 
sufficient fuel is being oxidizing in the anode-side, in fact more than sufficient. In the 
right-side of the curve the average of current density distribution decreased, which
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is result of less fuel reacting in the cell. At very high fuel utilization fuel starvation 
produces high concentration polarization which is observed from the steep slope of 
the curves (right-hand side of Fig. 45). These results would indicate that operating 
close the optimal value of /z/ the fuel cell will be more stable in terms of performance 
(current density).
Figure 45: Power distribution as function of the fuel utilization for compositions A 
(o) and D (•); the fuel flow-rate was increase from —50% to -1-50% of the theoretical 
flow-rate. Individual points represent 5% incremental changes in flow-rate.
6.2.5 Oxidant flow-rate
The effect of the oxidant flow-rate is shown in Figure 46. As the air flow-rate 
increased the power density and fuel utilization increased as well. However, this 
time the increment was not as relevant as in the case of the fuel flow-rate. The air 
flow rate was varied from one half of the theoretical value up to fcmr times higher.
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The theoretical value (for the gasifier compositions) was calculated assuming: 1) 
direct oxidation of carbon, 2) a high value of fuel utilization 70%, 3) a low value of 
oxidant utilization 40%, 4) and realizing that air contains 21% of oxygen ([109]). This 
theoretical value was doubled in order to assure that sufficient air was provided to the 
cathode. Thus, an air to carbon ratio of 16:1 was used as a base case. By providing 
more air to the cathode-side the reduction reaction is enhanced and therefore sufficient 
oxygen ions will be produced, which ultimately results in a better completion of the 
electrochemical oxidation of hydrogen in the anode-side of the cell. However, because 
there is not an apparent benefit of increasing the air flow-rate (only small incremental 
improvements in power density and fuel utilization are noted) a minimum value where 
the fuel utilization reaches 80 — 85% will be sufficient. However, the importance of 
increasing the air flow-rate relies in the cooling effect produced inside the cell, not in 
improving p / and the power density. This cooling effect is favorable for the cell in 
order to reduce the thermal stresses in the cell components. As Figure 47 shows as 
the air fuel-rate increased the highest temperature in the system shifted to a lower 
value.
6.3 Input-Output Cell
The design principles of the input-output concept were presented in Chapter 5. 
Because this is the design being pursued by this research the model is used to analyze 
the details of this concept.
In the previous sections the response of the fuel cell to different gas compositions
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Figure 46: Power distribution as a function of the fuel utilization; the air flow-rate 
was increased from —1/2 to +4 times of the theoretical value.
Node
Figure 47: Temperature distribution inside the cell for two different air flow-rates. 
The higher curve corresponds to 1/4 of the theoretical value; node =  0.2 cm.
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(Table 23) was analyzed for a conventional SOFC (co-flow configuration). In this 
section the performance response is studied for an input-output fuel cell. The input- 
output fuel cell can be regarded as a group of small co-flow cells between input and 
output channels (Chapter 5, Fig. 26). Thus, one pair of input-output channels can 
be viewed as an array of co-flow cells. In this section, the unit-cell concept is used 
to analyze the response of one of these cells. However, the dimensions of each unit 
cell (the smallest repeating element in the cell) are different from the dimensions 
of a unit cell in a conventional co-flow SOFC. This is because the reaction path 
moved from input to output channel, and therefore the length of each small fuel 
cell reduces considerably. For a conventional fuel cell the typical channel length is 
10 cm, whereas for the input-output concept this length reduces to «  0.5c.m. The 
principal advantage of the input-output concept is that the maximum temperature for 
each individual small fuel cell is reduced, hence less thermal stress will be expected 
to the cell’s components. One disadvantage is that as the reaction path reduces 
the fuel utilization. For a conventional fuel cell the fuel flow-rate was calculated in 
terms of the current density desired (3500 A m "2) and an operating voltage of 0.65 
volts. If the same flow-rate is used for the input-output concept the fuel utilization 
would be ss 3%. Accordingly, the fuel-oxidant flow-rate was reduced in order to get a 
performance that is similar to that of a conventional co-flow design. The optimal value 
of flow-rate for the input-output fuel cell was found to be very low, approximately 
5% of the theoretical value in conventional cells.
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Table 27: Input-Output concept response to different gasifier compositions; the 
results are labeled by letter according to Table 23.
A-S*
Indicator A B C D E F
Mean j  (A m-2) 1816 2243 2855 3122 3453 3766
Max j 2411 2904 3928 4135 4472 4709
Min J 550 939 923 1689 1574 1848
Max T (°C) 955 970 991 1001 1011 1018
Mean T (°C) 925 934 945 956 966 971
AV (%) 67 75 81 86 87 85
n (%) 35 39 42 44 45 44
E-S*
Mean j  (A n r 2) 1560 1954 2454 2793 3132 3366
Max j 2075 2455 3230 3400 3619 3768
Min J 503 824 799 1576 2417 2725
Max T (°C) 951 966 986 999 1010 1016
Mean T (°C) 922 931 938 950 960 963
VJ (%) 58 66 69 77 79 76
V (%) 30 34 36 40 41 39
*A-S: Anode supported, E-S: Electrolyte supported 
Operating conditions: 900°C, 0.65 volts.
The response of the input-output concept under different gasifier conditions is 
reported in Table 27. The results for compositions A and D are reported in Figures 
48-51 for an anode-supported membrane. As in the case of the conventional fuel 
cell the best performance was obtained with compositions D, E, and F. In general, 
the qualitative-response of the input-output fuel cell was identical to that of the 
conventional fuel cell. However, the maximum temperature was always lower than in 
the case of the conventional fuel cell; for example, for composition F the maximum 
temperature was 1104°C (electrolyte-supported) in a conventional design and 1016°C 
(electrolyte-supported) in the input-output cell. The current-density distribution was 
lower for the input-output cell than the conventional cell, this was a direct result of
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the lower temperatures in the system. For instance, activation and ohmic polarization 
increased as the temperature decreased. In summary, although the temperature was 
reduced inside the cell the power density decreased with respect to a conventional 
design. Furthermore, the very low flow-rates imply a more refined control equipment 
which result in an extra cost to the system.
6.3.1 Optimal Flow-Rate
The effect of the fuel and air flow-rates on the performance of the cell was an­
alyzed before for a conventional fuel cell (Section 6.2.3). In this section, a similar 
methodology was used to determine the optimal flow-rate for the input-output con­
cept (anode-supported) in order to attain 80% fuel utilization. The results are re­
ported in Table 28. As mentioned before the flow-rate was only 5% of the theoretical 
flow-rates for a conventional co-flow fuel cell. For comparison, the power density for 
composition F using the conventional design was 2893 W m“ 2 at 83% pj, and 2591 
W m~2 for the input-output cell at 80% pj. The power density of the cell at this 
optimal point is also reported in the Table. After the flow-rate was adjusted to an 
80% of fuel utilization, composition F reported the best results in terms of power 
density (all compositions had the same fuel utilization).
6.4 Temperature Analysis
In this section, the response of the fuel cell (input-output concept) is analyzed 
under different temperatures. The current density is reported at different tempera­




Figure 48: Composition A. input-output design: (a) Temperature distribution: an­
ode’s temperature (•), cathode’s temperature (♦), cell’s temperature (—). (b) Current 
distribution; anode-supported cell, operating voltage 0.65 volts, operating tempera­
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Figure 49: Composition A, input-output, design: (a) Gas composition: hydrogen (•). 
carbon monoxide (a), water (♦), carbon dioxide (*), methane (■). (b) Total loss distri­
bution: activation polarization (♦), concentration polarization ( a ) ,  ohmic polarization 
(•); anode-supported cell, operating voltage 0.65 volts, operating temperature 900°C, 




Figure 50: Composition D, input-output design: (a) Temperature distribution: an­
ode’s temperature (•), cathode’s temperature (♦), cell’s temperature (—). (b) Current 
distribution; anode-supported cell, operating voltage 0.65 volts, operating tempera­




Figure 51: Composition D, input-output design: (a) Gas composition: hydrogen («), 
carbon monoxide ( a ), water (o), carbon dioxide (*), methane («). (b) Total loss dis­
tribution; anode-supported ceil, operating voltage 0.65 volts, operating temperature 
900°C, node =  0.25 rnm.
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Table 28: Optimal flow-rate (80% of fuel utilization) for the input-output design 
under different gasifier conditions.
Gas A B C D E F
PD* 1193 1453 1893 2140 2483 2591
h 2 0.0038 0.0050 0.00789 0.0014 0.0117 0.0129
CO 0.0058 0.0061 0.00695 0.0016 0.0081 0.0075
H20 0.0002 0.0002 0.00023 0.0085 0.0028 0.0060
c h 4 0.0000 0.0000 0.00004 0.0000 0.0000 0.0000
c o 2 0.0000 0.0002 0.00007 0.0062 0.0012 0.0020
0 2 0.1875 0.1962 0.22240 0.2329 0.2616 0.2398
PD: Power density, (W m  2).
Operating conditions: 900°C, 0.65 volts.
different operating voltages (i.e., 0.65 volts and 0.75 volts). The fuel for this analysis 
was according to the IEA-benchmark (i.e., natural gas with 30% pre-reforming). A 
further analysis was performed using gas composition D to better relate temperature
impacts to fuel cell performance for the integrated gasification concept.
Results for the methane fuel (lEA-benchmark) are given in Figures 52-55. Results
for the gas composition D are given in Figure 56-57. The maximum current density 
was obtained for the anode-supported membrane operating at 0.65 volts and 1000°C 
(Fig. 52(a)). Higher temperatures gave better performance results, however this 
implies more strict materials requirements and consequently extra technical and costs 
issues. Although this result is somewhat obvious, some important characteristics of 
the response of the fuel cell can be studied. First, the current density was higher 
for the anode-supported cell at both operating voltages (Fig. 52(a) and Fig. 54(a)), 
This is a result of the less ohmic polarization in the electrolyte (thiner electrolyte, 10 
/j,m vs. 500 pm for the anode-supported and electrolyte-supported cells, respectively)
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which is an important limiting factor for electrolyte supported cells [7] (Fig. 52(b) 
and Fig. 53(b)). The magnitude of the concentration polarization was bigger for the 
anode-supported cell than the electrolyte supported cell, similar to the case of ohmic 
polarization, because of the thicker anode in the anode-supported cells (600 /xm vs. 50 
/xm for the anode-supported and electrolyte-supported cells, respectively). Activation 
polarization was bigger when the fuel cell was at the low operating voltage condition 
for both types of membranes. At low operating voltages the current density was 
higher and consequently the activation polarization gave a higher value than at high 
operating voltage. In summary, although better current distributions were obtained 
at low operating voltage, the best condition should be determined based on the power 
requirements for the system.
Another important characteristic of these current density distributions is that the 
curves do not follow a linear trend, which is a direct result of the non-linear relations 
between the different polarization terms. The curves follow a slow-growth at the low 
temperatures and then a fast-growth at higher temperatures; a quasi-exponential form 
can be observer at high temperatures. In fact, the fast-growth region can be located at 
about 800 — 850°C for all curves (Fig. 52-55). Accordingly, the benefits of moving to 
a higher temperature in the fast-growth region would be greater than doing so in the 
slow-growth region. The temperature analysis was also carried out for composition D 
comprising an anode-supported membrane and two operating voltage conditions (i.e.,
0.65 and 0.75 volts). As in the case of natural gas the performance of the cell increased
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with temperature. However, the performance reached a maximum at about 3500 A 
m~2 and 3000 A m“ 2 for the anode-supported and electrolyte-supported membranes, 
respectively. At this maximum the increase in temperature showed no visible effect 
in the performance of the cell (Fig, 56(a) and Fig. 57(a)). The reason is due to the 
fact that as the temperature increased the fuel utilization in the cell increased as well. 
As the fuel utilization increased the current density at the end of the fuel/oxidant 
channels decreased due to starvation of fuel. As the fuel concentration became lower 
(high fuel utilization) the concentration polarization increased (Fig. 56(b) and Fig. 
57(b)). Concentration polarization was the dominant irreversible loss for this case, 
activation polarization was lower because of the high temperature and low current 
density. In fact, both figures showed that concentration polarization increased very 
close to the temperature where the current density started to flatten (high p /).
6.5 Geometry
In the input-output concept the gas manifold consists of an array of parallel chan­
nels (input and output). Thus, the reaction path is established between input and 
output channels. The Energy & Environmental Research Center fabricated an input- 
output manifold for testing the concept. During fabrication the control over the 
separation between channels was not very precise, but in the future this process will 
be improved and an accurate control over this separation is expected. In this section, 
the study of channel separation was conducted for two typical gasifier compositions 
(i.e., A and D). The channel separation was increased by 25% and 50% for both
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Figure 52: lEA-benchraark composition, (a) Current density as a function of the 
temperature for the input-output unit cell using an anode-supported cell; operat­
ing voltage of 0.65 volts, (b) Polarization distribution: total loss distribution (•), 
activation polarization (a ), concentration polarization (*), ohmic polarization (♦).
172
(a) V=0.75 volts
650 700 750 800 850 900 950 1000
T, (°C)
Figure 53: lEA-benchmark composition, (a) Current density as a function of the 
temperature for the input-output unit cell using an anode-supported cell; operat­
ing voltage of 0.75 volts, (b) Polarization distribution: total loss distribution (•), 





Figure 54: IEA-benchmark composition, (a) Current density as a function of the 
temperature for the input-output unit cell using an electrolyte-supported cell; oper­
ating voltage of 0.65 volts, (b) Polarization distribution: total loss distribution (•), 
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Figure 55: lEA-benchmark composition, (a) Current density as a function of the 
temperature for the input-output unit cell using an electrolyte-supported cell; oper­
ating voltage of 0.75 volts, (b) Polarization distribution: total loss distribution (®), 
activation polarization (a), concentration polarization (*), ohmic polarization (♦).
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Figure 56: Gasifier composition D. (a) Current density as a function of the temper­
ature for the input-output unit cell using an anode-supported cell; operating voltage 
of 0.65 volts, (b) Polarization distribution: total loss distribution (•), activation 
polarization (a ), concentration polarization (*), ohmic polarization (♦).
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Figure 57: Gasifier composition D. (a) Current density as a function of the temper­
ature for the input-output unit cell using an anode-supported cell; operating voltage 
of 0.75 volts, (b) Polarization distribution: total loss distribution (•), activation 
polarization (A), concentration polarization (★ ), ohmic polarization (♦).
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Table 29: Analysis of the gas channel separation for compositions A and D.
Indicator A A1 A2 D D] D2
Mean j  (A m-2) 1816 1736 1574 3122 2678 2286
Max j 2411 2412 2412 4136 4137 4138
Min j 550 550 550 550 703 302
Max T (°C) 955 966 972 1001 1008 1011
Mean T (°C) 925 933 939 956 967 974
F/ (%) 67 81 89 86 93 96
V (%) 35 42 46 44 48 50
1: 25% increase, 2: 50% increase.
compositions A, and D. The channel width was not changed in this analysis.
In general, it was observed that as the channel separation increased the fuel uti­
lization increased. The input-output cell can be regarded as an array of very small 
co-how fuel cells. The physical boundaries of these cells are delimited by the separa­
tion between channels and the interconnects. Thus, the channel separation determines 
the length of the reaction path, while the fuel-oxidant flow-channel is determined by 
the channel formed by the interconnects, the membrane and the cloth (see Chapter 
5, Figure 25).
The effect of the channel separation showed that the fuel utilization increased as 
a result of longer reaction paths. In both cases, the fuel utilization increased and 
power decreased (Table 29).
When the channel separation was increased by 25% for composition A, the fuel 
utilization changed from «  66% to 81%. At 81% of fuel utilization the mean current 
density (i.e., power density for a constant voltage of 0.65 volts) decreased by 5% of the 
value at the starting channel separation. For composition D the pronounced increase 
in fuel utilization produced a 15% of decrease in power. The temperature, current
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density and gas distribution for composition D are shown in Figures 58 and 59, the 
flattened curves at the cell outlet (high node numbers) are an indication of high fuel 
utilization. When the separation between channels was increased by 50% the power 
decreased by a 13% and 27% for compositions A and D, respectively. In summary, 
as the reaction path increased the fuel utilization increased and the power decreased, 
however for composition A the change shifted the performance of the cell closer to 
the optimal value of fuel utilization ( «  80%). For composition D that was already 
close to this optimal value of fuel utilization, the increase moved the performance of 
the cell further away from the optimal and therefore the decreased in performance 
was more notorious than for composition A.
6.5.1 Circular Cells
The input-output concept can be applied to either square or round cells. The 
EERC has been working with round cells (fabricated by Indec™ with a diameter of 
4 cm) but there are plans to apply the same concept to square cells. The effect 
of channel separation was studied in the previous section. Here, the effect of the 
channel width is studied. For a circular cell the channel width increases in the outer 
channels (Fig. 60). Consequently, the channel width was increased by 25% and 
50% for composition A and D. Results are shown in Table 30. Two new indicators 
were added to the Table, temperature and current density at the entrance of the 
fuel cell. At the entrance of the cell the increase of channel width will provide more 
active surface area, and therefore a better performance is expected in this region. An
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Figure 58: Channel separation increased by 50% for composition D: (a) Temperature 
distribution: anode’s temperature (•), cathode’s temperature (♦), cell’s temperature 
(—). (b) Current distribution; anode-supported cell, operating voltage 0.65 volts, 




Figure 59: Channel separation increased by 50% for composition D: (a) Gas com­
position: hydrogen (•), carbon monoxide ( a ) ,  water (©), carbon dioxide (*), methane 
(a). (b) Total loss distribution; anode-supported cell, operating voltage 0.65 volts, 
operating temperature 900°C, node =  0.25 mm.
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important difference between this analysis and the analysis of channel separation is 
that in this case the change in channel width is forced by the geometry of circular 
cells, whereas in the previous case the separation was artificial and could be regarded 
as a design variable. The results indicate that in the outer regions of the cell the 
fuel utilization increased as a result of a bigger active surface area. As in the case of 
the channel separation analysis, as the fuel utilization moved away from the optimal 
value, the performance of the cell decreased and signs of starvation appeared (flatten 
temperature, current and gas distributions) as shown in Figures 61 and 62. Because 
this effect is determined by the size (radius) of the circular cell, the performance of the 
cell can be enhanced by a carefully choice of flow-rates, channel separation, and size 
of the cell. For a circular cell, the power of the cell will be the averaged value of the 
current density distribution for each individual fuel cell (input-output concept) from 
the inner cells to the outer cells multiplied by the operating voltage. Accordingly, if 
the fuel utilization for the inner cells is chosen such that the outer cells are closer to 
the optimal value ( «  80%) the performance can be enhanced (see Table 30 for A, A 1 
and A2). The flow-rate for the the inner cells can be calculated in order to obtain an 
approximately 60% of fuel utilization, and therefore a closer value to the optimal fuel 
utilization at the outer regions of the circular cell.
6.6 Experimental Results
This section describes the experimental results for the input-output concept. Un­
fortunately, the fuel cell still needs improvement, thus, just some preliminary results
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Figure 60: Schematic of the current-collector array for a circular cell.
Table 30: Analysis of the gas channel width for compositions A and D.
Indicator A A 1 A^ D D 1 D2
Mean j  (A 1816 1752 1601 3122 2703 2329
Max j 2411 2410 2401 4136 4135 4128
Min j 550 621 667 550 764 357
Entrance j 550 621 704 1931 2090 2260
Max T  (°C) 955 962 964 1001 1002 1000
Mean T (°C) 925 932 937 956 964 968
Entrance T (°C) 901 901 902 904 905 906
tLf (%) 67 81 89 86 93 96
V (%) 35 42 46 44 48 50
1: 25% increase, 2: 50% increase.
will be presented in this section. One of the advantages of having a modeling-tool is 
that allowed us to understand the relation between different parameters that affected 
the performance of the cell and consequently to improve the design.
The experimental setup consisted of a testing apparatus, a single input-output 
fuel cell and the fuel tanks (methane, carbon monoxide, carbon dioxide, hydrogen and 
nitrogen). The testing apparatus was integrated by a temperature-furnace controller 




Figure 61: Channel width increased by 50% for composition D: (a) Temperature 
distribution: anode’s temperature (•), cathode’s temperature (♦), cell’s temperature 
(—). (b) Current distribution; anode-supported cell, operating voltage 0.65 volts, 
operating temperature 900°C, node =  0.2 mm.
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Figure 62: Channel width increased by 50% for composition D: (a) Gas composition: 
hydrogen (•), carbon monoxide ( a ) ,  water (o), carbon dioxide (*), methane (a), (b) 
Total loss distribution; anode-supported cell, operating voltage 0.65 volts, operating 
temperature 900°C, node =  0.2 mm.
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LTD., gas flow range of 0 — 100 SLPM per channel), a load-bank system (Lynntech 
Industries, LTD., maximum operating conditions: 1000 Amps and 20 V), and a data- 
acquisition system (Lynntech Industries, LTD., capable of handling 63 mixed and 
matched I/O  channels). The fuel cell membranes were anode-supported membranes 
(Indec™, anode thickness of «  600/mr, electrolyte thickness of w 10/mi, and cathode 
thickness of «  60//m) and the gas manifold was fabricated by the EERC using a high 
temperature ceramic material (Cotronics Corp.).
A single fuel cell system was fabricated according to the input-output concept 
using circular anode-supported cells (12.56 cm2 of active surface area); the manifold 
was made of a ceramic material (902-M alumina silicate ceramic developed by Cotron­
ics Corp.), the seals consisted of a high temperature ceramic-paste (Resbond™ 905, 
Cotronics Corp.) and mica-sheets, finally the interconnects were fabricated using a 
gold-coated stainless steal material.
The computer software (FCpower™ from Lynntech Industries, LTD.) controlled 
the flow rates and composition of the fuel tanks through the gas metering unit. Thus, 
a predetermined composition of fuel was injected into the cell. The temperature 
inside the furnace (at three different regions) was also controlled by the software 
and the temperature controller unit. Once the electrochemical oxidation of hydrogen 
started to occur, at approximately 700-800°C, the load bank demanded current at 
a pre-specified range (also controlled by the software), the voltage and power were 
recorded every 2 seconds. The data (I-V and power curves) was collected into the data
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Figure 63: Schematic of the input-output fuel cell testing apparatus.
acquisition system and processed by the software; an schematic of the experimental 
setup is shown in Figure 63.
6.6.1 Experimental Procedure
Once the cell was assembled (membrane, manifolds, seals and interconnects) the 
membrane was reduced in situ at high temperatures (500 — 800°C) following an strict 
procedure described in the open literature [57]; the anode has to be reduced because 
originally it is prepared from nickel oxide (NiO) in order to prevent changes in the 
microstructure during sintering in air [58]. After the membrane was reduced air-flow 
was started into the cathode-side and hydrogen continued flowing to the anode-side,
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at this moment the cell started to produce current. The flow of hydrogen and air 
was controlled by the gas metering unit and the temperature inside the furnace was 
kept at a pre-determined constant value (operating temperature) by the temperature 
controller system. The flow rates were based on recommended values from the mem­
brane’s manufacturer (H2 «  0.3£/min, and H2O ~  1.0£/min). The load bank was 
programmed to draw current from the fuel cell at an increasing rate, accordingly a
voltage-current curve (I-V) was determined.
The experiments reported here were made at 750°C and 800°C using pure hydro­
gen as fuel and air as oxidant (see Figures 64-65). Experimental repeatability was 
corroborated at 750°C (Fig. 66). The results showed the characteristic I-V curves. 
However, the characteristics resembled more a low temperature fuel cell than a higher 
temperature cell. The voltage decreased at constant rate (straight line), indicating 
a high ohmic polarization throughout the entire system. This is a direct result of 
the low current applied. For a conventional SOFG the voltage drop presents a sud­
den decrease at high current densities due to concentration polarization (see Chapter 
4). A slight increase in performance was observed as the temperature increased to 
800°C. A second experiment at 750°C showed repeatability in the results; although 
a small decrease in power was observed it can be attributed to the fluctuation of the
measurements, since there was no evidence of degradation in the fuel cell.
Unfortuntately, the power obtained from this single-cell experiment was dramati­
cally lower than the power of a conventional fuel cell operating at similar conditions;
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Figure 64: Experimental: voltage-current curve (*), and power-current curve (o) at 
750°C and active surface area 12.56 cm2.
the maximum power for the experimental cell was 20% of the theoretical value (Fig. 
67). Because many factors can affect the performance of the cell, the model was used 
to try to identify them. A list of possible factors is presented next:
1) Leakage: the leakage from either the anode or the cathode-side to the surround­
ings is an undesired problem (and expensive problem) because fuel and oxidant are 
being wasted without any purpose, nevertheless, this type of leakage does not affect 
the performance of the cell as long as enough fuel is reaching the anode-side. However, 
if the fuel leaks towards the cathode-side the exothermic combustion of hydrogen will 
produce localized hot-spots in the membrane and possibly fractures due to the high 
localized thermal stress. Although leakage was evident in the cell no cracks were 
discovered in the membranes. In addition, the leakage of fuel and the localized hot
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Figure 65: Experimental: voltage-current curve (*), and power-current curve (o) at 
800°C and active surface area 12.56 cm2.
spots will reduce the Nernst potential of the cell, however no evidence of a reduction 
of the open circuit voltage was observed during the experiments.
2) Poor manifold design (i.e., starvation of fuel in the anode-side): The starvation 
of fuel is characterized by a sudden drop in the voltage of the cell, however no evidence 
of this problem was found in the entire range of current analyzed. The voltage-drop
followed an straight-line for the two temperatures analyzed (750, 800°C).
3) High contact resistance: Poor performance of the interconnects results in a high
contact resistance. Usually a silver mesh is used in order to enhance the contact in 
the cell: in the experiments showed here no mesh was used. Also, during the assembly 
of the membranes there was a concern that the pressure applied to the interconnects 
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Figure 66: Experimental: voltage-current current curve at 750°C; first run (o), second 
run (*).
temperature because the materials tend to relax. However, if to much pressure is 
applied to the cell there is a risk of fracturing the brittle membranes. Accordingly, it 
is believed that this is one the principal factors that contributed to the performance’s 
loss in the cell.
4) Lower active surface area: A mica based paste was used for sealing the gas 
manifold in the both sides of the cell. Because of the liquid consistence of the paste 
if was difficult to uniformly apply it to the edges of the rounded cell. Therefore, it 
was apparent from the physical aspect of the paste (after curing) that considerable 
portions of the cell were covered by the paste. Reducing the radius of the cell by 25% 
reduces the area of the round cell by a 40%. A significant deterioration in performance
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is therefore expected for what might appear to be a relatively small covering of the 
outside cell radius.
Current (A)
Figure 67: Comparison between experimental results (•) and modeling results (o) at 
750°C; a fuel utilization of 80% was assumed for the modeling I-V curve.
6.6.2 Analysis of the Active Area and Contact Resistance 
A set of simulations were run in order to analyze the effect of active surface 
area in the cell. First, the performance of the cell was calculated at different active 
surface areas. Because the cell being used in the experiments had a diameter 4 
cm long, a radius-range between 0.6 — 2.0cm (at intervals of 0.2 cm) was used for 
the calculations. The power curves shown in Figure 68 were calculated assuming a 
fuel utilization of 80% at 750°C, the polarization terms were in accordance with the 
procedure indicated in Chapter 4. The results were compared to the experimental
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data available at 750°C (Fig. 69). As the active surface area decreased from 12.56 
cm2 (r =  2 cm radius) to 1.13 cm2 (r =  0.6 cm radius) the decrease in maximum 
power was of «  91%. Furthermore, if these simulated values are compared with the 
experimental data (Figure 69), it can be seen that the simulated curves are very close 
to the experimental data between a radius of 0.7 -  0.8cm (Fig. 69). Because, the 
simulated curves showed a wider range of current (x-axis in Figure 69), it is clear that 
the active surface area is not the only factor affecting the performance of the cell. This 
active surface area reduction implies the radius of the cell would need to be reduced 
by 1.3cm, however, the physical analysis of the cell showed a reduction in the radius 
of «  0.5 — 0.7cm. The second factor that was considered is the contact resistance. 
A higher contact resistance results because of a poor electric contact between the 
membranes and the interconnects. Because a higher contact resistance will result in 
higher losses, the simulated curves were calculated adding an empirical extra loss to 
the polarization curves. A factor of 30% of extra losses appeared to approximate 
better the experimental results (Fig. 70). However, because this empirical factor 
does not have any scientific fundament there is no conclusive evidence of the effect of 
contact resistance in the performance of the cell.
6.6.3 Exchange Current Density, Revisited 
Although the modeling results approximate very well to the experimental data 
under the assumption of lower active surface area and “extra”-losses due to contact 
resistance (Fig. 70), there are many factors inherent to the electrochemical model that
Figure 68: Performance characteristics at different active surface areas; operating 
temperature 750°C and assuming 80% of fuel utilization.
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Figure 69: Experimental data (r =  2.0 cm) versus modeling results at two different 
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Figure 70: Experimental data (r =  2.0 cm) versus modeling results at two different 
active surface areas, assuming a 30% of extra losses; r =  0.8 cm (o), r =  0.9 cm (•), 
where r indicates the radius of the circular membrane.
are not being considered yet, such as porosity and tortuosity of the porous anode, and 
exchange current density. These parameters were determined based on recommended 
values reported in the literature (Chapter 4). However, they are specific to each 
membrane because the material composition and the operating conditions are unique 
to each author. Usually, if such parameters cannot be determined experimentally, 
modelers adjust them based on the experimental I-V curves, if available.
The effect of porosity and tortuosity is expected to be insignificant in the cell 
because the range of reasonable values for both parameters is small. For Ni-YSZ 
anodes, porosity usually takes values between 10 — 40%, and tortuosity between 2 — 6 
[54, 115, 116]. Exchange current density is expected to have an important impact in
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the activation polarization, because of the wide dispersion of recommended values in 
the open literature [121]. In addition, the effect of exchange current density is crucial
in determining the activation polarization [13].
Exchange current density indicates: 1). How fast the electrochemical reaction
proceeds, 2). A measure of the electrocatalytic activity of the electrode-electrolyte 
interface [13], 3). The reaction rate, at the equilibrium potential, of the forward 
and reverse electrode reaction [28]. It is clear, from the Tafel equation (Chapter 4, 
Eq.(4.14)) and the linear-current potential (Chapter 4, Eq.(4.16)), that a high value 
of exchange current density results in less activation polarization. This is because 
a high exchange current density indicates that the surface of the electrode is more 
active, and the current in one particular direction is more likely to flow [5]. Figure 
71 shows the variability of using different values of exchange current density. In 
the figure the curves labeled with an “A” were calculated using an exchange current 
density as described in Chapter 4 (Eqs. 4.12-4.13), and the curves labeled “B” are 
according to the sensitivity analysis reported by Campanari et al. [121] (Table 4 
first column in [121]). The discrepancy between these results is due to the variability 
in material properties, microstructure, electrocatalytic activity of the electrodes and 
conductivity [13]. Because the variability between two different sets of values for the 
exchange current density is too dispersed it is apparent that a better determination 
(experimental measurement) of this parameter will result in a better prediction of the 
experimental results. The exchange current density can be determined experimentally
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by extrapolating plots of the log j  versus r}kct to r/Act =  0 [28]. Unfortunately, the 
measure of such an important electrochemical parameter is out of the scope of this 
research. Nevertheless, it is believed that the exchange current density plays also 
an important role in adjusting the model to the experimental data. If the exchange 
current density is slightly modified from — 1200, j Catbode =  700 (A m-2) to 
janode =  1500, j cathode =  1000 (A m~2), it can be seen in Figure 72 that the model 
fits better the experimental data, which indicates that the exchange current density 
is an important (third) factor in the description of the experimental results; the 
modification is totally empirical, it was made here with the only purpose of showing 
how the model fitted better the experimental data. However, the exchange current 
density is inherent to the material properties and cannot be modified in order to 
improve the performance, but a correct determination of this parameter will help to 
make the modeling results more accurate for future predictions.
6.7 Final Remarks
A conventional co-flow fuel cell and the input-output fuel cell were analyzed under 
different operating conditions. It was shown that the increase in steam content in 
the initial feed helped in reducing the risk of carbon deposition and promoted a 
best completion of the electrochemical reaction. An overall performance increase was 
experienced as the steam concentration increased. The effect of flow rate showed that 
there is a optimal value of fuel utilization. As the fuel rate moved away from the 
optimal (»s 80%) the performance of the cell as measured by the maximum power
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Figure 71: Power performance as a function of the active surface area, using two 
different sets of values (A, B) for the exchange current density in each electrode.
density decreased very quickly. The maximum power appeared for all cases analyzed 
at about 60% of fuel utilization, however 80% was considered the optimal in terms 
of stability, costs and performance of the cell (based on literature reviewed). The 
increase in oxidant flow-rate did not appeared to have a significant effect on the 
increase in performance of the cell, however the cooling effect provided by the excess 
air helped to reduce the maximum temperature attained, and thus less thermal stress 
will be induced into the cell components.
The input-output concept showed that the maximum temperature in the fuel cell
was lower than the a conventional fuel cell (co-flow design) operating at the same gas 
compositions. However, the flow rate was only a 5% of that used in a conventional
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Figure 72: Experimental data (r =  2.0 cm) versus modeling results at two different 
active surface areas and a modified set of values of the exchange current density at 
the electrodes; r =  0.7 cm (o), r =  0.8 cm («), where r indicates the radius of the 
circular membrane.
design in order to attain the similar performance. The disadvantage of having very low 
flow rates is that more sensitive control equipment will be required, which implies an 
extra cost. Nevertheless, the model helped to determined the optimal flow rate (80% 
of fuel utilization) for the expected gasifier compositions. The analysis of channel 
separation showed that by increasing the distance between channel the performance 
of the cell increased as the fuel utilization approached to the optimal value (80% fuel 
utilization). It was also shown that if circular cells are used in combination with the 
input-output concept, the fuel utilization increased in the outer channels of the cells, 
thus by a choosing an appropriate flow rate such that the outer channels reached an
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optimal value of fuel utilization then performance of the entire cell would increase. 
Finally, the model was used to investigate the effect of active surface area and
contact resistance in the performance of the cell. The results were compared with 
experimental data. As the active surface area decreased the model showed a better 
fit with the experiments. Accordingly, it is believed that a reduction in the active 
surface area by applying wide layers of seal in the cell was one of the causes that 
resulted in a poor cell performance («80%  less of a typical cell in the same conditions). 
The model fit the experimental data better if a combination of active surface area 
and extra contact resistance-losses was used in the model. These assumptions were 
further investigated by the fuel cell research group at the EERC. The experimental 
results by using a design that improved active surface area, gave a two-fold increase 
in power (Fig. 73(B)) with respect to the original results (Fig. 73(A)). Finally, the 
contact resistance was reduced by using metallic-pastes in the electrodes and better 
interconnects (i.e., silver interconnects). The experimental results of this design gave 
a six-fold increase in power (Fig. 73(C)). The details of these experiments can be 
found in [150]. Figure 73 shows the experimental results of the improved designs and
the modeling results using an exchange current density according to Figure 71.
In general, the model was successfully used in the understanding of the factors
that affect the performance of the ceil. By a better comprehension of the relationships 
between these factors the cell can optimized, and improved. Moreover, the model 
helped to determined the optimal operating conditions in the cell (gas composition,
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temperature, flow-rates). These optimal conditions were determined based on power 
performance, fuel utilization, and costs.
Current (A)
Figure 73: Experimental IV-curves at 750°C: (A) Original curve: poor active surface 
area and high contact resistance. (B) Improved active surface area. (C) Improved 
active surface area and contact resistance. The modeling IV-curves at different active 
surface area are also shown using the a value of exchange current density as suggested 




The focus of this research was on the modeling of solid oxide fuel cells. The aim 
of this research was to determine the performance of the cell of a variety of operating 
conditions and geometrical factors. The primary objectives of the work were laid out 
in Chapter 1. They will be presented later in this chapter along with the success 
in meeting these objectives. In Chapter 2, the working details of the fuel cell were 
discussed. Chapters 3 through 6 presented the primary methods and results of my 
work.
In Chapter 3 the method of rational approximation was used to calculate the 
thermophysical properties of twelve gases important to SOFC-technology. Accord­
ingly, 75 correlations (R2 =  99%) were reported for the prediction of the isobaric heat 
capacity, the entropy of formation, the enthalpy, the Gibbs free energy. The thermal 
conductivity and the dynamic viscosity of pure gases; the thermal conductivity and 
the dynamic viscosity of mixtures were also calculated using well known methods 
[106]. The reaction rate of the methane reforming reaction was calculated by com­
paring different approximations available from the open literature for SOFC anodes. 
These approximation were calculated from kinetic experimental data and cast into 
an Arrhenius-type expression. The creation of a reliable database of thermophysical
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properties was a priority for this research because it was anticipated that during the 
modeling calculations the temperature profile inside the cell increases considerably. 
If the temperatures increase beyond the range at which the correlations were cal­
culated, the use of polynomial approximations could lead to erroneous predictions; 
polynomial approximations tend to oscillate out of the data range, whereas rational 
approximation can be used for extrapolation.
In Chapter 4 a detailed model for the prediction of electrochemical performance 
of the cell was presented. Activation polarization was calculated by the use of the 
full Butler-Volmer equation. However, this research presented valuable information 
in regard to the use of simplified forms of the Butler-Volmer equation (i.e., Tafel 
expression and linear-current potential). To the knowledge of the author, this is the 
first time that a set of correlations are presented in the open literature for deter­
mining the range at which the Tafel expression and the linear-current potential will 
give less than 5% of error compared to the full Butler-Volmer equation; previously 
this estimation was presented at specific temperatures [12]. The concentration po­
larization was calculated by using the dusty gas method. However, Pick’s model and 
the Stefan-Maxwell model were also discussed. The Stefan-Maxwell model was dis­
carded because it does not include Knudsen diffusion, however for the porous anode 
used in SOFC-technology the Knudsen number is close to unity, indicating that both 
molecular and Knudsen diffusion are important [13]. Pick’s model was similar to the 
dusty-gas model, however the calculation of the overall effective diffusion coefficient in
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the dusty-gas model is believed to describe more accurately the diffusion of the fuels 
inside the porous anode. The dusty-gas model uses Graham’s law for determining the 
flux through the porous electrode, whereas Pick’s model uses an equimolar-counter 
diffusion, which is not valid when Knudsen diffusion dominates [126], The ohmic 
polarization was calculated by using Ohm’s law. The formulae presented for calcu­
lating the polarization terms were used to determine the characteristic features of the 
electrochemical-performance of the cell. A sensitivity analysis considering tempera­
ture, current density, and exchange current density was also presented.
In Chapter 5 the modeling-principles of the solid oxide fuel cell were presented. 
The chapter discussed the relevant literature related to the modeling of solid oxide 
fuel cell systems. Approximately, two hundred references were consulted and based on 
this survey, a description of the most relevant works was presented. In this chapter, 
the input-output concept was introduced; the input-output concept uses pairs of 
parallel channels (input and output channels) in the gas manifold (anode-side). The 
idea behind this novel design is to shorten the reaction-path of a conventional co-flow 
fuel cell. By doing so, the temperature’s increase at the end of the channels (co-flow 
design) will be lower. However, this implies that the fuel utilization will be reduced 
considerably. It was shown in Chapter 6 that the flow-rate for this design has to be 
5% of that of a conventional fuel cell in order to obtain similar fuel utilization values 
( «  60 — 80%). The description of the equations for the mass and energy balances 
were presented in this chapter. The set of energy-mass equations (non-linear) were
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coupled with the electrochemical model (presented in Chapter 4) in order to determine 
temperature, current and gas distribution inside the cell. Thus, the model presented 
in this chapter can be regarded as an electrochemical-thermal model. Because of the 
scarcity of experimental data, the model was validated with a benchmark specifically 
created for solid oxide fuel cells [136]. The results of this model were successfully 
compared with those reported in the benchmark, the discrepancies were explained by 
the use of a more detailed electrochemical model (among other improvements) in this 
research.
In Chapter 6 the results of this research effort were presented. Next, the objectives 
set in Chapter 1 are discussed along with the results of Chapter 6.
1. Create a reliable electrochemical-thermal model for the prediction of the perfor­
mance characteristics of a solid oxide fuel cell. The model should be able to predict 
temperature profiles, current density distribution and gas composition in the relevant 
regions of the cell. These regions are: anode\ electrolyte, cathode and fuel/oxidant 
channels.
In Chapter 6 the performance of the cell was calculated for 26 different scenarios. 
Fourteen of these scenarios corresponded to the calculation of the performance of a 
typical SOFC (co-flow configuration) at seven gas compositions (six gasifier composi­
tions and one natural gas composition with 30% of pre-reforming) and two membranes 
(i.e., anode-supported and electrolyte-supported). The remaining twelve scenarios 
were calculated for an input-output cell at six gasifier compositions and two mem­
branes. The results showed that the performance of the cell increased as the initial
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concentration of hydrogen increased (compositions C, D, E, and F) and also as the 
steam to carbon ratio increased in the initial composition (compositions D, E and F). 
The results also showed that the electrolyte-supported cell gave lower performances 
because the ohmic polarization was bigger in this type of cell due to the thicker 
electrolyte.
2. Create a model that serves as a tool in the understanding of the principal 
factors that affect the performance of the cell. Accordingly, the model should be able to 
predict the performance under different operating conditions such as gas compositions, 
operating temperature and operating voltage. Besides, the model should be sensitive 
to the geometrical factors that influence the performance of the cell (e.g., channel 
dimensions).
Results in Chapter 6 shown the effect of steam concentration in the initial mixture. 
It was shown that by increasing the concentration of steam the performance of the 
cell improved, especially if high concentrations of carbon were present in the initial 
composition. The effect of the fuel and oxidant flow-rate was also presented. It was 
shown that by increasing/decreasing the fuel flow-rate, there was a fuel utilization 
value ( «  60%) at which the power reached a maximum, however, the optimal value 
was chosen at 80% in terms of stability, costs, and performance of the cell. The oxidant 
flow-rate did not show a substantial change in the performance of the cell. However, 
the cooling effect provided by adding more air to the cathode was a convenient way 
to reduce the thermal stress in the cell components. The analysis of the fuel/oxidant
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flow-rate helped to determine the optimal value of flow-rate required in the input- 
output concept in order to get 80% of fuel utilization.
In Chapter 6 the influence of the separation between input and output channels 
showed that as the reaction path length increased the fuel utilization increased. How­
ever, if the initial length provided a fuel utilization close to the optimal ( «  80%) the 
increase in separation would then decrease the power performance of the cell. A sim­
ilar effect was shown with the circular cells, at the outer channels of the cell the fuel 
utilization will be higher. Based on this analysis it was recommended to determine 
the appropriate flow-rate for the inner channels such that the fuel utilization in the 
outer channels ended up being close to the optimal value («a 80%).
In Chapter 6 the response of the cell at different operating temperatures, two 
membranes and two operating voltages (input-output case) was calculated. The re­
sults showed that the performance increased with temperature and decreased as the 
operating voltage increased. It was shown that the power-curve followed a quasi­
exponential shape as a function of temperature. Thus, two temperature regions were 
identified, a slow-growth and a fast-growth region. Accordingly, increasing the tem­
perature in the fast-growth region provided a higher increase in power than doing 
it in the slow-growth region. The temperature analysis was also conducted for one 
of the gasifier compositions, two membranes and two operating temperatures. The 
results showed that the power increased with temperature, but it reached a maximum 
at high fuel utilization. On this region the increase in the temperature did not pro­
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vide any substantial increase in power and the curves showed a flat trend. Because 
higher operating temperatures imply more thermal stress in the cell components, this 
study helped to determine the optimal operating temperature ( «  800 — 850°C) for 
the gasifier compositions.
The model also helped to analyze experimental data. The assumptions of a poor 
active surface area and high contact resistance predicted by the model were further 
investigated with experimental measurements. By improving the design in order to 
increase the active surface area and using high conductive interconnects in combina­
tion with a silver-paste on the electrodes, the performance of the cell increased from 
a maximum value of 0.18 W to 3.1 W.
3. Create a model capable of handle different fuels such as pure hydrogen, natural 
gas and producer gas.
As mentioned before the model helped to determine the performance of the cell 
for six different compositions and natural gas with 30% of pre-reforming. The entire 
set of results is presented in Appendix D.
The model assumed the water-gas shift reaction is always at equilibrium and 
methane’s internal reforming. One of the model outputs was the outlet gas com­
position, which was used to determine the fuel utilization of the system. The fuel 
utilization was one of the principal indicators of the overall performance of the SOFC. 
In general, the model is capable of handle any mixture containing: H2, H20 , CH4, 
CO, C 0 2, and N2.
4- Create a transparent model easy to be extended or modified in order to analyze
208
different types of fuel cells. At the same time the model should be an improvement 
over previous models presented in the open literature.
The model developed in this research was created for the input-output concept,
consequently it was naturally extended into the co-flow design which is one of the three 
more used configurations in bipolar plates. The other configurations are the counter­
flow and the cross-flow designs. The extension of the model presented in this research 
to the other designs can be easily accomplished by modifying the code presented 
in Appendix C. For the counter-flow design the same system of equations have to 
be solved (simultaneously) iV—times, where N  indicates the number of unit cells 
per channel, thus if the original set (co-flow design) had ss 20 non-linear equations, 
the counter-flow will be integrated by a system N x 20 non-linear equations; for 
the co-flow design the same system of 20 non-linear equations is solved A-times 
iteratively. The cross-flow design requires the solution of an even bigger system, 
in this case <p x A  x 20 non-linear equations have to be solved, where ip indicates 
the number of channels in the entire cell. However, the original set of equations 
will remain unchanged, the new equations will be composed of the original set at 
different locations of the cell. The model was created with Mathematica™ due to its 
simplicity of coding and powerfulness in solving systems of differential-algebraic non­
linear equations (A “differential-algebraic” -system refers to a set of equations that 
contains differential and algebraic equations). The model presented in this research 
represents an improvement over previous models in the following aspects:
209
• All the thermophysical properties are temperature-dependent for each unit cell. 
Often, a constant temperature value is assumed for the unit-cell. Also, modelers use 
a pre-determined temperature-profile for calculating the thermophysical properties in 
advance. This practice speeds-up computational time but the knowledge of a pre­
determined temperature-profile makes the system less autonomous.
• This research integrates a detailed electrochemical model with the mass and en­
ergy balances. The full Butler-Volmer equation was used in the calculation of the 
activation polarization. The dusty gas model was used for calculating concentration 
polarization. Often semi-empirical correlations are used or only molecular diffusion is 
included. Besides, although the model assumes only hydrogen as the electrochemical 
active fuel, in Chapter 4 it was shown how concentration polarization was affected 
if heavier fuels were used. If necessary, the model can be extended (with minimal 
modifications) for the use of more electrochemically active fuels (i.e., methane and 
carbon monoxide).
• This model treats the PEN-structure as separated components, thus temperature 
can be determined in the anode, electrolyte, cathode, anode-fuel channel, and cathode- 
oxidant channel regions. Often modelers treat the PEN-structure as a lumped-solid
system with an homogeneous temperature.
• In general, the simplicity of the code make it easy to be modified with minimal 
coding skills. For example, the model assumes that voltage is constant (operating 
condition) and current density is determined from the electrochemical model. How­
ever, this can be changed by fixing a value of current density in the beginning of the
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code and leaving voltage as a new variable. This implies two lines of modification, 
one in the beginning of the code setting the value of constant current and changing 
current for voltage in the FindRoot command at the end of the code. A similar mod­
ification can be done if, for example, fuel utilization needs to be a new variable. In 
fact this modification was done in order to determine the optimal flow-rate for the 
input-output concept in Chapter 6, Similar modifications were made for the analysis 
of the performance of the cell at different temperatures and geometry variations.
® To the knowledge of the author, this is the first analysis of the performance of 
the cell as function of temperature using an integrated electrochemical-thermal model. 
Perhaps, because this implies the solution of the same code many times. This is very 
easily accomplished with the code presented in Appendix D just by adding a new 
loop and letting Mathematics™ solve the code as many times as necessary.
7.1 Future Research Recommendations
The model was validated with the IEA-benchmark [136] because there was no 
in-house experimental data for the input-output concept. Fortunately, the EERC is 
already in a testing stage of this concept and the results will be presented in the open 
literature. However, in order to completely validate the model it will be necessary to 
design a customized testing apparatus, especially because the temperature distribu­
tion inside the cell is difficult to measure with the standard techniques. Adzic et al. 
[151] studied the use of thin, flat-type thermocouples for the temperature distribu­
tion in the cathode-side. Adzic concluded that a thermocouple with 25pm hydraulic
2 11
diameter and a non-dimensional length of L/dh =  120 will meet the sensitivity re­
quirements of 0.9 K K-1 .
With respect to the model, a natural extension for a future research will be the 
inclusion of different geometries (i.e., counter-flow and cross-flow designs). Also, the 
integration of the model presented in this research with a system model (gasifier- 
SOFC) will be conducted in a future study.
The electrochemical-thermal model of this research will be improved once exper­
imental data are available, meanwhile it has been shown how the model helped in 
understanding the performance of the cell at different conditions. In the future the 





In this appendix, an example is developed to clarify the method of rational ap­
proximation. Let’s assume that a rational approximation is required to fit a k number 
of data points with three coefficients; Pade [1/1]. The Pade approximation will be 
then:
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The matrix can be solved using conventional techniques (e.g., LU decom 
When more coefficients are required, creating the matrix becomes more corn 
Fortunately, a pattern can be identified, the pattern is then broken in diffe 
matrices.
1. A p  elements of A  less than N in the rows and in the columns.
2. A 2: elements of A  less than N in the rows but greater than n in the
3. A 3: elements of A  greater than N in the rows but less than n in the
4. A 4: elements of A  greater than N in the rows and in the columns.
5. bp elements of b less than N in the rows.
6. b 2: elements of b greater than N in the columns.
where N is the numerator grade (N =  1 for the example above). The final matrix 






matrices is presented next
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where c are the columns, r the rows and l the coefficient elements.
Once the matrix is created is just a matter of finding A ~x in A .7; an 
source of algorithms for solving A.3 can be found in [123].
Thermophysical Properties-Data
In this section the entire set of therrnophysical properties used in the 
presented. The data in the figures was computed with the method of ra 









Figure 74: Gibbs free energy (kJ mol J) as a function of temperature (K); 1. Methane 
(CH4). 2, water (H20 ), 3. carbon dioxide (CO2), 4. carbon monoxide (CO).
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Figure 75: Heat capacity (J K - 1  mol-1 ) as a function of temperature (K); 1. Methane
(CH4 ), 2 . water (H2 O), 3. carbon dioxide (CO2 ), 4. carbon monoxide (CO), 5.
hydrogen (H2), 6 . oxygen (0 2).
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Figure 76: Enthalpy of formation energy (kj mol *) as a function of temperature (K); 
1 . Methane (CH4 ), 2 . water (H2O), 3. carbon dioxide (CO2), 4. carbon monoxide 
(CO).
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Figure 77: Entropy (kJ K 1 mol ')  as a function of temperature (K); 1. Methane
(CH4 ), 2 . water (H2 0 ), 3. carbon dioxide (CO2 ), 4. carbon monoxide (CO), 5.
hydrogen (H2), 6 . oxygen (0 2).
220
A (mW nr1 K~l) co2 A (mW m 1 K 1) co
A (mW nT1 K-1) H2 A (mW nr1 K"1)
Figure 78: Thermal conductivity (mW m - 1  K_1) as a function of temperature (K);
1 . Methane (CH4 ), 2 . water (H2 O), 3. carbon dioxide (CO2 ), 4. carbon monoxide
(CO), 5. hydrogen (H2), 6 . oxygen (0 2).
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Figure 79: Viscosity (/iPa s) as a function of temperature (K); 1. Methane (CH4). 2.
water (H2 0 ), 3. carbon dioxide (C 02), 4. carbon monoxide (CO), 5 . hydrogen (H2),




Diffusion in porous media is usually described by molecular diffusion or Knudsen 
diffusion. Knudsen diffusion occurs when the diameter pores are small compared with 
the mean free path of the gas molecules. Ordinary diffusion occurs when the pore 
diameter is large compared with the mean free path of the gas molecules; the mean 
free path represents an average of the distance that the molecules can travel before 
a collision occurs. The Knudsen number K n — X/d (where A is the mean free path 
length and d is the pore diameter) characterizes the diffusion process. For Kn -Cl 
ordinary diffusion dominates, for Kn 1 Knudsen diffusion dominates. For SOFCs, 
both Knudsen and ordinary diffusion processes have to be considered since, in general, 
Kn «  1.
For straight and round pores [12], Knudsen diffusion is given by
V i* =  f r \ / 8000RT'  Mi
2 e




where Sa is surface area of the porous solid (m2-kg_1), pB is the bulk density of 
the solid particle (kg-m~3), e is the porosity material, and M  is molecular mass 
(kg'kmol-1).
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In order to account for the tortuosity of the material, the Knudsen coefficient has
to be modified in terms of an effective coefficient [12, 13],
V i .k .e i ,k
vi.fc.e 4 £  / 8RT  3 x i y n  Mi
(B.3)
(B.4)
where, e / f  represents the porosity:tortuosity ratio. Zhang et al. [128] proposed a 
new way to predict tortuosity in catalyst pellets based on fractal geometries; a hard 
spheres model is often used for determining tortuosity. The accurate determination of 
this parameter is out of the scope of this research and recommended values of 2.0—6.0 
were used instead.
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If gases are assumed to be ideal, the former equation can be simplified to:
0.0026 T 3/2 
P M'Ijj2 crT i1D
(B.6)
where fo  is assumed to take a value of one, and n is determined using the ideal gas
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law. When using these equations, the following observations have to be considered:
M- = 2x(A + w i)
crt +  (Tj
-  2
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where k =  1.38066 x 10~23 (J-K-1) is the Boltzmann’s constant, critj (A) is the 
characteristic length, £y (I<) is the characteristic Lennard-Jones length, and Ud is 
the collision integral based on the Lennard-Jones 12—6 potential. Values for the 
characteristic lengths are reported in Table 31 and the constants appearing in the 
collision integral are reported in Table 32 (taken from Reid et al. [106]).
Table 31: Lennard-Jones potentials
N2 '~ 0 2 C1L, H^O" GO Tl2 C O T  
3.798 '  3.467 3.758 2.641 3.690 2.827 3.941
£i/k 71.400 106.700 148.600 809.100 91.700 59.700 195.200
Table 32: Collision integral constants
/I B C D
1.06036 0.15610 0.19300 0.47635
E F G II
1.03587 1.52996 1.76474 3.89411
Similar to the effective Knudsen coefficient, the binary diffusion coefficient has to
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be modified in order to account for the porosity and tortuosity of the material,
Because ordinary and Knudsen diffusion might occur simultaneously an overall effec­
tive diffusion coefficient is given by
Todd et al. [82] compared different approximations for the determination of molecu­
lar diffusion for binary systems. The approximations were compared with the scarce 
experimental data available. Todd recommended the Puller et al. [106] method be­
cause it was consistently accurate over the entire temperature range analyzed. Based 
on this method, Table 33 contains a set of rational approximations for the binary 
diffusion on a system that contains H2, H20 , CO. C 0 2 and CH4; the method of ratio­
nal approximation has been used previously for the determination of thermophysical 
properties of gases [152, 153].
(B.12)
(B.13)
ao T m T +  a2 T2
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Table 33: Binary diffusion coefficients as function of temperature.
ao ui a2 bi R2 SSE
h 2-h 2o -0.152275 0.001572 7.031465e-06 0.000109 0.9999 0.001755
h 2-c o -0.131687 0.001363 6.114805e-06 0.000109 0.9999 0.001515
h 2-c o 2 -0.106085 0.001127 5.183760e-06 0.000112 0.9999 0.001226
h 2-c h 4 -0.113444 0.001201 5.509623e-06 0.000111 0.9999 0.001306
h 2o -c o -0.041895 0.000443 2.034715e-06 0.000111 0.9999 0.000482
h 2o -c o 2 -0.034615 0.000361 1.627449e-06 0.000110 0.9999 0.000396
h 2o -c h 4 -0.042982 0.000450 2.045609e-06 0.000110 0.9999 0.000492
CO -C02 -0.026500 0.000280 1.281830c-06 0.000111 0.9999 0.000304
C O - C H 4 -0.035039 0.000370 1,696197e-06 0.000111 0.9999 0.000403
c o 2-c h 4 -0.029049 0.000305 1.387365e-06 0.000111 0.9999 0.000332
Dusty Gas Model (Sample Code)
The dusty gas model (DGM) for a binary component system (H2-H20 ) was im­
plemented using Mathematica™. The fuel utilization is set to 80% for three current 
densities (3000, 7500, and 15000 A-m-2) and a thickness anode of 600 pm. The diffu­
sion coefficients are calculated using the method proposed by Fuller et al. [106]. The 
concentration polarization is calculated once the diffusion values are known (last line 
of code).
In[l]:= (* Constants and operating conditions *)
In[2]:= R = 8.314; F = 96485; £ = 0.00075; cf = 101325; p = 1; 
In[3]:= yAin = 0.2; yBin = 0.8; T = 1073;
In[4]:= C* Binary diffusion: Fuller’s method *)
In[5]:= MA = 2.016; VA = 6.12;
In[6]:= MB = 18.015; VB = 13.10;
In[7] := VAB = (VA1/3 + VB1/3)2;
In [8]:= MAB = 2(MA_1 + MB-1)-1;
In[9]:= q = 1-Sqrt[MA/MB];
In[10]:= e = 0.30; £ = 6.0;
In [11]:= DAB = (e/£) ((0.000143 T1/r5)/(p MAB5 VAB));
In[12]:= DAB = DAB/100
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In[13]:= (* Knudsen diffusion: *)
In [14]:= r = 0.0000005;
In[15]:= DAK = (e/O (97.0 r Sqrt [T/MA])
In[16]:= j = {3000,7500,15000}; In = Length{j};
In[17]:= (* Dusty gas model: *)
In[18]:= Flatten[Tablet {yl = Evaluate[ y[£] /.
NDSolve [ {y’1 [x] + (a/DAB) ((1-a y[x])/DAB + 1/DAK)-1 y'[x]2 == 0, 
y [0] = yAin,
y’ [0] = -(j[ [m]] E T)/(2 p*cf F) ((1-a yAin)/(DAB) + 1/DAK)-1}, 
y, {x,0,£}]]; y2 = 1-yl;
(* Concentration Polarization *);




A simplified version of the model’s code is presented in this appendix. Although 
the algorithm presented here has been thoroughly tested with Mathematica V5.0, it 
could need some debugging for different versions.
Introduction
The algorithm starts downloading a set of files that contain information regarding 
the thermophysical properties of the gases, values of different constants, and the 
information about the geometry to be simulated (co-flow or input-output designs); at 
the end of this appendix three sample files are given that can be tested with the code. 
Other than these external files, the algorithm is self contained and can be tested or 
modified as presented here. The code uses the FindRoot command for solving the 
set of non linear equations, because the results depend upon the initial values passed 
to this command, special care is recommended if the code is modified.
Modeling of SQFCs 
Eduardo Hernandez Paclieco 
Advisor: Dr. Michael D. Mann 
Department of Chemical Engineering 
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(* Initial variables and constants *) 
voltage =0.65 O  Operating voltage, Volts *) ;
Tinit = 900+273 (* Initial temperature, K *);
al = APEN/ACch; (* All areas are given in m“2*)
a2 = APEN/AAch;
(* PEN-system properties: Anode-supported cell *)
1A = 600.0 (1/10*6);
1C = 40.0 (1/10*6) ;
IE = 10.0 (1/10*6);
(* Inlet molar flux: Units are mol/(m'2 s) *) 
niCH4 = 0.35;
niH20 = niCH4 (xH20/xCH4); 
niH2 = niCH4 (xH2/xCH4); 
niCO = niCH4 (xC0/xCH4); 
niC02 = niCH4 (xC02/xCH4); 
ni02 = 32niCH4; 
niN2 = (0.79/0.21) ni02;
(* It is assumed that the value of current will 
fluctuate around 5000 A/m'2 *) 
varphi = 0.001; jl = 5000;
(* Control variables for the loop algorithm *) 
ok = 0; sss = 1;
While [ok==0,
(* Temperature is given in K,
Tif, Tia : input fuel and air temperatures, 
TA-E-Ci : PEN-system’s initial temperatures, 
TAfi.TAci: Anode-fuel temperature*)
Tif = Tinit; Tia = Tinit; TAi = Tinit;
TEi = Tinit; TCi = Tinit;
TAfi= Tinit; TAci= Tinit;
neN2 = niN2;
nt = niCH4+niH2Q+niH2+niC0+niC02;
(* Reforming reaction: Achenbach et al. *); 
ref = 4274.0 (neCH4/nt) Exp[-82000.0/(R TA)]; 
nCH4r=-ref;
(* Electrochemical reaction *)
02el = (-j/4 F) al;
H20elc= 2 02el al*-l; H2elc = 2 02el al*-l;
(* Conductivity: Anode, cathode and electrolyte,
< < " g e o m e t r y " ;
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values are according the IEA-benchmark *) 
sA = (95.0 10-6/TA) Exp[-1150.0/TA]; rA = 1/sA; 
sE = 3.34 10*4 Exp[-10300.0/TE]; rE = 1/sE;
sC = (42.0 10"6/TC) Exp[-1200.0/TC]; rC = 1/sC;
(* Thermal conductivity of the fuel mixture, 
conductivities are evaluated at the initial 
fuel temperature. *)
xf = {niCH4, niH20, niH2, niCO, niC02> (1/nit); 
Mf = {MCH4, MH20, MH2, MCO, MC02>; 
lmf = {kCH4 [Tif], kH20[Tif], kH2[Tif], 
kCO [Tif] , kC02 [Tif] } (1/10*3); 
muf = {muCH4[Tif], muH20[Tif], muH2[Tif], 




xf[[i]] lmf [ [i] ]
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xa = {ni02, niN2} (l/(ni02+niN2));
Ma = {M02, MN2};
lma= {k02[Tia], kN2[Tia]> (1/10"3); 
mua= {mu02 [Tia] ,muN2 [Tia] }• (1/10*6);
kma xa[[i]] lma[[i]]
i= 1
£ ^ = 1 x a [ [ j ] ]  f I f  [ i = = j . l .
e s f »[[!]] ' rnjTl Haiti)] ,
/ * ( ■ + ! » )
(* Assumed Nusselt constant value for a fully developed fluid 
in a square-shape channel; see Incropera et al. *)
NuD = 3.39;
Dhf = (4 Ach)/( 2 lxf + 2 lyf);
Dha = (4 Aach)/(2 lxa + 2 lya);
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(* Heat transfer coefficient, under the laminar flow assumption *) 
hf = (NuD kmf)/Dhf; ha = (NuD kma)/Dha;
(# Material balance equations *)
eql = neCH4 Ach - (niCH4 Ach + nCH4r AAch);
eq2 = neH2Q Ach - (niH20 Ach + (nCH4r - H20elc a2 - shH20) AAch);
eq3 = neH2 Ach - (niH2 Ach + (-3 nCH4r + H2elc a2 + shH20) AAch);
eq4 = neC02 Ach - (niCQ2 Ach + shH20 AAch);
eq5 = neCO Ach - CniCO Ach + (-nCH4r - shH2D) AAch);
eq6 = ne02 Aach - (ni02 Aach + 02el ACch);
equ = Exp [(-1000(gC02 [TA] - (gH20 [TA] + gCO [TA] )))/(R TA)]
eq7 = equ-((neH2 neC02)/(neH20 neCO));
(* Energy equations
KA, KC, KE thermal conductivity as suggested by IEA-benchmark 
KAE, KCE interface conductivities as suggested by Motloch. *) 
kA = 2.0; kC = 2.0; 
kE = 1.445+0.157 10~-3 TE; 
kAE= (IE kE + 1A kA)/(lE + 1A); 
kCE= (IE kE + 1C kC)/(lE + 1C);
(* Heat sources:
The heat sources and energy equations follow the description 
suggested by Motloch -see list of references- +)
Rover = 2.83 10'-8 Exp[8.36 10~3)/TE];
QA = j-2 APEN 1A rA - (-nCH4r AAch
(1000 hC02[TA] - 1000 hCH4[TA] - 2 1000 hH20[TA]));
QE = j'2 APEN IE rE + j'2 APEN Rover -
(2 0.95 (-02el) ACch (1000 hH20 [TE] - 1000 gH20[TE]))- 
(2 (1-0.95) (-02el) ACch (1000 hH20[TE]));
QC = j'2 APEN rC 1C;
QEA = QA + 0.5 QE;
QAf = QA;







Tef Ach - niCH4 cpCH4 [Tif] Tif Ach +
Tef Ach - niH2Q cpH20 [Tif] Tif Ach +
Tef Ach - niH2 cpH2 [Tif] Tif Ach +
Tef Ach - niCQ cpCO[Tif] Tif Ach +
Tef Ach - niCQ2 cpC02 [Tif] Tif Ach -
(nCH4r cpCH4[TAf] + (nCH4r - H20elc a2) cpH20[TAf] + 
(-3 nCH4r + H2elc a2) cpH2 [TAf] + (-nCH4r) cpC0[TAf]) 
TAf AAch - hf (TAf - Tef) AAch;
eq9 =
neQ2 cp02[Tea] Tea Aach - ni02 cp02[Tia] Tia Aach +
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neN2 cpN2[Tea] Tea Aach - niN2 cpN2[Tia] Tia Aach + 
(02el cp02[Tach] Tach ACch) - ha (Tach - Tea) ACch;
eqlO = QA +1/2 QE - QEA - QAf -
KAE AE TA - TE2(1/2 1A + 1/4 IE) - KA AAch
TA - TAf 
2 (1/2 1A)
eqll = QC+1/2 QE - QCE - QCa -
KCE AE TC - TE
eql2 = QEA + KAE AE 
QCE + KCE AE
2(1/2 1C + 1/4 IE)
TA - TE
KC ACch
2(1/2 1A + 1/4 IE) 
TC - TE
2 (1/2 1C + 1/4 IE)
TC - Tach 
2 (1/2 1C)
eql3 = QAf + KA AAch (TA - TAf)/(2 (1/2 1A))-
(nCH4r cpCH4[TAf] + (nCH4r - H20elc a2) cpH20[TAf] +
(-3 nCH4r + H2elc a2) cpH2[TAf] + (-nCH4r) cpCO[TAf])
TAf AAch - hf (TAf - Tef) AAch; 
eql4 = QC + kC ACch (TC - Tach)/(2 (1/2 1C))-
(02el cp02[Tach] Tach ACch) - ha (Tach - Tea) ACch;
(* Electrochemical model,
The diffusion coefficients are calculated using Fuller’s method. 
The activation polarization is calculated assuming a variable 
exchange current density as suggested by Costamagna et al.
The ohmic polarization is according to Bessette’s correlations. *)
MA = MH2 ; VA = 6.12;
MB = MH20; VB =13.10; 
r = 0.0000005;
xi = 6.0; (* Tortuosity factor *)
eps= 0.30; (* Porosity *)
gmC= 7 10"8; gmA = 5.5 10*8; (* See performance chapter * )
EAA= 100 10"3; EAC = 120 10"3; (* Activation energy *)
MAB = 2 +
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DAB = 0.00143 TA1 1.0
pV mab ( va1/,;! + VB’/3)2 100-° * 100-0’ 
TADAK - 97.0 x\ — ;
w MA'
DBK = 97.0 r 
IDAE = xi/eps 
IDBE = xi/eps
1 . 0
DAB * DAK J
1 . 0__ 1
DAB DBK 1
DAeff = IDAE-1 
yl = niH2/nt -
DBeff = IDBE-1; 
r TA 1A
2 F DAeff (p cf) ’
y2 = 1 - yl;
nernst -1000 gH2Q[TE]\2 F J+
nOh = j/100 IE 0.00294 Exp[10350.O/TE] + 
j/100 LA 0.00298 Exp[-1392.O/TA] + 
j/100 1C 0.00811 Exp[ 600.0/TC];
nAc = (2 R TA)/F
ArcSinh[j/(2 gmA (neH2/nt) (neH20/nt) Exp[-EAA/(R TA)])]+
(2 R TC)/F
ArcSinh[j/(2 gmC (ne02/(ne02 + neN2))~0.25 Exp[-EAC/(R TC)])] 
nD = -(R TA)/(2 F) Log[(yl (neH20/nt))/(y2 (neH2/nt))];
eql5= (nernst - voltage) - nOh - nAc - nD;
(* Solution: 15 non-linear equations *) 
sol = FindRoot[
ieql, eq2, eq3, eq4, eq5, eq6, eq7, eq8 
8q9, eqlO, eql 1, eql2, eql3, eql4, eql5)-==0,
{{neCH4,niCH4>,{neH20,niH20>,ineH2,niH2>,
{neCO,niCO>.{neC02,niC02},{ne02,ni02>,{shH20,varphi},
•CTA, TAi}, {TC, TCi>, {TE,TEi> , {TAf ,TAf i>,
{Tef,Tif>,{Tach,TAci>,{Tea,Tia},{j,jl>>];
Tfout = Tef /. sol;
Taout = Tea /. sol;
Tinit = (Tfout + Taout)/2;
varphi= shH20 /. sol; jl = j /.sol
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(* Creates data-list of gas composition values *) 
listCH4 = {>; listH20 = {>; listC02 = {}; 
listCO = -Q; listH2 = O ;
CH4ex = AppendTo[listCH4, niCH4];
H20ex = AppendTo[listH20, niH2D];
CD2ex = AppendTo[listC02, niCQ2];
COex = AppendTo[listCO, niCO];
H2ex = AppendTo[listH2, niH2];
(* Update the gas composition for the next unti-cell *)
niCH4 = neCH4 /. sol; niH2 = neH2 /.sol;
niCQ2 = neC02 /. sol; niCO = neCO /.sol;
niH20 = neH20 /. sol; ni02 = ne02 /.sol;
sss = sss+1;
(* Repeat the algorithm for 50 unit cells 
according to the pre-defined size in the 
geometry file *)
If [sss >50, ok = 1, ok = 0] ]
The output can be stored on a list using the command AppendTo. In this case the 
code shows how the gas composition data being stored, then the information can be 
displayed in a graphical form as follows (see sample output, Fig. 80):







Frame->True, FrameLabel->{"Node","Molar Flux [mol m~-2 s“-l]"}, 
TextStyle->{FontSize->18}], ImageSize->450]
Sample Files
The input files to the algorithm include information regarding the thermophysical 
properties, constant parameters and geometry information. The following files can be
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Figure 80: Sample output. Gas distribution along the fuel cell channels.
imported into Mathematica. However, in the case of databaseOl, and database02 
these files must be uploaded with the complete information of all the thermophysical 
properties for each gas used in the calculation; the sample below for databaseOl is a 
partial file containing just some thermophysical properties for methane.
Sample File: databaseOl
(* Name of file: databaseOl
This file uploads the Gibbs free energy, the 
entropy and the heat capacity correlations into the 
main algorithm.*)
gCH4[T_]:= (1.284521 10*-7 T'3 + 0.0000641 T~2 + 
-0.0542694 T“1 + -69.41876 T~0)/
(1 + 1.191685 10*-6 T~2 + 0.0013455 T"l)
sCH4[T_]:= (0.4082532 T'l + 141.0463 T"0)/
(1 + 5.277425 10'-11 T'3 + -3.113396 10“-7 T‘2 
+ 0.0014772 T~l)
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cpCH4[T_]:= (-2.003423 10"-8 T"3 + 0.000425 T*2 + -0.0763258 T"1
+ 44.3001 T*0)/(1 + 2.889771 10~-6 T*2 + 0.0013034 T'l)
Sample File: initial-file
(* Name of file: initial_file *)
R = 8.314 (* Universal gas constant *)
F = 96485.0 (* Faraday’s constant *)
p = 1.0 (* Operating pressure *)
cf = 101325.0 (* Conversion factor *)
(* Gas composition,
This example is in accordance with 30\’/, of pre-reforming
of methane (see IEA-benchamrk specifications) *) 
xCH4 = 17.10/100.0 
xH2 = 26.26/100.0 






This file contains the information relevant to the unit cell’s geometry. These values
are according the unit cell figure presented in Chapter 5 (Fig. 27).
cvr = (1.0/1000.0) (* Conversion factor *)
lxf =2.0 cvr
lyf = 1.0 cvr
lxa = 2.0 cvr
lya = 1.0 cvr
lzf = 4.0 cvr
Iza =4.0 cvr
lxC = 1.0 cvr
Ach = lxf * lyf
Aach= lxa * lya
ACch= lxa * lza
AAch= lxf * lzf
APEN= lxf * lzf
AE = lzf * lza




In this appendix the response of the fuel cell to different gasifier compositions 
is presented. These results were discussed in Chapter 5 (Tables 24,27). Here, the 
entire set of results is presented for an anode-supported cell and two designs (i.e., 
co-flow design and input-output concept). Only the anode-supported cell results are 
presented because the electrolyte-supported results followed the same characteristics 
but showed less overall performance.
The compositions in the tables were determined from equilibrium calculations 
[149] based on the initial amount of moisture content in the biomass feed [6]. The IE A- 
composition is according to the benchmark composition, which comprises: 17.1% CH4, 
26.26% H2l 29.34% H20 , 2.94% CO, 4.36% C 0 2, 21% 0 2, and 79% N2. The node­
axis indicates the length of the channels for the designs. For a co-flow design a 
node=50 indicates 10 cm (0.2 cm/node) of length-channel. For the input-output 




Figure 81: Composition A, co-flow design: (a) Temperature distribution, (b) Cur­
rent distribution, (c) Gas composition, (d) Total loss distribution, Act.: activation 
polarization, Diff.: concentration polarization, Ohmic: ohmic polarization; anode- 
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Figure 82: Composition B, co-flow design: (a) Temperature distribution, (b) Cur­
rent distribution, (c) Gas composition, (d) Total loss distribution, Act.: activation 
polarization, Diff.: concentration polarization, Ohmic: ohmic polarization; anode- 
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Figure 83: Composition C, co-flow design: (a) Temperature distribution, (b) Cur­
rent distribution, (c) Gas composition, (d) Total loss distribution, Act.: activation 
polarization, Diff.: concentration polarization, Ohmic: ohmic polarization; anode- 
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Figure 84: Composition D, co-flow design: (a) Temperature distribution, (b) Cur­
rent distribution, (c) Gas composition, (d) Total loss distribution, Act.: activation 
polarization, Diff.: concentration polarization, Ohmic: ohmic polarization; anode- 







Figure 85: Composition E, co-flow design: (a) Temperature distribution, (b) Cur­
rent distribution, (c) Gas composition, (d) Total loss distribution, Act.: activation 
polarization, DifF.: concentration polarization, Ohmic: ohmic polarization; anode- 









Figure 86: Composition F, co-flow design: (a) Temperature distribution, (b) Cur­
rent distribution, (c) Gas composition, (d) Total loss distribution, Act.: activation 
polarization, DifF.: concentration polarization, Ohmic: ohmic polarization; anode- 
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Figure 87: Composition A, input-output design: (a) Temperature distribution, (b) 
Current distribution, (c) Gas composition, (d) Total loss distribution, Act.: acti­
vation polarization, Diff.: concentration polarization. Ohmic: ohmic polarization; 
anode-supported cell, operating voltage 0.65 volts, operating temperature 900°C, 





Figure 88; Composition B, input-output design: (a) Temperature distribution, (b) 
Current distribution, (c) Gas composition, (d) Total loss distribution, Act.: acti­
vation polarization, DifF.: concentration polarization, Ohmic: ohmic polarization; 
anode-supported cell, operating voltage 0.65 volts, operating temperature 900°C, 








Figure 89: Composition C, input-output design: (a) Temperature distribution, (b) 
Current distribution, (c) Gas composition, (d) Total loss distribution, Act.: acti­
vation polarization, Diff.: concentration polarization, Ohmic: ohmic polarization; 
anode-supported cell, operating voltage 0.65 volts, operating temperature 900°C, 







Figure 90: Composition D, input-output design: (a) Temperature distribution, (b) 
Current distribution, (c) Gas composition, (d) Total loss distribution, Act.: acti­
vation polarization, Diff.: concentration polarization, Ohmic: ohmic polarization; 
anode-supported cell, operating voltage 0.65 volts, operating temperature 900°C, 
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Figure 91: Composition E, input-output design: (a) Temperature distribution, (b) 
Current distribution, (c) Gas composition, (d) Total loss distribution, Act.: acti­
vation polarization, Diff.: concentration polarization, Ohmic: ohmic polarization; 
anode-supported cell, operating voltage 0.65 volts, operating temperature 900°C, 
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Figure 92: Composition F, input-output design: (a) Temperature distribution, (b) 
Current distribution, (c) Gas composition, (d) Total loss distribution, Act.: acti­
vation polarization, Diff.: concentration polarization, Ohmic: ohmic polarization; 
anode-supported cell, operating voltage 0.65 volts, operating temperature 900°C, 
node =  0.25 mm.
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