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Abstract—A novel interference management approach is pro-
posed for modern communication scenarios, where multiple
applications and networks coexist on the same channel resource.
The leading principle behind the proposed approach is that
the interference level should be adapted to the content being
transmitted by the data links to maximize the amount of delivered
information. A network setting is considered where Device-to-
Device (D2D) communications underlay a Long Term Evolution
(LTE) link uploading video content to the network infrastruc-
ture. For this scenario, an optimization problem is formulated
aiming at the maximization of the D2D link’s throughput under
a constraint on the Peak Signal-to-Noise-Ratio of the video
data stream. The resulting optimal policy focuses interference
on specific packets within the video stream, and significantly
increases the throughput achieved by the D2D link compared to
an undifferentiated interference strategy. The optimal strategy
is applied to a real-world video streaming application to further
demonstrate the performance gain.
I. INTRODUCTION
Emerging technological trends such as Urban Internet of
Things (IoT) and Smart Cities [1]–[3] are revolutionizing the
network scenario. An increasing number of diverse applica-
tions will coexist on a heterogeneous network infrastructure,
thus posing important technical challenges. The multi-scale
nature of information acquisition and computation [4], [5] that
characterizes these applications matches the evolution of the
network infrastructure towards multi-scale communications.
Device-to-Device (D2D) communications have been envi-
sioned as an effective solution to support local information
exchange without generating additional traffic to the network
infrastructure. Herein, we consider a network scenario where
a D2D link operates on a Long-Term Evolution (LTE) uplink
channel [6]–[9].
The main challenge is the control of mutual interference,
especially due to the logical separation between the two
networks. Recent contributions proposed interference control
mechanisms, where the objective is to maintain the Signal-
to-Interference-plus-Noise-Ratio (SINR) at the LTE receiver
above a predefined threshold [8], [10], [11]. In this paper,
we propose a novel content-based interference strategy, which
targets interference on specific packets within the information
stream. We contend that this construction is especially suited
to the Urban IoT, where data streams from sensors are com-
pressed, and the relevance of the transmitted information might
change over time.
Herein, we specifically focus on applications based on video
streaming, such as smart camera systems for real-time mon-
itoring. This choice is motivated by the importance of these
systems as a component of smart transportation (e.g., traffic
monitoring [12]) and surveillance systems [13], [14] in the
urban IoT, as well as by the inherent challenges associated with
transmitting video streams over wireless [15]. We consider
a scenario where the LTE link is transporting compressed
video, and the D2D transmitter is bound by a constraint on
the minimum Peak Signal-to-Noise-Ratio (PSNR) measured at
the LTE receiver.
The dynamics of the network are modeled as a Markov
process [16], which tracks the transmission process of the LTE
link and the transmission decisions of the D2D transmitter.
The optimization problem is formulated as a Markov Decision
Process (MDP) problem, and solved by means of a specialized
Linear Program (LP). The output of the optimization problem
is a randomized past-independent policy [17], that is, the
transmission action is solely a function of the current state
of the system.
The obtained optimal transmission strategy and achieved
performance demonstrate that the D2D link can significantly
improve its throughput if interference is targeted to specific
packets within the video stream. More specifically, the D2D
transmitter should reduce interference generated to the LTE
link when reference frames are transmitted. Results obtained
by applying the optimal policy to real-world video show that
the PSNR significantly improves with respect to that of the
reference transmission policy.
The rest of the paper is organized as follows. Section II
describes the heterogeneous D2D-LTE network scenario and
the video application scenario considered herein. Section III
presents the stochastic process used to model the operations
of the network. In Section IV, the performance metrics and
optimization problem are formulated. Section V discusses the
practical implementation of the optimal policy in real-world
networks. Section VI presents numerical results based on the
proposed framework. Section VII concludes the paper.
II. NETWORK AND APPLICATION SCENARIO
Fig. 1 depicts the network considered in this paper, where
LTE and D2D links coexist on the same channel resource and
mutually interfere. The LTE mobile terminal is uploading a
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Fig. 1. Network configuration considered in the paper. The LTE and D2D
links coexist on the same channel resource and mutually interfere.
video to the network infrastructure, whereas the D2D device is
assumed to be transmitting best-effort traffic to a neighboring
mobile device. In the following, we first describe the video
compression techniques that are widely used for storage and
transmission, and, then, the physical layer model adopted in
the analysis and optimization framework.
A. Video Compression and PSNR
Temporal compression exploits the significant similarities
that may interest pictures within the video stream captured
at close time instant. Thus, a considerable compression rate
can be achieved by transmitting differences with respect to a
reference frame or motion vector. This gives the opportunity
to encode the video in a small number of key (reference)
frames and a larger number of compressed predicted frames
following the reference frame. When the decoder receives
the predicted frames, it uses the preceding reference frame
information to decode each of the predicted frames. As a
result, if a reference frame is corrupted, the effect propagates
through the entire Group of Pictures (GoP). Alternately, if
a predicted frame is damaged, the effect is not so severe
compared to the loss of a reference frame. The most popular
coding technique is H.264/AVC, which uses a Group of
Pictures (GoP) for predictive coding of frames. The GoP starts
with intra-coded frame (I-frame) followed by a number of inter
coded frames e.g., Predicted frames (P-frames), Bi-directional
predicted frames (B-frames). In the following, we refer to P
and B-frames as D-frames. For H.264/AVC the GoP can be
fixed (constant size) or Adaptive (variable size). Herein, we
contend that the different amount of information conveyed by
packets associated with I and D-frames should correspond to
a different interference level.
B. Physical Layer
Analogously to most prior literature on D2D underlaying
LTE networks, we abstract the physical layer using a per-
packet decoding threshold. Let’s denote the LTE and D2D
transmitter and receiver by the subscript ` and d, respectively.
Due to mutual interference, the Signal to Noise plus Interfer-
ence Ratio (SINR) at the LTE and D2D receiver are
SINR` =
P`c``
σ2d + Pdcd`
, SINRd =
Pdcdd
σ2d + P`c`d
, (1)
respectively, where P` and Pd is the average received power
at the LTE and D2D receivers (including path loss), cxy is the
fast fading gain from node x∈{`, d} to receiver x∈{`, d} and
σ2x is the noise variance at receiver x.
We assume that the coefficients cxy have Rayleigh proba-
bility density function, that is,
Fcxy (c) = P(cxy < c) = 1− e−c, c ≥ 0, (2)
where the power of the fading process is 1. Here, we consider
a slotted time model, where the fading coefficient is assumed
constant within each slot, and fading coefficients in different
slots are independent and identically distributed (i.i.d.) random
variables. In order to provide an intuitive and insightful model,
we assume that each slot corresponds to the transmission
of one video frame. Then, the probability that SINRx is
above the decoding threshold γ and the packet is successfully
decoded is
ρx=
e−
γσ2x
Px
1 +
γPy
Px
, (3)
with x 6=y. Note that LTE may fragment frames into multiple
packets. In this case, our assumption corresponds to invariant
fading for the duration of the transmission of the burst of
packets associated with a single video frame.
III. STOCHASTIC MODEL
We develop a stochastic model to study the performance
of the wireless nodes in the coexistence scenario described
earlier, and optimize the transmission strategy of the D2D
transmitter. Our objective is to measure the PSNR of the video
link and the throughput of the D2D link as a function of the
transmission strategy of the D2D transmitter. Clearly, one of
the key aspects to capture is the error propagation effect due
to the differential encoding used in video compression. In this
analytical framework, we assume that the loss of a reference
frame causes the loss of all the frames in the GoP. A numerical
study of this effect in real-world video streams is provided in
Section VI. The definition of models capturing bidirectional
dependencies are left to future studies.
We build the stochastic model to track the number of frames
transmitted and delivered within each GoP. We logically divide
the temporal evolution of the process into renewal periods
where the first state corresponds to the transmission of an
I frame, and the subsequent states in each period correspond
to the transmission of differential frames. Note that the D2D
link is a best effort data stream, where we only track the
delivery of individual packets. We, then, define the Markov
process S=(S(0), S(1), S(2), . . .), where S(t)∈S is the state
in slot t and S is a finite state space. The state of the
system is described by the vector (Irx, Ntx, Nrx). The variable
Irx∈{0, 1} is equal to 1 if the I frame associated with
the current GoP was correctly decoded at the video stream
0,0,0 1,1,0 1,2,0 1,3,0
1,2,1 1,3,1
1,3,2
0,1 0,2 0,3
1,N,0
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Fig. 2. Graphical representation of the Markov chain for a case with fixed
GOP length.
destination, and is 0 otherwise. Ntx and Nrx are the number
of differential frames transmitted and received within the GoP ,
respectively, with 0≤Nrx<Ntx≤N , where N is the maximum
GoP size. The, possibly variable, size of the GOP is modeled
by defining the distribution β, where β(i) is the probability
that the GOP terminates after the transmission of i differential
frames, with β(N)=1. Note that fixed size GOP encoding
can be modeled by setting β(i)=0 for i=1, . . . , N − 1. We
also define the action variable U(t)∈{0, 1}, where 0 and 1
correspond to idleness and transmission of the cognitive D2D
transmission, respectively. Note that different transmission
power can be incorporated as decision variables. Herein, we
fix the transmission power of the two terminals, and limit the
decision of the cognitive terminal to a binary variable. Then,
we define ρx(u) as the failure probability of the packet sent
by link x∈{`, d} conditioned on the decision variable u. Note
that ρd(0) is trivially equal to 0, whereas ρ`(0)=1 − e−
γσ2`
P` .
When the links mutually interfere, the failure probabilities are
ρd(1)=1− e
− γσ
2
d
Pd
1 + γP`Pd
, ρ`(1)=1− e
− γσ
2
`
P`
1 + γPdP`
. (4)
Fig. 2 depicts the state space and allowed transitions.
The state (0, 0, 0) corresponds to the transmission of the I-
frame. Conditioned on action u, the process then moves either
to (1, 1, 0) or (0, 1, 0) with probability 1−ρ`(u) and ρ`(u),
respectively. The former and latter state indicates successful
and failed decoding of the I-frame.
From state (irx, ntx, nrx), 0<ntx<N , and conditioned on
action u, the Markov chain moves to the states
(0, 0, 0) w.p β(ntx), (5)
(irx, ntx+1, nrx+1) w.p (1−β(ntx))ρ`(u), (6)
(irx, ntx+1, nrx) w.p (1−β(ntx))(1−ρ`(u)), (7)
where β(ntx) is the probability that the GoP terminates at the
transmission of the ntx differential frame, and another I-frame
is sent. From state (irx, N, nrx), the process moves to the states
(0, 0, 0) with probability 1. since the GoP terminates. Note
that in the transition probabilities listed above, the selection
mechanism for the control variable is left unspecified. In the
next section, we will formulate an optimization problem whose
output is the control action distribution defined on the state
space of the network.
IV. PERFORMANCE METRICS AND OPTIMIZATION
PROBLEM
A. PSNR Analysis
Our first goal is to derive an evaluation metric, i.e., the
PSNR, which is commonly used to measure video quality.
We, then, compute the Mean Square Error (MSE) of the video
sequence averaged over all frames, and from this value we
obtain the PSNR as
PSNR = 10 log 10(Kbps/MSE), (8)
where Kbps is 2W and W is the number of bits per pixel.
The technique we use for the evaluation of the PSNR
is an extension of that proposed in [18], [19]. We briefly
sketch it and then discuss how it applies to our evaluations.
In [18], the MSE of the received video is seen as the sum
of multiple uncorrelated distortion values. Hence, we write
MSE=De+Du, where De is the distortion introduced by
the encoder and Du is the distortion term caused at the
decoder by residual errors, i.e., packet error. Herein, we only
focus on Du and assume De as constant, as it does not
depend on packet and frame loss. According to the framework
proposed in [18], which has been validated via extensive
simulations, pixel errors caused by not delivered frames can
be approximated by Gaussian distributions. Moreover, it is
also assumed that further manipulations of the received signal
performed by the codec are linear and time-invariant, and thus
can be represented through the frequency responses of some
filters. If this filtering is applied iteratively, based on the central
limit theorem, one can expect that the impulse response of the
filter also becomes Gaussian after a sufficiently large number
of iterations [7]. Thus, we model the term Du as a Gaussian
variable with zero mean and variance σ2u, where the latter
linearly depends on the frame error rate. Following the consid-
erations in [19], this assumption leads to Du=Cσu=Cperrσe,
where C and σe are constants and function of the video and
encoding/packetization implementation, and perr is the frame
error rate.
B. Performance Metrics
The PSNR, then, is monotonically increasing in the frame
delivery rate, which we use to evaluate the performance of the
video. Within the adopted markovian framework, the frame
delivery rate is measured as
DLTE(µ) = lim
T→∞
1
T
E
[ ∞∑
t=0
1(Ω(t))
]
, (9)
where Ω(t) is the event corresponding to a frame delivery in
slot t. DLTE(µ) can be rewritten as
DLTE(µ) =
∑
s∈S,u∈{0,1}
piµ(s, u)ω(s, u), (10)
where the function ω(s, u) counts the frames transmitted in
the current GoP, that is,
ω(s, u)=β(ntx) ∗ irx ∗ (nrx+irx+1−ρ`(u)) (11)
in state s=(irx, ntx+1, nrx+1). The term β(ntx) accounts for
the fact that nrx is the number of frames received in the buffer
only if the frame terminates. The multiplicative term irx forces
to zero the number of frames delivered if the I frame failed.
The normalized throughput of the D2D link, measured in
successfully delivered packets per slots, is defined as the long-
term average
TD2D(µ) = lim
T→∞
1
T
E
[ ∞∑
t=0
1(Φ(t))
]
, (12)
where µ is the control strategy and Φ(t) is the event corre-
sponding to the delivery of a packet by the D2D link. The
above measure can be rewritten as
TD2D(µ) =
∑
s∈S,u∈{0,1}
piµ(s, u)φ(s, u), (13)
where piµ(s, u) is the joint state-action steady state distribution
piµ(s, u) = lim
t→∞Pµ(S(t)=s, U(t)=u), (14)
and φ(s, u)=1−ρd(u).
C. Optimization Problem
Based on the stochastic model and performance metrics
defined earlier, we can now define the optimization problem
aimed at maximizing the D2D link throughput under con-
straints on the PSNR. The optimization problem
µ∗ = arg max
µ
TD2D(µ) s.t. DLTE(µ)≥δ, (15)
admits at least one optimal policy µ in the class of randomized
past independent policies [17]. We focus on this class of
policies, and define the policy µ(u, s)=P(U(t)=u|S(t)=s).
Then, the problem (15) is mapped to the Linear Program
(LP) [17], [20]
z∗ = arg min
z
1−
∑
s,ω
φ(s, u) z(s, u) (16)
s.t.
∑
s,ω
ψ(s, u) z(s, u)≤δ∑
s,u
z(s, u)p(s′|s, u) =
∑
ω∈A
z(s′, u),∑
s,u
z(s, u) = 1,
z(s, u) ≥ 0, ∀s, ω,
where for the sake of readability, we denote
∑
s∈S
∑
u∈{0,1}
with
∑
s,u and z as the vector {z(s, u)}∀s,u, and p(s′|s, u)
is the transition probability to s′ conditioned on the state s
and action u. In these formulation, the optimization variable
z(s, u) is the the joint steady-state probability of the state-
action pair (s, u), that is, z(s, u) = Pr(S(t)=s, U(t)=u). The
optimal policy µ∗, then, is
µ∗(s, u) =
z(s, u)∑
u′∈A z(s, u′)
∀s, u. (17)
V. IMPLEMENTATION OF THE OPTIMAL POLICY
The high level of abstraction of the proposed model is used
to derive guidelines for the definition of adaptive transmission
protocols in heterogeneous application and network scenar-
ios. Clearly, the application of such policies in a real-world
scenario necessitates advanced capabilities of the terminals
and network devices, and should account for some important
networking aspects.
Firstly, we observe that in practical networks, the interfer-
ence strategy needs to be defined at the LTE Medium Access
Control (MAC) level, where video frames are fragmented into
several LTE packets. These packets are, then, transmitted over
the channel. Heuristics based on the optimal policy can be
directly applied to this case, where the transmission probability
is a function of whether the packets being transmitted belong
to an I-frame or D-frame, as well as whether or not the I-frame
in the GOP was significantly damaged.
A critical point in the practical implementation of this class
of policies is the availability of “state” information at the
D2D transmitter. Importantly, different from prior work, where
SINR control requires precise channel knowledge and power
control loops, our policies are based on statistical knowledge
of the channel, that is, the failure probabilities.
However, even if coarse heuristics are used, the D2D
transmitter needs to tune the transmission probability on
the type of frame being transmitted. Since LTE packets are
encrypted, the D2D transmitter cannot acquire this information
by overhearing the transmitted LTE packets, and necessitates
the assistance of the LTE eNodeB. In the framework proposed
herein, the optimal action distribution is defined on the specific
state within the state space of the Markov process. Thus,
the implementation of such policy may require an excessive
amount of signaling. However, heuristic policies can be de-
vised to reduce the information needed at the D2D transmitter,
by defining the action distribution solely on the class of
the frame being transmitted (that is, I-frames and D-frames).
Unless specific markers are added to the packets, the eNodeB,
or control units connected to the eNodeB, should decode the
packets to identify frame end/begin and the type of frame.
Thus, the proposed policies need deep packet inspection [21],
which has been receiving a considerable amount of attention
by the research community as an effective technique to provide
novel network services.
VI. NUMERICAL RESULTS
We now present numerical results assessing the performance
of the proposed interference scheme. We compare the optimal
policy to a baseline case where the transmission probability
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Fig. 3. Throughput of the D2D link as a function of the LTE frame delivery
rate for the optimal (solid line) and the fixed transmission probability (dashed
line) policy.
of the D2D transmitter is equal to ptx in all the states. In this
case, for fixed GOP size, the delivery rate of frames is
DLTE(ptx)=
[
N∑
i=0
N !
i!(N − i)! (1− ρ`(ptx))
iρ`(ptx)
N−i
]
=
(1− ρ`(ptx))(N(1− ρ`(ptx)) + 1)
N + 1
, (18)
where
ρ`(ptx) = ρ`(1)ptx + ρ`(0)(1−ptx). (19)
The throughput of the D2D link is trivially equal to
TD2D(ptx) = ptx(1− ρd(1)). (20)
In the following plots, we assume a fixed GOP size equal to
24 frames, including the I-Frame. The error probabilities are
set to ρ`(0)=0.01, and ρ`(1)=ρd(1)=0.1. Fig. 3 shows the
throughput of the D2D link as a function of the LTE frame
delivery rate for the optimal (solid line) and the fixed transmis-
sion probability (dashed line) policy. In the fixed transmission
probability case, the throughput of the D2D link decreases
linearly as the delivery rate of the LTE frames increases.
The optimal policy significantly increases the throughput of
the D2D link until the constraint on the LTE frame delivery
becomes too tight, and the D2D transmitter is forced idle.
Fig. 4 depicts the transmission strategy of the D2D link as a
function of the constraint on the minimum LTE frame delivery
rate. The dashed and dotted lines correspond to transmission
probabilities when an I-Frame and a D-frame are transmitted.
In the latter case, only frames where the I-frame in the same
GOP was delivered are considered. In fact, the optimal policy
trivially prescribes transmission with probability 1 in states
corresponding to D-frames whose I-frame was lost. When
the minimum LTE delivery rate is equal to or larger than
the maximum (approximately 0.98), the D2D transmitter is
idle in the state corresponding to I-frame transmission. As
the constraint decreases, the D2D transmitter increases the
transmission probability in states corresponding to D-frames
transmission, whereas the policy prescribes idleness in states
corresponding to I-Frame transmission. As the transmission
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Fig. 4. Transmission strategy of the D2D link as a function of the constraint
on the minimum LTE frame delivery rate. The dashed and dotted lines
correspond to transmission probabilities when an I-Frame and a D-frame are
transmitted.
probability in D-frames reaches 1, the D2D transmitter begin
to increase the transmission probability in the state corre-
sponding to I-frame transmission. The optimal policy, then,
avoids interference to the I-frames to minimize damage to the
video until the minimum frame delivery rate is large enough
to tolerate the cascade effect triggered by I-frame loss events.
The framework presented in this paper is based on the
assumption that the loss of an I-frame impacts the entire GOP.
Fig. 5 illustrates this effect in a real-world video. The video
has fixed GOP length equal to 24 frames, and size 640×360
pixels. The I-frames with indexes 121 and 241 are lost, and
the individual-frame MSE in the frame range 100 to 280 is
shown. The propagation of the error generated by the loss of
the I-frames within their respective GOPs is apparent, thus
motivating our model choice.
Finally, in Fig. 6 we show the MSE as a function of the D2D
throughput for the video in the previous picture. The shown
results are obtained using the fixed transmission probability
policy, and a heuristic extracted from the optimal policy, where
the transmission probability is set to 0 when an I-frame is
transmitted, and is constant otherwise. The points in the plot
correspond to different values of the transmission probabilities.
Note that this policy is simpler to implement in real-world
networks, as it requires much less coordination compared to
a policy defined on the full state space of the Markov process
modeling the dynamics of the network. In the plot, the failure
rates were set to ρ`(0)=0, ρ`(1) and ρd(1)=0 to increase the
impact of D2D transmission on the LTE link and improve
convergence rate of computationally demanding simulations. It
can be observed that the heuristic policy significantly reduces
the MSE, especially in the high throughput region. We remark
that the parameters chosen in these simulations result in strong
interference to the LTE receiver when the D2D transmitter is
active.
VII. CONCLUSIONS
A novel content-based interference control approach was
proposed for scenarios where multiple applications and net-
works coexist on the same bandwidth. For a network scenario
Fig. 5. MSE as a function of the frame index. The I-frames with indexes
121 and 241 are lost, and the error propagates through the entire GOP (24
frames).
where a D2D link underlays a LTE communication channel
where a mobile terminal is uploading a video to the infras-
tructure. The operations of the network are modeled as a
Markov process designed to track the video frames transmitted
and delivered by the LTE transmitter. The throughput optimal
transmission, and, thus, interference, strategy for the D2D
link was obtained by formulating a Markov Decision Process.
Numerical results show that, for a given LTE frame delivery
rate, the optimal policy significantly increases the throughput
of the D2D link, thus facilitating the coexistence of multiple
applications on the same channel resource.
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