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SUMMARY
Mobile sensor networks have been shown to be a powerful tool for enabling
a number of activities that require recording of environmental parameters at various
spatial and temporal distributions. These mobile sensor networks could be imple-
mented using a team of robots, usually called robotic sensor networks.
This type of sensor network involves the coordinated control of multiple robots
to achieve specific measurements separated by varied distances. In most formation
measurement applications, initialization involves identifying a number of interesting
sites to which mobility platforms, instrumented with a variety of sensors, are tasked.
This process of determining which instrumented robot should be tasked to which
location can be viewed as solving the task allocation problem.
Unfortunately, a centralized approach does not fit in this type of application due
to the fault tolerance requirements. Moreover, as the size of the network grows, lim-
itations in bandwidth severely limits the possibility of conveying and using global
information. As such, the utilization of decentralized techniques for forming new
sensor topologies and configurations is a highly desired quality of robotic sensor net-
works.
In this thesis, several distributed task allocation algorithms will be explained and
compared in different scenarios. They are based on a market approach since our
interest is not only to obtain a feasible solution, but also an efficient one. Also, an
analysis of the efficiency of those algorithms using probabilistic techniques will be
explained.
xiv
Finally, the task allocation algorithms will be implemented on a real system con-
sisted of a team of six robots and integrated in a complete robotic system that con-
siders obstacle avoidance and path planning. The results will be validated in both




This thesis presents contributions in the field of cooperation within robot teams.
More precisely, this research has focused on task allocation applied to formation
initialization scenarios.
This chapter firstly presents the motivation and the main objectives of the research
carried out. Then, an overview of existing works in the multi-robot task allocation
domain is described. Finally, the thesis outline and main contributions are presented.
1.1 Motivation and objectives
Mobile sensor networks have been shown to be a powerful tool for enabling a number
of activities that require recording of spatial and temporal variations in environmental
parameters required for such activities as monitoring of seismic activity, monitoring
of civil and engineering infrastructures, and detection of toxic agents throughout a
region of interest [63]. In most sensor network applications, individual sensor agents
collect information about their neighboring agents using peer-to-peer communication.
Unfortunately, as the size of the network increases, bandwidth limitations and the
absence of feasible communication channels severely limits the possibility of using
centralized solutions. As such, the utilization of decentralized techniques for forming
new sensor topologies and configurations is a highly desired quality of mobile sensor
networks.
In future science exploration missions, there is a desire to send multiple, instru-
mented rovers to scientific sites of interest to expand our understanding of both the
history and future of life. Mars exploration missions are focused on finding signs of
life to expand our comprehension of where life began. Earth exploration missions are
1
focused on resolving theories on how life evolved and how it might be effected in the
future. These mission examples all have one common theme – human scientists and
autonomous rovers must work together to navigate in extreme environments in order
to collect scientific measurements of interest. Establishment of these sensor configu-
rations involves determining how to allocate sensor positions to mobile sensor agents
in order to achieve a desired topology; a similar research objective that is found when
focusing on the task allocation problem with teams of robots.
This thesis proposes different distributed algorithms to solve the task allocation
problem applied to mobile robotic sensor networks. Specifically we focus on the
problem related to change of formation, i.e., robots have to move from one formation
to another, and our algorithms have to ask the question: who goes where? We have
named this problem the Initial Formation Problem. The main objective of this thesis
is to develop a distributed task allocation algorithm that solves the Initial Formation
Problem. Since the tasks consider in this problem are waypoint or navigation tasks,
we want an efficient algorithm that obtains solutions close to the optimal in such a
way that robots move from one formation to the next one while not wasting valuable
energy. Also, our algorithms have to be robust enough to be highly fault tolerant and
be able to deal with obstacles, both in the planning and execution levels. Finally,
one important objective is to implement our algorithms on a team of real robots to
demonstrate the functionality of the system.
1.2 Related work
First, a summary of the literature related with multi-robot task allocation (MRTA)
is expounded where different approaches to the problem are explained. Next, an in-
depth study of research works that have studied the market-based approach for the
multi-robot task allocation problem is presented. Finally, we expound upon a review
of the literature related to the Initial Formation Problem.
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1.2.1 Different approaches to the multi-robot task allocation problem
The MRTA problem tries to answer the question: which robot should execute each
task? Different approaches 1 have been developed in the last decades. An initial
classification can be made at the organization level: centralized, distributed and
hybrid. Next, we will comment on the main research threats found in each one.
1.2.1.1 Centralized approach
In a centralized approach, all the information is transmitted to a central server that
usually calculates the optimal allocation. This approach is less robust than the dis-
tributed one, mainly because of the existence of a central element ([13] and [15]).
Furthermore, this element must have enough computing capacity to calculate an op-
timal or at least suboptimal allocation in a coherent time since the MRTA problem
is NP-hard [46]. This statement can be proven since the different MRTA problems
resemble the Traveling Salesman Problem [49], the Min-Max Vehicle Routing Prob-
lem [4] and the Traveling Repairperson Problem [38] which are intractable even on
the Euclidean plane. For this reason, the centralized approach uses results from the
Operations Research field of study, mainly the ones related to the Traveling Salesman
Problem. Other problems related to this approach includes limitations with commu-
nication coverage, robustness and scalability. The primary advantage is that solutions
are usually optimal or very close to the optimal, but always under the assumption
that the information from the different robots is accurate enough.
1.2.1.2 Distributed approach
In a distributed approach, robots use local information and inter-agent communi-
cation to allocate the different tasks without the need of a central element. The
1Although the task allocation problem has been studied in the field of multi-agent systems, usually
those algorithms cannot be applied to multi-robot systems. The main reason is that multi-agent
systems do not consider the uncertainties that are so important in robotics. This the reason is why
these research works are not going to be considered in this chapter.
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distributed approach is more complex because robots have to allocate tasks by their
own. If the system is truly distributed, they only have access to local information.
One of the few truly distributed solutions is ALLIANCE [61] based on distributed
behaviors that uses motivations mathematically modeled. Task allocation is based on
the implementation of motivations, which are impatience and consent. Impatience al-
lows a robot to manage a situation where other robots fail to execute their own tasks.
Meanwhile, consent allows a robot to manage a situation where it fails to execute its
own task. These motivations activate the different behaviors using information about
the environment and the rest of robots. For example, from the time a new task is
announced, the level of impatience of each robot increases at different speeds. The
more suitable the task is for the robot, the faster the level of impatience increases.
When impatience exceeds a limit, the robot activates the behaviors needed to execute
the task. From that moment, the impatience of the rest of the robots increases much
slower to avoid having more than one robot executing the same task. This algorithm
was improved with learning techniques used for parameter adaptivity in [60].
A similar idea is developed in [1] and [42] called threshold-based task allocation
where each robot has an activation threshold for each task that needs to be performed.
They define stimulus as a value that reflects the urgency or importance of performing
a task. The stimuli are perceived continuously for each of the tasks. When the
stimulus for a robot exceeds a certain threshold, it starts executing the task. When
the stimulus falls back below the threshold, the robot stops the behaviors that execute
the task. This reaction to the stimulus can be deterministic or probabilistic.
Another solution based on behaviors can be found in [79], where a system called
BLE is used to resolve the CMOMMT (Cooperative Multi-robot Observation of Mul-
tiple Moving Targets) problem. This system extends the subsumption architecture
[12] to multiple robots. To achieve this, BLE uses suppression and inhibition tech-
niques between the behaviors of the different robots of the system (cross inhibition).
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Basically, it is based on the fact that each robot executes the task that it is better
prepared for, in comparison with the rest of the robots. At the time a robot starts
executing a task, it inhibits the same level behaviors from the rest of robots. In that
way the robot is demanding the task. Cross inhibition is an active process. If one
robot fails, it will stop to inhibit the behaviors of the other robots, and afterwards,
one of them will take care of the task.
Those systems based on behaviors have high fault tolerance, and also, adapt very
well to noisy environments. However, those architectures do not take into consider-
ation the efficiency of the solution and their only aim is to finish the mission suc-
cessfully. We define a mission as a partially ordered group of tasks. Most of the rest
of the algorithms fall within the domain of what we call time-distributed algorithms,
which means that robots make decisions based on inter-agent communications trans-
mitted at different time instances. This type of algorithm is more fault tolerant than
a centralized approach, and can obtain more efficient solutions than a completely
distributed approach.
Within the time-distributed approach, negotiation techniques based on market
rules have been developed. These techniques have received significant attention [20],
since they offer a good compromise between communication requirements and the
quality of the solution. In the last decade, several projects have used this approach
[10] and [29]. Some of these works [16], [70] and [78] take into consideration both
the success of the tasks as well as the efficiency of the solution. These techniques
will be commented deeply in the next section. Another technique, called token-based
[23] and [71], can be considered also within the time-distributed approach. In this
technique each token represents a different task to be executed. When a robot receives
a token, it decides whether to perform the task associated to it or to pass the token
onto another agent. This decision is usually made based only on local information.
To prevent conflicts regarding token coherence, distributed algorithms have also been
5
developed [22]. Another work with a similar approach can be found in [82] where the
robots use local decision theoretic models to determine when and where to pass the
tokens.
In [26], a different task allocation algorithm is described within the time-distributed
approach. Instead of using utilities or costs to compare different tasks, they use a
suitability metric. This allows them to transform the task allocation problem into a
Transportation Problem (TP) [56] which has P complexity, instead of treating the
problem as a Multiple Traveling Salesman Problem or similar ones that are NP-
hard. However, their algorithm maximizes the robot suitability for each task which
does not mean, for most of the cases, that the utility will be as well maximized. In
this approach robots exchange task suitability matrices (TSM) that models the state
of the system. Using the updated information, each robot solves the TP problem.
Nevertheless, they do not consider situations when the information is incorrect or the
robots have different situational awareness of the system, as will be considered in the
next algorithms. Finally, they consider the fault tolerance aspect [25] using a backoff
scheme which is based on ideas from communication protocols.
In the case that we know all tasks and robot states at the beginning, a valid
distributed approach could be to run an optimal algorithm on each robot, and in
theory, all the robots will obtain the same solution. Each robot will execute the tasks
that the optimal algorithm has decided, and they will not overlap. However this
method strongly depends on the assumption that information is accurate and all the
robots have the same situational awareness, which is not always true in a distributed
robotic system. Therefore, approaches are needed that are robust to differences in the
situational awareness of each robot and inaccurate information. In [31], a distributed
robust approach where all the robots have a common cooperative scheduling strategy
is explained. They make use of exclusion algorithms to deal with the asynchronous
aspect of the decision making process and the inaccuracy of the information.
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A different work, within the same approach, can be consulted in [2] that uses
an algorithm that adds a second planning step based on sharing the planning data.
This approach is analogous to closing a synchronization loop on the planning process
to reduce the sensitivity to incorrect data. This work has been applied to the task
allocation problem for a group of Unmanned Aerial Vehicles (UAVs) [9]. They use
consensus techniques to overcome the differences between the situational awareness
of each UAV. A new version of the algorithm can be found in [3] that combines robust
planning with techniques developed to eliminate the churning coming from the replan-
ning when the situational awareness is updated. This version is less conservative than
robust planning and does not suffer from churning type of instability. Another work
that uses a similar approach is [7]. In this case, every robot calculates the optimal
solution assuming perfect global information. Afterwards, a consensus algorithm is
used to ensure that each robot has consistent information. The consensus algorithm
uses the communication network, but only local communication is assumed. The
approach is implemented on a team of fixed-wing UAVs. Finally, in [5] mixed integer
linear programming techniques with local information is used for task allocation. In
order to improve the results, information is shared between neighbors. Although only
local information is used for the linear programming algorithm, they state that the
system will reach an equilibrium when all the robots find the same solution [6].
On the other hand, we can find another group of truly distributed task allocation
algorithms. However, they do not allocate specific tasks to robots, their only aim is to
divide the group of robots in subgroups, where each subgroup will execute a different
task. For example, we might want to have 30% of the robots executing task A and
the other 70% executing task B. In [51] a dynamic task allocation algorithm for this
type of problem with theoretical analysis is presented. Also, in [53] four different
algorithms are explained and tested with real robots. Although this type of problem




A hybrid approach tries to improve the efficiency of the solution with respect to
the distributed systems without reducing too much the fault tolerance aspect. The
common solutions use several central elements or dynamic clusters of robots ([16] and
[41]).
1.2.1.4 Comparisons
Comparison between different approaches are difficult since there is no common set
of missions, and also, it is not easy to implement algorithms developed by others.
However, there are some works that compare different approaches, for example in
[17] they compare different task allocation methods, both centralized and distributed
(behavior and market-based approaches). They conclude that the market-based ap-
proach is the best option since it offers a good compromise between communication
requirements and the quality of the solution. Also, the market-based approach is
compared with the threshold-based approach in [40] and with the token-based ap-
proach in [81]. They conclude that the market-based approach obtains more efficient
solutions but it usually needs more communication requirements. Also in [40], it is
pointed out that market-based approaches need accurate information about tasks and
local states to work properly. When the information is not accurate, threshold-based
approaches offer the same quality of the solution with a fraction of the requirements.
A comparison between different market-based algorithms and different optimization
criteria can be consulted in [55]. As can be seen, the market-based approach has
received a lot of attention and it has been used as a baseline to prove whether a new
approach is good enough.
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1.2.2 Market based approach to the task allocation problem
The market-based approach [20] is founded on the Contract Net Protocol or CNP
[65, 72]. The main idea of the CNP is to allocate tasks through negotiation of con-
tracts. An agent “director” may offer a task to the rest of the agents “contractors”.
Afterwards, they must announce their bids based on their capacity to execute that
task. Next, the “director” applies a mechanism that awards the task to one of the
“contractors” and finally the winner executes the task. In principle, agents are not
designed to be “directors” or “contractors”, instead those roles are played dynami-
cally. The mechanism usually used for the allocation is based on auctions where tasks
are awarded to the robot with the best bid.
Likely, the first distributed market based system was M+ [10], defined within a
general architecture for the cooperation among multiple robots [11]. In this system
robots have a local plan of at most two tasks. For that reason, when a robot calculates
the task cost, it considers the next one in order to increase the efficiency of the
solution.
Another similar system is MURDOCH ([28] and [29]). In this system tasks are
only allocated to robots that are idle, i.e., during the execution of a task, robots do
not take part in the different auctions. Therefore, the mechanism of task allocation is
based on a purely greedy method (the best solution at a certain time only considering
the state of the system in that moment). The results obtained with this algorithm
are less efficient than M+, because it does not consider future tasks that robots plan
to execute. However, the main advantage of this method is that it is very simple and
needs few resources.
TraderBots [18] is a distributed system whose main contribution is the considera-
tion of dynamic environments [19], partial failures of the robots and communications.
At the same time it obtains efficient solutions. Unlike the other systems commented
above, robots have a local plan and more than one task can be allocated to each one.
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For this reason, it obtains efficient solutions. Moreover, the efficiency is improved
even more [16] using two different techniques:
1. The use of leaders in clusters of robots that allows negotiations among more
than two robots at the same time.
2. The capacity to negotiate group of tasks, instead of negotiating only one task
as occurs in M+ and MURDOCH.
After showing various results of simulations [16] using these techniques, it is concluded
that a greater efficiency is achieved when it is possible to negotiate more than one
task at a time rather than negotiate more than one robot at the same time using
leaders.
Another interesting system is the so called Distributed and Efficient MultiRobot
Cooperation Framework (DEMIR-CF) [66], [67] and [68]. The assignment of tasks is
done incrementally, so robots only consider one task per time and they do not have
an internal plan. However, they maintain a list of possible tasks to be executed and
they select from it which task is going to be used in the next auction. The list of
tasks is obtained based on heuristic algorithms using costs. They also consider tasks
that need more than one robot to be executed. To solve this problem, they create
dynamic coalitions with a leader and it is the leader who is in charge of selecting which
robots will form the coalition. Also the leaders release robots from the coalition when
it is necessary. Finally, precautions routines are used to prevent inconsistencies in
the system due to robot or communication failures [69]. This framework has been
successfully applied to naval mine countermeasure missions [70].
The projects commented above are medium-large projects. However, there are
other short works that show new and really interesting characteristics. In [33] a
market system based on the exchange of tasks is presented. The main advantage to
this approach is that it is not necessary to have a common metric among the values
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of the different robots’ cost functions. This allows robots to calculate the cost of each
task based on their own parameters and it is not necessary to normalize them with
the rest of robots. Usually, all projects use cost or utility functions that are really
simple, and therefore, they are easy to normalize with other robots. However, if very
different tasks were considered, the normalization step would not be so easy, and the
need to have a common metric could be a problem. The objection of this system is
that it needs a large number of interactions to achieve an exchange of tasks, since it
is only produced when the exchange is beneficial for both robots, which is not known
a priori. In [34], an algorithm was developed inspired by the market and threshold
approaches, that tries to determine the optimal number of robots needed to solve
specific tasks. Finally, [57] presents some variations of the CNP protocol in such a
way that a mission could be completed even if mobile objects hinder the execution
of tasks. This system is based on the reallocation concept and, due to the dynamism
of the environment, every time a robot finishes one task, it announces again all the
planned tasks that are not in execution.
1.2.3 The Initial Formation Problem
The Initial Formation Problem [36], is a rendition of the MRTA problem, in which
each robot can only be allocated to one task. In order to illustrate the differences
between both problems, we can think about the general task allocation problem as a
Multiple Traveling Salesman Problem [49, 47] and the Initial Formation Problem can
be viewed as a classical job assignment problem [43] where robots are the workers
and tasks are the jobs to be executed by those workers.
The Initial Formation Problem has received less attention in the task allocation
domain than the general problem. However, this type of problem becomes important
within the field of formation control ([37, 50]) where using local information and
control laws, the distributed algorithm is able to drive a given formation error to
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zero. As it is stated in [39], these algorithms require a first step that assigns the
robots to the formation positions while taking into account their initial positions, i.e.,
answer the question, “who goes where?” In the robot cooperation domain, the Initial
Formation Problem, cast as a basis algorithm, could play the same role that the job
assignment problem played in the Operations Research field. A better understanding
of the Initial Formation Problem could lead to improvements in solutions for more
difficult problems, such as the general task allocation problem.
Different approaches can be used to solve the Initial Formation Problem. This
problem has typically been solved optimally using centralized solutions such as the
Hungarian method [43]. The computational complexity of this problem is not the
main issue since the Hungarian method has complexity O(n3) (where n is number
of robots or tasks), and there are algorithms with complexity O(n2) [75]. However,
this kind of solution assumes that all the information is available and has the dis-
advantages related to centralized systems: low fault tolerance and slow response to
dynamic changes in the environment. Other approaches, such as [8], use a parallel
algorithm based on auctions to obtain the optimal solution for the assignment prob-
lem. However, a parallel algorithm needs to have updated information transmitted
between all the nodes. From a robotics perspective, this approach does not lead to
any advantages in fault tolerance or response to changes in the environment, since it
only improves the time complexity of the algorithm. A modification of this algorithm
for mobile agents can be found in [54], but still they need to maintain a complete
knowledge of task prices. Different distributed approaches have also been developed
recently, but tasks have to be communicated to all the robots at the beginning. A
distributed heuristic algorithm with local communication is explained in [83], while
in [84] the agents are controlled by hybrid models using distributed potential fields.
Both approaches fail to return a highly efficient solution since more than one robot
can execute the same task. In [73], a solver of the Traveling Salesman Problem (TSP)
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is used to decide which robot should execute which task. However, this approach first
solves a much more difficult problem to obtain a solution to the assignment problem.
In this thesis, we have decided to use market-based algorithms to address the
Initial Formation Problem [36]. This approach offers a good compromise between
communication requirements and the quality of the solution. It is an intermediate
solution between centralized systems where all the information is available, and dis-
tributed systems, where only local information is accessible. Moreover, this approach
obtains solutions close to the optimum and offers a good level of fault tolerance and
reaction to changes in the environment.
1.3 Limiting the scope
In this section, we explain the characteristics and assumptions considering in the
multi-robot system and task allocation problem for this thesis.
1.3.1 Multi-robot system
First, we classify the multi-robot system considered in this thesis in the system di-
mensions, using the taxonomy presented in [21], as:
• Collective size: the number of robots considered is limited, although the number
of robots could be in the range of tens of robots (SITE-LIM).
• Communication range: initially we suppose that robots can communicate with
any other robot (COM-INF). But, the algorithms presented in this thesis will
work with limited communication range. Although, as a logical consequence,
the quality of the solutions will decrease.
• Communication topology: robots are linked in a general graph (TOP-GRAPH).
• Communication bandwidth: the cost of communication is negligible compared
to other costs (BAND-INF).
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• Collective reconfigurability: the relationship among robots can be reconfigured
dynamically (ARR-DYN).
• Processing ability: each robot can be thought of as Turing Machine Equivalent
(PROC-TME).
• Collective composition: we have only tested our algorithms in systems where
robots have the same behavioral level (CMP-HOM). However, there is no reason
why our algorithms cannot be applied to a heterogeneous team of robots.
On the other hand, the considered multi-robot system can be classified in the
coordination dimensions, using the classification stated in [24], as:
• Cooperation level: our system is considered cooperative since we suppose that
robots operate together for the benefit of the team. We do not consider situa-
tions where robots aim to behave against the global goal deliberately.
• Knowledge level: our system is aware since robots have some knowledge of their
team mates.
• Coordination level: the actions performed by each robot takes into account the
actions executed by the other robots as a result of the coordination protocol.
Therefore, it can be said that our system has a strong coordination.
• Organization level: since our system does not consider the existence of leaders
and there is no central element, our system is distributed.
1.3.2 Multi-robot task allocation problem
As was said before, our objective is to solve the Initial Formation Problem in a
distributed way. Although the problem has already been described, a more formal
definition can be stated as follows
Given a number of tasks, {T1, T2, ...TT}, a team of robots {R1, R2, ..., RR}, and a
14
function U(Ti, Rj) that specifies the utility of executing task Ti by robot Rj, find the
assignment that allocates one task per robot and tries to optimize some predefined
metric.
In order to define completely the Initial Formation Problem, we need to specify
the utility function and the metric that needs to be optimized. Usually, the utility is
composed of the reward and the cost functions.
U(Ti, Rj) = R(Ti, Rj) − C(Ti, Rj)
The reward function indicates which is the benefit of executing a task, and the cost
functions gives you an estimate of the effort to accomplish the same task. In this
thesis, we do not consider rewards associated to the tasks, so the utility functions are
equal to the cost of the tasks.
On the other hand, different metrics [76] can be considered such as: the sum of
the utilities, the maximum of the utilities and the average of the utilities associated
to the tasks executed by the different robots. In this thesis, our metric is the sum
of all the utilities. Since only costs are considered, our objective is to minimize the
sum of the costs. Therefore, the version of the Initial Formation Problem that is used
along the thesis can be stated as
Given a number of tasks, {T1, T2, ...TT}, a team of robots {R1, R2, ..., RR}, and a
function C(Ti, Rj) that specifies the cost of executing task Ti by robot Rj, find the
assignment that allocates one task per robot and tries to minimize the global cost
defined as
∑M
j=1 C(Ti, Rj), where task i is assigned to robot j.
Since we are working with formations, the cost is defined as a quantity that reflects
how much it will cost the robot to go to a certain waypoint, such as the traveled
euclidean distance or the traversability index [35]. However, the algorithms presented
in this thesis could be used with other costs functions such as energy or time and
with other types of tasks different than waypoint tasks.
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Using the concepts from the MRTA formal taxonomy explained in [30], the Initial
Formation Problem considered in this thesis has the following characteristics:
• Single-task robots(ST): each robot is capable of executing as most one task at
a time.
• Single-robot tasks(SR): each tasks required exactly one robot to achieve it.
• Time-extended assignment (TA): tasks are not allocated instantaneous, and
for some of our algorithms more information is available to take the decision.
The only exception is the BS-WR algorithm that belongs to the instantaneous
assignment category. This algorithm is explained in detail in Section 2.1.
Thus, our problem can be designated as ST-SR-TA.
1.4 Thesis outline
The thesis consists of five chapters. A summary of the contents of the chapters is
presented here:
In Chapter 2, different distributed task allocation algorithms founded on a market-
based approach are explained. First, two basic algorithms are described. The impor-
tance of the use of reallocations is pointed out. Next, three new improved algorithms
are shown. These algorithms obtain solutions closer to the optimal with a small in-
crease in the shared information. All the algorithms have been tested in simulation
in two different scenarios. The two most interesting algorithms have been also tested
with real robots and the results are similar to the ones obtained from simulations.
Finally, it is stated that our algorithms do not need any synchronization mechanism.
Simulations with and without synchronization have been run to prove this fact.
Chapter 3 presents a general probabilistic analysis that is used to compare different
market-based task allocation algorithms applied to the Initial Formation Problem.
This analysis is used to calculate the expected value of the global cost. This metric
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gives us an idea of the behavior of the algorithm over time. The analysis is developed
for two of our algorithms but it could easily be extended to the rest. Also, our analysis
can handle situations when the number of robots and tasks are different. The results
are validated for two different scenarios with simulations and experiments with real
robots.
In Chapter 4 considerations for real world applications are studied. First, situa-
tions with large number of robots are considered. These situations can saturate the
network due to the large number of messages. An adaptive algorithm has been devel-
oped to reduce the number of messages. Next, a distributed fault tolerance algorithm
is explained. This algorithm is able to recover the assigned tasks from robots with
failures even when these failures affect the communication capabilities of the robot.
The task allocation algorithms are integrated within a complete robot architecture.
This integration involves the communication between the task allocation and path
planning modules in order to calculate realistic costs when obstacles are considered.
This integration is tested both with simulations and real experiments. Finally, it is
explained how the presented work is applied to mobile sensor networks for achieving
scientific measurements in arctic environments.
The thesis is completed with Chapter 5, which discusses and concludes the results
of the thesis and in which the future work is summarized.
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CHAPTER II
MARKET-BASED APPROACHES APPLIED TO THE
INITIAL FORMATION PROBLEM
In this chapter a market-based approach will be used for addressing the Initial For-
mation Problem. The main reason for using this approach is that we are interested in
not only obtaining a feasible solution, but also an efficient one. Also, this approach
offers a good compromise between communication requirements and the quality of
the solution. It is an intermediate solution between centralized where all the infor-
mation is available, and distributed where only local information is accessible, while
obtaining solutions close to the optimum and offering a good level of fault tolerance
and reaction to changes in the environment.
A market-based algorithm is typically implemented by using some variant of the
Contract Net Protocol [65, 72], where two roles are played dynamically by robots:
auctioneer and bidders. The auctioneer is the robot in charge of announcing the
tasks and selecting the best bid from all the bids received from the bidders. The best
bid is considered the one with the lowest cost.
First, two basic algorithms are explained to introduce the concepts related to
market-based algorithms and show the importance of reallocations in the quality of
the solution. Then, different modifications of the basic market-based algorithm that
improve its results will be addressed. All the algorithms are tested in simulation and
the results are commented. Also, two of the most important algorithms will be tested
with real robots. Finally, it is demonstrated that these algorithms do not need any
type of synchronization method.
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2.1 BS-WR: BaSic market-based algorithm Without Real-
locations
In this algorithm, bidders broadcast their bids only if they do not already have an
assigned task, i.e., when a task is allocated to a robot, it no longer bids on other
tasks in the auction. This algorithm is easy to implement and uses a small number of
messages. However, the solution depends on the order that tasks are announced and,
as such, may not result in an efficient solution. The bidder and auctioneer algorithms
are explained in Algorithms 1 and 2.
Algorithm 1 Bidder algorithm
a new message is received
if new message is a task announcement then
if won-task list is empty then
calculate bid (distance to the task)
send bid to the auctioneer
end if
else if new message is a task award then
introduce won task in the won-task list
end if
Algorithm 2 Auctioneer algorithm
if announcement task is not empty then
announce task




send task to best bidder
delete task from announcement list
end if
2.2 BS: BaSic market-based approach
The basic idea of this algorithm is that each robot must have only one task, so it
will keep the task with the lowest cost. The auctioneer and bidder algorithms are
explained in Algorithm 3 and 4 respectively. If a robot wins a new task that has a
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Figure 1: Figure A presents the initial position of the robots and the tasks. Figure
B presents the messages exchanged among the different agents and shows how an
infinite loop appears in the negotiation protocol.
lower cost than the one already won, it will sell the old task to the robot with the best
bid but worse than its own bid. The best bid worse than the robot’s bid is selected
in order to avoid infinite loops in the negotiation. This scenario could happen when
two robots have the best bids for at least three tasks as shown in Figure 1.
From the results shown in Section 2.4, it can be stated that this algorithm obtains
satisfactory results when the initial position of the robots and the tasks are calculated
totally at random. However, there are situations when this algorithm does not obtain
good results which usually happens when a robot has to execute a task that is the
worst one for its own interest, as can be seen in Figure 2. In this example, the global
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Algorithm 3 Auctioneer algorithm
if announcement-task list is not empty then
announce task
while timer is running do
receive bids
end while
calculate best bid worse than the robot’s bid
send task to best bidder
delete task from announcement-task list
end if
Algorithm 4 Bidder algorithm
a new message is received
if new message is a task announcement then
calculate bid (distance to the task)
send bid to the auctioneer
else if new message is a task award then
if the robot has already won a task then
if cost of the new task < cost of the won one then
introduce old task in announcement-task list and delete it from won-tasks
list
introduce won task in the won-tasks list
else
introduce won task in the announcement-task list
end if
else




Figure 2: Difference in cost between the optimal allocation and the one obtained
with the basic market-based algorithm.
cost obtained with the market-based algorithm is 66.67% greater than the optimal
allocation.
2.3 Improved Algorithms
In order to solve the initial formation problem, the task allocation algorithm has to
solve two main problems:
• How do I calculate the bid for a certain task?
• If I won more than one task, how do I determine which one to keep?
In the BS algorithm, bids are the distance between the robot position and the
tasks (we are only considering waypoint tasks) and if one robot wins more than one
task, it keeps the one that is closest to itself, i.e., the one with the lowest cost or best
bid. Therefore, if our objective is to improve the BS algorithm, one or both of these
aspects must change. Moreover, the improved algorithm must keep the advantages of
the market-based approach: fault tolerance, independent from the number of robots
and high adaptation to changes in the environment using reallocations.
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2.3.1 RMA: Robot Mean Allocation algorithm
Our first improved algorithm (RMA) is focused on trying to choose in a more clever
way the task that must be kept when a robot wins more than one task. This is
accomplished using additional knowledge available to the system. Instead of keeping
the task with the smallest distance to the robot, the task with the highest difference
between the distance to the robot and the mean of its distance to all the robots will
be selected. In other words, suppose that there are a finite number of robots NR and














where D(Rk, Ti) is the distance between robot Rk and task Ti. The reason behind
this idea is to make the robot willing to choose the task that is best for the team, not
just for itself. So, robots will more probably win tasks that have a high cost for the
rest of the robots and a low one for themselves.
The question that arises now is how to calculate the mean of the distances for a
certain task. During the normal operation of the algorithm, the auctioneer receives
bids from all functioning robots in order to allocate the task to the best robot. At
this moment, the auctioneer knows all the distances between every robot and the
current task. Thus, the mean is calculated by the auctioneer and transmitted to
the robot within the message that informs the robot that has won the task. The
major difference with the BS algorithm is that the robot must remember the mean
associated with the won task. Furthermore, the robot is able to compare their means
to different tasks because it remembers the mean of the task already won and the
mean of the new allocated task is sent by the auctioneer, as was explained previously.
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2.3.2 TMA: Task Mean Allocation algorithm
In the TMA algorithm, instead of changing the way that tasks are selected, the cost
function will be changed. In the original algorithm the cost function used to calculate
the bid for a certain task is the distance between the robot and the task. However, in
this improved algorithm the cost function will be the difference between the distance
of the robot and the task minus the mean of the distances between that robot and
all the tasks, i.e.,







where C(Ri, Tj) is the cost function for robot Ri and task Tj and the total number
of tasks is NT . The idea is to decrease substantially the cost of a task when is close
to a robot and the rest of the tasks are far away from the same robot. But if all the
tasks have similar costs, the cost reduction will be smaller. Therefore when bids are
received by the auctioneer, the tasks from robots that are in the first situation will
be favor with respect to the tasks from robots that are in the second situation. Also,
if a task is far away from a robot and the rest are close to the robot, the cost of the
task will be kept almost the same.
The rest of the algorithm works the same as the BS algorithm but using the new
cost function instead of the distance. At the bidder side, when one robot wins two
tasks instead of comparing the distances to choose the closest one, it will compare
the costs using the new cost function and it will select the task with the lowest cost
for itself. Thus, a robot Rk that have won two tasks, Ti and Tj will keep Ti if and
only if















As it can be seen in Equation 2, the sum factor is equal in both parts of the inequality.
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So, the tasks selected at the bidder side of the algorithm will be the same way by
using either the distance or the new cost function.
The differences between the BS and TMA algorithm appears at the auctioneer
part of the algorithm. When the auctioneer receives the costs from all the bidders,
it will no longer receive information about the distances between the robots and the
tasks. It will receive the new costs (see Formula 1) where the right part of the formula














, ∀k 6= j.
The only drawback to this improvement is that robots must know the different
tasks at the beginning in order to calculate the mean of the distances. However,
the extra resources needed for the algorithm are almost the same as that for the BS
algorithm since robots only have to memorize the mean calculated at the beginning
and implement one basic cost function operation.
2.3.3 RTMA: Robot and Task Mean Allocation algorithm
The last algorithm is a combination between the RMA and the TMA algorithms.
Therefore, the cost function will be the one used in the TMA algorithm, while the
logic used to select tasks is the one used in the RMA algorithm. Just as in the
TMA algorithm, the same results are obtained whether the distance or the new cost
function is used in the logic that selects tasks at the bidder part of the algorithm.












− D(Rk, Tj). (3)
On the other hand, if the new cost function is used, task Ti will be the one selected











































































− D(Rk, Tj). (4)
As can be seen, Equations 3 and 4 are exactly the same. However, due to practical
implementation, it is easier to compare the tasks using the new cost function since
the bids are calculated with it.
The auctioneer algorithm is practically the same as shown in Algorithm 3. The
best bid is still the one with the lowest cost, but the bid is calculated with the new
cost function. On the other hand, the new bidder algorithm is explained in Algorithm
5.
2.4 Simulations and Discussion
A multi-robot simulator has been used to test decentralized algorithms. This simu-
lator is based on an architecture designed for heterogeneous robots [78] and divided
into three layers. The highest layer is independent from the type of robot and is the
one aware of the existence of other robots. Thus, the task allocation algorithm is
implemented in this layer. Moreover, the communication among robots is based on
IP, so it can also be used as an interprocess communication method for simulations.
The other two layers are used to execute the different tasks allocated to the robot and
makes the creation of new algorithms easier by using a modular and component-based
architecture.
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Algorithm 5 Bidder algorithm
a new message is received
if new message is a task notification then
mean = mean + D(Rk, Ti)/N
else if new message is a task announcement then
calculate bid (distance to the task minus mean)
send bid to the auctioneer
else if new message is a task award then
if the robot has already won a task then
if cost of the new task - mean of the costs > cost of the won one - mean of
the costs then
introduce old task in announcement-task list and delete it from won-tasks
list
introduce won task in the won-tasks list
else
introduce won task in the announcement-task list
end if
else
introduce won task in the won-tasks list
end if
end if
The different algorithms have been tested using initial positions of the robots and
formations calculated at random in a virtual world of 1000x1000 meters. First, the
BS-WR algorithm is compared against the BS algorithm to state the advantage of the
use of reallocations in increasing the performance of the task allocation algorithm.
As can be seen in Figure 3, the BS algorithm obtains better results than the BS-WR
algorithm for all the cases. Also, when reallocations are used, the final allocation
does not depend on the order of the task announcements.
Next, all the algorithms except the BS-WR algorithm have been simulated using
a variety of scenarios in which the number of robots and tasks ranged from 2 up to
20, and for every case one hundred simulations were run. These results are shown in
Table 1 where, in each cell, the mean of the global cost and the error in percentage in
comparison with the optimal solution are presented. The optimal solution has been
calculated using the Hungarian method [43]. In order to show the results clearly,
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Figure 3: Mean error in percentage in comparison with the optimal solution for the
BS and BS-WR algorithms where the inital positions of the robots and the points of
the formations are calculated at random over 100 simulations.
only the error in percentage is shown in Figure 4. It can be observed that the best
algorithm is the RTMA and the worst one is the basic market-based (BS) algorithm,
although all the algorithms obtains efficient results up to 8 robots and tasks where
the largest error is less than 10%. For more than 8 robots, only the RTMA algorithm
obtained good results, with a maximum error of 5.98% in the case of 20 robots. As
can be seen in Figure 4, the error with the optimal solution increases linearly for all
the algorithms with respect to the number of robots and tasks. However, the RTMA
algorithm is the one with lowest slope. Furthermore, it is interesting to comment that
with less than 10 robots the RMA algorithm obtains results slightly better than the
TMA algorithm, but with over 10 robots the TMA algorithm obtains better results
than the RMA. It is also important to point out that for 2 robots and tasks the RMA
and RTMA algorithms always obtain the optimal solution.
The results of Table 1 only show statisically how good the algorithm is based on
the mean. However, it could be the case that an algorithm could have good results on
average but there are some situations where its results have large errors. Therefore,
another important parameter to consider is the maximum error with respect to the
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Figure 4: Mean error in percentage in comparison with the optimal solution for the
different types of algorithms and calculating the inital positions of the robots and the
points of the formations at random over 100 simulations.
Table 1: Results computed for formations with different number of robots and tasks
over 100 simulations per each case. In each cell the mean of the global cost and the
mean error in percentage with the optimal solution are presented.
Tasks BS TMA RMA RTMA Optimum
& Robots
2 909.35 893.48 886.84 886.84 886.84
(2.54%) (0.75%) (0.0%) (0.0%)
4 1473.52 1444.22 1436, 16 1413.45 1399.73
(5.27%) (3.18%) (2.6%) (0.98%)
6 2020.13 1964.07 1958.49 1908.85 1876.77
(7.64%) (4.65%) (4.35%) (1.71%)
8 2443.57 2376.03 2365.30 2302.90 2231.27
(9.51%) (6.49%) (6.01%) (3.21%)
10 2865.81 2766.18 2771.63 2666.06 2580.65
(11.05%) (7.19%) (7.4%) (3.30%)
12 3233.25 3108.09 3144.98 2997.34 2885.35
(12.06%) (7.72%) (8.99%) (3.88%)
15 3749.97 3646.21 3658.48 3491.44 3333.55
(12.49%) (9.38%) (9.75%) (4.74%)
20 4639.68 4488.53 4536.47 4272.99 4031.69
(15.08%) (11.33%) (12.52%) (5.98%)
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Figure 5: Mean of the maximum errors in percentage in comparison with the optimal
solution in 100 simulations for the different types of algorithms and calculating the
inital positions of the robots and the points of the formations at random.
optimal solution over all the simulations. In Figure 5, the maximal errors in percent-
age is shown. First of all, it can be observed that the RMA algorithm obtains worse
maximal errors than the TMA algorithm and, in some cases, even worse than the BS
algorithm, but the mean of the global cost is lower for the RMA algorithm as can be
seen in Table 1. Therefore, the RMA algorithm has a better behavior on average but
in certain circumstances the results can be worse than the TMA and BS algorithms.
On the other hand, the BS algorithm is still the worst one for most of the cases, while
the RTMA algorithm presents the best results. As can be seen in Figure 5, the mean
of the maximum errors considering all the cases is 14.91% for the RTMA algorithm
and 33.77% for the BS algorithm (which is greater than the mean error commented
in Table 1). That means these algorithms do not have a constant behavior and for a
specific situation, results could be worse than the average.
All the results presented have been calculated using random position of the robots
and random points of the formations uniformly distributed. However, the quality of
the solution for some of the algorithms depends on the type of formations. In Figure
6, there are two types of formations: the one on the left is calculated totally at random
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Figure 6: Types of formations used in the simulations. Left: initial positions of the
robots and the formations calculated at random. Right: most of the formation points
and the initial positions of the robots calculated at random in the small box and the
others calculated outside the big box and calculated also at random.
and is the one used so far, the other formation on the right has a structure formed by
two boxes. Most of the points and robots of the formation are in the small box, and
the others outside the big box. As can be seen in Figure 7, the BS algorithm obtains
worse results than the ones obtained with the other type of formation, specially for
low number of robots and tasks. Another important characteristic of this type of
formations is that the error in percentage in comparison with the optimal solution
remains more or less constant for different number of robots and tasks. Therefore, for
this type of formations the behavior of the algorithms for a specific situation are more
predictable than with the totally random formations. Finally, the RTMA algorithm
obtains also the best results while the BS algorithm the worst ones and, unlike the
first type of formations, the TMA algorithm always obtains worse results than the
RMA algorithm for all the cases simulated.
2.4.1 Different number of robots and tasks
In this section, our simulations always had the same number of robots and tasks.
We are interested more in this case since our problem under study is the change of
formation that involves all the robots. However, our algorithms can perfectly handle
situations where the number of robots and tasks are different.
When there are more robots than tasks, the tasks will be allocated to the best
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Figure 7: Mean error in percentage in comparison with the optimal solution for the
different types of algorithms and calculating the inital positions of the robots and the
points of the formations as it is described in the right part of the Figure 6 over 100
simulations.
robots and the rest of the robots will stay idle waiting for new tasks. In this case,
the global cost will decrease since the probability to have robots close to the tasks
increases, just for the simple reason that there are more robots.
On the other hand, when there are more tasks than robots, only the best tasks
will be allocated to the group of robots. The remaining tasks will not be executed.
Depending on the application these tasks will be lost, transmitted to a monitoring
center where a human operator will decide what to do or saved to be allocated later.
Also, in this case, the global cost will decrease since only the best tasks are executed
by the different robots.
Simulations with different number of robots and tasks for the BS-WR and BS
algorithms can be found in Section 3.5.
2.5 Experiments with real robots
2.5.1 Description of the testbed
We used a team of six mobile robots in order to implement our task allocation al-
gorithms. Each of these robots is based on the iRobot Create platform (see Figure
32
Figure 8: Robot used in the experiments. iRobot Create with micro linux computer,
wireless communication and GPS.
Figure 9: Team of robots running one of the experiments in an arena of 10x10m2.
8) and we have added a micro linux computer (Connex 400XM processor from Gum-
stix), wireless capabilities and a GPS. Since the quality of the GPS alone is not good
enough, we used a Kalman Filter [74] to combine the local odometry and the GPS
measurements to obtain a decent global localization. Also, we have used a multi-robot
architecture [52] that eases the integration of robots with high level algorithms such
as our task allocation algorithms. Finally, we have tested our robots in a 10x10m2
arena (see Figure 9).
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Figure 10: Results from the experiments in an arena of 10x10m2 (mean of the global
cost). The BS and RTMA algorithms have been tested with 2, 4 and 6 real robots,
obtaining results similar to the simulated ones.
2.5.2 Results from experiments
Since experimentation is tedious and slow, only experiments with the BS and RTMA
algorithms have been performed. We have chosen these two algorithms since the
RTMA algorithm obtains the best results and the BS algorithm is a simple algorithm
that can be used as a benchmark.
Experiments with different number of robots have been performed. Specifically,
four experiments have been run with two robots, six with four robots and eight with
six robots. In total, 18 experiments have been run with each of the two algorithms.
All these experiments have been performed in an 10x10m2 arena where the positions
of the robots and tasks have been calculated at random.
In Figure 10, the results from the experiments are shown. It can be seen that
these results follow the same dynamic as the simulation results where the RTMA
algorithm obtains better results than the BS algorithm and the difference between
both of them increases with respect to the number of robots and tasks.
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2.6 Synchronization
Usually market-based approaches that can allocate more than one task to each robot
use marginal costs [16, 65] as bids. In those cases, every robot has a local plan that
describes the order of execution of the different tasks allocated to the robot. The
cost of the local plan is the sum of the individual costs of all the tasks that composed
it. Therefore, the cost of a task, its marginal cost, will be the difference between
the cost of the local plan considering the task currently on auction and the cost of
the plan itself. In these cases, better results are obtained if the auctions are not
run concurrently [18] since it is crucial to know the current state of the local plan in
order to calculate an updated marginal cost. For example, in Figure 11 a situation is
shown where robots are participating in two auctions at the same time. Due to the
fact that both auctions are run at the same time, the marginal costs are not correct
since robots do not know yet if they will win any of these tasks and, therefore, are
not considered in the calculation of the marginal cost. However, when the auctions
are run sequentially, the marginal costs are always correct and the results obtained
are better as can be seen in Figure 11.
In order to force the auctions to be run sequentially, a synchronization mechanism
is needed. Usually a token-based algorithm is used where only the robot with the
token can start an auction. However, the need for serialized auctions slows down the
allocation algorithm and also increments the number of messages needed.
In the Initial Formation Problem, each robot has to execute only one task. There-
fore, there is no need to have a local plan in each robot and also the marginal costs
are not used. These characteristics allow the same quality of results to be obtained
with and without synchronization. In order to illustrate this result we have imple-
mented both the BS and RMA algorithms with and without synchronization. The
synchronization has been implemented by means of a token protocol where only the
robot with the token can start an auction. As it can be seen in Table 2, the results
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Figure 11: Figure A shows the initial situation where Robot A has already won Task
1. If tasks 2 and 3 are published at the same time and the auctions run concurrently,
the marginal cost for Task 2 will be 20 for Robot A and 36.05 for Robot B. While the
marginal costs for Task 3 will be 40 for Robot A and 30 for Robot B. Therefore, in
Figure B it is shown the final allocation where tasks 1 and 2 are allocated to Robot A
and task 3 to Robot B. In Figure C it is shown the final allocation when the auctions
are run sequentially, obtaining a lower global cost than previously.
obtained for the BS and the RMA algorithms are almost the same with and without
the token protocol. The maximum error for all the cases and both algorithms is 1.9%,
which is negligible.
The possibility of using the algorithms for the Initial Formation Problem with-
out any kind of synchronization mechanism makes these algorithms run much faster
because the negotiations can be run in parallel. Also this fact reduces the number
of messages used in the task allocation algorithm because it saves all the messages
Table 2: Results obtained with the BS and RMA protocol with and without syn-
chronization over 100 simulations per each case.
Tasks BS BS without RMA RMA without
& Robots synchronization synchronization
3 909.35 909.35 886.84 886.84
4 1473.52 1473.29 1436.16 1450.98
6 2020.13 2055.72 1958.49 1973.69
8 2443.57 2450.10 2365.30 2373.77
10 2865.81 2901.01 2711.63 2771.67
12 3233.25 3245.45 3144.98 3148.67
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used in the token algorithm. In Figure 12, the difference, in execution time, is shown
between the RMA run with and without the token protocol. It can be observed how
the difference gets bigger with respect to the number of robots and tasks and with 12
robots the RMA algorithm without token is 32.34% faster than the algorithm with
the token protocol. The two main sources of delays in a market-based algorithm with
a token mechanism are:
• Wait time for bids (Tb): due to the fact that the number of robots is not known
a priori, the auctioneer must wait a certain amount for the bids to be consid-
ered in the auction. When a synchronization method is used, the auctions are
serialized, so the time to finish N auctions is at least Tb ·N . While in algorithms
without synchronization mechanisms, the auctions are run in parallel. Due to
this fact the difference between an algorithm with and without synchronization
mechanism increases with respect to the number of robots. With more robots
the number of auctions increases and, also, more number of auctions can be run
in parallel.
• Time to request the token again (Tk): in our implementation, the robots that
need to start an auction must ask for the token first. It could happen that the
token cannot be passed because another robot is in the middle of an auction
or has failures. Therefore, the robot waits for a certain amount of time, Tk,
before it asks for the token again. It is important to point out that the main
purpose of this timer is the reduction of the communication traffic. However, if
the auction is finished just after someone asked for the token, the next auction
will not start for at least Tk seconds. This delay can be reduced if the robot
with the token remembers at least one of the robots that has asked for the token
during the auction sequence and when the auction is finished, it can send the
token immediately to that robot at the start of the next auction.
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Figure 12: Difference in percentage of the execution time between algorithms with
and without the synchronization mechanism (Tb = 500ms and Tk = 300ms). The
results are shown for different number of robots and tasks.
It is important to point out that algorithms without any synchronization method
are more robust and fault tolerant because they are simpler. For example, if we are
using a token-based synchronization method, there must be mechanisms to recover
the token when it is lost.
2.7 Conclusions
This chapter presented five different algorithms that solve the Initial Formation Prob-
lem in a distributed way. The first two are a basic implementation of a market ap-
proach and it has been demonstrated the importance of reallocations since it improves
the quality of the solution and makes the final allocation independent from the task
announcements order.
Next, the BS algorithm has been compared with three improved algorithms. The
BS algorithm is the simplest algorithm but obtains the worst results in most of the
cases. Also, it is the algorithm that is most affected by the structure of the formation
due to the fact that its results get worse with the second type of formations. The
second and third algorithms use the mean of the costs (considering all the tasks
associated to a robot or all the robots for a specific task) in order to increase the
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information about the whole system and improve the results, but always keeping the
distributed computation of the algorithm. These two algorithms obtain similar results
for all the cases and better than the ones obtained with the first algorithm. Finally,
the RTMA, which is a combination of the RMA and TMA algorithms, obtains the
best results in all the cases for both types of formations since combines the good
characteristics of the RMA and TMA algorithms.
Two different types of formations have been used. In the first one, the error in
comparison with the optimal solution increases in a linear way with respect to the
number of robots and tasks. In the sencod one, the error is kept slightly constant.
Therefore, the behavior of the algorithms is more predictable for the second type of
formations. Also, it has been proven that a synchronization mechanism is not needed
for the Initial Formation Problem. Due to this fact our algorithms are much simpler
and, also, they run faster.
Finally, the BS and RTMA algorithms have been validated in experiments with





This chapter proposes a general probabilistic analysis approach for market-based algo-
rithms that solve the Initial Formation Problem and can be used to compare different
algorithms in different scenarios. The probabilistic analysis is used to calculate the
expected value of the global cost, and is used as a metric to compare different algo-
rithms. The probabilistic analysis is general and does not require any supposition,
but the probabilistic distribution of the costs must be known.
The chapter is structured as follows. First, each task allocation algorithm is trans-
formed into a centralized greedy algorithm that is applied to a matrix representation
of the problem. Then, probabilistic analysis of the algorithms will be presented where
the expected value of the global cost for any cost distribution is calculated. Next, the
results of the analyses are applied to two different scenarios: random change of for-
mation and dispersion. Moreover, the implications that have to be considered when
the number of robots and tasks are not the same are exposed. Finally, our results are
validated with simulations and real experiments.
3.1 Related work on performance evaluation
Although the efficiency of market-based algorithms has been evaluated in both sim-
ulation and some real implementations [19, 29], none of these works has obtained a
theoretical bound on the real efficiency of these algorithms. As far as we know, the
only work to obtain a bound for a market-based algorithm is [45] but they suppose
that all the robots know all the desired positions from the beginning. Therefore, their
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decentralized implementation differs from the classical market-based approach and
computes the bids using the global information of the desired positions plus the local
information of the robot. Also, a generic framework for auction-based multi-robot
routing that studies theoretical guarantees for different bidding rules and different
team objectives can be found in [46]. There are other recent works on theoretical
bounds but the tasks also have to be communicated to all the robots at the beginning
and they are not based on auctions. A distributed heuristic algorithm with local
communication is explained in [83], while in [84] the agents are controlled by hybrid
models using distributed potential fields. Both approaches fail to return a highly
efficient solution since more than one robot can execute the same task. In [73], a
solver of the Traveling Salesman Problem (TSP) is used to decide which robot should
execute which task. However, this approach first solves a much more difficult problem
to obtain a solution to the assignment problem.
All of the commented bound analyses focus on obtaining a worst case bound
which is usually very pessimistic and may not ever happen in a real implementation
scenario. The work presented in this chapter is unique in the sense that it calculates
the expected value of the global cost that can be seen as a performance metric. The
metric is more realistic than the worst case value, and provides an estimate of the
performance over time.
3.2 Relation between Market-Based and Greedy Algorithms
Although the analysis could be applied to all the algorithms commented in Chapter
2, only its application to the BS-WR and BS algorithms is explained in detail. In
this section, the equivalency between a distributed market-based algorithm and a
centralized greedy algorithm will be described. This equivalency allows us to apply the
probabilistic analysis to the greedy algorithm and extend the results to the distributed
task allocation algorithm.
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3.2.1 BS-WR: BaSic market-based algorithm Without Reallocations
This algorithm is equivalent to the column-scan method [44] for the assignment prob-
lem expressed as a matrix where each element is the cost associated with the respective
robot and task. We consider that tasks are the columns of the cost matrix and robots
the rows. In this algorithm, each column of the matrix is examined and the row with
the lowest cost is selected. The selected row is marked and no longer examined for
the rest of the algorithm. Through this process, the algorithm functions as follows:
1. Each column is scanned.
2. The smallest element of the column is selected.
3. The column and the row associated to this element are deleted and not consid-
ered for the rest of the algorithm.
4. The same procedure is repeated for the next column until all the columns have
been scanned.
5. The selected elements are the solution of the problem and the global cost is the
sum of these elements.
A simple example will be used to show how both algorithms obtain the same
solution:
• The initial positions of the robots and the desired positions of the formation
are the ones show in Figure 13.

















• Following the algorithm steps, the smallest element of the first column is se-
lected. This element is 30.0 which assigns robot A with task number 1. The










• Next the smallest element of the second column is selected. This element is 10.0
and therefore, the robot B is assigned to task number 2.
• Finally, the last assignment is made such that robot C is assigned to task number
3. The global cost for this problem will be GC(3) = 70.0.
As can be observed in Figure 13 and 14, the solution obtained with the basic
market-based algorithm without reallocations is exactly the same as the one obtained
by the column-scan method. Thus, the same bound can be applied to both algorithms.
Also, it can be seen clearly how a change in the order of the tasks will produce a
different allocation. For example, if Task 3 is announced before Task 1, the final
allocation will be the same as Figure 15. This is not a desirable characteristic since
it is difficult to predict the performance of the final allocation.
3.2.2 BS: BaSic market-based algorithm
As was stated in the previous section, the basic market-based algorithm uses reallo-
cations to obtain the same solution irrespective of the order in which the tasks are
announced. This algorithm is equivalent to the matrix-scan algorithm [44] that solves
the assignment problem when it is expressed in a matrix form. The algorithm using
this construct works as follows:
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Figure 13: Initial position of the robots and the desired positions of the formation,
and also, the final assignment obtained with the BS-WR algorithm.
Figure 14: Messages exchanged in the auction process among the different robots
using the BS-WR algorithm. The initial positions of the robots and the positions of
the formations are the same as Figure 13.
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1. The smallest element of the entire matrix is selected.
2. The row and column associated with this element are deleted and therefore, the
order of the matrix is reduced by one.
3. The matrix is searched again for the smallest element and the process is repeated
until a matrix of order one is reached.
4. The selected elements are the solution of the problem and the sum of them is
the global cost.
The use of reallocations in the basic market-based algorithm ensures that it will
obtain the same solutions as the matrix-scan algorithm. This fact is illustrated with
the following example:
• The initial positions of the robots and the desired positions of the formation
are the ones show in Figure 15.
• Supposing that the columns represent tasks and the rows robots, the matrix
















• Following the algorithm steps, the smallest element of the matrix is selected.
This element is 10.0 which assigns robot B with task number 2. The row and










Figure 15: Initial position of the robots and the desired positions of the formation,
and also, the final assignment obtained with the BS algorithm.
• Again the smallest element of the new matrix is selected. This element is 20.0
and, therefore, robot A is assigned to task number 3.
• Finally, the last assignment is made such that robot C is assigned to task number
1. The global cost is GC(3) = 110.0.
Figure 16 illustrates the increase in messages exchanged among the robots running
the basic market-based algorithm for the problem stated in Figure 15. As can be
observed, the solution obtained with the basic market-based algorithm is exactly the
same as the one obtained by the matrix-scan method. Thus, the same bound can be
applied to both algorithms.
3.3 Probabilistic Analysis of the Market-Based Algorithms
The analysis of the algorithms will be based on a probabilistic approach. The key idea
is to calculate the expected value of the global cost that provides an estimate of the
performance of the algorithm over time. The probabilistic analysis approach is applied
to the greedy algorithms but is valid also for our distributed market-based algorithms
based on solution equivalency (as discussed in Section 3.2). In our probabilistic
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Figure 16: Messages exchanged in the auction process among the different robots
using the BS algorithm. The initial positions of the robots and the positions of the
formations are the same as Figure 15.
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analysis approach, the Initial Formation Problem is formulated as a matrix where
each cell represents the cost associated with a specific robot and task. These costs
are modeled as random variables equally distributed and independent.
3.3.1 BS-WR: BaSic market-based algorithm Without Reallocations
The global cost for the BS-WR algorithm (see Section 3.2.1) is defined as
∑n
k=1 mk
where mk is the minimum element of the k
th column which has n − k + 1 elements
from the cost matrix and n is the size of the cost matrix as well as the number of
robots and tasks. We define Mk as the minimum of n−k+1 independent and equally
distributed random variables (Xi,k) of the k
th column, i.e.,
Mk ≡ min{X1,k, X2,k, X3,k, . . . , X(n−k+1),k}.
Its cumulative distribution function is given by
FMk(x) = 1 − [1 − FX(x)]n−k+1
since all the random variables are equally distributed and independent. FX(x) is the
cumulative distribution function of each of the random variables, Xi,k. The resulting
probability density function of Mk is
fMk(x) = (n − k + 1) [1 − FX(x)]n−k fX(x)
where fX(x) is the probability density function for each of the random variables, Xi,k,
i ∈ [1, n − k + 1].





x · (n − k + 1) [1 − FX(x)]n−k fX(x) dx. (5)
Finally, the expected value of the global cost is defined as the expected value of the
sum of the n random variables {M1, M2 . . . , Mn}, since the expected value is a linear
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x · (n − k + 1) [1 − FX(x)]n−k fX(x) dx (6)
where, as we commented before, FX(x) is the cumulative distribution function and
fX(x) is the probability density function of any of the n
2 random variables that form
the cost matrix that models our Initial Formation Problem. Therefore, in order to
calculate the expected value of the global cost for the BS-WR algorithm we just need
to know which distribution the costs follow.
3.3.2 BS: BaSic market-based algorithm
From Section 3.2.2 we know that in order to compute the global cost we have to
calculate the minimum value of the matrix of order n (number of robots and tasks).
Then, we remove the row and the column of the minimum and obtain a matrix
of order n − 1. We continue this process until the matrix is empty. The global
cost is the sum of the calculated minimums. As was stated before, the cost matrix
is formed initially with n2 independent and equally distributed random variables,
{X1, X2, . . . , Xn2}. In order to simplify the explanation, we have changed the notation
of the random variables such that they are specified as a vector of size n2. We define
M1 ≡ min{X1, X2, . . . , Xn2}. Then, the cumulative distribution function is given by
FM1(x) = 1 − [1 − FX(x)]n
2
.
The expected value, µ1, is then determined as
µ1 = E(M1) =
∫ ∞
−∞
x · n2 [1 − FX(x)]n
2−1 fX(x) dx (7)
where FX(x) and fX(x) are the cumulative and density functions of each of the
random variables Xi, i ∈ [1, n2]. Next, we remove 2n − 1 variables (same row and
49
column of the minimum), and afterwards, we calculate again the minimum value of
the new matrix with order n − 1. This will lead to a new variable M2 defined as
the minimum of the left variables, M2 ≡ min{X1, X2, . . . , X(n−1)2}. Notice that M2
depends on the first minimum selected M1 and therefore, the expected value of M2
can be computed as
µ2 = E(M2) = E(E(M2|M1)).
We define hM2(M1) = E(M2|M1). It is important to take into account that hM2(M1)
is a random variable depending on M1 and not a real number, and thus, E(M2) will
be a function depending on E(M1). The expected value of the global cost is defined
as the expected value of the sum of {M1, M2 . . . , Mn}, so we repeat the previous
procedure to obtain









Formula (8) simplifies notably if hMk(·) is a linear function of the form hMk(x) =
akx + bk, for k ∈ [2, n]. Then,
µk = E(Mk) = E(hMk(Mk−1)) = hMk(E(Mk−1)) = hMk(µk−1).
And (8) becomes





Notice that µk can be expressed in a recursive way as a function of µ1

















Finally, the expected value of the global cost can be expressed as






















Figure 17: Dispersion scenario with costs uniformly distributed between [a, b].
Robots are within the red circle and the tasks are distributed at random within
the blue doughnout.
3.4 Application of the Analysis to Different Scenarios
For the following section we focus on an exploration application in different types of
scenarios. The tasks are waypoint tasks and the costs are defined as the euclidean
distance in 2D between the robot and the point to which the robot is expected to
navigate. The results obtained in the previous section are completely general and can
be used with other definitions of costs such as the consumed energy or the euclidean
distance considered in three dimensions.
3.4.1 Dispersion Scenario
The dispersion scenario describes a situation when we have a team of robots that are
deployed together and want them to disperse around an area. For example, imagine
that we send a team of robots to Mars, and after the landing, we want them to
disperse so they can explore the area. In this scenario, the costs follow a uniform
distribution between [a, b]. In this case the positions of the new formation are at least
a distance a from the original position of the robots (see Figure 17).
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3.4.1.1 Expected Value for the BS-WR Algorithm
Let us suppose that the costs are uniformly distributed between [a, b], i.e., Xi,j ∼
U(a, b). Applying Formula (6), the expected value of the global cost is












It can be seen that the term a ·n is dominant in the expected value of the global cost.
This means that when the number of robots and tasks increases, EGC(n) is going to
increase linearly with n. Furthermore, the larger the number a, the bigger the slope
will be of the linear dependency. One special case can be studied when a = 0, the







= b · (Hn+1 − 1) ≃ b ·
(
ln (n + 1) + γ +
1
2 · (n + 1) − 1
)
where Hn+1 is the harmonic number of the first n + 1 natural numbers and γ
1 is the
Euler-Mascheroni constant. In this case, EGC(n) increases with the logarithm of the
number of robots or tasks.
3.4.1.2 Expected Value for the BS Algorithm




b − a , for a ≤ x < b
which yields to
FM1(x) = 1 −
[
1 − x − a
b − a
]n2
, for a ≤ x < b.
We are firstly interested in computing E(M2|M1) so we compute the cumulative
distribution function



















It can be easily seen that
Xi|M1 ∼ U(M1, b), for i = 1, . . . , n2
and thus,
P (M2 < x|m1) = 1 −
[
1 − x − m1
b − m1
](n−1)2
for m1 ≤ x < b.
By (11) and the previously computed density function, it follows that
hM2(M1) = E(M2|M1) =
(n − 1)2
(n − 1)2 + 1M1 +
b
(n − 1)2 + 1
which implies
µ2 = E(M2) =
(n − 1)2
(n − 1)2 + 1µ1 +
b
(n − 1)2 + 1 .
In order to obtain the successive values µk we proceed similarly to obtain,
hMk(Mk−1) = E(Mk|Mk−1) =
(n − k + 1)2
(n − k + 1)2 + 1Mk−1 +
b
(n − k + 1)2 + 1 .
Since hMk(·) is linear, the expected value of the global cost can be calculated using
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(n − j + 1)2
(n − j + 1)2 + 1 . (11)
3.4.2 Random Formation Scenario
In this scenario, the robots and tasks are initially positioned randomly in a square
area. Usually, this is the scenario used to test task allocation algorithms related to
exploration or navigation. However, in this scenario the costs do not follow a known
distribution and, as far as we know, this is the first effort to model the distribution
of the costs in this useful scenario.
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3.4.2.1 Distribution of the euclidean distance for uniformly distributed points
Supposing we have calculated the positions of the robots and the points of the new
formation at random, the distribution of the distances between each robot and point
of the new formation is required for analysis.
So the position of the robots (Xr, Yr) are random variables that follow a uniform
distribution. For simplification and without losing generality, let Xr and Yr be in the
range of [0, 1]. The position of the tasks (Xt, Yt) also follow uniform random variables
between [0, 1]. We suppose that all the variables are independent. The distribution
of X ∼ |Xr − Xt| is defined by the following cumulative distribution function
FX(x) = 2x − x2 if 0 ≤ x ≤ 1. (12)
Next, we are interested in the distribution of the random variable defined as
C ≡
√
X2 + Y 2
where X and Y are random variables defined by (12) and C is the random variable
of the costs defined as a euclidean distance.
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√
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c2 − 1 − (c2 − 1) if 1 ≤ c ≤
√
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Once we get the cumulative distribution function, the random variable that models
the cost as an euclidean distance is totally defined and the probability density function
can be calculated easily. However, it can be observed that the density function is not
continuous for c = 1 and this will imply changes in the way to calculate the expected
value.
3.4.2.2 Expected Value for the BS-WR Algorithm
Since the cost density function (13) is not continuous, we will use an alternative way
of calculating the expected value. By definition
E(X) =
∫
x · fX(x) dx.
Using the integration by parts rule
E(X) = [x · FX(x)] −
∫
FX(x) dx. (14)
Therefore, applying the above rule in Formula (6) and with the change of variable










1 − [1 − FX(x)]k dx (15)











which is a constant value.
As it will be explained in Section 3.6, this integral cannot be solved analytically
and numerical methods have to be used.
3.4.2.3 Expected Value for the BS Algorithm
Following the steps explained in Section 3.3.2 and taking into account the results of
Section 3.4.1.2, we calculate µ1 using Formula (7) and the rule of integration by parts
defined in (14) as





1 − [1 − FX(x)]n
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dx












Next, we calculate E(Mk|Mk−1) which we have defined as


























Finally, we compute the expected value of the global cost using (8).
3.5 Extension to different number of robots and tasks
All the results in the previous section have assumed the same number of robots and
tasks. We are going to generalize our results for situations when the number of robots
(nR) and tasks (nT ) are different. The dispersion scenario will be used to illustrate this
generalization, but it could be applied to any other scenario following an analogous
mechanism.
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3.5.1 More robots than tasks
In this case the cost matrix will not be squared and it will have more rows than
columns. When the allocation is finished, there will be some robots that are idle.
These robots will be the ones that have the highest costs for the group of tasks.
The column scan method, which is equivalent to the BS-WR algorithm, now has to
scan nT columns. The k
th column has nR − k + 1 elements and there will be nR − nT
rows or robots at the end of the algorithm without a task allocated. Therefore,
Formula (10) changes to





(nR − k + 1) + 1
. (16)
Similarly, the matrix scan method (equivalent to the BS algorithm) stops after nT
steps, when all the tasks have been allocated but there are nR − nT rows or robots
without a task. For this case, Mk is the minimum of (nT −k +1)(nR −k +1) random
variables. Therefore, Formula (9) changes to





















where µ1,ak and bk are now
µ1 =




(nR − k + 1)(nT − k + 1)




(nR − k + 1)(nT − k + 1) + 1
. (18)
3.5.2 Less robots than tasks
In this case the number of columns in the cost matrix is higher than the number of
rows. There will be some tasks that will not be executed. These tasks will be the
ones that have the highest costs for the group of robots.
The column scan method only scans the first nR columns and the k
th column will
have nR − k + 1 elements. At the end of the algorithm, the last nT − nR columns or
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tasks will not be scanned or allocated to any robot respectively. Therefore, Formula
(10) changes to





nR − k + 1
. (19)
It can be observed that EGC does not depend on nT , since we just allocate the tasks
in order. When there are no more robots left, we just discard the rest of the tasks.
So, the problem is equivalent to having nR number of robots and tasks.
However, all the tasks will be considered with the BS algorithm, since it uses
reallocation. This fact increases the difference between both algorithms. The BS
algorithm stops after nR steps with nT − nR tasks without being allocated. Mk will
again represent the minimum of (nR−k+1)(nT −k+1) random variables. Therefore,
Formula (9) changes to





















where µ1,ak and bk take the same expressions as in (18).
3.6 Validation of the results with simulations
3.6.1 Description of the simulation environment
For testing purposes we have used the Matlab scripting language to implement the
greedy algorithms that are equivalent to our task allocation algorithms. Also, we
have implemented a multi-robot simulator that has been used to test our distributed
algorithms. This simulator is based on an architecture designed for heterogeneous
robots [78] and divided into three layers. The highest layer is independent from the
type of robot and is the only one aware of the existence of other robots. Thus,
the task allocation algorithm is implemented in this layer and can be used, without
modification, in both simulations and real robots. Moreover, the inter-robot commu-
nication system implemented in this layer is based on IP, so it can also be used as an
interprocess communication method for simulations. The other two layers are used
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to execute the different tasks allocated to the individual robots making the creation
of new algorithms easier by using a modular, component-based architecture. Finally,
the multi-robot simulations have been used to valid the results of the matrix-based
greedy algorithms [77].
3.6.2 Results from simulations
First, we validate the results obtained for the dispersion scenario. The expected value
of the global cost (EGC) for the BS-WR algorithm can be calculated using (10) and for
the BS algorithm using (11). In Figure 18 the results when the costs follow a uniform
distribution between [5, 100] are shown and can be observed that our theoretical EGC
remains very close to the values obtained in simulation. Also, BS algorithm obtains
better results than BS-WR algorithm proving that reallocation of tasks reduces the
global cost. As was commented in Section 3.4.1.1, when the minimum value of the
costs (a) is not zero, EGC increases linearly with respect to the number of robots
since all the robots, no matter which task that they choose, have to navigate at least
a distance equal to a. The slope of this linear dependency is proportional to the value
of a as can be seen in Figure 19.
A special case appears when a = 0. As can be observed from Figure 20, EGC
for both algorithms increases with the logarithm of the number of robots and tasks
and our theoretical results also show this behavior. This case was explained for the
BS-WR algorithm in Section 3.4.1.1.
Also our results model accurately the situations when the number of robots and
tasks are not the same. When the number of robots is larger than the number of
tasks, the tasks are allocated to the robots with the lowest costs and the rest of
the robots will be idle, waiting for more tasks. Using Formulae (16) and (17) for
BS-WR and BS algorithms respectively and having twice as many robots as tasks,
Figure 21 shows that the results from our probabilistic analysis still remain close to
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Figure 18: Expected value of the global cost over 100 simulations where the costs
follow a uniform distribution between [5, 100]. The circles represent the results from
simulation for the BS-WR algorithm and the squares for the BS algorithm. The
theoretical results, E(BS) and E(BS-WR) respectively, are shown as solid lines.































Figure 19: Expected value of the global cost over 100 simulations where the costs
follow a uniform distribution between [a, 100], being a equal to 1, 10 and 50. The
slope of EGC is directly proportional to a.
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Figure 20: Expected value of the global cost over 100 simulations where the costs
follow a uniform distribution between [0, 100]. In this case EGC for both algorithms
increases with the logarithm of the number of robots and tasks. The circles represent
the results from simulation for the BS-WR algorithm and the squares for the BS
algorithm. The theoretical results, E(BS) and E(BS-WR) respectively, are shown as
solid lines.
the simulation results. The expected value of the global cost is smaller than in Figure
20 since only the robots with the lowest costs win a task. For the same reason, the
difference between BS-WR and BS algorithms decreases. Another interesting fact is
that the expected value seems to remain constant when the number of robots is large
enough instead of increasing with the logarithm of nR as happened when the number
of robots and tasks are equal. From (16), when nR = J · nT for J > 1, it can be
inferred that
EGC(nT ) = a · nT + (b − a)
(
HJnT +1 − H(J−1)nT +1
)
=





where Hn is the harmonic number of the first n natural numbers. For the values
used in Figure 21 (a = 0, b = 100 and J = 2), EGC tends to 69.31 which matches
with our simulated results. It can be seen here the potential of having an analytical
formula of the performance of the algorithms. Other interesting facts, such as the
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Figure 21: Expected value of the global cost over 100 simulations where the costs
follow a uniform distribution between [0, 100]. The number of tasks is half the number
of robots. The circles represent the results from simulation for the BS-WR algorithm
and the squares for the BS algorithm. The theoretical results, E(BS) and E(BS-WR)
respectively, are shown as solid lines.
relation between J and how fast the global cost tends to the constant value could be
calculated, but for space reasons will be considered for future work.
When the number of robots is smaller than the number of tasks, only the tasks
with lowest costs will be allocated to robots. The rest of the tasks will not be allocated
to any robot. Using Formulae (19) and (20) for the BS-WR and the BS algorithms
respectively, with twice as many tasks as robots, Figure 22 shows that the BS-WR
algorithm performs much worse than the BS algorithm. Since the BS-WR algorithm
does not use reallocation, only the first nR tasks will be considered and the problem
is equivalent to the one with nR number of robots and tasks. However, using reallo-
cations, BS algorithm takes into account all the tasks but only allocates the best nR
tasks to robots. That is the reason why EGC for BS-WR algorithm increases with
the logarithm of the number of robots and EGC tends to a constant value as in the
previous case.
Since we are working with the expected value or mean of the global cost, our
results are close to the real costs when the number of experiments is large enough.
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Figure 22: Expected value of the global cost over 100 simulations where the costs
follow a uniform distribution between [0, 100]. The number of tasks is twice the
number of robots. The circles represent the results from simulation for the BS-WR
algorithm and the squares for the BS algorithm. The theoretical results, E(BS) and
E(BS-WR) respectively, are shown as solid lines.
As can be seen from Figure 23, the difference between EGC calculated theoretically
and the one obtained from the simulations decreases with respect to the number
of experiments. We would like to obtain a formula that will tell us how large the
difference between our theoretical and experimental results could be depending on
the number of experiments.
First, we need to model the sample mean of the global cost. Using the Central
Limit Theorem (see Theorem 1), if the number of samples (in our case experiments) is
sufficiently large, the sample mean follows a normal distribution and it can be bounded
up to a percentage. Usually, it is considered that a sufficiently large number of samples
is above 30. So, if we have run more than 30 experiments, it can be said that (1−α) ·
100% of the sample means will lie between tα/2/
√
N sample standard deviations of the
population mean. Thus, for α values small enough, we can obtain an approximation
of the maximal difference between EGC calculated from our probabilistic analysis
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Figure 23: Expected value of the global cost for different number of missions. At
the top, it can be seen the different expected values obtained from different number
of missions. The solid line represents the theoretical value. At the bottom, the
bars represents the difference between the expected value of the global cost from the
simulations (sample mean) and from the theoretical result (population mean).
(TEGC) and the one obtained from the experimental results (EEGC) as




where tα/2 is the t-value with an area α/2 to its right (usually obtained from a table),
N is the number of experiments and s is the sample standard deviation. We consider
that α = 0.1 is small enough since it means that 90% of the differences between
TEGC and EEGC will be smaller than the right part of Formula (21). For α = 0.1
and N ≥ 30, we obtain




Theorem 1 (Central Limit Theorem) Given a random variable X with mean µ and
variance σ2, the sampling distribution of the sample mean (x) follows a normal dis-





for a sufficiently large
number of samples (N).
Finally, we have simulated our algorithms where the position of the robots and
the points of the new formation are calculated at random as was explained in Section
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Figure 24: Expected value of the global cost over 100 simulations where the costs
follow the distribution explained in Section 3.4.2.1. The circles represent the results
from simulation for the BS-WR algorithm and the squares for the BS algorithm. The
theoretical results, E(BS) and E(BS-WR) respectively, are shown as solid lines.
3.4.2. For the BS-WR algorithm we use Formula (15) to calculate EGC . Since it
is not possible to calculate an analytical solution, we used a numerical method to
solve the integral. The trapezoid rule was used since the function, FX(x) (13), is not
twice continuously differentiable and other methods, such as the Simpson’s rule, have
problems in finding an accurate solution for this case. On the other hand, for the BS
algorithms we have used the formulae commented in Section 3.4.2.3 which has also
been calculated using the trapezoid rule. In Figure 24, we observe that our theoretical
results match the simulation ones. BS algorithm still obtains better results than the
BS-WR algorithm and therefore, it can be said that reallocation improves the results
in different scenarios.
In summary, we have shown that the probabilistic analysis models accurately our
task allocation algorithms, and our results can be used to predict the behavior of
these algorithms in different scenarios.
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Figure 25: Results from the experiments for the dispersion scenario. The costs
were uniformly distributed between [5, 7] meters. The mean from different number of
experiments have been calculated for 2, 4 and 6 robots.
3.7 Results from experiments with real robots
Thirty-six experiments have been run using our robotic testbed (see Section 2.5.1)
with a testbed arena of 15x23m2. The main objective of these experiments is to show
that our theoretical results are still valid even when we use real robots, with all the
noise and imperfections. We have implemented the BS algorithm since it is the most
complete of the two and we have tested it in the two different scenarios (dispersion
and random). First, we run the experiments emulating a dispersion scenario where
the robots where uniformly distributed in an circle of radius one meter and the tasks
in a doughnout with 6 and 7 meters as the inner and exterior radius respectively.
Therefore, the costs are uniformly distributed between [5, 7] meters. A method based
on [14] was used to obtain points uniformly distributed on lp doughnuts instead of
lp balls. As can be observed from Figure 25, the sample mean calculated from the
experiments gets closer to the theoretical value when the number of experiments
increases. Also, in Figure 26, it can be seen the same effect for the random scenario,
where the robots and tasks have been calculated at random in the 15x23m2 arena.
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Figure 26: Results from the experiments for the random scenario. The position of
the robots and points of the new formation were distributed as: X coordinate follows
a uniform distribution between [0, 15] meters and the Y coordinate between [0, 23]
meters. The mean from different number of experiments have been calculated for 2,
4 and 6 robots.
On the other hand, there are cases (4 robots in both scenarios) that the mean
from the first experiment gets results closer to the theoretical value than with a
higher number of experiments. This can be explained due to the random nature of
the costs. The same can happen when you calculate the mean using the samples
obtained from a random generator function.
Finally, we have demonstrated that our theoretical results are still valid when real
robots are used and we have shown that these results accurately model the behavior
of our algorithms. Thus, the results presented in this paper can be used to compare
different algorithms in different situations and predict their behavior.
3.8 Conclusions
In this chapter a general probabilistic analysis for market-based algorithms that solve
the Initial Formation Problem has been developed. This analysis consists of calcu-
lating the expected value of the global cost and we use this as a metric to compare
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different algorithms. The analysis has been applied to two different algorithms in two
different scenarios. The advantage of this approach, in comparison with a worst-case
analysis, is that this metric provides a much better indication of real world results.
The worst-case analysis is very pessimistic and it could happen that an algorithm
performs better in real applications but has a lower worst-case performance.
Our algorithms have been tested in simulation and implemented on real robots.
From our experiments, it can be said that our theoretical results are close to the
ones obtained from experiments and therefore, our probabilistic analysis accurately
models task allocation algorithms. Also, this analysis is completely general and can
be used with other cost distributions or different scenarios. Thus, our analysis can be
adapted to different situations and the results will more closely resemble real world
results than those obtained from a general, situation-independent method. Since our
metric is the expected value of a random variable, we have figured out how well our
results are related to the ones from experiments dependending on the number of runs.
We have calculated a formula that gives us an idea of that maximum difference.
Finally, we have extended our analysis to situations when the number of robots
and tasks are not the same, and have shown that for situations with more robots
than tasks both algorithms perform in a similar way and the global cost tends to a
constant value instead of increasing with respect to the number of robots. On the
other hand, when the number of robots is smaller than the number of tasks, the BS




CONSIDERATIONS FOR REAL WORLD APPLICATIONS
Regardless of the fact that the multi-robot task allocation problem has been stud-
ied for the last decade, most of the algorithms have been tested assuming idealistic
simulations and only considering waypoint tasks where the cost is just the euclidean
distance. Only a few have been tested on real robots [10, 18, 28, 85] and they usu-
ally deal with proving of concepts. For these reasons, it is important to test these
algorithms while they are integrated in a complete robot architecture, taking into
account the different aspects of a functional robot. Also, we think that is important
to study the effects that real-world considerations, such as terrain knowledge, have
on the efficiency of the distributed task allocation method for multi-robot systems.
The chapter is organized as follows. A modification of the presented algorithms is
explained that reduces the number of messages keeping a similar efficiency in compari-
son with the optimal solution. The fault tolerance aspect is covered in the next section
which uses a distributed algorithm to recover the tasks allocated to a robot even when
it loses communication capabilities or has a complete failure. Next, the integration of
task allocation, path planning and navigation within a complete robotic system will
be explained. Simulation results that compare the algorithms in an obstacle-strewn
world in which the task allocation algorithms are integrated with two different path
planning algorithms are presented. These algorithms have also been implemented on
a team of physical robots and the results from several experiments will be explained.
Finally, we present how this work could be applied to mobile sensor networks for
achieving scientific measurements in arctic environments.
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4.1 Reduction of communication messages for large num-
ber of robots
One of the main problems with market-based approaches is that the number of mes-
sages used in the allocation algorithms increases with respect to the number of robots.
Although all robots may be in communication range, it is not efficient to allow all
of them to participate in each auction. In order to reduce the number of messages
exchanged between robots, a basic modification can be applied to the algorithms
commented in the previous section:
• If a robot has not won any task yet, the algorithm remains the same and the
robot sends a bid to all the announced tasks.
• From the moment a robot wins a task, it only bids on the tasks that have a
lower cost than the one already won.
As can be seen in Figure 27 (original and improved algorithms), the number of
messages is reduced with this simple change in the algorithms. It can be observed
that the difference with the original algorithm increases with respect to the number
of robots and tasks, reducing the number of messages by 43% for 20 robots. Also, it
is interesting to point out that for small number of robots and tasks (less than seven)
the improvement does not have a considerable effect in the number of messages since
the reduction is smaller than 10%. Therefore, these kinds of improvements start
to have importance in the performance of the system when the number of robots
is larger than 6 robots. This figure only shows the results for the BS algorithm,
however this modification can easily be applied to the other RTMA algorithm with
similar results. All the results presented in this section suppose that all the robots
are in communication range.
However, this basic modification in the algorithms can be improved and we can
reduce even more the number of messages when the number of robots is large enough.
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Figure 27: Comparison of the number of messages sent per robot among the original
BS algorithm, the improved algorithm and the same algorithm with the improvements
and the dynamic bid coverage radius heuristic algorithm. These results have been
calculated as the mean over the same 100 random missions for both algorithms in
a 1000mx1000m virtual world where each mission consists of going from an initial
formation to a final one.
For that purpose we have developed a novel heuristic algorithm based on dynamic
bid coverage radius. Each robot has a bid radius (br) value that is associated to each
of the tasks that the robot is to announce. Only the robots within the bid radius,
associated with the task position of the center of the circle, are allowed to bid on that
task. This bid radius is not fixed and its value can change depending on the number
of robots that have sent their bids. The objective is that the number of robots sending
their bids will be equal to a desired number of bids (db) per auction. Therefore, the
heuristic algorithm works as follows:
• At the beginning, the bid radius is large enough to cover the entire world, and
therefore, all of robots are tasked to send their bids in the first auction. This
initial value of the radius could be made smaller if we knew or had some idea of
the distribution of tasks and robots, but for a general situation we think that
considering all the robots for the first auction is a valid approach.
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• As said before, each robot has its own bid radius value. This value is associated
with the next task to be announced and, depending on the number of bids
received, the following actions will be taken:
– If the number of bids is smaller than a desired value, the bid radius will be
increased for the next task to be announced using the following relation
br = br + α ∗ br, where α is smaller than 1.
– If the number of bids is bigger than a desired value, the bid radius will be
decreased by a factor equal to β, i.e., br =
br
β
where β > 1. As can be seen,
the bid radius is decreased faster than increased since we want to reduce
as fast as possible the number of robots that take part in the auctions, and
therefore, minimize the messages used in the task allocation algorithm.
From our experiments, we have observed that it is better to keep the same bid
radius when the number of bids are within (db − 1, db + 1), where db is the desired
number of bids. With the introduction of this “dead zone” in the bid radius, it reduces
the number of times that the bid radius is changed and also it maximizes the number
of times the number of robots that bids on the tasks achieves the desired value.
However, due to the special characteristics of the Initial Formation Problem each
robot can only be allocated one task. This fact can result in the heuristic algorithm
entering in a negotiation loop where one or more robots never take part in the different
auctions, as can be seen in Figure 28. In this figure, robot 3 is really far from all
the tasks and only two robots take part in the auctions. Therefore, the bid radius of
robots 1 and 2 is increased until 2 robots (considering themselves) take part in the
auctions. Thus, robot 3 will never be included in any of the bid radius and will not
take part in any auctions and one of the three tasks will be reauctioned between the
two other robots.
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Figure 28: An example where only two of the three robots are within the task bid
radii and since the desired number of robots is equal to two, the radii do not change
and a loop in the negotiation is created, i.e., there will be 2 robots for 3 tasks and one
task will be reauctioned all the time. The insertion of the robot radius is included in
the heuristic algorithm to solve this problem.
In order to solve this problem, each robot has its own bid radius that increases
everytime an announce message is received and a robot cannot bid on a task since it is
out of the task bid radius. In this case, the robot bid radius is increased proportionally
to the width or height of the world, i.e., rb = rb + k ∗ W , where rb is the robot bid
radius, k is less than 1 and W is the largest value associated with the width and height
of the world. With the use of the robot bid radius, the heuristic algorithm remains
the same, but now, a robot bids on an auction when either the robot is within the
task bid radius or the task is within the robot bid radius, solving the loop problem
commented on previously.
Next, the improvements obtained with this heuristic algorithm will be presented
and it will be demonstrated that the efficiency of the solutions remains the same.
After several simulations, we have seen that the values of α, β and k with best
results, for the type of missions we use, are: α = 0.5, β = 2.0 and k = 0.1 with the
desired number of bids equal to min(0.5 ∗NumberOfRobots, 4). We have tested this
heuristic algorithm with the same 100 random missions that were used for the original
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and improved algorithm. These missions consist of going from one initial formation to
a final one. The initial positions of the robots and the positions of the final formation
are calculated at random using a uniform distribution in a 1000mx1000m world.
In Figure 27, we compare the number of messages derived from the original al-
gorithm, the improved one and the same algorithm with the improvements and the
dynamic bid coverage radius heuristic algorithm. It can be observed that the heuristi-
calgorithm reduces the number of messages sent per robot and the difference between
the original and improved algorithm increases with respect to the number of robots
and tasks, obtaining a reduction in the number of messages equal to 60% for 20 robots
and tasks in comparison with the improved algorithm. Also, the heuristic algorithm
only improves the performance in terms of number of messages when the number of
robots and tasks is large enough (i.e. more than six).
Finally, it is important to demonstrate that the reduction in the number of mes-
sages does not result in a decrease in the efficiency of the obtained solutions. Table
3 documents the mean and the variance of the global cost (sum of the costs of each
robot that executes a task) for the original, improved and improved with heuristic
algorithms. As can be observed, the results remain very similar. Even with a sig-
nificance reduction in the number of messages (60% for 20 robots and tasks between
the original and the algorithm that uses the heuristic algorithm), the results are
equivalent.
4.2 Complete fault tolerance algorithm for task allocation
problems
One of the main reasons for solving the Initial Formation Problem in a distributed
way is the capability to make the system highly fault tolerant without the need for a
centralized control mechanism that may fail and stop the whole system from working
correctly. However, making the task allocation algorithm distributed is not enough
to overcome all of the different kinds of failures.
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Table 3: Results computed for formations with different number of robots and tasks
over the same 100 random simulations per each case in a 1000x1000m world. In each
cell the mean and the variance of the global cost are presented. All the algorithms
obtain very similar results. The heuristics applied to reduce the number of messages
do not affect the efficiency of the solutions.
Tasks & Original Improved Improved heuristic
Robots algorithm algorithm algorithm
4 1473.52 (477.97) 1473.52 (477.97) 1473.52 (477.97)
6 2020.13 (482.02) 2020.55 (482.27) 2020.56 (482.27)
8 2443.57 (581.06) 2443.57 (581.06) 2443.95 (580.72)
10 2865.81 (651.57) 2867.87 (649.45) 2868.17 (651.98)
15 3749.97 (776.41) 3749.99 (776.41) 3756.32 (788.96)
20 4639.68 (916.49) 4639.85 (919.79) 4643.73 (937.32)
From a general point of view, there are three main types of robotic failures that
can invalidate the task allocation algorithm to work correctly:
• Task failure: these are the failures that provoke a robot to not complete a task
successfully. Some examples are: a broken camera that is unable to take images
in a monitoring task, non-working motors, or a main failure in the obstacle
avoidance sensors (such as a laser scanner).
• Communication failure: these failures are the ones related with the commu-
nication devices that do not allow the robots to communicate between each
other.
• Total failure: these failures make robots stop and turn off immediately. These
are usually related to energy problems, for example the loss of the main power
generator.
We are supposing that a robot can detect both task and communication failures,
and therefore, act accordingly. All distributed market-based task allocation algo-
rithms can solve the fault tolerance problem, but only for task failures. In this case,
the solution is really straightforward; if a robot cannot complete a task, it will stop
75
trying to execute it and reauction that task. This auction works in the same way as a
regular one but the robot that could not finish the task will not take part in it. The
task will be allocated to another robot that will finish the task. For the particular
case of the Initial Formation Problem, the reauction of a non-completed task only
makes sense if there are more robots than positions in the formation, i.e., there will
be some idle robots that can take part in the reauction of the non-completed task.
If there are the same number of robots and positions of the formation, the task will
not be allocated to any other robot since only the robots that are not executing a
task will take part in the auction. Also, it does not make sense to move one robot
from one position of the formation to another one, since we are supposing that all
the positions of the formation have the same priority.
As far as we know, there is no distributed task allocation algorithm that addresses
fault tolerance algorithms which consider communication and total failures even when
it is supposed that all the robots are in communication range. Our approach treats
in the same way both types of failures. The only difference from the failed robot
point of view is that in a communication failure, it could go to a base station to be
repaired. But, in both cases, robots can no longer coordinate using our task allocation
algorithms, and therefore, they are no longer useful from the coordination perspective.
Our approach to increase fault tolerance for the different failures is based on
quorums [32] which is a technique used for data replication in distributed systems.
The basic protocol was designed for distributed storage using clients and servers.
Each client reads from r servers and writes to w servers. If r + w > n, where n is the
total number of servers, then the intersection of every pair of read/write servers sets
is non-empty, i.e., every read operation will see at least one copy of the latest value
written. In order to know which of the read data is the latest, a time stamp (t) is
associated with the data. The protocol works as follows:
• Read protocol for a data D:
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– Read < D, t > from all the r servers.
– Select D with the latest time stamp t.
• Write protocol for a data D:
– Read value according to above protocol to determine current time stamp
t.
– Write < D, t > to all w servers with time stamp t′ > t.
We have adapted this protocol to a multi-robot system in order to recover the tasks
allocated to any robot without the need for a central server that knows the allocations
of all the tasks or the need to save all the tasks in all the robots. Therefore, our idea
is that when a robot has a communication or total failure, we can use an adaptation
of this protocol to recover the tasks allocated to that robot and then reauction them,
so the mission will be finished successfully.
As all fault tolerance problems, there are two phases that have to be solved:
• Failure detection: when a robot has a communication or total failure and cannot
warn the rest of the robots. In this case, we must implement a distributed
protocol that will detect a failure in one of the robots. This protocol will be
based on alive messages and it will be explained next.
• Task recovery: once a robot failure has been detected, an adaptation of the
quorum algorithm will be used to recover the tasks allocated to the failed robot
and reauction them again as was explained with the task failures.
The implemented failure detection algorithm is based on alive messages. Basically,
every robot broadcasts every time T a message which means that the robot is working
correctly. If during the wait time T , the robot sends another broadcast message
such as an announce message of the task allocation protocol, the timer is reset, and
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therefore, the number of messages to be sent is reduced. The other problem related
to failure detection is determining which robot should report that a robot failure has
occurred.
Our approach is based on the identification of all the robots by a unique identifica-
tion number. Each robot is assigned a list of X number of robots whose identification
number is bigger than itself (if the biggest identification number is used and the
number of robots included is less than X, the list will be completed starting from the
robot with the lowest identification number). The number X is usually a percent-
age of the total number of robots and its value is calculated taking into account the
probability of failure of X number of robots. Therefore, the value of X will depend
on the application. A sufficient value will be the one that makes the probability of
X number of robots fails smaller than 0.1. Finally, each robot will look after the
first alive robot on the list and, if it does not send an alive message during a time of
period greater than T , the watchful robot will start the recovery procedure using the
modified quorum algorithm explained next.
In a multi-robot system, there is not a distinction between clients and servers, so
all the robots will work as client and servers. Also, the data to save includes the task
or tasks allocated to a specific robot and only one robot will change its own data.
Therefore, the time stamps associated with the data can be generated locally since
the data associated to a robot will only be changed by itself.
Finally, the modified quorum algorithm works as follows:
• Every time there is a change in the list of tasks associated to a robot, i.e., a
robot has won a new task or it has sold a task to another robot, it will transmit
the current tasks to w number of robots with a time stamp generated locally.
• When a robot detects that another robot has failed, it will ask for the tasks
associated to r number of robots. The data with the newest timestamp will
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Figure 29: Scheme that shows the integration of a task allocation algorithm in
a complete system ready to be used in a real world application. The path planning
algorithm is used to calculate the cost of the tasks and as an input for the path follower
algorithm which is combined with obstacle avoidance using the DAMN architecture.
be used to recover the tasks associated to the failed robot and they will be
announced again.
4.3 Integration within a complete robotic system
We have integrated our task allocation algorithm, using a multi-robot architecture
based on modules [52], within a complete robotic system ready to be used in real
world applications. As can be seen in Figure 29, in each robot the task allocation
algorithm has been integrated with a path planner algorithm and the execution of the
tasks are within a behavior architecture that combines the path following algorithm
with obstacle avoidance.
When the task allocation algorithm has to calculate the cost for a specific task,
it sends the location data to the path planning module. Next, the path planner
calculates the path using the information from an internal wold model and sends it
back to the task allocation module as a list of points. We have used a 2D grid as the
world model where each grid is considered as navigable or non-navigable.
During the negotiation process, it is possible that the task allocation algorithm
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has to calculate several times the cost for the same task. For this reason, everytime
the path planning module calculates the path for a task, it will save the path and
its cost. In this way, we reduce the computation power and the calculation time for
future requests. Each task is identified by a unique sequence number created by the
scientist interface.
After all tasks have been allocated, each robot starts the execution of its own. The
path planning module sends the path to the path follower module which is combined
with an obstacle avoidance behavior. All three behaviors are combined using a DAMN
architecture [64].
4.3.1 Realistic simulations
In order to prove that our algorithms still obtain the same kind of efficiency in real
world applications, we have integrated our task allocation algorithms in a complete
system ready to be used in real world applications within our multi-robot simulator.
As was described in Section 4.3, in each robot the task allocation algorithm has been
integrated with a path planner algorithm and the execution of the tasks are within
a behavior architecture that combines the path following algorithm with obstacle
avoidance.
Two of the most popular path planning algorithms have been implemented: A∗
algorithm [58] and RRTs (Rapidly-exploring Random Trees) [48]. These allow the
system to integrate map-based information in the task allocation scenarios. The first
algorithm is based on a heuristic estimator to find the optimal solution faster than
general search algorithms such as breadth-first or depth-first search. Even so, for
robotic applications, the A∗ algorithm still requires a significant amount of process-
ing power, specially for large state spaces with constraints. RRTs is also a search
algorithm that has a random nature and the quality of the solution cannot be de-
termined a priori, but it is faster than A∗. This algorithm works like a search tree
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that starts from an initial state and is expanded by performing incremental motions
towards the direction of random points. The main difference between this algorithm
and a random walk is that the latter suffers from a bias towards places already vis-
ited, while RRTs works in the opposite manner by being biased towards places not
yet visited. Specifically, we have used the bias version of RRTs with a probability
equal to 0.05.
For navigation, we have selected the DAMN architecture to combine the obstacle
avoidance and path follower algorithms. This architecture was designed to combine
different behaviors, specially, for mobile robots in unknown and dynamic environ-
ments which fits our demonstration scenario. Each of the behaviors votes for a set
of possible actuators values satisfying its objectives. Then, an arbitrator combines
those votes and generates actions which reflects the behaviors objectives and priori-
ties. Regarding the behaviors, a laser scanner was used as the sensor for the obstacle
avoidance and the Pure Pursuit algorithm [59] has been used as the path follower.
The Pure Pursuit algorithm geometrically determines the curvature that will drive
the vehicle to a chosen path point defined as one lookahead distance from the current
position of the robot.
We have used Player/Gazebo [27] to simulate the environment and the robots.
We will focus on a monitoring application where robots have to navigate towards
some specific locations and take environmental measurements. As will be seen in the
next section, we will use the iRobot Create platform to test our algorithms. For that
reason, we have created a 3D model of those robots to be used in the simulator (see
Figure 30).
We are interested in the effect that obstacles density have on the performance of
our task allocation algorithms and whether differences depend on the path planner
algorithm that has been used. We made a classification based on the percentage
of non-navigable terrain (in this case obstacles): high navigable terrains (less than
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Figure 30: Snapshots of the simulator Player/Gazebo. At the top, an aerial view
of the environment with obstacles. At the bottom, a close view of the 3D model of
our test platform.
15% of non-navigable terrrain), medium navigable terrain (between 15% and 30% of
non-navigable terrain) and low navigable terrain (more than 30% of non-navigable
terrain).
For our simulations, we have used three different scenarios, all of them with a
75x75 m2 area, to test our complete robotic system for this type of application. The
first scenario (see Figure 31) has 5% of non-navigable terrain. The second scenario has
20% of non-navigable terrain (see Figure 32), and the last scenario has 40% of non-
navigable terrain (see Figure 33). Also, Figures 32 and 33 show the solution obtained
using our algorithms and the path followed by the robots using the RRTs and A∗
algorithms respectively. It can be observed directly how the A∗ obtains the optimal
path while the RRTs has a lower rate of finding a path close to the optimal one. This
fact will have a large impact on the performance of the task allocation algorithms, as
will be commented next. Also it is interesting to observe that in Figure 32, one robot
is forced to navigate to the furthest task for itself due to the outcome from the BS
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Figure 31: Scenario with 5% of non-navigable terrain. The obstacles are increased
virtually the size of the robot, so they do not navigate too close to them. This reduce
the probability of a collision due to noises and inaccuracies in the sensors and the
map.
algorithm.
Only 20 simulations have been run per case (due to the complexity of these sim-
ulations) where the position of the robots and tasks have been calculated at random
(avoiding the areas considered obstacles in the world). We first ran our simulations us-
ing the A∗ for path planning. The results obtained from these simulations are showed
in Table 4 where each cell represents the mean of the global cost over 20 missions, i.e.,
the sum of the distance traveled by all the robots, and the error in percentage with
the optimal solution. It can be seen that the RTMA algorithm still obtains better
results than the BS algorithm when it is integrated in a complete robotic system.
Also, the results obtained with the complete system are equivalent, in comparison
with the optimal solution, to the results obtained in Section 2.4. The improvements
obtained with RTMA, in comparison with the BS algorithm, are of the same order of
magnitude and both algorithms obtain similar results in all the scenarios. Therefore,
the integration of our task allocation algorithms in a complete robotic system, with
the A∗ planner, does not affect the task allocation algorithms performance.
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Figure 32: Scenario with 20% of non-navigable terrain. The paths show the solution
of one of the random missions obtained using the BS task allocation with the A∗ path
planner.
Figure 33: Scenario with 40% of non-navigable terrain. The paths show the solution
of one of the random missions obtained using the RTMA task allocation with the
RRTs path planner.
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Table 4: Results computed for formations with different number of robots, tasks
and obstacles over 20 simulations per each case using the A∗ algorithm. Each cell
represents the mean of the global cost and the mean error in percentage in comparison
with the optimal solution. The obstacles are distributed as can be seen in Figure 31
for the 5% scenario, in Figure 32 for the 20% scenario and in Figure 33 for the 40%
scenario.
Tasks
& Robots Scenario BS RTMA Optimum
Mean Error Mean Error
4 5% 124.74 4.58% 119.99 0.60% 119.27
4 20% 127.38 8.70% 119.62 2.07% 117.19
4 40% 161.94 6.85% 153.61 1.35% 151.55
6 5% 144.02 6.54% 139.88 3.47% 135.18
6 20% 187.76 7.53% 177.25 1.51% 174.60
6 40% 216.88 7.08% 204.92 1.17% 202.54
8 5% 197.52 8.94% 186.72 2.98% 181.31
8 20% 208.08 9.16% 195.86 2.75% 190.61
8 40% 261.62 12.63% 235.74 1.48% 232.29
The same random missions, for each scenario, have been used for the optimal solu-
tion and the two task allocation algorithms. The optimal solution has been calculated
using the A∗ algorithm with the Hungarian method [43], i.e., all the different optimal
paths between every robot and task have been calculated using the A∗ algorithm,
then the distance of all these paths have been used as the values of the cost matrix
that represents the task allocation problem as a job assignment problem. Finally,
the Hungarian method has been applied to that cost matrix to calculate the optimal
assignment.
Next, we tested our task allocation algorithms with the RRTs instead of the A∗
algorithm. The results are shown in Table 5. First, it can be observed that these
results are worse than using the A∗ algorithm. This makes sense since the RRTs
algorithm does not ensure any kind of efficiency of the solution. Also, when RRTs
are used, the differences between both algorithms decreases and there is even one case
where the BS algorithm performs a little bit better than the RTMA algorithm.
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Table 5: Results computed for formations with different number of robots, tasks
and obstacles over 20 simulations per each case using the RRTs algorithm. Each cell
represents the mean of the global cost and the mean error in percentage in comparison
with the optimal solution. The obstacles are distributed as can be seen in Figure 31
for the 5% scenario, in Figure 32 for the 20% scenario and in Figure 33 for the 40%
scenario.
Tasks
& Robots Scenario BS RTMA Optimum
Mean Error Mean Error
4 5% 159.68 33.88% 155.91 30.72% 119.27
4 20% 155.49 32.68% 149.92 27.92% 117.19
4 40% 190.78 31.98% 186.34 29.00% 144.55
6 5% 172.02 27.25% 171.33 26.74% 135.18
6 20% 235.70 34.99% 223.96 28.27% 174.60
6 40% 290.44 43.39% 291.62 43.98% 202.54
8 5% 242.09 33.52% 229.44 26.54% 181.31
8 20% 258.40 35.56% 252.77 32.61% 190.61
8 40% 354.56 52.66% 345.69 48.82% 232.29
In summary, it has been shown that the performance of the task allocation al-
gorithms is better with the A∗ algorithm rather than RRTs. Also, the use of RRTs
reduce the advantages obtained with a more complex algorithm, such as the RTMA
algorithm, and make the results of both algorithms very similar. The percentage
of non-navigable terrain in the scenario seems to not affect the performance of the
system and similar results have been obtained for the three different scenarios.
Finally, for this kind of application, where robots use an occupancy grid to nav-
igate in 2D, the computational complexity of A∗ is not high, and therefore, it is the
best option. However, the RRTs algorithm should not be completely discarded since
A∗ might be too slow to be applied in some scenarios with high dimensional state
spaces with constraints.
4.4 Experimental results with real robots
The main objective of these experiments is to show that our simulation results are
still valid even when we use real robots, with all the noise and imperfections. The
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Figure 34: Team of robots running one of the experiments in an arena of 15x23m2
with obstacles. Visual interface used to follow the experiments.
testbed described in Section 2.5.1 was used for the following experiments. The only
difference is that a 15x23m2 arena with obstacles was used instead.
Since the best results are obtained with the A∗ algorithm, only experiments with
this path planner were performed. Different number of robots were considered. Specif-
ically, four experiments have been run with two robots, six with four robots and eight
with six robots. In total, 18 experiments have been run with each of the two algo-
rithms. All these experiments have been performed in an 15x23m2 arena where the
positions of the robots and tasks have been calculated at random avoiding the areas
with obstacles.
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Figure 35: Results from the experiments in an arena of 15x23m2 with obstacles
(mean of the global cost). The BS and RTMA algorithms have been tested with 2, 4
and 6 real robots integrated in a complete robotic system including the A∗ algorithm
as path planner.
In Figure 35, the results from the experiments are shown. It can be seen that
these results follow the same dynamic as the simulation results where the difference
between both algorithms increases with respect to the number of robots.
4.5 Application to mobile sensor networks for achieving
scientific measurements in arctic environments
Recently, it has been discovered that the giant ice sheets covering Greenland and
Antarctica have been shrinking at an accelerated rate. While it is believed that these
regions hold important information related to global climate change, there is still
insufficient data to be able to accurately predict the future behavior of those ice sheets.
Satellites have been able to map the ice sheet elevations with increasing accuracy,
but data about general weather conditions (i.e. wind speed, barometric pressure,
etc.) must be measured at the surface. A mobile, reconfigurable sensor network
would allow the collection of this data without the expense or danger of human
presence. For this to be a viable solution though, a method must be developed to allow
multiple robotic scientific explorers to navigate these arctic environments. Specific
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technological achievements that must be addressed for deployment of this surface-
based mobile science network include estimating terrain characteristics of the arctic
environment, incorporating these characteristics into a robot navigation scheme, and
using this scheme to deploy multiple robotic scientific explorers to specific science
sites of interest. In this chapter, we discuss an infrastructure that addresses these
issues in order to enable successful deployment of these robotic scientific explorers.
Although weather data from glacial regions is considered important and valuable,
this data is difficult to obtain. Currently, human expeditions must be sent to collect
this data, which is costly, time consuming, and dangerous. Yet, this approach yields
data about a very limited area, and covers only a short duration in time. To help
alleviate this issue, a set of fixed weather stations have been installed, known as the
Greenland Climate Network. While these weather stations provide a continuous data
feed, with only 18 such stations covering an area of over 650,000 sq. mi, the spatial
resolution is still very course.
In contrast, a group of autonomous mobile weather stations could be deployed in
these regions. This would allow scientists to gather arbitrarily dense weather data
about the area of their choosing, all while staying safely within the arctic outpost. In
order to achieve such goals, several technological achievements must first be addressed.
Namely, a mobile platform capable of traversing arctic terrain must be developed, a
means of assessing environmental hazards must be added to the navigation system, an
intuitive interface must be design to allow scientists to command the rovers’ position
and formation, and the rovers must be able to automatically reassign tasks between
themselves in the event of failure.
4.5.1 Robot Platform
Despite being covered by snow, arctic regions present a large assortment of terrain
challenges. Large quantities of fresh surface snow can be present during certain times
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of the year. This fresh snow is soft, creating a potential sinking hazard for wheeled
vehicles. Over time the winds harden the snow surface making it more amenable to
locomotion. However, these same winds also sculpt the snow into dune-like structures
that can be as large as one meter, again impeding motion. Tracked vehicles have
been developed to overcome the specific challenges of arctic travel. The most famous
of these devices is the snowmobile, but other variations exist ranging in size from
small single person vehicles to bus-sized multi-passenger coaches. These platforms
have been successful in military, commercial, and science applications since their
development in the 1940s.
For these reasons a snowmobile chassis was selected as the base for the “Arctic
Crawler”1 prototype mobile sensor. A set of three prototype robotic rovers were
constructed in our lab in anticipation of field testing. The rovers are based on an RC
snowmobile chassis and have been retro-fitted with a Connex 400XM processor from
Gumstix. This motherboard contains a 400MHz ARM processor, wireless 802.11g
ethernet, and bluetooth capabilities. Additionally, a Robostix board was added,
which includes an Atmel ATMega 128 RISC microcontroller, providing both SPI and
I2C serial ports, general purpose IO pins, PWM outputs, and an ADC unit. The
original steering mechanism was replaced by a servo motor to provide proportional
steering control, while an H-bridge amplifier provides modulated voltage to the DC
drive motor for variable speed control. Both motors are controlled by the Gumstix
processor using the PWM outputs.
For navigation, a GPS unit connects to the embedded processor via the bluetooth
interface, while a magnetic compass provides heading information via the I2C serial
bus. Sensor data and internal state information are exchanged between scientists and
other rovers over the bidirectional wifi link. Additionally, a 0.3 Megapixel wireless
camera on-board each Arctic Crawler provides real-time images.




Figure 36: (a) A diagram illustrating the internal electronic components of the
Arctic Crawler rovers. Images (b) and (c) show the fully assembled rovers in a lab
setting and at a test site near Cleveland, Ohio respectively.
To simulate the science objectives of the mobile sensor network, a weather-oriented
sensor suite was added to each rover. Ultimately this science package will include an
anemometer and a solar radiation sensor, among others. However, the size and ex-
pense of these types of sensors were not a good fit with the small footprint of the
prototype platform. Instead, a set of solid-state sensors were selected that could mea-
sure meaningful weather related data and still fit within the confines of the rover’s
chassis. The final instrument suite includes sensors to measure temperature, baro-
metric pressure, and relative humidity. Figure 36 shows a diagram of the internal
robot components, as well as images of the fully assembled rovers.
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4.5.1.1 Navigation scheme
The architecture explained in Section 4.3 has also been used for this robotic platform.
The only difference is that a slope assessment algorithm has been incorporated as a
new behavior to avoid robots of roll-over despite the robustness provided by the
snowmobile chassis. Therefore, in each robot, a path planning algorithm, an obstacle
avoidance routine, a slope assessment algorithm, and a task execution unit have all
been integrated into a single behavior-based architecture. Navigation is implemented
using the DAMN architecture to combine the competing outputs of each behavior
module. To minimize the likelihood of roll-over, a fuzzy logic slope assessment scheme
has been developed to keep the rover on level terrain [62]. The behavior makes use
of a slope estimation technique using only a single camera described in [80].
4.5.2 Scientist interface
Once the rovers can successfully navigate within the arctic environment, a mean of
sending command positions must be created. A simple graphical interface has been
developed that allows scientists to specify the desired sensor measurement locations.
The main window of this interface is an aerial view of the terrain, as shown in Figure
37, where scientists can see the current location of the robots and the specified posi-
tions. A log window allows all the different actions taken by the robots to be viewed.
For example, the current state of each task and to which robot it is assigned may be
easily assessed via the log window. Also, this information is saved with an associated
timestamp for each action for later review.
A menu window is available to configure and select the different options of the
GUI. One such option is the source of destination information for the team of robots.
This can be specified graphically using the map of the environment or with a plain-
text mission file (see Figure 38), which is useful for offline mission planning. The
tasks can be sent directly to a specific robot or our distributed algorithms can take
92
Figure 37: On the left, the log window with all the information related to one of
the tasks. On the right, an aerial view of the terrain with the current positions of the
robots.
Figure 38: Graphical interface to specify the locations to be sent to the team of
robots. Red squares represent the locations from which the robots will take environ-
mental measurements.
care of the task allocation. Future work includes the possibility to show, in real time,
the weather related data taken by each of the robots.
4.5.3 Simulation environment and results
Expeditions to the arctic are time consuming and expensive. Consequently, having a
realistic simulation environment in which to test various algorithms is beneficial. Since
we wanted a simulation as realistic as possible, a 200mx200m arctic scenario has been
designed in Gazebo [27] and a replica of our snowmobile robot has been modeled as
shown in Figure 39. Also, errors in the localization sensors have been introduced (GPS
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Figure 39: Snapshot of the simulator Gazebo in a scenario that simulates an arctic
terrain with obstacles. Our robot, a snowmobile, equipped with a laser scan sensor.
Three different kinds of non-navigable terrain are shown: hills with high slope on the
left, rocks on the right and ice layer in the middle.
and odometry) and a Kalman Filter developed to reduce the uncertainty. Since the
dimensions of our robots are small (0.6mx0.3mx0.4m), we think that our simulated
world is large enough to run missions of the same order of magnitude as in the real
world. As discussed in [35], not only obstacles can be considered as non-navigable
part of the terrain. For example, in an arctic scenario we can find ice layers that are
untraversable due to the risk of breakage. We have considered three kinds of non-
navigable terrains (see Figure 40): high slope hills, ice layers and terrain with middle
or big size rocks. These non-navigable zones are considered by the robot as obstacles
(see Figure 41). We have used an occupancy grid to represent the environment with
a cell size of 1mx1m which will be used by the path planner algorithms.
We have used two different scenarios to test our complete robotic system for this
type of application. The first scenario, see Figure 42, has a lower ratio between
non-navigable and navigable terrain (around 20% of non-navigable terrain). On the
other hand, the second scenario has a higher ratio (see Figure 43), more than 40% of
non-navigable terrain. Also, Figures 42 and 43 show the solution obtained using the
BS algorithm and the path followed by the robots using the RRTs and A∗ algorithms
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Figure 40: An aerial view of the simulated world where the three kinds of non-
navigable terrain (ice layers, high slope hills and terrain with middle or big size
rocks) can be distinguished.
Figure 41: A 2D view of the simulated world. The different non-navigable areas
are translated into obstacles in the occupancy grid that is used by the A∗ and RRTs
algorithms.
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Figure 42: Scenario with a low ratio between non-navigable and navigable terrain.
The paths show the solution of one of the random missions obtained using the BS
task allocation with the RRTs algorithm.
respectively. It can be observed directly how the A∗ always obtains the optimal path
while the RRTs has a lower rate of finding a path close to the optimal one. This fact
will have a large impact on the performance of the task allocation algorithms, as will
be commented next.
Due to the complexity of these simulations, only 20 simulations have been run
per case where the position of the robots and tasks have been calculated at random
(avoiding the areas considered obstacles in the world). We first ran our simulations
using the A∗ for path planning. The results obtained from these simulations are
showed in Table 6 where each cell represents the mean of the standard deviation of
the global cost and the error in percentage with the optimal solution. It can be seen
that the RTMA algorithm still obtains better results than the BS algorithm when it
is integrated in a complete robotic system in arctic environments. The improvements
obtained with RTMA, in comparison with the BS algorithm, are of the same order
of magnitude for both scenarios. Therefore, the use of map-based information, with
the A∗ planner, does not affect the task allocation algorithms performance.
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Figure 43: Scenario with a high ratio between non-navigable and navigable terrain.
The paths show the solution of one of the random missions obtained using the BS
task allocation with the A∗ algorithm.
Table 6: Results computed for formations with different number of robots, tasks
and obstacles over 20 simulations per each case using the A∗ algorithm. Each cell
represents the mean of the global cost, the standard deviation within brackets and
the error in percentage in comparison with the optimal solution. The obstacles are
distributed as can be seen in Figure 42 for the L scenario and in 43 for the H scenario.
Tasks
& Robots Scenario BS RTMA Optimum
Std Error Std Error
4 L 108.04 5.05% 106.54 1.14% 350.49
4 H 140.13 8.05% 123.02 0.7% 384.49
6 L 156.63 7.50% 138.43 1.99% 409.33
6 H 155.13 8.36% 142.14 3.32% 518.05
8 L 136.95 13.58% 119.57 3.16% 504.15
8 H 163.72 10.84% 155.41 4.57% 622.26
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Table 7: Results computed for formations with different number of robots, tasks
and obstacles over 20 simulations per each case using the RRTs algorithm. Each cell
represents the mean of the global cost, the standard deviation within brackets and
the error in percentage in comparison with the optimal solution. The obstacles are
distributed as can be seen in Figure 42 for the L scenario and in 43 for the H scenario.
Tasks
& Robots Scenario BS RTMA Optimum
Std Error Std Error
4 L 132.62 26.73% 130.65 22.24% 350.49
4 H 231.26 28.68% 201.08 23.41% 385.49
6 L 205.08 34.02% 182.25 27.64% 409.33
6 H 196.32 36.52% 225.11 29.38% 518.05
8 L 224.37 43.16% 202.14 39.10% 504.15
8 H 234.79 33.82% 218.62 28.62% 622.26
The same random missions, for each scenario, have been used for the optimal solu-
tion and the two task allocation algorithms. The optimal solution has been calculated
using the method explained in Section 4.3.1. Next, we tested our task allocation al-
gorithms with the RRTs instead of the A∗ algorithm. The results are shown in Table
7. First, it can be observed that these results are worse than using the A∗ algo-
rithm. Also, the standard deviations are higher than in the previous case. This
makes sense since the RRTs algorithm does not ensure any kind of efficiency of the
solution. Finally, it can be observed that the differences between both algorithms
(BS and RTMA) decreases and the performance of both algorithms is very similar.
In summary, it has been shown that the performance of the task allocation algo-
rithms is better with the A∗ algorithm rather than RRTs. The results are similar to
the ones obtained in Section 4.3.1 where the H scenario can be considered as a low
navigable terrain (40%) and the L scenario as a medium navigable terrain (20%).
4.6 Conclusions
In this chapter different aspects related to a real world implementation have been
considered. First, a modification of the task allocation algorithm that reduces the
number of messages when the number of robots is large has been explained. This
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algorithm is based on a adaptive bid radius that determines the number of robots
that takes part in an auction. Then, a complete and distributed fault tolerance
algorithm has been explained. This algorithm is able to recover the assigned tasks
even when the robot is lack of communication capabilities or there is a total failure
such as power loss.
The task allocation algorithms have been integrated in a complete robotic system
considering the planning and execution levels of the tasks. This integrated system has
been tested both in simulation and with real robots. Finally, it has been explained how
the task allocation algorithms explained in this thesis can be used to help scientists




CONCLUSIONS AND FUTURE WORK
This chapter presents the thesis conclusions and future developments. A summary
of the main contributions of the thesis and an analysis of the objective achieved are
firstly described. Then, future research activities to extend the work presented in this
document are detailed.
5.1 Summary of contributions
The aim of this thesis is to develop a distributed algorithm that solves the Initial
Formation Problem. This algorithm has to be fault tolerance and obtain solutions
close to the optimal. A market-based approach has been used since it offers a good
compromise between communication requirements and the quality of the solution.
In this thesis five different algorithms has been developed to solve the Initial
Formation Problem in a distributed way. The first two (BS-WR and BS) are just a
adaptation of the market approach to the Initial Formation Problem. However, the
other three are an original work and it has been proven that they obtain better results
than the basic algorithms. The algorithms have been extensively tested in simulation
and with experiments using real robots.
Although the performance of the different algorithms have been evaluated in sim-
ulation, it is always more interesting to have a theoretical result that gives you an
idea of your algorithm performance. One of the main contributions of this thesis is a
general probabilistic analysis. This analysis can be applied to any of the algorithms
and different scenarios. The work presented in this thesis is unique in the sense that it
calculates the expected value of the global cost that can be seen as a performance met-
ric. The advantage of this approach, in comparison with a worst-case analysis, is that
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this metric provides a much better indication of real world results. The worst-case
analysis is very pessimistic and it could happen that an algorithm performs better in
real applications but has a lower worst-case performance. All the theoretical results
have been validated with simulations and experiments.
Additionally, real world scenarios have been considered. First, a new heuristic
algorithm has been described to reduce the number of messages used in the task
allocation algorithms, specially when the number of robots is large. It has been proven
that our heuristic algorithm reduces the number of messages considerably keeping
the same efficiency of the solutions. Also, a novel fault tolerance algorithm was
explained which allows the system to recover from any kind of failure and reauction
the lost tasks, and therefore, successfully complete the mission. Simulations in a
realistic environment have been presented where the task allocation algorithm has
been integrated with a path planning algorithm and the execution of the tasks are
within a behavior architecture that combines a path following algorithm with obstacle
avoidance. Results from experiments with real robots considering obstacles have been
used to prove that our algorithms work in noisy and realistic environments. Finally,
it is explained how the work presented in this thesis has been applied to mobile sensor
networks for achieving scientific measurements in arctic environments.
5.2 Future work
Next research will be driven to develop task allocation algorithms that only use local
information but keep the same level of the solution efficiency. Another option could be
to develop allocation algorithms that force communication coverage between robots
during the execution of the allocated tasks.
Also, it could be interesting to adapt some of the ideas developed in this thesis to
the market-based algorithms that already solve the general task allocation algorithm.
In addition, the probabilistic analysis could be applied to those algorithms to obtain
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theoretical results that describe their behavior.
Finally, we plan to perform field experiments using our snowmobile robots in arctic
environments and we will seek to study the effect of mobile obstacles on the efficiency
of the task allocation algorithms.
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[79] Werger, B. B. and Matarić, M. J., “Broadcast of local eligibility for multi-
target observation,” in Distributed Autonomous Robotic Systems 4, pp. 347–356,
Springer-Verlag, 2000.
[80] Williams, S. and Howard, A., “A single camera terrain slope estimation tech-
nique for natural arctic environments,” in Proceedings of the IEEE International
Conference on Robotics and Automation (ICRA), (Pasadena, USA), 2008.
[81] Xu, Y., Scerri, P., Sycara, K., and Lewis, M., “Comparing market
and token-based coordination,” in Proceedings of the fifth international joint
conference on Autonomous agents and multiagent systems, (Hakodate, Japan),
pp. 1113–1115, 2006.
[82] Xu, Y., Scerri, P., Yu, B., Okamoto, S., Lewis, M., and Sycara, K.,
“An integrated token-based algorithm for scalable coordination,” in Proceedings
of the fourth international joint conference on Autonomous agents and multiagent
systems, (The Netherlands), pp. 407–414, 2005.
109
[83] Yun, S. and Rus, D., “Optimal distributed planning of multi-robot placement
on a 3d truss,” in Proceedings of the IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS), (San Diego, USA), pp. 1365–1370, 2007.
[84] Zavlanos, M. M. and Pappas, G. J., “Dynamic assignment in distributed mo-
tion planning with limited information,” in Proceedings of the American Control
Conference, (New York, USA), pp. 1173–1178, 2007.
[85] Zlot, R. and Stentz, A., “Market-based multirobot coordination for complex
tasks,” International Journal of Robotics Research Special Issue on the 4th In-
ternational Conference on Field and Service Robotics, vol. 25, no. 1, pp. 73–101,
2006.
110
