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A B S T R A C T
This dissertation presents a numerical simulator for designing a dynamic kill 
of an underground blowout. The simulator consists of three sub-programs: a reservoir 
model, a wellbore model, and a fracture model.
Previously published procedures have modeled the fracture by assum ing a 
constant pressure in the wellbore at the depth of fracture. This assum ption has 
som etimes led to unrealistic results. In this work, a hydraulic fracture m odel is 
coupled with the reservoir and wellbore model using a system analysis approach.
The hydraulic fracture model is based on a pseudo-3D model w ith some 
modifications introduced to more accurately model the extension of the fracture and 
to account for the use of a two-phase fluid. To obtain a more accurate prediction in 
the fracture model, an experimental procedure was planned to measure the leak-off 
volume inside the fracture for drilling mud and gas, and a correlation based on 
experimental data was presented. The correlation uses three parameters, (spurt loss 
volume, pack buildup factor, and equilibrium Darcy flow velocity coefficient), to 
determine the leak-off volume.
Simulations of underground blowouts were run, and these simulations showed 
significant differences between the current and the proposed models for som e cases. 
The results show that, with the proposed model, well control can be achieved with 
lower pumping rates than indicated with conventional models. These lower pumping 
rates can be im portant since the time and cost o f gathering the required pumping 
equipment and, in some cases, drilling additional relief wells is greatly dependent on 
the pumping rates required to overcome the blowout.
Also, the proposed model can be used as a tool for verifying the applicability 
of the shut-in procedure in shallow wells when controlling a blowout.
xi
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C H A P T E R  I
INTRODUCTION
The drilling of a well in the oil industry is a very complex operation, and its 
success depends essentially on well planning. Good well planning m ust account for 
the possibility o f encountering abnormal formation pressure, lost circulation zones, 
and other problems related to drilling.
The fluid pressure within the formations to be drilled establishes one o f the 
most critical parameters in planning and drilling a well because it determines (among 
several parameters) the density of the drilling fluid, the depth of the casing shoes, and 
the casing specifications.
A formation fluid influx occurs in the well when the pressure o f a drilled 
formation containing this fluid is greater than the hydrostatic pressure caused by the 
drilling fluid. The amount of the fluid influx is proportional to the permeability of the 
formation and to the pressure differential between the formation and the wellbore. 
The situation will become less or more complex depending on the kind o f formation 
fluid, which can be water, oil, or gas. If the fluid is water or oil with a low gas-oil 
ratio, the procedure to regain control of the well will not be difficult. However, if the 
fluid is gas or oil with a high gas-oil ratio, the situation will be more complex due to 
the com pressible nature and low density of the gas, and if  the appropriate action is 
not taken at the right time, control of the well can be lost, and the influx can turn into 
a blowout with devastating consequences.
Due to the dangerous situation that an influx o f formation fluid can cause, 
early detection o f its presence is very im portant. An appropriate w ell control 
operation must be performed to circulate the invading fluid out of the well through an
1
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adjustable choke at the surface. A schematic illustrating the hydraulic flow paths 
during the well-control operations is shown in Fig. 1.1.
p u m p
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^  ca s in g  sh o e
o p en  h o ,e ' " - s ^
zo n e  o f lo s t  c ircu la tion
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fo rm a tio n  fluid
p erm e ab le  high p re s s u re  rese rv o ir
Fig. 1.1. Schematic of Well Control Operations
An appropriate well control operation must keep the bottom hole pressure of 
the well slightly above the pore pressure of the formation to prevent additional 
form ation fluid from flowing into the well and to prevent fracturing a w eaker 
formation that can be exposed to the wellbore pressure. Unfortunately, control of well 
is lost in some cases because an improper well control procedure.
The blowout that may result from this loss of well control can be one o f two 
types: either surface or underground. A blowout is called a surface blowout when an 
uncontrolled flow reaches the wellhead and produces form ation fluid to the a t­
mosphere or the seafloor. Surface blowouts are very dangerous because they cause 
an im m ediate risk to the rig crew and to the equipment. A blow out is called an 
underground blowout when a flow of high-pressure fluids occurs along an open hole 
section from the producing formation into lower-pressured intervals. This kind of
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
flow happens whenever an induced fracture or a lost circulation occurs in the lower- 
pressured form ation, and this flow can cause a pressurization o f the shallow er 
interval with hydrocarbons originally contained in producing formation.
In an underground blowout, the problem  is to determ ine w hether the 
hydrocarbons are likely to remain contained within the shallow er interval or will 
continue to move through the earth to the surface by means of natural rock fractures 
or the wedging open of fault planes. If formation fluids m ove upward, they may 
reach near-surface unconsolidated form ations that can be liquefied by the high 
hydrocarbon pressures, resulting in crater formation that may cause equipm ent loss 
beneath the ground surface. Fig. 1.2 shows the principal m echanisms of sedim ent 
failure leading to crater formation that may take place following one underground 
blowout.
u n c o n so lid a te d liquefaction
f r a c tu re J
p re feren tia l
vertical
fr a c tu re
sea ling  layer
sea ling  fa u lt
charg ing
sea lin g  lay e r
Influx
Fig. 1.2. Sediment Failure Mechanisms That May Follow an Underground Blowout
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Although an underground blowout does not cause an im m ediate risk to the 
crew and rig, it can overpressurize a shallower formation or deplete the productive 
reservoir from which the hydrocarbons are flowing. An overpressured shallow for­
m ation can later increase the risks of a blowout when drilling subsequent wells 
(Fig. 1.3).
a b a n d o n e d  well 
w ith  u n d erg ro u n d  b low out
*" y 1  ̂y 1*1 \ / L j t w r y y n i i
well be ing  
l d rilled
y  1 .t:! :O w O
lo s t circu lation  zo n e
Flow
High p re s su re  re serv o ir
Fig. 1.3. Improperly Abandoned Underground Blowout 
Another possible complication of an underground blowout is the loss of re­
turn of fluid at the rig flow line (lost circulation). Lost circulation can occur in any of 
the following four sub-surface conditions in a borehole: (a) flaw less surface; (b) 
borehole with a closed fracture; (c) irregular borehole; and (d) highly fractured 
form ations, vuggy zones or granular zones. A loss o f circulation can be total or 
partial in any of the four cases; a total loss of circulation means that no drilling fluid 
returns to the surface, with all of the fluid going into the lost circulation zone. In the 
first three cases, the loss of circulation depends on the stress in the formation and in 
the wellbore. The lost circulation due to condition (d) occurs wherever the wellbore
with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
pressure exceeds pore pressure, and it can be controlled only by using lost circulation 
products.
Therefore, an underground blowout results from a scenario where an influx of 
formation fluids and a total loss of circulation in a shallower formation occur concur­
rently. This study will be restricted to a situation in which the total lost circulation is 
caused by an induced fracture. Three possible cases of this situation can occur. The 
first case occurs when a late detection of an influx of formation fluids induces a lost 
circulation zone in the open hole section of the well. If  not recognized in time, this 
lost circulation zone can lead to errors in the well control procedure being employed, 
causing further influx into the wellbore. This additional influx can cause an increase 
in the annulus pressure that can lead to an induced fracture with total loss of circula­
tion, and further loss of control in the well.
The second case is when a total loss occurs due to excessive mud weight or 
to mud pressure surges caused by running in the drillstring or casing too fast. This 
total loss can cause the fluid level in the well to fall and result in an influx of 
formation fluid into the bottom of the well.
The third case in which a drilling operation is being performed with a partial 
lost circulation when a permeable highly pressurized formation is encountered, and 
an influx occurs. There are two possible results in this case. One is the influx can be 
circulated out o f the well because partial circulation continues during the well 
control. Another possible result is that the lost circulation becomes complete because 
of an increase in wellbore pressure, which causes a high flow rate into the induced 
fracture. This total loss of circulation will cause an underground blowout.
As stated before, the causes of underground blowouts are numerous, but this 
study focuses on the control o f an underground blowout caused by an induced 
fracture during a well control operation. It is assumed that the producing reservoir is 
a gas reservoir, and that the induced fracture has two wings extending in opposite
with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
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directions from the well and is oriented in the vertical plane. Although other fracture 
configurations such as horizontal fractures are known to exist, they constitute a low 
percentage of the situations experienced to date. Also horizontal fractures are usually 
limited to relatively shallow depths (less than 2,000 ft (610 m)); therefore this study 
will always assume the fracture to be vertical.
Although many ways ( the use of barite plugs, cementing, packers, etc.) to 
control underground blowouts exist, this study will focus on the dynamic kill method 
as a means to regain control of the well. The dynamic kill method is a well control 
procedure that calls for pumping down the drill pipe, thus displacing the formation 
fluids out of the annulus. If the influx rate is sufficiently low, this action will stop the 
flow because the kill fluid being pumped will cause a bottom hole pressure that 
exceeds the formation pressure. On the other hand, if  the influx rate is high, the kill 
fluid will be greatly diluted by formation fluid and may not increase the bottom hole 
pressure sufficiently to stop the flow. In such a case, a relief well may be necessary to 
achieve a high enough pump rate to regain the control of the well. In the case of an 
underground blowout, the mud is displaced with the annulus closed by the blowout 
preventer.
As part of planning a dynam ic kill method, the current approaches for 
predicting the appropriate flow rate to regain the control of the well assume the pres­
sure at the fractured formation to be constant, equal to or slightly greater than the 
value of the fracture initiation pressure. In our opinion, this assumption is unrealistic 
because this pressure will change with time as the fracture propagates and as the flow 
rate is increased. This change has been shown by two-dimensional models, such as 
those described by Perkins-Kern (1961) and G eerstm a-de Klerk (1969) and by 
fracture treatment data. In addition, three-dimensional models have confirm ed this 
change in pressure as the fracture propagates. All these observations regarding 
induced fracture are explained in Chapter II. Thus, assuming a constant fracture
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injection pressure can lead to an inappropriate estimate of the mud flow rate needed 
to regain control of the well.
The m ain objective o f this study is to evaluate when the assum ption o f a 
constant fracture injection pressure will lead to unacceptable errors in the design of a 
dynamic kill procedure. The evaluation is accomplished using a new computer model 
that couples a hydraulic fracture model with a conventional reservoir and wellbore 
model using a system s analysis approach. In addition, the model developed in this 
study can be used as a tool in designing a contingency plan for an underground 
blowout with em phasis on determining if the well must be shut or diverted. This is 
the m ost im portant phase in the control because, through this planning, all the 
economic, operational, and safety factors are defined.
The contingency plan for an underground blowout considers two strategies: 
(a) how to avoid the occurrence; and (b) the control of the underground blowout. The 
first part depends on many factors, but, among them, three of the most important are: 
(a) hydrostatic pressure in the well; (b) pore pressure within the formations to be 
drilled; and (c) minimum fracture pressure in the formations. Therefore, besides 
other factors, the occurrence of an underground blowout is directly dependent on the 
properties of the drilling fluid and the formation characteristics.
The choice o f the drilling fluid density depends on the formation and the 
fracture pressure because the hydrostatic pressure created by the drilling fluid must 
be larger than the form ation pressure but sm aller than the fracture pressure. 
Normally, in well planning, the minimum fracture pressure is taken to be equal to the 
pressure determined in leak-off tests of adjacent wells or, in the case of wildcat wells, 
calculated through correlation. These values are valid only for the fracture initiation 
and are different during the fracture propagation, as will be shown later.
Formation pore pressure must also be estimated during well planning. The 
pressure o f an abnorm ally pressured formation increases the com plexity of the
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planning process, so the engineer responsible for well planning must first determine 
whether abnormal pressures are present.
As stated by Bourgoyne et al. (1991), the origin o f abnormal form ation pres­
sure is not understood com pletely, but several m echanism s that cause abnorm al 
form ation pressure have been identified, am ong them  com paction, diagenetic, 
differential density, and fluid migration effects.
W hen fluid m igration occurs between form ations, unexpected abnorm al 
pressures may develop in shallow depths. A shallower formation can be pressurized 
by the upward flow of fluids from a deep reservoir to the shallow one. For example, 
an improperly abandoned underground b low ou t, as shown in Fig. 1.3, can pressurize 
a shallow formation. Overpressurization of a shallow form ation can also occur 
because o f a leaky fault and leaky cement or casing as shown in Fig. 1.4. Because 
an unexpected influx in shallower formations can turn into a blowout easier than 
when abnormal pressure exists in deeper formations, drilling operations at shallower 
depths are more complex .
Flow O u ts id e  
C asing
Flow
Leaky Fault Leaky Casing or Cement
Fig. 1.4. Shallow Formation Overpressurization Due to Leaky Fault or Leaky Casing
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In addition to the three most important factors that must be considered in the 
first part of the contingent plan and because underground blowouts are som etim es 
difficult to avoid, the plan must be timely. The contingency plan should be available 
at the rig site so that the staff understands how to control an underground blowout if 
it occurs. This plan should prepare the rig crew to recognize an underground flow, to 
calculate the com bination o f the drilling fluid density and flow rate required to 
control the underground flow, and to determine whether the procedure with the rig 
equipm ent is feasible or whether additional high-pressure pumps will be required. 
The rig personnel should also be prepared to calculate the volume of drilling fluid 
required for the procedure and to recognize whether or not the control method is pro­
ceeding successfully.
Once the well conuol contingency plan establishes the pump rate and density 
of the fluid, the pumping capacity of the rig equipment must be verified. W hen the 
rig equipm ent is known to be inadequate for the underground flow potential of a 
certain hole section, the contingency plan should specify the additional pump units 
that would be required at the well location and how these units w ould have to be 
rigged.
Information on the available kill fluid volume should be part o f every well 
control contingency plan. The total kill fluid volume required must be determined so 
the control procedure can be executed without interruption. If the fluid is not enough 
to complete the whole control operation, the mud in the annulus will be produced into 
the fractured formation, and the well will continue flowing. Consequently, a well 
control contingency plan should also include the minimum volume of kill fluid that 
should be on the rig before the pumping operation starts.
In the planning phase of the contingency plan, the model developed in this 
study can be used to calculate the flow rate and density of the fluid necessary to 
control the underground blowout. Also with this model, the value o f the fracture
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initiation pressure can be updated as each casing string is set and actual leak-off data 
is obtained.
As an exam ple of the previous discussion, W alters (1991) reports on the 
occurrence of an uncontained underground blowout with total lost circulation. Figure
1.5 shows the geological cross section indicating the trajectory o f the drilling well. 
The 12 1/4-in (31.1-cm) hole was drilled to a target depth o f 7,546 ft (2,300 m). The 
well was inadvertently fractured after logging the 4,872 to 7,546 ft open hole section 
(1,485 to 2,300 m). Drilling fluid losses occurred while running 9 5/8-in (24.3-cm) 
casing. The casing was retrieved, and a bit was run to ream the borehole and control 
fluid losses. During the reaming operation, the bit became stuck at 5,266 ft (1,605 m), 
and total loss of circulation occurred. Due to the decreasing hydrostatic pressure, 
formation fluid flowed through the well, establishing full com m unication along the 
open hole section from the overpressured gas in the deep reservoir sands (about 7,513 
ft (2,290 m)) to the 13 3/8-in (34-cm) casing shoe. Cem ent was pumped through the 
drillstring to attempt to regain control of the well, but, after 11 days a mixture of oil, 
gas, water, and drilling fluid erupted at surface about 1,969 ft (600 m) from the rig, 
indicating that the underground blowout had reached the surface.
This case history is an example that contributes to the understanding of the 
events that may take place following an underground blowout. It appears that the 
contingency planning was not adequate to control the well. Although cem ent was 
pumped into the well, the use of cement as a plugging technique for gas formations 
only works when the cem ent has special components. B ecause the cem ent was 
inappropriate for the operation, the well continued flowing after the cementation. 
This well could be controlled with a fluid that had an equivalent circulating pressure 
of 4,232 psi (29.2 MPa) at 5,299 ft (1,615 m), but this value was approximately 359 
psi (2.5 MPa) in excess of the minimum total stress in the formation.
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In this case, the in-situ minimum stress at 5,299 ft (1615 m) where the loss 
probably occurred was 3,873 psi (26.7 MPa), the overburden stress (stress caused in 
a given point underground by the geostatic load of the sedim ents above this point) 
was 5,149 psi (35.5 MPa) and the original fluid formation pressure was 2,408 psi 
(16.6 M Pa). These values were based on fracture closure pressures obtained from a 
microfracture test previously conducted in the field. In addition, the m icrofracture 
data from the field indicated the fracture propagation pressure exceeded the sand 
and shale sequence pressures by 300 psi (2.07 MPa).
fau lt d ies  o u t  5 5 0  m  fro m  su rfa c e
Fault ’A' 
fa u lt a n g le  5 6  d e g r e e s
c e m e n t13 3 /8 *  casing
1 ,6 0 0  m
well tra je c to ry
p ro b a b le  fr a c tu re  plane
2 ,3 0 0  m —
Fig. 1.5. Cross Section Showing Well and Fault Locations (after W alters, 1991)
These data gave a good indication that an unconfined fracture propagation 
with vertical orientation occurred at the time of the mud losses. This is an exam ple of 
a case in which the pressure in front of the fracture does not remain at the fracture 
initiation pressure, but instead, changes as the fracture propagates.
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In the analysis of this underground blowout, the approach was to assum e that 
the prevailing stress directions were consistent with those at the tim e o f faulting. 
Therefore, the fracture would propagate parallel to the fault strike, with the fracture 
intersecting the first fault above the point where the well was fractured (Fault A, 
Fig. 1.5). In this case there was a fault, and, after the intersection by the fracture, the 
pressure in front of the fracture remained constant because there was no more propa­
gation. The gas pressure reduced the horizontal and total vertical effective stresses in 
the fault plane by the same amount and equal to the increase in the pore pressure. The 
increase of the pore pressure due to gas was estimated to be 1,850 psi (12.75 MPa). 
The effective stresses before and after the underground blow out w ere used to 
construct a M ohr's circle, and therefore, to analyze the consequences o f the under­
ground blowout in the faults.
The m ain conclusion was that the fault plane's norm al effective stress 
declined to zero at the time of the internal blowout, causing dilatational shearing 
along parts of the fault plane, which in turn, allowed gas migration along and up the 
fault with eventual gas breakthrough at the surface. This mechanism also explained 
the observed charging of intervals which could have been caused by the migration of 
gas along or across the fault in sand streaks, on the down thrown side o f the fault.
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LITERATURE REVIEW REGARDING INDUCED FRACTURES
This review focuses on the drilling aspects relate to stabilization o f the well, 
particularly o f induced fracture. Although almost all of the previous works treated 
the subject o f hydraulic fracturing technique as a formation stim ulation method, the 
technique itself is mechanically related to three other phenom ena existing in the 
petroleum industry, all of which appear to induce fractures by pressure applied in a 
wellbore. These phenomena are: (a) pressure parting in water injection wells; (b) lost 
circulation during drilling or well control operations; and (c) the breakdow n of 
formations during squeeze-cementing operations.
Hydraulic fracturing remains poorly understood. After 40 years of fracturing 
experience, fracture pressure, in-situ fracture shapes, dimensions, symmetry about the 
wellbore, azimuths, and fracture conductivity often cannot be predicted accurately. In 
addition, in-situ rock properties and stress fields that significantly affect fracture 
pressure often cannot be determined using current field practices. Consequently, the 
results of the models are often limited. However, technology in fracturing has 
advanced significantly in the last years.
Therefore this chapter describes the most important progress that has being 
made in induced fracture in the last 40 years and is divided into two parts: the frac­
ture initiation process, and the fracture propagation process.
2.1. Fracture Initiation Pressure
Before Hubbert and W illis (1957), one of the earliest and m ost im portant 
works in hydraulic fracture literature, the prevalent opinion about the mechanism of 
hydraulic fracture was that the fracture induction was caused by the pressure parting 
the formation along a bedding plane and lifting the overburden. This opinion had
13
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already been contested by some authors who showed that the pressures required to 
induce a fracture w ere less than those required to lift the overburden, but the 
prevalent opinion began changing only after Hubbert and Willis' work (1957).
F racture initiation depends mainly on the geologic processes that have 
occurred in the area of interest or in other words, it depends on the in-situ stress 
condition underground.
The in-situ stress, as it affects hydraulic fracturing, is the local stress state in a 
given rock mass at the depth of interest. The three principal stress components of the 
local stress state are influenced strongly by the weight of the overburden, pore pres­
sure, tem perature, rock properties, diagenesis, tectonics, and viscoelastic relaxation. 
In addition, drilling, fracturing, or production can alter some of these param eters, 
changing the local stress field.
In-situ stresses control the fracture azimuth and orientation (vertical or hori­
zontal), vertical height growth, surface injection pressures, fracture cross-sectional 
width profiles, and other factors of fracture behavior. Therefore, it is im portant to 
know the stresses and their variations for better prediction in fracture. One example 
of stress influence on the geometry and orientation of a hydraulic fracture can be seen 
in Fig. 2.1.
There are two major schools of thought regarding the state of stress within the 
earth's crust: (1) the stress state is hydrostatic.That means the three principal stresses 
are equal. (2) The horizontal principal stresses are a function of the effective vertical 
stress and Poisson's ratio.
.The first one is described as the standard state, and it states that stresses in 
rock tend to become equal because of the ability of the rocks to creep, such that any 
stress difference becomes alleviated.
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a) Horizontal Fractures b) Vertical Fracture in a Direction
c) Horizontal Fracture 
With a Dipping Angle
d) Branching Vertical Fractures
Fig. 2.1. Geometry and Orientation of Hydraulic Fractures 
(after Lacy and Smith, 1989)
The second one describes the stress state in an elastic, flat-lying stratum of 
sem i-infinite extent that is constrained laterally, so the vertical and horizontal effec­
tive stress components are proportional.
The concept of effective stresses was first introduced by Terzaghi (1923), and 
it states that hydrostatic stress within a pore fluid has no influence on deformation, 
which is controlled by the effective stresses. Thus, this hydrostatic stress is a neutral 
stress, one that acts in all directions and in the same amount. This stress is regarded 
to exist in both the solid and the liquid, so the effective stresses arise exclusively 
from the solid structure, and it is equal to the com pressive stress m inus the pore
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pressure. M ajor studies on rock formation have shown that fracturing is controlled by 
the effective stresses, provided the rocks have a sufficient perm eability to allow 
m ovem ent o f fluid, a connected pore system, and an inert pore fluid, so that the e f­
fects are purely mechanical. In addition, the values of those stresses are different in 
the three principal directions, so the second theory regarding fracture is used in this 
work.
D esignating as principal stresses those stresses that are norm al to planes 
where no shear stress occurs, the general stress condition underground, as pointed out 
by H ubbert and W illis (1957), is one in which the three perpendicular principal 
stresses are unequal. Since for unequal stresses the only planes on which the shear 
stresses are zero are those perpendicular to the principal stresses, it follows that one 
of the three trajectories of principal stress must terminate perpendicular to the surface 
of the ground, and the other two must be parallel to this surface.
Therefore, it means that in simple geologic structures and smooth surfaces 
the principal stresses are respectively nearly horizontal and vertical with the vertical 
stress equal to the pressure of the overlying strata. A schematic of the stress element 
is shown in Fig. 2.2. Denoting the horizontal matrix stresses as a x and a y and the
vertical m atrix as a,  the horizontal stresses in tectonically relaxed sedim ents are 
approximately equal but smaller than the vertical matrix stress.
In the induced fracture process when pressure greater than the least principal 
stress is applied in rocks within this stress condition, the fracture plane will most 
likely occur in the plane perpendicular to the direction o f the least principal stress. 
The existent stress state in sedimentary basins containing oil and gas generally oc­
curs in tectonically relaxed sediments where the cause o f stress is primarily due to 
weight of the sediments over the layer in study, and so the probable direction of the 
fracture is vertical.








Fig. 2.2. Stress Element and Preferred Plane of Fracture 
Under the assumption of the rocks showing an elastic behavior, the relation 
between horizontal and vertical stresses is given from elastic theory by:
The equation (2.1) can be applied only to a young deltaic deposition env i­
ronm ent where normal faulting is common and the horizontal stresses are less than 
the vertical stresses. The reason for that is this equation, within the normal range of 
Poisson's coefficient for sedimentary rocks, gives values for the horizontal stress in 
the range 22-37 percent o f the vertical stresses. In addition, in areas w here thrust 
faults and folding are occurring, the horizontal stresses tend to be greater than the 
vertical stresses as pointed out by Hubbert and W illis (1957).
A hydraulic fracturing  m echanism  can be better understood  by the 
introduction of fracturing fluid into a cavity located in the center of the rock element, 
as shown in Fig.2.3. For the fracturing fluid to enter the cavity, the pressure o f the 
fracturing fluid m ust exceed the original fluid pressure in the elem ent. This
v
(2 . 1)
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introduction increases the pressure inside the element which causes com pression of 
the rock matrix. The compression of the rock will be greatest in the direction o f the 
minimum matrix stress. The rock elem ent will fracture when the pressure o f the 
fracturing fluid exceeds the sum of the minimum principal matrix stress, the pore 
pressure, and the tensile strength of the rock element.
Least Principal 





r\*• *. • *. • *.
v.\ -v.
Fracture PressureF, >ax +PC
P,O
Fig. 2.3. Fracture Initiation M echanism 
As stated previously, the preferential orientation of one fracture is perpen­
dicular to the least principal stress, and so the induced fracture in tectonically relaxed 
areas characterized by normal faulting will be vertical. In contrast, in active thrust 
faulting regions where the least principal stress is vertical, the fracture will be hori­
zontal.
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The general stress condition underground is affected by the presence o f a 
wellbore in the region. An approach for this case was used by H ubbert and W illis 
(1957) assuming that the rock is elastic, the borehole smooth and cylindrical, and the 
borehole axis vertical and parallel to one of the pre-existing regional principal 
stresses. The calculated stresses are the effective stresses or in other w ords, the 
stresses earned by the rock in addition to a hydrostatic pressure which exists within 
the wellbore as well as in the rock. The calculation was m ade from the solution in 
elastic theory for the stresses in an infinite plate containing a circular hole, with its 
axis perpendicular to the plate, sim ilar as obtained by Tim oshenko and G oodier 
(1951) in polar coordinates with the center of the hole as the origin.
The plane-stress components at a point 8, r exterior to the hole in a plate are 
given by:
cr = ( o + o \* y /  2 f / ’ fl — *■ +I  2 J l  2 A
4 a .2 
l + £ ! k — !k  \cos26 •(2 .2)
<y« =
(  a  + o  \* y f  2 \  1 « /* f a  - c r  )« y f ,  3  r 4 )1 +  - ^ — 1 + — rI  2 J l  r" J I  2 J I  >-4 J c o s 2 6 ................................................... (2.3)
<7 — 0 , . 2 \
l - ^ sin 2 8 ...............................................................................(2.4)
Using these equations Hubbert and W illis (1957) calculated the horizontal 
stresses across the principal planes near the borehole for various relative values of 
Oy/ o x ratio as shown in Fig. 2.4. It can be seen that the stress concentrations are
local, and the stresses rapidly approach the undisturbed regional stresses within a few 
hole diameters for any of the cases.
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The vertical component of the stress that is equal to the effective pressure of 
the overburden is also distorted around the borehole. However, the distortion in the 
vertical stress which is function of c x and cr, is small in magnitude in com parison
with the concentration of the horizontal stresses and disappears within a near distance 
from the wellbore. In addition to the stress distortion caused by the borehole, the e f­
fect o f fluid pressure in excess of the original formation pressure applied in the 
borehole produces additional stresses and must be considered.
a ,y
AP=0* A P =0
(a) Condition a / a  =1.0 (b) Condition a / o  =3.0\ /  y  x  y  x
a
i- a
3 .2 a AP=0
1.6a
(c) Condition aJ ax =1.4 (d) Condition o}/ o x =2.0
Fig. 2.4. Stress Slates Around a Borehole for Different Regional
Stress Ratios c r / c r  (after Hubbert and W illis, 1957)
/  •*
If the fluid is a non-penetrating fluid, as drilling fluid is considered in almost 
all cases, the stresses may be derived from the Lamd solution for the stresses in a 
thick-walled elastic cylinder. One must also consider a very large outer radius, and 
the external pressure must be equal to zero. The solution for this case, if the excess of 
pressure is equal to AP is given by:





Fig. 2.5 shows the stresses caused by two cases where in the first one (a) the 
pressure applied in the borehole (AP) acts alone and in the second one (b) the pre-ex­
isting regional stresses are superposed upon the internal pressure.
o= -A  P
(a)S tresses Caused by a Pressure AP (b)S tresses Caused by a Pressure AP of 1.6ax 
Within the  Wellbore Superposed Upon the  S tresses Around the
Wellbore when o / a x=1.4
Fig. 2.5. Stresses Caused in the Wellbore by Internal Pressure and Superposition 
A fluid w hich cannot perm eate a rock form ation is defined as a non­
penetrating fluid. If a fluid is able to permeate a rock form ation it is term ed 
penetrating. Penetrating fluids influence the distribution of pressure around the 
wellbore differently than non-penetrating fluids, as seen in Fig.2.6.
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Besides wellbore effects on formation stress conditions, the rupture pressure 
to initiate fractures depends upon rock properties, the kind of fluid being used, and 
the formation pore pressure.
Formation Formation
Well W ell
(b) Distribution of Pore Fluid Pressure 
for Penetrating Fluid
(a) Distribution of Pore Fluid Pressure 
for Non-Penetrating Fluid
Fig. 2.6. Possible Distribution of Pore Fluid Pressure Around the Borehole
(after Haimson and Fairhurst, 1967)
It can be seen from Fig. 2.4 the least compressive stress across a vertical plane 
at the walls o f the well varies from 2 cr^to zero, depending on the ratio o f a y / o x .
The fracture pressure of formation in a vertical plane occurs when the effective tan­
gential stress passes from compression to tension. Therefore, for the case of tectoni­
cally relaxed sediments, with a x =.<Jy = a h, using elastic theory for the stresses in an
infinite plate containing a circular hole, and considering the formation has a tensile 
strength of rock, St , the fracture initiation pressure will be given by:
Pf = 2 ( j h - S ,  + P0................................................................................................................. (2.8)
where tension in this equation is considered as negative and compression as positive.
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It is im portant to note that the tensile strength o f rock is used only for the 
calculation o f the fracture initiation pressure. Once the fracture initiation has 
occurred, the formation loses the tensile strength, and this strength is not considered 
anymore during the phase of fracture propagation.
The overburden stress, S, is the stress caused by the w eight o f overlaying 
material on the point of interest, and can be calculated by:
Substituting equations (2.8) and (2.9) in equation (2.1), the value of fracture 
initiation pressure in function of overburden stress is given by:
Normally, the best way to predict the overburden stresses and pore pressure in 
a formation is by means of using density or porosity data available from well logs. 
Correlation for calculations of overburden stresses or pore pressure can work well in 
a determined area, but it can lead to significant errors if used in another one.
The tensile strength of rock for flawless specimens can vary from zero for 
unconsolidated materials to several hundred pounds per square inch for the strongest 
rocks. However, as stated by Hubbert and W illis (1957), flawless specimens of linear 
dimensions greater than a few feet rarely occur. Normally they are intersected by one 
or more systems of joints containing divisions with only slight normal displacements. 
Across these jo in t surfaces the tensile strength is reduced essentially to zero.
As in any section of a wellbore with few tens of feet probably intersects such 
joints, the tensile strength of most rocks that are to be subjected to hydraulic fracture 
will be essentially zero. Using these facts in equation (2.10) gives:
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
(2.9)
Pf = - ^ ( S: ~ P'’) - S' + P o (2 . 10)
24
- ' f T iV - ' ' : + / ' .....................................................................................................
The theoretical treatment used by several authors ( Haim son and Fairhurst 
(1967), Hagoort et al. (1980), Campos (1983)), in determining the fracture pressure 
is similar to that used in determining the equations (2.2) through (2.4). The additional 
stresses caused by the fluid being pumped into the well and by fluid movement into 
the form ation are considered by the principle o f superposition as developed by 
Hubbert and W illis (1957).
The solution of the fracture pressure under the assumptions that the formation 
is elastic, porous, isotropic, homogeneous, and where Poisson's ratio and Biot's 
constant are known is given by:
Pf = — - T ^ V  + P° ..................................................................................................... (2-12)
2 - a ---------
1 -  v
where a  is the Biot's constant. Appendix A shows the derivation o f equation (2.12)
In addition to these assumptions, the fracture fluid must be penetrating, the 
borehole must be smooth and cylindrical, and the borehole axis m ust be vertical and 
parallel to one o f the pre-existing regional principal stresses.
Biot's elastic constant is a property of the rock, being a function of the rock 
m atrix and the bulk rock com pressibility under the assum ptions that the rock is 
homogeneous, isotropic, and linearly elastic. Common values of the Biot's constant 
for sandstone reported in the literature are within the range of 0.70 and 0.90.
The solution for the case o f non-penetrating fluid, also derived in the 
Appendix A is given by:
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Pf  = 3 o y - o x - S ,  + P0 (2.13)
If <7X = a y = Gh, the equation (2.13) becomes equation (2.11) which was first
derived by Hubbert and W illis (1957).
Sim ilar works were developed to determ ine the fracture pressure o f one 
particular formation. M atthews and Kelly (1967) used the concept of the matrix stress 
coefficient, K t , that is a function of depth, and the consideration that S, was equal to 
zero to develop the following expression for fracture initiation pressure:
Comparing equations (2.1), (2.11), and (2.14), it can be seen the matrix stress 
coefficient is a function of the ratio of horizontal effective stress to vertical effective 
stress.
Pennebaker (1968) presented a correlation sim ilar to equation (2.14) where 
AT, was referred to as the effective stress ratio, and he correlated this ratio with
depth. The most im portant feature in the Pennebaker's work was a correlation for 
determ ining vertical overburden stress gradient as a function o f depth and geologic 
age for various depths. The interval transit time obtained from seismic data for those 
depths was 100 n s e c / f t .
Eaton (1969) developed a correlation assuming that equation (2.1) describes 
the relationship between horizontal and vertical matrix stress. In addition, he 
correlated Poisson’s ratio as a function o f depth using observed fracture data from 
Texas and Louisiana. Eaton’s correlation is given by:
Pf  = KjG. + Pc (2.14)
Pf = J Z ^ & - p °) + Po (2.15)
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Christman (1973), examining bulk density logs of the Santa Barbara channel 
found that the formation bulk density correlates with stress ratio, given one estim a­
tion of the degree of compaction. The equation to predict formation fracture pressure 
is:
In this equation, fracture is assumed to be at a depth o f the highest stress ratio 
and lowest rock density. His work showed that different types of rocks have different 
fracture pressure initiation when in the same conditions of fracture, reinforcing the 
concept that fractures do not always happen at the casing shoe. The plot of stress 
ratio Fa versus the rock density observed in the Santa Barbara channel is shown in
Daines (1982), using laboratory-derived physical properties of typical sedi­
mentary rocks, and using Hubbert and W illis model, proposed a model for predicting 
fracture pressures in a wildcat well after the first fracture test in a com pact formation. 
The prediction of fracture is given by:
where the superposed horizontal tectonic stress a,  varies between the limits:
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The result o f the first fracture test in com pact form ation is then used to 
calculate the effective stress ratio of the superposed tectonic stress, by m eans of the 
equation (2.17) where cr, is calculated and
P , = £ - .................................................................................................................................. (2-19)
O',
1 .5 0 '
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Fig. 2.7. Stress Ratio Versus Rock Density (after Christman, 1973)
Since the stress ratio is considered constant with depth, and <rv is known at
any point within the drilled hole, the superposed tectonic stress can be calculated in 
any point of the well.
Aadnoy and Larsen (1989) derived a new method to predict fracture pressure. 
In this method they adjusted certain param eters in the equations developed by 
A adnoy and Chenevert (1987) to fit better the field m easured fracture data.
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Although their method considered borehole inclination, only the case of a vertical 
borehole is considered in this review. The equation to predict the fracture pressure 
gradient is given by:
where the coefficients K l, a, and bt are determined from field results.
The collection of pore pressure, depth, and the lithology for each fracture 
point or lost circulation datum is necessary for determ ining these coefficients. 
Referring to Fig. 2.8 and 2.9, Aadnoy and Larsen (1989), with overburden stress data 
from sonic logs, plotted the overburden stress gradient curve, the pore pressure 
gradient curve, and the fracture gradient points or lost circulation points vs. depth, as 
in Fig. 2.8. In addition, they calculated, for each fracture point, the value o f hori­
zontal in-situ stress gradient ct̂ , with:
where the correlation coefficient A, given by:
was set equal to zero. The coefficient refers to the d istance betw een the 
horizontal stress gradient curve and the overburden stress gradient curve. The curve 
parallel to the overburden stress gradient curve that passes through the m inim um  
distance point was denominated corrected in situ stress , as shown in Fig. 2.8.
(2.20)
A = a , - b ,
dz
(2 .22)
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o  L e a k  o f f  T e s t  
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Fig. 2.8. Analysis of Fracture Data (after Aadnoy and Larsen, 1989)
The values of the coefficient a, and 6, are determined by plotting the corre­
lation coefficient A{ versus the pore pressure gradient (Fig. 2.8), where
A =2(cTn „ r - c r n ) ............................................................................................................. (2.23)
M orita et al. (1990), in an experimental work with cubic Berea sandstone 
sam ples 30x30x30 inches, studied the borehole breakdown when using drilling fluid 
as an injection fluid. They stated that the borehole breakdown does not occur until the 
well pressure exceeds the pressure which results in a tangential stress equal to the 
rock tensile strength even with a large surface flaw. The reason for this is the sealing 
effect of the mud in narrow natural fractures or in fractures created by high borehole 
pressure. Drilling fluids contain solids that form bridges in the fracture aperture 
(width) and therefore, they can plug minute cracks.
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PORE PRESSURE GRADIENT, KPa/m
Fig. 2.9. Correlation Coefficient (after Aadnoy and Larsen, 1989)
Fluid Fracture 
W  Front Front
Fig. 2.10. Cross Sectional View of Mud Cake Formed Around Fracture Tip
(after Morita et al., 1990)
Although they found that borehole breakdown and extension pressures were 
abnormally high in their experiment when compared with the field data, they quanti­
fied two approxim ate fracture widths based on split rock sam ples used in the 
experiment: one that does not allow drilling fluid entry ( W T) and one that increases 
depending on the dehydration process {W M), as shown in Fig. 2.10. Consequently,
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the fracture tip is always several inches ahead of the drilling fluid front during the 
borehole breakdown and fracture extension process.
They also verified that the drilling fluid cannot penetrate into the fracture 
when the fracture initiation occurs, but only after the fracture aperture becomes wide 
enough to allow the drilling fluid entry. This occurs at the m om ent of the borehole 
breakdown and after that, the stable fracture propagates repeating the fracture in ­
flation and propagation. The typical sequence o f the observations o f M orita et al. 
(1990) can be seen in Fig. 2.11.
10.01




B -  F ra c tu re  e x te n s io n  w ith  











V olum e o r  Tim e0.00
Fig. 2.11. Typical Sequence of Fracture Extension for W ater Base Mud 
(after Morita et al., 1990)
The equations with respective boundary conditions that M orita et al. (1990)
proposed as solution of the borehole breakdown pressure for those fractures stalling
from a smooth borehole and from a borehole with mud invaded crack can be seen in
Table 2.1. Also the solution of fracture aperture (width) is shown in this table.
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Table 2.1. Solution for Borehole Breakdown Pressure (after M orita et al., 1990)
B orehole B reakdow n  P ressu re
<I ) A -  r ,  => P. ~ -3 <7„, + au, + ---------
’ “ "  U 2 1 5 ^ T < d - r . )
( 2 H 0 1  < d < I O r .  =»
*'c - o„{[i + - A'c»!"(»)]n - (o„ - CT„)571,. / r j 5>2
w here  f  -  2 ^ 3  a n d  0  -  ^
(3) F or a  la rg e  A / r „ ,  u se  F 1 - 1 J 7 - 1  a n d /3 -1 .
F or a  s m a l lA / r , , ,  use th e  follow ing ta b le  fo r  e s tim atin g  F I , F an d  F3.
Fona tinn  o f  F rn r tn r r  A p e rtu re  
W  = B', ♦  K', + U'j
B oreho le  B reakdow n P ressu re  F rom  An O nen C rack
1. For h y d ro s ta tic  b o u n d a ry  s tress: Wt ~
4 (1 -  y*)crfl|AGI
2. For d ire c tio n a l s tress : IV =
4(1 -  v ^ q y i  -  a H1)ACr]
Kc +LI2I5(-3ct„, + CT,,Wn(d- r .)
( 1 )  d - r .  => f ,   ------------ 2 —  .«■  • » ” ! . . )  U
11215^1r ( d - r . )  + S
(2,1 L01 < d  < 1 0 r .  =»
Kc -  +  P > F ? r - d r r , i n ( / l ) j n  - ( < r „  -  O . M P ' - f i ^ p n
P’~ S + Sl
w he re  5  = ^ d r c . i ^  j ) -  d r c i n f l  j  SI = ( P j l - P ' F }
(3 ) For a  large A / r  * ,(>3.0), u se  H - 1 .F 2 - 1  a n d F 3 - l .
For a  sm all A ^rw , u se  th e  p rev io u s  ta b le  fo r  e s tim a tin g  F I ,  F a n d F 3 .
F o n atin n  o f F racture  A p e rtu re
W  =  W, ♦  W, +  W} +  Wt
1. For h y d ro sta tic  b o u n d a ry  stress:
2 ( / lV r ^ -d rc . .n /) ) ln ( i± ^ £ ]
4(1 -  v ‘ )A
3. For b o re h o le  p ressu re :
8{I-v,KP.|g3+/̂ —jj
H* xE
Sj a rc  g iven  by:
A -  r„ »  Gl = 2.916^1 G2 = L458^1 -  G3 = 2.29— - / i ^ —
/l - t}1 +-
The v a lu e s  o f  G\, C j, a n d  G  
(a)
2. For d irec tio n a l s tress: W, =
3. For b o reho le  p re ssu re : W, =
I -  v ’ X a . ,  -  p „ ) a / / ^ , V I-P'^W
xE jj2
(b) LOI < A  < lO r. a n d  Gj a re  gtvon in  th e  follow ing tab le
(c) A la rg e r  v a lu e  th a n  10 r* : G i-1  Gj - 0  andG> -0 .3 9
4 . For f rac tu re  s u rface  p ressu re : 
g fl-v * )A J /4 P .
IV, = -
xE
A T W f  
1 .011 . !28 
1 .021 . 127 









■ if ,V*~ ^  - M c  j i n t | -  tj ln t j -  A r c s i n p b l ^  —  ) |
(  * I n  ))
w h e re  //[ , / / ? , / / j  a n d  //* a r e  g iv e n  b y  a  f u n c t io n  o f  A / B  a n d  B /r* . For 
ex a m p le , w h en  B ^ l . S r ^  / f  W/2 W /j- //4- l :  a n d  fo r B - J .J J J r* .,  I l l  t o  II* a re
■>g iven  in  th e  follow ing table:
4 1.061 . .96 1 .210 1 .200 1 A / i I l l ta i n IH
S 1 .081 . SJ 1.201 1 .187 1 1.1 1 .049 1 .116 1 .035 1 .079
6 1 .101 . 71 1.192 1.175 .231 .1 0 7 .0 9 9 4 2 1.3 1.047 1 .076 0 .9 9 8 1 .073
7 1 .151 . .46 1.173 1.152 3 1.5 1 .030 1.057 0 .9 8 3 1 .062
8 1 .201 . .25 1 .157 1.133 .385 .160 .162 4 2.0 1 .020 0 .978 0 .9 5 0 1 .025  _
9 1 .2 5 1 . .0 9 1.145 1 .117 5 2.5 1 .013 0 .945 0 .9 5 0 1 .006
10 1 .301 .195 1.134 1 .104 .495 .1 8 9 .2 0 6 6 3.0 1 .011 0 .928 0 .9 5 0 0 .9 9 5
11 1 .401 .175 1.117 1 .084 7 4.0 1 .010 0 .914 0 .9 5 0 0 .9 9 8
12 1 .5 0 1 .0 6 0 1.105 1 .069 .63 8 .207 .2 5 8 8 6.0 1 .009 0 .892 0 .9 5 0 0 .9 9 3
13 1 .6 0 1 .0 4 9 1.095 1 .059 9 8.0 1 .005 0 .8 6 8 0 .9 S 0 0 .9 8 3
14 1 .8 01 .035 1.082 1 .044 10 10. 1 .003 0 .849 0 .9 5 0 0 .9 7 5
15 2 .0 0 1 .0 2 6 1.072 1 .034 .814 .197 .324
(b )  B reakdow n P re s su re  from  a n  O p e n  C rack
16 2 .5 0 1 .0 1 5 1.063 1.024
17 3 .001.'X )9 1.053 1.015 .9 2 6 .147 .3 6 0 w ------->.
18 4 .0 0 1 . >04 1.042 1.013 .964 .114 .372 V
19 6 .0 0 1 .1 0 2 1.034 1 .010 .991 .077 .383 P" \ fom
20 J ,  0 0 1 .'>01 1.025 1 .008 1.0 .0 5 8 .3 8 5 J \ P0
21 10.00 1.000 1.018 1.005 1.0 .047 .385
(a )  T he B asic S o lu tio n  fo r t h e  B orehole B reakdow n P ressu re
2.2. Fracture Propagation
The study o f fracture propagation has been done through fracture models that 
have been developed in the last forty years. Those models identified, theoretically, 
some of the factors that affect fracture propagation, and they are: (1) variations of
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in-situ stresses existing in different layers o f rock, (2) relative bed thickness of 
form ations near the fracture, (3) bonding between form ations, (4) variations in 
mechanical rock properties (including elastic modulus, Poisson's ratio, toughness, or 
ductility), (5) fluid pressure gradient inside the fracture, (6) variations in pore 
pressure from one zone to the next.
M any authors pointed out that the fracture orientation and vertical fracture 
growth are dominated by the local stresses and variation in the stresses between ad­
jacent formations. The horizontal fractures have been reported at shallow depths, and 
experience has shown that at depths below 1,000 to 2,000 ft (305 to 610 m) fractures 
are usually vertical. Vertical fracture growth can be stopped or reduced by higher 
lateral stresses in the formations above and below the fracture initiation zone.
a) Theoretical Configuration b) Possible Actual Configuration
Fig. 2.12. Theoretical Fracture Propagation Model vs. Possible Actual 
In-situ Behavior (after Veatch, 1983)
Stress changes between rock layers influence fracture configuration. The 
models to predict fractures presume a rather simple fracture configuration, as shown 
in Fig. 2.12.a, but probably a more complicated configuration as in Fig. 2.12.b occurs 
in the fracture.
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This section gives a brief description of fracture propagation m odels and 
works related to them for a vertical fracture that has been developed up to  date, as 
well as the influence of the factors that affect fracture propagation in these models. It 
is divided in two parts: the two-dimensional models, and the three-dim ensional 
models.
2.2.1. Two-Dimensional Models
D uring propagation fracture in a two-dimensional (2D) fracture m odels, 
height is assumed to be constant and the figures that change are width and length (or 
radius).
A rea o f L a rg e s t 
Flow R esis tence
A pproxim ately Elliptical 
Shape o f F racture
Geerstma and de KlerkPerkins and Kern
Fig. 2.13. Fracture Configurations for Theoretical M odels - PK vs. KGD 
Two basic types of approaches are used in 2D fracture propagation sim ula­
tors: one by Perkins and Kern (1961) and other by Geerstma and de Klerk (1969). 
The difference between the two models is that the Pekkins and Kern's m odel assum es 
the cross section of fracture in the vertical plane has an elliptical configuration. On 
the other hand, Geerstma and de Klerk's model presumes an approxim ately elliptical
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configuration in the horizontal plane and a rectangular shape in the vertical plane. 
These configurations can be seen in Fig. 2.13.
The rate o f fluid leak-off during hydraulic fracturing propagation is one of 
the m ost critical factors involved in determining the fracture geom etry for a given 
condition. The rate of fluid leak-off to the formation is governed by the fracturing 
fluid leak-off coefficient C. The leak-off coefficient C is defined by a combination 
o f three types o f linear flow mechanisms encountered during a fracture process.
Howard and Fast (1957) developed the fundamental concept o f fluid leak-off 
coefficient which can be used in calculating the fracture area. They showed that this 
coefficient can give an estimation of the loss of fluid to the formation adjacent to the 
fracture. The loss of fluid governs the fracture extent and depends upon three flow 
m echanism s. These are controlled by the viscosity and the perm eability o f the 
formation to the fracturing fluid, its wall building properties, or the com bined effects 
o f viscosity and compressibility of the reservoir fluid.
C arter (1957) derived one general equation for estim ating the extent o f the 
fractured area given by:
under the assum ptions of uniform width within the fracture, linear flow  between 
fracture and formation, flow perpendicular to the fracture face, and constant pressure 
inside the fracture being equal to the wellbore injection pressure. In addition, the 
velocity of flow into the formation at a point on the fracture face depends on the time 
this point has been exposed to flow.
The fracturing fluid leak-off coefficient reflects the fracturing fluid properties 
and defines the three types of linear flow mechanisms encountered in the assumptions




of Carter(1957). The three types are effluent viscosity and relative perm eability 
effects (C v), reservoir fluid viscosity/compressibility effects (C c), and wall building 
effects (C M ). The fluid leak-off test for viscosity and relative permeability effect is 
given by:
C =  ^ ........................................................................................................................(2.25)
V 2»a
and for reservoir fluid compressibility effects by:
c  = A P  J E K .................................................................................................................... (2.26)
V W f
In many analyses, Cv and Cc are combined in the form of Cvc where:
2 C C
Cvc=  , ....................................................................................................... (2.27)
CV+A/C * + 4 C ;
The fracturing fluid coefficient for the third case must be determined exper­
im entally through a plotting o f cumulative filtrate volume versus the square root of 
flow time, as indicated by Howard and Fast (1970), and shown in Fig. 2.14.
The plot is correlated mathematically by:
V = mV? +  V  ...................................................................................................................... (2.28)
where the spurt loss volume per unit of area Vsp is determined in the intercept of the 
straight line on the cumulative filtrate volume axis in the plot, and m is the slope of 
the plot.
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Slope m
' ~7  - ^ ^ n tercePt = Spurt Volume per unit of area;
U_
Rate Controlled by Cvc
Fig. 2.14. Determination of Cw and Spurt Volume (after Gidley et al., 1989)
The coefficient C„, is calculated by taking the derivative o f the leak-off 
velocity with respect to time
dv d  / r \ m C„






Several methods have been proposed for combining the three separate leak- 
off coefficients. The sim plest method used today is to assume that the wall building 
coefficient dominates the other coefficients, and its value is used in the prediction of 
fracture geometry. Another is given by calculation of C„, in equation (2.27) and by
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com paring the result with CK, the lesser of the two values is used in the fluid loss 
calculation.
Another procedure was done by Smith (1965) who com bined the effect of the 
three cases and defined a total leak-off test coefficient by
W illiam s (1970) gave another approach of com bining the three m echanisms 
calculated at the stated AP to arrive at a total leak-off coefficient. In his approach, he 
assumed a P ° 5 relationship for the influence of pressure differential on Cw, and the
final expression for the total leak-off coefficient is
Although the leak-off test coefficient can be calculated through equations, 
several authors determined its value through experim ental tests. In these tests they 
used different apparatus and methods to handle shear effects and approach the real 
conditions of fracture.
Roodhart(1985) proposed a method based in his experim ent where he con­
sidered the leak-off process as a result of three stages: spurt loss, buildup of filter 
cake, and erosion of filter cake. The equation that is m ost appropriate for his 
observations is:
(2.32)
V ~ V s p +  2 C w ^ A  +  c J b
(2.33)
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In his proposed equation tA is the time at which fluid loss is proportional to 
r0,5, tB is the time at which leak-off is proportional to t. In his observations he also 
pointed out that, although equation (2.33) describes better the fluid loss volume, 
little accuracy is lost by describing the leak-off volume by equation (2.28).
Penny et al. (1985) analyzed the dynamic fluid loss data with a plot o f log 
(volume) and log(time) and stated the equation describing the volume of fluid lost to 
the formation takes the form:
V = V, +  (2.34)
where the exponent o f time j  is the slope and the leak-off rate m, is the y-intercept 
determined in the log-log plot.
Ford and Penny (1988) used one apparatus where they approached the con­
ditions of the fracture and presented a method of converting dynamic data to an ef­
fective leak-off coefficient to be used in fracture models. The equation to convert 
dynamic data to an effective leak-off coefficient is given by:
V - V
c - - u f .............................................................................................................. (135)
where the value of V  can be determined by the method or equation that fits better the 
conditions of the fracture process.
The influence o f differential pressure and shear rate on dynamic leak-off test 
can be seen in Fig. 2.15 for the data collected by Ford and Penny (1988) in their 
apparatus.
In a related analysis, Clark and Barkat (1990) proposed that the leak-off pro­
file of a dynamic test can be modeled by:
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V = V sp(l - e ~ b' ) + v Dt .......................................................................................................... (2.36)
where b is the pack buildup constant which is a function o f gel type and additives. 
The magnitude of b indicates the rate at which the filter cake starts to control the 
fluid loss.
Fluid: 4 0  lb /1 0 0 0  g al HP Guar com plexes w ith delayed  ti ta n a te  © 175*Fluid: 4 0  lb /1 0 0 0  gal HP Guar com plexed with delayed ti ta n a te  © 1 7 5 °  
F; Permeability : 0.1 md; Shear Rate: 4 0  sec
F; Perm eability : 0.1 m d; Shear Rate: 102  s e c
10'
e 3o 3
5T is  J




TIME, m inTIME, min
Fig. 2.15. Effect of AP  on Leak-off Coefficient (after Ford and Penny, 1988)
In using their experim ental data, C lark and Barkat also observed that dy ­
namically obtained fluid loss coefficients are proportional to an average P°'25 instead 
o f P 0 5.
Calculations of leak-off volume by using equations (2.28), (2.33), (2.34) and 
(2.36) vary by a factor of 2, and it is not clear which method is more adequate. It is 
first necessary to determine which method of calculation is m ost appropriate for the 
experimental data for a specific fluid used in the fracture process.
Perkins and Kern (1961) developed a model to predict the width of fracture 
where they showed that the crack width is essentially controlled by a fluid pressure 
drop in the fracture. In that work, they discussed the cases o f vertical and horizontal 
fractures, but in this review the discussion will be restricted for vertical fractures 
using Newtonian and non-Newtonian flow in laminar and turbulent flow regime. In
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the derivation o f the width equations they did not consider the leak-off of the injected 
fluid, and they assumed the fracture is vertical and has constant height. They also 
assumed the cross-sectional shape of the crack at any point is elliptical, as shown in 
Fig. 2.13, with the maximum width proportional to the difference between pressure 
and stress at that point. The equations developed by Perkins and Kern (1961) are 
given by:
(a) Vertical Fracture Width Using Newtonian Fluid in Lam inar Flow:
W = 3.005
2qpL(\  -  V  )
.(2.37)
(b) Vertical Fracture Width Using Newtonian Fluid in Turbulent Flow : 
f F cpq  L(\  -  v  )
W  = 1.463
Ehf
.(2.38)
(c) Vertical Fracture Width Using Power-Law Fluid in Laminar Flow:
w  = 13.5812(n + 1)(— ——1 ( 1 - v2)
2 n + 2 ~KqnLtif -n'
L V n )  J E
i
2 n + 2
.(2.39)
(d) Vertical Fracture Width Using Power-Law Fluid in Turbulent Flow:
W =  1.463
r -> •> \ a25'  f F cp q 2L ( \ - v 2) '
Eh,
.(2.40)
The prediction of the fracture geometry using C arter’s equation for fracture 
area with Perkins and Kern's equations for fracture width became rapidly one of most
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used approaches due to the good results the method presented for som e fracturing 
conditions.
As Perkins and Kern (1961) did not consider fluid losses into the formation, 
Nordgren (1972) remedied this shortcoming by considering the flow o f the fluid in 
the fracture modeled by the continuity equation:
da nh{ dw  _ a w
^  + - T T  +  <? ' = 0 ......................................................................................................... (2‘41)dx  4 dt
=
In this equation, the fluid loss rate is given by:
2hf C
•(2.42)
and the flow rate being related to the pressure gradient by:
 (243)
64 id dx
Nordgren (1972) considered the problem subjected to initial condition:
W (*,0) = 0 .............................................................................................................................(2.44)
and to boundary conditions:
W(jc, t) = 0 for  x  > L ........................................................................................................... (2.45)
' d W 4}  256(1 - v ) n q , ............................................................................................ (246)
^ dx J * = 0  ^
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The approxim ate solutions found by Nordgreen (1972) for large fluid loss
were:
L(t) = S i L ......................................................................................................................... (2.47)
TzChf
and





and for small time or no-fluid loss:
L(t) = 0.68
Ggf  





W(0,t )  = 2.5 (1 -  v )m ;
Gh,
, V > . 2
.0.2 .(2.50)
G eertsm a and de Klerk (1969) followed the design m ethod proposed by 
Zheltov and Khristianovitch (1955) in which the w idth is assum ed stable in the 
vertical direction. From this they derived equations to predict the width fracture for 
radial and linear flow considering the effect of low fluid loss. The derivation assumed 
a homogeneous and isotropic formation, the deformation of the form ation could be 
calculated using a linear elastic stress-strain relation, the fracturing fluid behaved like
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a purely viscous liquid, the fluid flow was laminar everywhere, and the fracture had a 
simple geometric extension pattern. Their solutions for width and length in the case 
o f vertical fracture are then:
VT(0,f) = 2.27




32 nh f C2





The Lagrangian variational method of Biot et al. (1986) can be used to find an 
analytic solution o f Geerstma and de Klerk's model incorporating large fluid losses. 
In this case the expression for width is given by:
W (0,r) = L58
(1  -  v W F ,  
GhlCJ /
.(2.54)
and the relation between length and width by:
W{0,t)  = 3.13
(1 - v ) / i C 2F,-2 c  \ 0 ' 2 r0 .6 .(2.55)




dX = 0 .7 5 (2.56)
As stated before, these two methods are the base o f fracture prediction in the 
two dimensional models. The main difference between Perkins and Kern's method 
and Geertsm a and de Klerk's method is related to the potential for a bedding plane 
slip. The first one assumes that there is sufficient bonding betw een the fractured 
formation and the adjacent layers that the fracture closes at the tips. Also, because 
high horizontal stresses at the top and bottom layers tend to close the fracture, the 
height growth of vertical fractures into the adjacent layers is lim ited. A nother 
difference between the two methods is the propagation pressure calculated.
Nolte (1988) using approaches similar to Nordgren (1972), observed that the 
Newtonian flow equation that relates fracture pressure to injection rate and fluid 
viscosity yields:
for the Perkins and Kern's model and:
for Geerstm a and de Klerk's model. Thus, Perkins and Kern's m odel predicts that 
wellbore fracturing pressure increases proportionally with fracture length raised to
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one fourth power, and the Geerstm a and de Klerk model indicates that pressure 
decreases proportionally to fracture length raised to one half power.
Daneshy (1973) using the same approach o f Khristianovich and Zhelthov 
developed a numerical method to calculate the width of a fracture with a non-con­
stant pressure distribution inside of the fracture. The assumptions in his work were: 
(a) hom ogeneous, isotropic, and linearly elastic reservoir rock; (b) constant fracture 
height; (c) constant fracture geometry along the height o f the fracture; (d) incom ­
pressible fracturing fluid with power-law behavior; (e) lam inar flow  inside the 
fracture; (0  negligible fracture width variations due to the stresses induced by fluid 
leak-off; and (g) negligible pressure drop in the fracture due to the loss o f fluid.
Geerstm a and Haafkens (1979) compared the assumptions of vertical fracture 
propagation theories, nam ely, Perkins and Kern(1961), G eertsm a and de Klerk 
(1969), Nordgren(1972) and Daneshy (1973). The comparison among theories was 
m ade theoretically by using expressions of width and length for each m odel and, in 
the case o f Daneshy, using his data. The results for Newtonian fluids with different 
viscosities are shown in Fig. 2.16.
The calculations with non-Newtonian fluid in the N ordgren's and in the 
Geerstm a and de Klerk's models were made by replacing the viscosity by its apparent 
value, once those theories consider only Newtonian fluids. This substitution is only 
permitted for the cases where the ratio q / W  is constant over the fracture length.
The conclusions of this comparison showed that there are two different kinds 
o f mechanical formulations on the fracture propagation process, one that Perkins and 
Kern's model, and the other that follows Geerstma and de Klerk's model. In addition, 
they suggested that Perkins and Kern's model is more appropriate for length/height 
ratios bigger than one, while the other model is more appropriate for ratios less than 
one.
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Max. F rac tu re  W idth, in
o.so -------- - --------
_ V isc o s ity -10  cp
0.10
0 .0 4
F rac tu re  L ength , f t  
1000
5 0  1 0 0  Pum ped V olum e, bbl 1 0 0 0
Max. F rac tu re  W idth, in
0 .5 0
V is c o s ity -1 0 0  cp
0.10
0 .0 4
P um ped Volume, bbl iQ O O5 0 100
Max. F rac tu re  W idth, in
0 . 5 0
V is c o s ity -1 0 0 0  cp
0.10
0 .0 4
P um ped V olum e, b b l  ■) q q q10050
■ V isco sity -1 0  cp
100
4 0   I I i l l .
5 0  1 0 0  P um ped V olum e, bbl i  QOO
1000
- V isco s ity -1 0 0  cp
100
4 0
P um ped V olum e, bbl i QOO5 0 100




I V isc o s ity -1 0 0 0  cp
_i i i i
5 0  1 0 0  P um ped V olum e, bbl 10 0 0
Fracture data: pump rate=10 bbl/min, height=100 ft, fluid loss coef=0.0015 ft/min0-5 
spurt loss=0.01 gal/ft2, Poisson's ratb=0.15, shear modulus=2.6x106
Fig. 2.16. Fracture Dimensions Calculated with Different Theories for Newtonian 
Fluids (after Geerstma and Haafkens, 1979)
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Ratio o f L eng th  to  H eight
Fig. 2.17. Ratio of Model to Actual Width for Constant Pressure
(after Nolte and Economides, 1991)
Fig. 2.17 shows their conclusions where the most appropriate m odel is se ­
lected for the ratio of widths (predicted to actual) equal to unity. This leads to se­
lection of Perkins and Kern's model for relatively long fractures, and G eerstm a and 
de Klerk's model for relatively short fractures.
Smith et al. (1982) presented measurements made with a dow nhole closed- 
circuit television camera during a fracture stimulation of a relatively shallow 4,500 ft 
(1,371.6 m) oil bearing sandstone formation to investigate the applicability o f the two 
fracturing models. Using this technique, the fracture width measurem ents could be 
made only at the wellbore.
T heir conclusions showed the fracture geometry assumption of Perkins and 
Kern (1961) is appropriate even for small volumes injected in fracture tests, so it can 
be used for length/height ratios less than one.
W arpinski (1985) made some m easurements of width and pressure in a 
propagating hydraulic fracture in tests conducted in Nevada. This was accomplished
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by creating a fracture at 1400 ft (425 m) in a tunnel where realistic in-situ conditions 
prevail such as natural fractures and material anisotropy.
He concluded, based on his data, that the pressure drop along the fracture 
length was much larger than predicted by the viscous theory used in the models. This 
fact results in shorter and wider fractures than predicted by the models, and it should 
be taken into account when choosing a model for the prediction of a fracture.
W arpinski (1985) also concluded the theory o f Perkins and Kern (1961) 
agrees with the data better, particularly regarding pressure behavior. His experiments 
showed, in case o f high stress regions above and below the fracture zone, that the 
stress contrasts on hydraulic fractures cause a nearly rectangular shaped fracture for 
low viscosity, low flow rate test.
Two dim ensional design models require a fracture height so that width and 
length can be calculated with volum e and flow considerations. This is one o f the 
biggest problems in these models. Several factors have been identified that contribute 
to the containm ent of hydraulic fractures, among them in-situ stress differences, 
Young's modulus, fracture toughness, and interface slippage.
Perkins and Kern(1961) stated that stress differences between the pay zone 
and the bounding layers affect fracture containment or restriction. Their intuition has 
been supported by theoretical, laboratory, and field data, which show that the stress 
differences are the most important factor controlling fracture height. Stress not only 
controls or influences m ost aspects of fracture behavior, but also influences the 
values of both reservoir and mechanical properties of the rock.
W arpinski et al. (1982) conducted an experiment with twenty separate frac­
ture tests in a tunnel showing the dominant effect of the in-situ stress contrasts as 
opposed to rock properties. In this experiment fractures propagated upward into hard, 
high-modulus materials, but they did not propagate downward through a thin, high 
stress layer.





Fig. 2.18. Fracture in a Layered Stress Medium (after W arpinski and Smith, 1989)
W arpinski and Smith (1989) presented two equations that can be solved for 
fracture height assuming that material property variations are negligible and vertical 
pressure distribution in the hydraulic fracture is constant. The equations, referring to 
the geometry in Fig. 2.18, for a layered stress medium are given by:
\  71 f  T  K I c b o l t o m )  / \ . - i f  2̂ ' I  / \ . - \ (  |
n ( a 2 + o 2 - 2 P )  
2 ‘
.(2.59)
^ n [ K lcbollom K Ic lo p) l  \  I t  ry / \ I 2 T
 > — = (cr2 -  cr, )^}a~ ~ b 2 cr,)^]a~ -  b- .(2.60)
The solution for the fracture half height, a,  is found in a trial and error pro­
cedure by assuming an initial value for a,  calculating b2 through equation (2.60) and 
finally the pressure in equation (2.59). This value has to be within an acceptable 
range when compared with the fracture propagation pressure, and if it is not, another
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value for a m ust be assumed until the calculated value o f pressure is w ithin the 
acceptable range.
Table 2.2 gives some values for fracture toughness in several rock types, but 
a value representative of many sedimentary rocks is 1,000 psi-in0-5 (1.1 M Pa-m0-5). 
Table 2.2. Fracture Toughness of Rock (after Warpinski and Smith, 1989)_________
Formation ( psi - in0-5)
Cozzette sandstone 1,430




Devonian shale 750 to 1,200
Green River oil shale 730 to 1,000
Benson sand 1,440 to 1,580
Benson shale 530
Fig. 2.19 shows an example calculation for a nonsymmetrical case, a plot of 
fracture height as a function of the treatment pressure above the closure stress. With 
the large confining stress in the barrier zone, the fracture is restricted to a narrow 
height for pressures less than 600 psi (4.1 MPa). For greater pressures, the top o f the 
fracture grows excessively and becomes unbounded at 800 psi (5.5 M Pa ) when the 
treating pressure is equal to the stress difference.
Nolte (1988), in a study about fracturing pressure analysis, illustrated the evo­
lution of the geometry and pressure during the fracture process. In this work, besides 
PKN and KGD models, he referred to a radial model. The radial model has a circular 
shape and its propagation is in the radial direction. This model is applied where the 
penetration is less than the formation thickness, and as the Geerstm a and de Klerk 
model, it predicts a decreasing pressure in the propagation fracture. In our case, it 
will ju st serve as an illustration o f the fracture process because this model is more
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applicable where the fluid injection is restricted essentially to a point source as in the 
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Fig. 2.19. Example Height Calculation (after W arpinski and Smith, 1989)
Fig. 2.20 illustrates the characteristic changes in pressure for idealized vertical 
fracture geometries, as pointed out by Nolte (1988).
Referring to Fig. 2.20, cases A-I (point source) and A-II (line source) show a 
decreasing pressure with fracture propagation, being according to the radial and KGD 
models. For both cases, the fracture is permitted to evolve into its preferred shape of 
a circle and is not influenced by any restriction, such as a higher stress barrier. For 
the line source case, as it occurs in an uncased wellbore, the early stages o f the 
evolution would be consistent with the assumption for the KGD model, as indicated 
by case A-II.
After the radial model encounters barriers above and below the fractured 
form ation the pressure propagation starts increasing in a m anner sim ilar to the 
Perkins and Kern's model. The reason is that the barriers force the fracture from its 
preferred circular shape and this results in increasing pressure as the fracture becomes
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long relative to its vertical height, as shown by part C in Fig. 2.20. The net pressure is 
defined as the total fluid pressure minus the closure pressure. As the net pressure 
continues to increase and exceeds 0.8 o f the stress difference, significant height 
growth occurs with small pressure increases. It ultimately reaches a limiting value of 
0.9 o f the stress difference which is equivalent a total pressure slightly below the 
stress o f the barrier being penetrated. This condition is shown with the profile D in 
Fig. 2.20. If  the injection continues with significant vertical growth, the fracture can 
reach a formation of lower stress and in this case, due to the unrestricted vertical 
growth, the pressure will decrease in a manner similar to the profile indicated with 
letter A in Fig. 2.20.
Vortical Fracture (P ^> a „ ;P c~  o „ )
C ase  A-II - (Full E n try )
Rock S tress
C ase A-I - (R e s tr ic te d  E n try )
LU -
KG ModelRadial Model








V olum e o r Time
Fig. 2.20. Evolution of Fracture Geometry and Pressure (after Nolte, 1988)
Thus, based on Nolte's observations, the fracture process contains three 
phases: the first one in which decreasing net pressures during the initial period indi­
cates an unrestricted growth of a radially evolving fracture in the vertical plane. The 
second one in which increasing net pressures after the initial growth period is indica­
tive of a vertical fracture extending in length with restricted height growth. Finally, in 
the third phase, pressures begin to approach a phase o f a nearly constant value
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probably due to a significant height growth through a stress barrier. In som e cases, 
where it is possible that the occurrence of a lower stress zone below and above the 
barriers, an unrestricted vertical growth into a low er stress zone can occur with 
subsequent decreasing pressure.
The first phase does not last very long and can be considered negligible in the 
fracture process where the fracture length is much larger than the fracture height.
Besides the growth through a stress barrier, N olte and Sm ith(1981) pointed 
both the opening of secondary fractures and the formation of a com panion horizontal 
fracture as other causes for a phase of constant pressure.
Secondary fracturing which has a higher perm eability than the formation 
matrix occurs in natural fissures or cracks within the formation that are crossed by the 
primary fracture. Consequently, the fracture fluid penetrates into the cracks with a 
pressure nearly equal to the pressure in the fracture and causes an opening in the 
cracks that start to act as a propagating fracture when the fluid exceeds the rock stress 
acting across them. The process acts similarly to a pressure regulator for this excess, 
and can thieve a significant portion of the injected fracture fluid. N olte and Smith 
(1981) defined the net pressure that opens the pressure regulating cracks as:
Pn = P - P c = P - c r h = - ^ L . ......................................................................................... (2.61)
where Act is the difference in horizontal stresses for a vertical fracture. On the other 
hand, when the pressure for a vertical fracture exceeds overburden pressure a 
horizontal fracture is also achieved.
In all o f these three conditions a fraction of the injected fluid becom es 
unavailable for the horizontal extension of the fracture. N olte and Smith (1981), 
based on this fact, defined the formation pressure capacity as a lim iting pressure 
value where a loss of integrity and undesirable fluid loss can occur if this value is
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exceeded. Fig. 2.21 shows the rock stresses that define the pressure capacity and their 
requirem ents to confine a net pressure efficiently. In the case of a vertical fracture, 
the fluid is lost through the top or bottom when the capacity of the stress barrier or 
overburden is exceeded and through the side when the formation capacity to maintain 
closed fissures is exceeded.
a
) h V \
, = Overburden
a .+ A aFracture




P f c  = Pw- Pc
< ^°ii
(c tH- a h) / ( 1 - 2  v )  
a  -  a
Fig. 2.21. Definition of Fracture-Pressure Capacity from In-Situ Suesses 
(after Nolte and Smith, 1981)
Nolte (1988), with field data for massive treatments in tight gas fields using 
crosslinked polym er fluids, verified five types of interpretative slopes in a log-log 
plot o f net pressure versus time. Fig. 2.22 shows the resu ltan t p lo t and his 
interpretation.
The five types verified by Nolte (1988) can be described as five periods. The 
first one w here the type I slope indicates extension with restricted height. It is 
followed by the type II slope, a nearly constant pressure (formation pressure capac­
ity) at constant injection conditions that indicates an accelerated fluid loss to opening 
natural fissures or stable height growth through a stress barrier. The slope Ill-a  is
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interpreted to indicate a restriction to penetration caused by proppant bridging and 
occurred after proppant was introduced, and the slope Ill-b  is indicative that half of 
the prior fracture area became restricted to flow. Slope Ill-b  could also have resulted 
from one wing o f the fracture becoming blocked to flow. Finally, the slope IV 
indicates unstable vertical growth through a lower stressed formation.
/  Ill-b
a . c  .
O
O_i
II / l l l - a
iV
Inefficient extension ,v 
for P i  Pr„n FC 
"formation capacity"
LOG TIME OR VOLUME
Approximate 
Log - Log Slope Interpretation
1 /8  - 1 /4 1 Restricted Height and Unrestricted Extension






Restricted Extension - two active wings 
Restricted Extension - one active wing
negative IV Unstable Height Growth - run away
Fig. 2.22. Log-log Slope Interpretation (after Nolte, 1988)
M orita et al. (1990) verified in an experim ent the bridging effect that 
occurred in the fracture process when using mud as the fracturing fluid. Their data 
shows that the pressure profile is similar to the profile described by Nolte (1988), but 
in this case, it alternates increases and decreases in the fracture pressure during the 
propagation. The increase is due to the fracture inflation and the decrease is due to 
the sudden movement of fluid front. This effect can be seen as the pressure peaks in
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Fig. 2.23 after 100 cc of mud injection, but the pressure trend still followed Nolte's 
observation.
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mineral oil base  mud 
Berea sandstone 











Fig. 2.23. Fracture Initiation and Extension Pressures from a Borehole
(after Morita et al., 1990)
Palm er and Veatch (1990) presented a theory to describe the increase in 
wellbore pressure based on a Perkins-Kem geometry assuming the limit of large leak- 
off coefficient and time in a step rate test. They also chose the Perkins and Kern's 
model because net wellbore pressure rises in many o f the step rate tests and the 
length/height ratio was greater than 4 in these tests.
They verified an observed/theoretical pressure discrepancy of 1.7 to 8.9 and 
they concluded the reason was high friction losses in constrictions within a fracture. 
These are approxim ately the same conclusions o f W arpinski(1985) concerning 
friction losses within a fracture.
Valk6 and Economides (1993) introduced continuum dam age m echanics as 
an extension to current hydraulic fracture propagation as a way to reso lve
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inconsistencies in the two dim ensional models. The fluid-flow -constrained tip 
propagation boundary condition of the Perkins-Kern-Nordgren (PKN) m odel was 
replaced by a new one derived from continuum damage m echanics. In this model 
they introduced two new param eters: the dim ensionless d istance betw een the 
m icrocracks ld, and the Kachanov parameter Ck which is sim ilar to a reciprocal
viscosity in hydraulics. This new theory presented good results in their cases, but the 
two new param eters are som ewhat difficult to determ ine in the form ation being 
fractured.
2.2.2. Three-Dim ensional Models
The 3-D m athem atical models were developed to describe the fracturing 
process allowing the fracture height to vary with fluid injection including the vertical 
com ponents of fluid flow. They were also developed to account for widely varying 
rock properties, reservoir properties, in-situ stresses, fracturing fluids and proppant 
loads.
W arpinski et al. (1994) divided the 3-D models into two categories: planar 
3-D m odels and planar 3-D finite difference models.
The planar 3-D models, where the TerraFrac and the HyFrac3D models are 
included, assum e planar fractures of arbitrary shape in a linearly elastic formation, 2- 
D flow in the fracture, power law fluids, and linear fracture mechanics for fracture 
propagation. The difference between the TerraFrac and the HyFrac3D models is in 
the num erical technique used in each model. The TerraFrac uses an integral equation 
representation, while the other uses the finite element method. Both models use finite 
elem ents for 2-D fluid flow within the fracture and a fracture tip advancem ent 
proportional to the stress intensity factor on the fracture tip contour. The stress 
intensity factor quantifies the intensity of the stress singularity at a crack tip. These 
m odels assum e the fracture advances when the stress intensity factor reaches a 
critical value equal to the plane-strain fracture toughness of rock.
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The planar 3-D finite difference model uses a finite difference method. The 
fracture opening is calculated by superposition using the surface displacem ent o f a 
half space under normal load and it assumes the fracture propagates when the tensile 
stress normal to the fracturing plane exceeds the tensile strength o f the formation at 
some distance outside the fracture.
One overall approach in a 3-D planar model is to subdivide the fracture into 
discrete elem ents and to solve the governing equations which are constituted by 
elasticity equations, fluid flow equations, and a fracture criterion.
The elasticity equations in these models assume the formation behaves as a 
linear elastic solid in response to changes in crack-face pressures introduced by hy­
draulic fracturing. Therefore, poroelasticity effects are neglected and isotropic elas­
ticity is assumed. It is also assumed that the formation is infinite in extent, and that 
the fracture develops as a plane with the vertical fracture oriented perpendicular to 
the direction of the minimum in-situ compressive stress.
The elasticity problem solved is that of the change in stress and displacement 
fields caused by increasing the normal compressive stress cr^x.y.O) on crack surface 
from its initial values cr°(;c,y,0) to the current pressure P ( x ,y , t ) in the fracturing 
fluid. Shear traction on the crack surface is assumed to be zero. By using a surface 
integral formulation the change in normal stress on the crack plane is related to the 
crack opening by:
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where E e, the effective elastic modulus, is:
Ec An{\ -  v)
(2.63)
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V ,the gradient operator, is:
d r  d r  
V = -— I +-T— J . 
dx'  dy
.(2.64)
and the distance between point (x ' , y ') at which the integrand is evaluated and the 
point (x, y)  at which the pressure is evaluated is given by
/ t  = ( ( x - x f - ( y - y f f ............................................................................................... (2.65)
The fluid flow is idealized as laminar flow of an incompressible, power law 
fluid in 2-D flow. The fluid is assumed to flow between parallel porous walls. Leak- 
off through the walls occurs at a rate determined by the difference between the pres­
sure in the fracturing fluid and the pore fluid pressure, and by the time the fracturing 
process started. The governing equations which are solved by a finite elem ent method 
are constituted by the continuity equation:
dci dq dw
= - q , --------+ q,
dx dy '■ dt '
.(2.66)
and by the pressure-gradient equations:
dp—  +  n  
dx \ w
=  0 . .(2.67)
w
dy H’V "  /
<7v
U ’'
7 = PF> .(2 .68)
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where p F v is the body force caused by the weight of the fluid per unit of volume. 
The viscosity parameter 77' is related to the power law coefficients by:
77'=  2(n+i)K\  2 +  - j ............................................................................................................ (2.69)
The fluid loss term, qL, is obtained from a time-dependent leak-off relation of 
the form:
2 C , ( P  -  P f )
' j ' ,   (2-70)
where the coefficient CL is the leak-off coefficient normalized with respect to the 
stress state at depth by dividing by the difference between the m inim um  in-situ 
compressive stress and the in-situ pore fluid pressure:
CL = , 0/ C   ............................................................................................................ (2.71)
The fracture criterion of linear elastic fracture mechanics controls the advance 
of the crack by imposing the stress-intensity factor which is kept nearly equal to the 
critical stress-intensity factor during crack extension at each node. The condition for 
crack advance can be expressed as:
wa(s) < wc............................................................................................................................... (2.72)
for no crack advance and:
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wfl(s) > wc...............................................................................................................................(2.73)
for crack advance, where:
w„ =
2(1 -  v ) K lc ( 2q(^)Y '5 
G {  x  )  '
■(2.74)
where wa is the crack opening at distance a from the crack front, wc is the critical 
crack opening required for crack advance, and a (s)is  the width o f near-crack-tip 
zone as can be seen in Fig. 2.24.
K k is a measure of the intensity of the elastic stress field near the crack tip
that is required for crack extension and as indicated before, fracture toughness 
experim ents on rocks indicate that Kk is about 1,000 psi-in05 for m any com petent
rocks. C haracteristic values for reservoirs may be different from the laboratory 
values. There is also evidence that the propagation of cracks over long distances can 
increase the value of Kk , and this fact, besides other factors, can also explain the
observed pressures at the wellbore are often larger than the predicted pressures in the 
fracture models.
In this 3-D model, the value of the normal velocity at each node along the 
crack front is assumed in such a way that the crack opening at a distance a from the 
crack front remains at the critical value wc.
This process can be achieved only iteratively because it is necessary to know 
the crack opening at time tn+v and this is extremely time consuming.
Another approach that can be done is to estimate the velocity at each time 
step and to solve the equations (2.62) through (2.71) for the pressure and crack 
opening at f„+1 for the estimated change in the crack front location during the time
step.





bottom  layer ^
Fig. 2.24. Schematic of the Cross Section Fracture Configuration in a 3-D Model 
During this time step, the crack advances a distance for which the volume in 
an annular element near the crack front becomes equal to the volume corresponding 
to a crack opening profile with w0(s) = wc.
The normal velocity of a boundary segment is com puted from a volum e 
conservation equation for the annular element by
This equation assumes that d  is the width of the annular elem ent equal to the 
sum o f the width of the near crack tip zone and the annulus. It also depends on 
d V / d t  being the required rate of change for volume in the annular elem ent if  the 
volum e after crack advance is to be equal to the volume corresponding to a crack
(2.75)
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opening wa(s) = vi’c . Overbars indicate quantities averaged over the length As of the 
annular element.
After com puting the crack velocity, the advance of each node is computed by 
m ultiplying the velocity by the time increment.
The global solution in this 3-D model is obtained at time tn+i = t„ +  Af by 
solving equations (2.62) through (2.71) from the solution at time t„, the injection 
flow rate and the crack advance.
2.2.3. Pseudo-Three-Dimensional Models
These m odels were developed from the PKN model by rem oving the re ­
quirem ent o f constant fracture height, and applying a fracture propagation criterion 
to height. It presents better results than a 2D model and in appropriate cases yields 
the same results as a 3D model with the convenience o f much less com puter time to 
run this kind of program.
Pseudo-3D models can be divided into two categories: (1) models that divide 
the fracture along its length into a finite number of cells and use local cell geometry 
to relate fracture opening with fluid pressure and (2) models that use a parametric 
representation of the total fracture geometry.
T he first category is the only one to be dealt with in this review. In this 
category, form ation elasticity is approximated by assuming the fracture length is 
large com pared to height that the effective elastic stiffness (the relationship between 
the pressure and the crack opening), at all cross sections, is independent o f the crack 
length and the horizontal distance from the cross section to the crack front. The crack 
opening (fracture width) is obtained from the plane strain elasticity solution for the 
case of homogeneous, isotropic, linear elasticity by:
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where:
(2 .7 7 )
and
AP(x,y)  = P(x)  -  gPy  -  o(y )  + gay (2.78)
The elevation y is measured from the midheight of the pay zone; the eleva­
tion y '  is measured from the midheight of the fracture, and y0 is the location o f the
midheight of the fracture relative to the midheight of the pay zone.
Assuming the in-situ stress normal to the crack plane and the pressure in the 
fracture are constant, which is appropriate when the vertical extension of the crack 
is slow relative to the horizontal extension, it is possible to apply explicit integration 
o f equation (2.76). Referring to Fig. 2.18, for the case of uniform in-situ stress within 
each layer, the integration results in:




^ - 7  + C O S
-1 (2.81)
J
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wm = 4 ( 0 3 - O i )
E ' n
-{b^ + y)cosh~l
f  a~ + b3y ^
Ka\ y + b > 1/
+ cos .(2.82)
2 /“ l  2
w/v = — - y .(2.83)
wv = j fgpy^a2- y 3 .(2.84)
and
E'=
(I - v = ) '
.(2.85)
The height of the fracture is determined from the stress intensity factor at the 
top of the crack through the equation :
Kluv~ V ^ I A P ( x , y ^ a - l dy
.(2 .86)
For the case of uniform in-situ stress within each layer the integration results
in:
K,c = K n - K l2- K n + KlA- K l5. .(2.87)
where:
Kn = ( P ~  • .(2 .88)






tf/4 = ^ f a g ' , ' T ™ (2.91)
(2.92)
where /„ = + l for upper or -1 for lower fracture tip of a vertical section.
Therefore the final solution of equation (2.87) presents two equations, one for 
the upper and other for the lower tip. These two equations together with an additional 
geometry constraint of:
give the solution for a ,  b2, and b3.
In a pseudo-3D model the fracture height cannot be less than the fractured 
formation thickness. When this happens, the value o f the fracture height is replaced 
by the formation thickness because such a situation is interpreted as the crack not 
propagating into the boundary layers.
The fluid flow in a pseudo-3D model is considered as being a one dim en­
sional flow along the fracture length. The governing equations are basically the 
continuity equation:
b3 = hf  -  b2 (2.93)
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dQ(x, t )  = Q ^ x t ) + dAcXx >t )
dx dt
•(2.94)
and the pressure gradient equation:
dP _  7]'(Q(x,t))"
dx f  ('22+1') V  
I vv " 'dy
J - a
.(2.95)
with the boundary conditions:
Q(0, r) = ^ ........................................................................................................................(2.96)
AP (L ( t ) /2 , t )  = PL.............................................................................................................. (2.97)
where:
= f” w (x ,y , t ) dy .................................................................................................... (2.98)
J - a
=  (2'99)^ t -  t ( x )
and PL is the pressure differential required to open the fracture at the crack front. 
Various methods can be used to solve the two flow equations, but one that presents 
good results is to advance the fracture front a distance (AL) during an assumed time 
step (Af) and integrating the two equations (2.94) and (2.95) by a Runge-Kutta 
method. The cross section area in equation (2.94) is also a function of pressure, as 
can be seen in the equations (2.79) and (2.98). After substituting those equations in
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equation (2.94), the final result will be function of a term involving d P / d t  which 
can be substituted by the difference relationship:
dP{x,t)  _  {P{x,t  + A t ) - P ( x , t ) )
dt At  ...................................................................................
The value of Q(0,t) is compared with qj( t ) / 2 ,  and if  they do not agree, 
another value for At  is assumed until a desirable agreement is reached.
Table 2.3. Rock and Reservoir Data for Three Layer Case
_______ ( after Warpinski et al., 1994)_________________________
Three-Laver Case
Zone In-situ Youne's Fracture
Depth Thickness Stress Poisson's M odulus Touehness
Interval (ft) (ft) (psi) Ratio ( 106 psi) (psi/in05)
1 8,990-9,170 180 7,150 0.30 6.5 2,000
2 9,170-9,340 170 5,700 0.21 8.5 2,000
3 9.340-9,630 310 7,350 0.29 5.5 2.000
Table 2.4. Treatment Data (after W arpinski et al., 1994)
Bottomhole Temperature, °F 246
Reservoir pressure, psi 3,600
Spurt Loss 0.0
Fluid-leak-off height Entire fracture height
Fluid leak-off coefficient, ft / Vmin 0.00025
Viscosity - Case A, cp 200
Viscositv - Case B
n 0.5
K 0.06
Fluid volume, bbl 10,000
Injection rate, bbl/min 50
Proppant None
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W arpinski et al. (1994) presented results of some 3-D and pseudo-3D models 
for various rocks and reservoir data. Stress and rock property m easurem ents were 
averaged over the appropriate depths for each interval to yield the physical data in 
T able 2.3. Y oung's m odulus and Poisson's ratio w ere obtained from  sonic 
measurements, thus accounting for the elevated values of Young's modulus.
Table 2.3 and 2.4 give the complete set of data input, but W arpinski et al. 
(1994) restricted the data set to limit as many discretionary inputs as possible to al­
low more direct comparison of model performance.
Table 2.5. Three-Layer Results at End of Pump (after W arpinski et al., 1994)
200 cp
Length Height Pressure Maximum w at Overall
Model (ft) (ft) (psi) Width (ft) well - (ft) w  - (ft)
SAH 3,408 318 1,009 0.65 0.35 0.30
NSI 3,750 903 283 0.56 0.32 0.25
RES 1,744 544 1,227 0.90 0.54 0.36
Marathon 1,360 442 1,387 1.04 0.68 0.64
M eyer-1 3,549 291 987 0.58 0.35 0.29
Meyer-2 2,692 360 1,109 0.72 0.41 0.34
Arco 3,598 306 992 0.57 0.31 0.25
Texaco 1,938 435 1,132 0.72
Advani 2,089 357 1,113 0.66 0.33 0.25
n ,K
SAH 3,259 371 1,093 0.75 0.38 0.31
NSI 3,289 329 1,005 0.67 0.35 0.26
RES 902 596 1,428 1.10 0.74 0.49
M arathon 1,326 442 1,433 1.08 0.71 0.66
M eyer-1 2,915 337 1,094 0.69 0.40 0.32
M eyer-2 2,120 413 1,212 0.86 0.48 0.40
Arco 3,235 353 1,083 0.65 0.33 0.26
Advani 2,424 435 1,171 0.74 0.34 0.21
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Table 2.5 shows the complete set of results for the final fracture geom etries 
from model runs for a three-layer case. The three-layer case shows the m odels calcu­
late widely different fracture geometries for the same input parameters. W arpinski et 
al. (1994) did not point out a model that gives more realistic results, but they 
suggested the use of the model that is more appropriate for the data o f the reservoir 
that is being fractured.
The problem is that this procedure requires knowledge about the formation 
being fractured and this is only possible if guided by experience with the reservoir. 
For cases where there is no experience with the formation a single m odel should be 
chosen. After the completion of the fracture the results should be analyzed, then an 
appropriate model must be selected for this area.
The selection of one model for a determined area does not m ean that the 
model will predict better results for another area, and the procedure described before 
should be applied for determining the most applicable model for this other area.




An experimental apparatus and operational procedure were designed to study 
the leak-off volum e occurring inside the induced fracture during an underground 
blowout. The result of this study is used in a fracture model to predict pressures de­
veloped during an underground blowout.
The experim ental apparatus, set up at the LSU Blowout School facilities, 
consisted of a fluid loss cell where a two-phase fluid passes over and through a 
porous core due to pressure differential. The volume that passes through the core is 
the leak-off volume used in the fracture model.
The lack of data for leak-off volume when using drilling fluid and gas was the 
main factor that led the author to design this experimental work. W ithout this exper­
imental work, only data collected for foams or specific fracturing fluids could be 
used in the fracture model which would be unrealistic.
3.2. Description of the experimental apparatus
The test apparatus used for all fluid runs, which are described as dynam ic 
leak-off rate tests, is shown schematically in Fig. 3.1. It can be divided in three m ajor 
parts: the mixing system, the fluid loss cell, and the collector system.
The mixing system consists in two nitrogen bottles charged with a m aximum 
pressure o f 2,500 psi, a 10 gal fluid vessel, a heater, and two 20 ft rheology loops.
Base drilling fluid is prepared in a small tank, pumped into the fluid vessel, 
and pressuri/xd at the required level to run the experiment. The tw o-phase fluid 
mixture is obtained by small adjustments in two needle-valves situated on two lines 
upstream of the venturi. Once the pressure and gas flow rate are set at the start o f the
72
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experim ent, very little adjustment is needed to keep them at required levels. The gas 
and m ud flow rates are measured in the collector system described later in this text.
mixing g a s  
re g u la to r
g a s  b lanke t 
re g u la to r
# g a s  b lan k e t p re s s u re
g a s  su p p ly  
p re s s u re  
2 ,5 0 0  psi m ax
TO w e t  t e s t  






b a c k p re s su re  





fluid c o lle c to r
g a s  fra c tio n  
su p p ly  p re s s u re  
r e g u la to r
^  inpu t 2 ,0 0 0  psi 
o u tp u t  a tm  
tw o  p h a s e  m ed ium
fluid
c o lle c to r
v en tu ri
in p u t S 0 0  psi 
o u tp u t  a tm  
tw o  p h a s e  m edium  
f i l tra te  back  
p re s s u re  
re g u la to r
rtieology
loop
AP s e n s o r  
0 - 6 0  psi
g a s o m e te r
h e a te r
Fig. 3.1. Leak-off Volume Experimental Apparatus
The main function of the two 20 ft rheology loops is to determine the Theo­
logical fluid properties through the measurement of pressure in both loop ends. The 
two-phase m ixture travels through tubing before it is heated to provide the desired 
shear history for the fluid. The shear history could be varied by changing the flow 
rate inside the tubing arrangement. In this test, the procedure to determ ine the shear 
history of the fluid is done by measuring the pressure for three different flow rates.
The heater is used to maintain the fluid temperature at formation conditions, 
and it consists of a loop immersed in hot water. The two-phase fluid is heated to
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formation temperature in the heater to approximate the formation conditions, then it 
passes through the second rheology loop just for verifying changes in the shear h is­
tory o f the heated fluid.
The fluid loss cell is an apparatus where a 0.94 x 1 inch core is set and the 
fluid passes through a 1x1.5x0.13 inch slot over the core. The slot dim ensions are 
sized to provide the same shear rate as produced in other parts o f the apparatus. 
Figure 3.2 shows the components of the cell.
The collector system is used to collect all the fluids that pass over and through 
the core. It consists of two parts: one that collects the leak-off and the other that co l­
lects the remainder.
The filtrate collector im mediately below the test cell contains a 20 cc 
graduated cylinder to m easure liquid leak-off through the core. The connecting 
tubing, between the grooved drainage pad supporting the core and the graduated 
cylinder, is a sm all-diam etcr short tube intended to minim ize fluid holdup before 
measurement. The gas passing the core is bled through the top o f the cylinder and 
measured with a gasometer. The total leak-off volume is the sum o f the leak-off gas 
and leak-off liquid volumes recorded as function of time. The leak-off gas volume is 
measured with a gasometer, and the leak-off liquid volume is measured with a small 
graduated cylinder.
The flow rate and the gas void fraction are determined in the collector system 
by recording, as function o f time, the remaining gas volume with the wet test m eter 
and the rem aining liquid volum e with a large cylinder. The total flow  rate is 
determined by the sum of these two volumes with the total leak-off volum e, and 
division by the time of the recording. The gas void fraction is determined by dividing 
the total gas volume per the total fluid volume.
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Fig. 3.2. Fluid Leak-off Cell Components
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3.3. Experimental Procedure
Before running the experiments, twelve Berea sandstone cores were dried in 
an oven for 12 hours at 250 °F, and the lateral surfaces of the cores were coated with 
a very thin layer o f epoxy to avoid possible lateral flow during the experim ent. The 
liquid perm eability was then measured with a gas perm eam eter considering the 
K linkenberg effect, and the porosity was measured by using m ercury and an air
pump. Table 3.1 shows the results of the measurement.
Table 3.1. Characteristic of Cores
Cere Length ( in') Permeability (mD) Porosity (d'less)
l 0.969 175.6 0.201
2 1.000 117.4 0.189
3 0.980 149.4 0.196
4 0.975 106.7 0.188
5 0.975 106.7 0.191
6 0.970 104.1 0.186
7 0.963 206.8 0.203
8 0.963 238.6 0.204
9 0.957 146.2 0.195
10 1.000 102.2 0.184
11 0.969 224.1 0.201
12 0.980 331.8 0.215
At the end of the measurement, each core was put in a vacuum pump for three
hours. Then, 50,000 ppm brine was introduced to the evacuated container to saturate 
the core. All the cores were allowed to saturate for a minimum of 10 days.
The fluid leak-off tests were run with five different pressure differentials of 
200, 400, 600, 800, and 1,000 psi and gas void fractions varying from 0% up to 90% 
for each pressure differential. The pressure differential and gas void fraction were 
selected based on values that can be reached during an underground blowout as well 
as to com ply with the apparatus capacity. The leak-off from any fracture fluid is
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driven by the pressure inside the fracture and restrained by the pressure o f the fluid 
that it must displace.
The mud used was a bentonite type with a viscosity of 10 cp and a density of 
8.7 ppg. Also, some runs were performed with a mud viscosity of 20 cp to verify its 
effect on leak-off volume. The main flow rate used in the test was a flow rate to 
achieve a shear rate greater than 100 s e c 1, or 65 cc/min in the apparatus, which is one 
o f the values recommended by Conway and Harris (1982) in fluid lab tests. The rea­
son for using greater flow rates was the fact that an underground blow out reaches 
higher shear rates than the recommended by Conway and Harris (1982).
It was necessary to use a screen pad inside the fluid cell during the experi­
ment because the cores presented some small variation in their lengths. The use of 
that screen allowed the top of the core to be completely aligned to the flow path of 
the cell avoiding any disturbance in the fluid flow. In addition, the m easurem ent of 
the leak-off volume had to be normalized to the sam e length by using Darcy's 
equation.
The first core was used in 40 runs. These were divided in the following way: 
seven runs with 200 psi, eight with 400 psi, eleven with 600 psi, seven with 800 psi, 
and finally seven with 1,000 psi. All of the runs had a tem perature o f 175 °F after 
heating. Although the main objective of those runs was to measure the leak-off vol­
ume, they were only used to calibrate the system and improve the design of the appa­
ratus. The reason for not using the data was the large variation in gas void fraction 
and flow rate during all runs, as well leaks in the apparatus. After these runs, a ven­
turi was set in the apparatus to mix gas and mud in a constant proportion and the 
leaks were fixed. These modifications caused a large improvement in keeping the gas 
void fraction fairly constant during all the experiment, but the start. The results of 
the remaining runs were used in the analysis. Another observation in those runs was 
that the procedure to determine the shear history o f the fluid was not feasible. The
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reason was the pressure variation inside the two loops was negligible even when 
using large variations in flow rates, so the plot of shear stress as function o f shear 
rate for this kind of fluid was not possible.
A total of 107 conclusive tests was run after the improvement o f the apparatus 
and the result of the measurements can be seen in Appendix C.
3.4. Result Analysis
The approach to analyze the leak-off volume is the same as has been used by 
several authors when working with foam, or in other words, by analyzing the total 
leak-off volume, gas plus liquid, as function of time. The analysis o f gas and liquid 
leak-off volumes separately is not possible because the core is com pletely saturated 
with liquid, and this causes the liquid leak-off volume to be greater than its real 
value. Therefore the author plotted the results of the total leak-off volum e as function 
o f tim e for all runs. The parallax error for the total leak-off volum e m easured in the 
experim ent was estimated as 0.1 ml/sqcm. The author used a curve fit program that 
found a general equation for the collected data. The curve fitting equations for all
runs are shown in Appendix C with their respective values o f the Pearson product
2
mom ent correlation coefficient R  and chi-square test X  which is defined by:
where V  is the predicted value by the equation that fits best the measured data.
It can be seen from the tables in Appendix C that the general equation is the 
same as found by Clark and Barkat (1990) in an experim ent with one phase fluid. 
The equation is written as:
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where the parameters in this equation are spurt loss volume, the pack buildup factor, 
and the equilibrium Darcy flow velocity.
It has been shown in several studies that those parameters depend on pressure 
differential, flow rate, core permeability, mud filtration property, and rheological 
properties of the fluid. However, the induced fracture in an underground blow out is 
caused by a mixture of gas and mud, so another property to be studied is the gas void 
fraction ( Hg).
Figure 3.3 shows the plot of the total leak-off volume data as function o f time 
and gas void fraction for core number 8 (points in the graph), as well as the plot of 
equation (3.2) that fits the leak-off volume data ( curves in the graph). The respective 
equations can be seen in Table c.1.6 in Appendix C, but it is clear the general equa­
tion fits very well the total leak-off volume data in all runs. The numbers in paren­
thesis in the legend of figure 3.3 indicate the gas void fraction of the experim ent at 1 
m inute which is called initial gas void fraction in this study.
The use of equation (3.2) to predict the leak-off volume is possible when the 
spurt loss volume, the pack buildup factor, and the equilibrium Darcy flow velocity 
are known. The author analyzed those parameters as function of permeability, flow 
rate, pressure differential, viscosity, and gas void fraction.
The influence of gas void fraction on total leak-off volume is clear because 
the leak-off increases proportionally to gas void fraction, as can be seen in Fig. 3.3. 
The sam e conclusion is achieved about the pressure differential when observing the 
leak-off volume data. The influence of permeability, viscosity, and flow rate was not 
clear with the available data. The influence of the mud filtration property was not 
studied in this work because only one kind of mud was used in the experiment.















Fig. 3.3. Total Leak-off Volume for Core 8
The cores used in the experiment were a Berea sandstone formation and they 
did not present a large variation of permeability (table 3.1). In addition, the effect of 
permeability is largely decreased by the mud cake formed during the leak-off p ro ­
cess, so its influence could not be detected when studying the leak-off volum e by re­
gression analysis.
Runs with mud viscosity of 20 cp and pressure differential of 200 psi did not 
present a significant variation when compared with runs of 10 cp. Therefore, the v is­
cosity effect was also considered negligible for the kind of mud used. This was ex ­
pected because the mud filtrate had almost the same viscosity for the two different 
mud viscosities, and it is filtrate instead of mud that flows through the core.
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Although the total flow rate had some influence on total leak-off volume, its 
effect was much less than the pressure differential and the gas void fraction. This can 
be seen by comparing the regression analysis with those variables, as well as by plot­
ting the total leak-off volume as function of gas flow rate.
Therefore, this study will focus on the influence o f gas void fraction and 
pressure differential on the three parameters of equation 3.2.
3.4.1. Spurt Loss Volume Correlation
Two out of five independent variables, the gas void fraction and pressure dif­
ferential have larger influence than the others on the spurt loss volume. Also, by ana­
lyzing the available data, the author verified that the spurt loss volume was much 
m ore influenced by the initial gas void fraction (gas void fraction at 1 minute) than 
the average gas void fraction of the experiment. It is important to observe again that it 
was not possible to have the gas void fraction at the start equal to the rest of the ex­
perim ent, and for this reason the experiment had some inconsistencies in the total 
leak-off volume measured data.
Figure 3.4 shows the total leak-off volume as a function of time for core 2 
with a pressure differential of 1,000 psi. The figure shows the total leak-off volume is 
higher when the gas void fraction is higher, but in some cases this trend is not ob ­
served. This inconsistency can be observed for the case of 50 % average gas void 
fraction (6% initial gas void fraction) where the total leak-off volume curve is closer 
to the curve of 10% average gas void fraction instead of to the curve o f 60% average 
gas void fraction . The same effect was observed in other runs when the initial gas 
void fraction was not close to the average value. This fact allowed to conclude the 
total leak-off volume was more influenced by the initial gas void fraction than the 
average gas void fraction in the experiment.
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Leak off Volume










Fig. 3.4. Leak-off Volume for Core 2 ~ AP = 1,000 psi
D ue to this fact, a plot of spurt loss volume as function of initial gas void 
fraction was done for five different pressure differentials, and a trend was determined 
for each pressure differential. Figure 3.5 shows the plot for three pressure differen­
tials.
It can be observed that the value of the total leak-off volume keeps fairly con­
stant when the gas void fraction is below 10%. It increases when the gas void fraction 
is larger than 10%. For values of gas void fraction greater than 70%, the data spread 
out o f the normal trend. A possible cause for this is the larger effect of the gas ex ­
pansion in the total leak-off volume for gas void fraction larger than 70%.
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Spurt Loss Volume X  DP=200 psi 
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Fig. 3.5. Spurt Loss Volume versus Initial Gas Void Fraction
Table 3.2 shows the best trend equations determined in Figure 3.5 for the five
pressure differentials used in this experiment as function of gas void fraction.
Table 3.2. Spurt ..oss Volume Equations






Hg < 0 .1 4 = *  =1.123
H  < 0.14 => V = 1.269*
H g < 0.07 => Vv  = 1.309 
H,  < 0.09 => V = 1.389 
H g < 0.08 => Vv  = 1.607
Hg > 0.14 => V,p = 4 .29H g + 0.502 
Hg > 0 A 4 ^ V sp = 4 .04 H g + 0.704
H.  > 0.07 => Vm = 4.47//,, + 1.0026 6
Hg > 0.09 =» Vsp = 5.12//^ + 0 .899  
Hg > 0.08 => Vjp = 5.07 Hg + L215
3.4.2. Pack Buildup Factor
The same approach was used to analyze this factor, but the plot o f the total 
leak-off volume as function of the gas void fraction did not show a clear relation as in 
the plot of spurt loss volume. This observation can be seen in Fig. 3.6 for three
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different pressure differentials, up to a gas void fraction o f 70% , w here the trend 
appears to stay around a fairly constant value. The data is scattered after this point.
Pack Buildup Factor X  200 psi 









Fig. 3.6. Pack Buildup Factor 
The data for the pack buildup factor was analyzed with a curve fitting pro­
gram, and a clear relation between the gas void fraction and the pack buildup factor 
could not be found.
The hypothesis of non dependence on the gas void fraction was analyzed by 
the procedure showed in Ostle and M alone (1988), with the cum ulative t distribu­
tion calculated by:
t = ^ - ......................................................................................................................................... (3.3)
where a, is the slope o f the estim ated regression equation using the least squares 
method and si is the estim ated variance of av  Since t has a t- distribution with
(n -  2) degrees o f freedom  if the hypothesis is true, the hypothesis is rejected if
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\t\ > f(I_a/2)(n. 2)-The results can be seen in table 3.3 for t values using a regression 
analysis for b in function o fHg and for log(b) in function o f log^ H^ .
Table 3.3. Calculated r-Values for Pack Buildup Factor
b v s H g log{b) v s l og{H g)
AF(psi) n R 2 t n R 2 t
200 29 0.304 3.437 27 0.073 1.405
400 19 0.081 1.938 18 0.149 1.673
600 23 0.023 0.523 20 0.115 1.530
800 22 0.024 -0.703 20 0.067 -1.134
1,000 15 0.069 -0.985 13 0.111 1.175
By comparing the calculated t with the cumulative t- distribution values, it
can be observed that the hypothesis cannot be rejected because the calculated values 
are sm aller than the cumulative values. This means the pack buildup factor is inde­
pendent on gas void fraction.
Table 3.4. Average Pack Buildup Factor (m in 1) and Equilibrium Flow Velocity 
__________________________ Coefficient (cm/min)___________________________
A P B uildup S tan d ard Flow S tan d a rd
Facto r D eviation C oefficient Deviation
(psi) (m in 1) (m in 1) (cm /m in) (cm /m in)
200 1.918 0.990 0.0328 0.0090
400 1.737 0.910 0.0429 0.0109
600 1.597 0.584 0.0465 0.0134
800 1.610 0.663 0.0462 0.0163
1,000 1.454 0.377 0.0324 0.0060
Due to these observations, it was decided to use the average value of b  for
each pressure differential in equation 3.2. The average pack buildup factor for a 
bentonite mud is shown in table 3.4 for five different pressure differentials.
3.4.3. Equilibrium Darcy Flow Velocity Coefficient
The plot of this coefficient as function of the gas void fraction can be seen in 
figure 3.7 for three different pressure differentials.
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The author generally observed that it looks like the equilibrium  velocity 
coefficient has a trend to a small increase in its value before it reaches 50% of gas 
void fraction, after that there is a slight trend to a decrease in its value. However this 
trend is not clear. The cum ulative /-d istribution was also used to verify the 
















i . vt\* v  i w  ^
I x l %
0.0 2 -
0.01  -
10 20 30 40 50 60 70 80 90 100
X  200 psi 
O  600 psi 
Ml 1000 psi
Gas Void Fraction (%)
Fig. 3.7. Equilibrium Darcy Flow Velocity Coefficient 
Table 3.5 shows the t values calculated using a regression analysis for vD in 
function o fH g, as well as for log(vD) in function of log[H^j  for those two trends ob­
served in Fig. 3.7.
It can be seen that the calculated t values are sm aller than the cumulative t- 
distribution values. This means the equilibrium Darcy flow velocity coefficient is 
also independent on gas void fraction.
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Therefore, it was also decided to use the average value o f vD for each pressure
differential in equation 3.2. The average equilibrium Darcy flow velocity coefficient
for a bentonite mud is also shown in table 3.4 for five pressure differentials.
Table 3.5. Calculated r-Values for Equilibrium Darcy Flow Velocity Coefficient 
vp vs H g log{vD) vs log(Hg)
A P H, < 50% H, > 50% H, < 50% H, > 50%
(psi) n R 2 t n R 2 t n R 2 t n R 2 t
200 22 0.102 1.510 13 0.347 2.416 20 0.030 0.740 13 0.286 -2.099
400 14 0.001 -0.031 8 0.258 -1.444 13 0.099 -1.101 8 0.237 -1.364
600 19 0.215 2.157 10 0.555 -3.157 16 0.178 1.743 10 0.499 -2.825
800 16 0.041 0.773 11 0.028 -0.512 14 0.001 -0.069 10 0.485 -2.747
1,000 11 0.020 0.424 6 0.147 -0.829 9 0.026 0.431 6 0.132 -0.780
3.5. Comparison of Predicted Results with Measured Data
A statistical analysis of the measured data com pared with the predicted val­
ues calculated with equation 3.2 was performed. The results o f the standard error and 
t- test for all runs can be seen in Appendix C. Figure 3.8 presents a plot of the m ea­
sured data and the predicted values for core 2 with a pressure differential of 1,000 
psi.
It can be seen in Fig. 3.8 that equation (3.2) gives good prediction for the 
leak-off volume value in almost all runs. The experimental data showed som e diver­
gence from the normal trend observed in other runs for a gas void fraction o f 50% 
(6%). By observing the data, it can be seen that a faster increase in the leak-off vol­
ume occurred in that run after 12 minutes with further decrease in the leak-off rate. 
One reason for that could be operational due to some gas getting trapped inside the 
lines until 12 minutes, being released after this time. This fact could cause a increase 
in the leak-off rate faster than the normal trend as observed in this particular run.









Measured and Predicted Results
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Fig. 3.8. Predicted and Measured Leak-off Volume - Core 2 - AP  = 1,000 psi 
Table 3.6 presents the standard error achieved, as well as the r-test for a sig­
nificance level of 5% when comparing the predicted results with the measured leak- 
o ff volum e for core 2 and pressure differential o f 1,000 psi. For other runs see 
Appendix C.
The standard error for each run is computed as :
" \ v  - V  .1| i p r n  |
| Std Error\ = ^ ................................................................................................................... .(3.4)
n
where n is the number of measured points in the run.
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Table 3.6. Standard Error and r-Test - Core 2 - AP  =1000 psi
0 10
Initial Gas Void Fraction ( % )  
7 6 62 70
Average Gas Void Fraction ( % )
0 10 18 49 60 70
Std. E rro r 0.041 0.061 0.025 0.154 0.007 0.009
t 0.515 -1.847 0.579 0.575 -0.258 0.482
hvoothesis NR NR NR NR NR NR
The t  value is calculated by considering the measured data and the predicted 
data as paired observations where the differences (£>) between the observations are
considered a random sample from a normal population. For testing the null hypothe­
sis or in other words, if the predicted data can be considered a good approximation, 
the test statistic is:
t = ^ ~ .................................................................................................................................. (3.5)
S D
_  I A
D = -*=!— ................................................................................................................................ (3.6)
n
D, = V , - V „ .......................................................................................................................... (3.7)
’' ' - " i r - n  ........................................................................................................... 1X81
The hypothesis is rejected if |r| > |t(1_a/2)(n_i)|-1° table 3.6 this is indicated with 
a R. It can be seen that the prediction for the case shown in table 3.6 worked very
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well, with only one case that presented a divergence in the results w ith a standard 
error of 15%.
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Fig. 3.9. Standard Error in the Predicted Leak-off Volume 
Figure 3.9 indicates the error occurring in all runs estim ating the leak-off 
volume by using equation (3.2). The values of its coefficients, spurt loss volume, 
pack buildup factor, and equilibrium Darcy flow velocity coefficient should be de­
termined with the correlation presented in this chapter.
3.6. The Use o f the Proposed Correlation in the Fracture Model
The fracture model needs the value of the leak-off coefficient C  in its govern­
ing equations to predict the fracturing process in each cell o f the fracture. The 
method used by the author is similar to the method proposed by Ford and Penny 
(1988) to convert the leak-off volume to an effective leak-off coefficient, but it was
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m odified to consider the unsteady state condition o f the fracturing process in an 
underground blowout. The value of pressure differential and gas void fraction for 
each cell in each time step is used in the calculation o f the effective leak-off 
coefficient for the cell considered. This calculation is done by equation (2.35) 
modified to consider such feature, and it is written as:
where n is the number of time steps to reach the time t, tavg is the average time the 
cell is exposed in the fracturing process, and AVj is given by:
where the leak-off volume at time t is given by equation (3.2).
The calculated values for the leak-off volume with a pressure differential dif­
ferent from the values used in the experiment are obtained by interpolating the results 
between them.
3.7. Conclusions
The experimental work showed the gas void fraction and the pressure differ­
ential have a great influence in the leak-off volume, so a correlation considering this 
influence is presented here. The general equation to calculate the leak-off volume has 
the same form as the one used in one phase fluid, but its coefficients depend on gas 
void fraction and/or pressure differential. The experiment could not verify the depen­
dence on gas void fraction and flow rate in two coefficients of equation (3.2), (the 
pack buildup factor and the equilibrium Darcy flow velocity coefficient), which is an 
indication that other factors, such as relative permeability and rheologic properties
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due to the presence of gas in the fluid, could influence those coefficients. However, 
this cannot be studied with the current experimental apparatus and different designs 
should be used only to study these properties.
A further study by using different range of permeability is necessary to better 
determ ine the effect of core permeability in the leak-off volum e, although the 
drilling fluid decreases that influence in a large proportion.
A future study to verify the effect of the mud filtration property in the total 
leak-off volume by using different kinds of drilling fluid m ust be done because this 
research used only one kind of drilling fluid in the experimental work.
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CHAPTER IV
DEVELOPED UNDERGROUND BLOWOUT MODEL
Often, dynamic kill operations must be used in cases where an underground 
blowout occurred because it is not possible to control the exit pressure from a well 
by m eans o f surface equipment. In such cases a high flow rate of mud or w ater is 
used to overcome the formation pressure and to regain the control o f the well.
This study considers the case of a gas underground blowout caused by an in ­
duced fracture due to high pressures in the wellbore. The main objective is the devel­
opm ent o f a new model to predict the pressure and mud flow rate in the control of an 
underground blowout. A com puter model was developed to assist the well control 
operations in such cases.
The program consists of a system analysis procedure where a gas reservoir 
model, a wellbore model, and a fracture model are interconnected. Previous com puter 
models used for this purpose have simplified the behavior of the fracture by assuming 
a constant fracture injection pressure. The aim is to predict a pressure profile in the 
w ellbore according to the mud flow rate used in the dynamic kill method. T he ca l­
culation procedure of the program is explained in detail in the following sections as 
well as the models used in the program.
4.1. Gas Reservoir Model
The gas reservoir model is based on Al-Hussainy and Ramey's (1966) ex ­
pressions modified to account for changing in flow rate and pressure. To calculate the 
wellbore pressure o f an infinite gas reservoir produced at a constant flow rate, includ­
ing skin and the non-Darcy effects, is used:
93
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m[PBHP) = m (Pm ) - ^ ^ ^ [ / Og(2.2454rD) + 0.87S +  0.87D!2]...............(4.1)
where the real gas pseudo pressure is defined as:
r Pm(P)  = 2 \  d P ..................................................................................................................(4.2)
o W ,
and the dimensionless time by:
» .=  , k\  -  ( « >
where the total compressibility is approximated as:
c, = cg( l - S wi) .........................................................................................................................(4.4)
The non-Darcy factor is calculated with:
D  = 0.159243 P«M p 'r k ....................................................................................................... (4.5)
f y h r wTK
w here the velocity  coefficient for consolidated sandstone w as determ ined by 
Geertsm a (1974) as:
 < - >
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The gas compressibility and the gas viscosity in these equations are evaluated 
at the reservoir pressure.
The bottom hole pressure and gas flow rate vary with tim e in a case o f un ­
derground blowout. Due to this fact, the solution for the wellbore pressure can be 
found by applying the principle of the superposition for different flow rates in equa­
tion (4.1). The result after that is:
After algebraic manipulation the solution for the flow rate can be obtained 
from the following quadratic equation:
m(PBllP) — m(PRES)
0.366534P J  
khTsc
i [ ( Q j - Q H ) log(2.2454(rD - r Dj..,))] + 
;=1
+0.87O/S + DO,)} (4.7)
0 .87S +  log(2.2454(rD -  tDn_x))
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B = f \ ( Q } -  Qh l )lo8 (2.2454(tD- t DM))
j=i
(4 .10)
The m odel can also consider in an approximate way the case of a finite 
volum etric gas reservoir. The average pressure in the reservoir at each time step is 
calculated by the material balance equation as stated in Craft and Hawkins (1959):
and where the subscripts i and /  mean the initial reservoir conditions and the condi­
tions at the time step respectively. The average reservoir pressure is used in place of 
the pressure at infinity for the approximate solution for a bounded reservoir.
The flow rate for each time step in the computer model is calculated through 
equation (4.8) using the value of the bottom hole pressure in that time step.
4.2. W ellbore Model
The wellbore model is an unsteady stale numerical procedure based on Santos 
model (1989). This model accounts for unsteady state flow effects by preserving all 
terms o f the equation o f continuity and equation of momentum for a two-phase 
mixture.
It has basically two periods: the first one, in which the gas-liquid mixture 
travels through the annulus from the bottom hole to the two-phase leading edge and 
the single phase (mud) from the leading edge to the fractured formation; and the sec­
ond period where only two-phase How occurs in the annulus.
The model for two-phase flow in the annulus was based on N ickens’ 
methodology (1985) with some modifications due to the new configuration of the 
problem.
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The solution for unsteady state flow of two-phase m ixture is based on a 
sim ultaneous solution o f the continuity equations for gas and liquid phases, a 
momentum balance equation for two-phase mixture, an equation o f state for gas and a 
semi-empirical relationship between the gas and liquid in-situ velocities.
The continuity equation for the liquid phase is given by:
(4.12)
dt dx
and for the gas phase by:
(4.13)
The momentum balance equation for two phase mixture is written as
4 ( v , W / )  + ( v / ^ ( l - / / ) ) ]  d\{v?FcPlH)  + (v2gFcPg( l - H ) j \  




where is the pressure gradient in the interval studied.
The elevation term for two-phase flow is calculated with:
(4.15)
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The friction term is computed using the Beggs and Brill(1978) correlation. 
This was modified to accounting for the non-Newtonian fluid used in drilling opera­
tions, being calculated through the equation:
^ _  f  I f  P c P n s V mLx ^  j g v
d x ) fric 25. M
where the two-phase mixture velocity is calculated by:
v ^ V Z  + v / l - f l ) .......................................................................................................... (4.17)
and the mixture no-slip density by:
A» = P /A + P ,(  I " - * ) ........................................................................................................... (4 -18)
The two-phase flow friction factor in this case can be calculated through: 
ftf = ?sf ..................................................................................................................... (4.19)
where /  is the Fanning friction factor which is dependent on the pipe relative rough­
ness and the two-phase Reynolds number is given by:
( N Rt) = FcpnsV"'ixd............................................................................................................. (4.20)
f^n s
and the non-slip viscosity is defined as:
P„, = M + P , (  I - * ) .......................................................................................................... (4.21)
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
99
where the liquid viscosity is the drilling fluid plastic viscosity. 
The exponent ( s )  in equation (4.19) is defined as:
*  -------------------- ;-^ ......................................................... (4-22)
-0 .0523  + In y ( l 182 +  In y (-0 .8725 + 0.01853(/n y f )) '
where
y  = ~ ................................................................................................................................... (4-23)
t i
If y  is greater than 1.2 or less than 1.0, the exponent ( s )  is calculated as: 
s = l n ( 2 . 2 y - L 2 ) ..................................................................................................................(4.24)
The fluid density of the liquid phase is considered constant and the density of 
the gaseous phase is related to pressure and temperature by the real gas equation:
p  = — ............................................................................................................................. (4.25)
zRT
In this wellbore model the gas in situ velocity is related to the liquid in situ 
velocity through the equation:
vs = v* “ Cfrvmix = vt -C „ (v ,H  + v , ( l - H )) ................................................................ (4.26)
or in terms of gas velocity:
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where the factors C/rand vf depend on flow regime. The liquid hold up defines the 
flow regime boundary in this study. This definition is based on Caetano Filho (1986). 
He verified that the bubble flow occurs when the liquid hold up is between 1.0 and 
0.85, slug flow between 0.75 and 0.45 and annular flow for liquid hold up less than 
0.1. For the range values of liquid hold up not covered in the definition o f the regime 
( H  between 0.85 and 0.75, and H  between 0.45 and 0.1), a transition regim e is 
adopted with the same procedure as Santos(1989) where the in situ gas velocity is 
calculated through a linear interpolation between the regimes. This procedure avoids
numerical inconsistencies in the solution when changing flow regimes. The equations 
for gas in situ velocity and the values for the factor Cfr were the sam e used by
Santos(1989). They are written as:
(a) Bubble Flow:
v, = L53//°-5°-3f (4.28)
with Cfr equal to 1.1.
(b) Slug Flow
v = 0.289tf, (4.29)
where D  is the outside diameter of the annulus.
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ATj =  0 .3 4 5 - 0 .031R  - 0 .2 3 5 * 2 -0 .1 3 4 /?3....................................................................(4.30)
and R  is the ratio of the inner to outer diameters in the annulus. The value of coeffi­
cient Cfr is adopted equal to 1.1.
(c) Annular Flow
In this regime there is almost no slippage between phases. Therefore, the slip 

















Fig. 4.1. Finite Difference Scheme for Annulus Cell (after Santos, 1989)
The solution o f the differential equation is achieved numerically by using a 
Finite D ifference Method. This method consists of discretization of the annulus into 
equal finite cells where finite difference approximations of flow equations are solved. 
The finite difference approximation used is centered in distance and backward in 
time. Figure 4.1 shows a cell for two different time steps. The current time step is de­
termined by the length of the cell divided by the mixture leading velocity of the pre­
vious time step.
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Point 1 represents the flow properties at the previous time step and at the 
lower boundary and point 2 at the upper boundary. Points 5 and 6 represent the same 
as points 1 and 2, respectively, at the present time. Points 3 and 4 represent arithmetic 
averaging of the properties at the center of the grid at previous and present times re­
spectively. The flow properties are know at points 1, 2, and 5. The finite difference 
approximation estimates the flow properties at point 6.
The approximation for the space derivative in the continuity equation is calcu­
lated as:
2L = f* ~ 4 ......................................................................................................................... (4.31)
dx Ax
where /  is some function o f*  and t.
Substituting this approxim ation in the continuity equations for the liquid 
phase leads to:
(v,p , H \  -  (v,p,H), | +  ( p , H \  -  (p ,H ), -  ( f tf f ),
A r 2A t
and for the gas phase to:
Ac
5 +
, (p, o - » » 6+(p,( i - » » , > , (■■-»)),- ( p .d -tf)), 0
2A t
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The momentum balance equation is approximated by using a centered-in- d is­
tance and centered-in-tim e finite difference scheme. The approach for time derivative 
is the same, but the spatial derivative becomes:
-L. — f \  (4 34)
dx  2Ax
Substituting the momentum equation into Equation 4.34 gives:
1 -  ">),+ ( # - 4  -K ftO  ■-«)), - M p. o - « ) ) ,+
+ ? P ,t f ), + (v?P,H)6 -  (v?P,«), -  ( ' P ,« )s] *  ̂ [ (  v > , (1 -  « ) \  +(v,P, (1 ■- H ) i  -
-(>’IP«(1- H ) ) | - ( ' ’,P»(1- « ) ) ! +(v,P,H)! +(v,P,H)t - (v ,p ,» ) l
Ps -  Pg 
Ax
+ 0.25
A.vJi VAxy2 vAx fr ic




T his is p ractically  the sam e form ulation used by N ickens(1985), and 
Santos(1989).
The calculation o f the flow properties at point 6 requires an iterative process 
which uses the known flow properties at points 1, 2 and 5. The process consists the 
following steps:
a) Assume an initial in-situ liquid velocity at point 6
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b) Calculate the liquid hold up through Equation (4.32) and determ ine the flow 
regime.
c) Calculate the in situ gas velocity
d) Calculate the gas density at point 6 using Equation (4.33)
e) Calculate the pressure at point 6 using Equation (4.25). Use the z  value calcu­
lated for pressure at point 5.
0  W ith the flow properties calculated at point 6 and the assumed in situ liquid ve­
locity, calculate the pressure at point 6 using Equation (4.35). 
g) Compare the pressures calculated in (e) and (0- If they are within an acceptable 
range of tolerance, the process is over and the properties at point 6 are deter­
mined. If not, assume another in situ liquid velocity and repeat the process.
If  there is more than one grid, the process is repeated for the adjacent dow n­
stream grid with the properties at point 6 of the previous cell becom ing the flow 
properties at point 5.
4.3. The induced fracture model
The fractured induction model used in the computer model is based on the as­
sumption of an infinite plate with a circular hole in it. Poisson's ratio, Biot's constant, 
horizontal matrix stresses and vertical matrix stresses may be estimated from fracture 
field data or correlated from a particular field.
In this work, compression is represented as positive and tension as negative. 
Therefore, tensile strength of the formation (5,) is then a negative number.
4.3.1. Vertical Fracture Initiation
Vertical fracture starts when the maximum effective tangential stress c e ex­
ceeds the tensile strength of the formation Sr  Then fracture initiation occurs when 
<ye = Sn  so:
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The derivation of all equations concerning fracture initiation is detailed in 
Appendix A.
For a penetrating type of fluid the pore pressure ( Pp) at the borehole wall is 
equal to the wellbore pressure, or P = Pw. Substituting this expression in the last 
equation and solving for Pw leads to:
For a non penetrating type of fluid the pore pressure ( Pp) at the borehole wall 
is the original formation pore pressure, or Pp = Pa. From equation (4.36), after sub­
stituting Pp for Pa :
4.3.2. Horizontal Fracture Initiation
Horizontal fractures start when the maximum effective vertical stress ( <7.) ex­
ceeds the tensile strength of the formation ( S, ). In other words, the fracture initiation 




For a penetrating fluid Pp = Pw and after substituting:




Substituting for a non penetrating fluid Pp = P0 leads to:
(4.41)
w hich is ju st the condition for horizontal fracture initiation. Theoretically , a truly 
non-penetrating fluid in a perfectly vertical borehole could not initiate a horizontal 
fracture because there could be no vertical component of stress generated by the 
borehole fluid pressure. However, it can be induced if end effects occur at the well 
bottom or if joints have separated sufficiently to allow the entrance o f flow. In addi­
tion, the pressure at the wellbore should be at least that of the overburden, then:
The equations for Pw give the initiation criterion for vertical and horizontal 
fractures. W hether the actual fracture is horizontal or vertical, it is determ ined in the 
com puter model by analysis of the fracture-pressure values calculated with the equa­
tions for Pw for the type of fluid used. The fracture associated with the sm aller Pw is
the one initiated. The computer model only considers the expansion for vertical frac­
ture because this occurs in almost all cases in depths greater than 500 m eters. The 
cases of shallow formations will not be studied here. Therefore, the program does not 
analyze cases where a horizontal fracture occurs.
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4.3.3. Fracture Expansion Model
The main objective of the model is to determine the wellbore pressure at the 
fractured form ation in each time step. Therefore, the determination of the flow rate 
that is being injected into the fracture is essential to analyze the expansion of the frac­
ture. This is done by assuming the fracture propagates in two wings, so the flow rate 
is equal to half of the flow rate calculated in the last cell of the wellbore model.
A lthough m odels such as Geertsma and de Klerk (1969), Nordgren (1972), 
Khristianovic and Zheltov (1955) and Perkins and Kern (1961) gave good results to 
predict the geometry of fracture in some cases, they just consider that the fracture 
expands in two dimensions. This can lead to miscalculations in cases where the frac­
ture advances in three dimensions as shown in the literature review.
Also, 3-D m odels need parameters that are very difficult to measure. The 
com parison of predicted results among the existing models showed large variation 
in the results. In addition, the computer time to run a 3-D model is much larger than 
when com pared with 2-D models. This becomes another limitation for this kind of 
model because in the main program the 3-D model is coupled with a reservoir and a 
wellbore model.
On the other hand, a pseudo 3-D model considers the expansion of the frac­
ture in three dimensions. This model needs only few parameters which can be ob ­
tained from field data. The predicted results are realistic when compared with some 
3-D models. A limitation of this model occurs when the stress contrast between the 
fractured formation and the bounding layers is small, with a prediction o f unstable 
and unrealistic vertical fracture migration.
The unstable vertical fracture m igration can be prevented by a vertical 
pressure gradient in the equations that predicts the fracture height. Due to those facts 
the author decided to develop a pseudo-3D model to analyze the fracture.
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The governing equations on which the pseudo-3D models are based had to 
be m odified to consider the compressible nature of the fluid, because in an under­
ground blowout the fluid is a mixture of a gas and a liquid phase such as mud or w a­
ter. As stated by C lark and Perkins (1980) in the case o f a blowout when the 
formation fluid flows to the surface, the pressure is reduced, additional gas comes out 
of the solution and the flowing stream accelerates. Thus the tw o-phase flowing 
mixture passes from bubble flow, through slug and transitional flow, and finally it 
goes into the m ist flow regime. In the case of using a dynamic kill method to control 
an underground blowout, the most probable regime will be the bubble flow because 
of the high flow rate o f mud or water used. Even so, the wellbore model calculates 
the flow pattern. The fracture model also assumes that the liquid hold up o f the two- 
phase flow inside the fracture in each time step is the same as that calculated in the 
last cell of the wellbore model, therefore it assumes that there is no slip or fluid 
segregation inside the fracture.
The pseudo-3D model developed in this study assumes linear elasticity and 
uniform in-situ stress within each layer, so the width is calculated by the same 
equations given in the literature review:
% ( * ’>’) = wi ~ wu ~  wm + w iv ~  wv .............................................................................(4 .43)
where:
(4 .44)
4(°2  ~ P i) ' - ( b 2 - y ) c ° s h  1 — ^ 7  +  cos~'
{ a\ y - b2\)
(4.45)
E 'n J
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Will =
4 (g 3- g i )
E 'n
-(£>3 + y)cosh~x
a2 +  b3y  
a\y + by
+ cos -i | * j \ P .(4 .46)
w IV ,Wfl2-y2 .(4 .47)
wv = ^ - g Py-yja2 - y 1 ............................................................................................................ (4.48)
Jb
and
E'=   (4.49)
The height o f the fracture is determined in terms o f critical stress intensity 
factor at the top of the crack through the equation:
K^  = 7 ^ \ * p (x ' y j ) i T 1/ y .....................................................................................................................................................................................................( 4 ' 5 0 )
where:
AP{x,y ,t)  = P (x ,t)  -  gPy  -  cr3 +  g ay  + gvy  fo r  - a < y <  -fc3....................................(4.51)
AP(x, y, t) = P{x, t) -  gpy  -  a , +  gay  + gvy  fo r  -  fc3 < y < 0 ...................................... (4.52)
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A P (x ,y , t ) = P ( x , t ) - gPy -  cr, + gay - gvy  fo r  0 < y < b 2..........................................(4.53)
AP (x ,y , t )  = P(x ,t)  -  gpy -<J2 + gay -  gvy  fo r  b2 < y <  a ..........................................(4.54)
and at the bottom by:
fr“ " = v y „ 4 p ( w > & .............................................................................................................................................................................................< 4 - 5 5 )
where:
A P (x ,y ,t)  = P(x ,t)  -  gPy  - a 2 + gay  +  gvy  fo r  - a < y <  - b 2....................................(4.56)
A P (x ,y , t)  = P(x ,t)  -  gPy  -  cr, + gay + gvy fo r  - b 2 < y <  0 ...................................... (4.57)
A P (x ,y , t )  = P{x,t) -  gPy  -  (T, + gay  -  gvy  fo r  0 < y <  b3..........................................(4.58)
A P (x ,y ,t)  = P { x , t ) - g Py - o 3 + gay - g vy  fo r  b3 < y < a ..........................................(4.59)
The vertical pressure gradient (g v) is determined under the assum ption that 
pressure in any cross section decreases in the direction o f the tips in proportion to the 
pressure gradient for the lateral flow. This is the main point in a pseudo-3D model to
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avoid unstable vertical fracture migration. The author assumed that this proportion 
depends on the ratio of height to length growth rate, or in equation form:
where a, and a,_{ are the half height of the cross section at current and previous time 
steps respectively and PL is the pressure differential required to open the fracture at 
the crack fro n t.
In the situation of uniform in-situ stress within each layer the direct integra­
tion of equations (4.50) and (4.55) results in:
o v  ] r (4.60)
(4.61)
where:
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where / c= + l for upper or -1 for lower fracture tip of vertical section.
The final solution (4.61) presents two equations, one for the upper and other 
for the lower tip. These two equations together with an additional geom etry con­
straint of:
give the solution for a, b2, and b3.
The fluid flow in a pseudo-3D model is considered as being one-dimensional 
flow along the fracture length. The governing equations are basically the continuity 
equation for a compressible flow and the pressure gradient equation.
The continuity equation which is developed in Appendix B is given by:
&3 = hf — b2 (4.68)
d{pmix( x , t ) Q M )
dx
= Pmix(x,t)QL{x,t) +
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The thickness of the fractured formation is used instead o f the height o f 
fracture in equation (4.71) for cases where the bounding layers are impermeable.
Integration of equation (4.70) and the use of equation (4.43) allow equation 
(4.69) to be written as:
2>e3 b * ( ............................(4.72)
dx E ' at
The pressure gradient equation is derived from equation (2.67) by applying 
the concept of apparent viscosity, which means « ' is equal to unity and K  equal to 
the apparent viscosity of the mixture. Such modifications in equation (2.67) yields:
—  + 12/'" f  ? ’. = ().............................................................................................................. (4.73)
dx w3
and after integrating qx over the fracture height gives:
G M = ] I w 3(x ,y , t ) dP{x, t)
l2 V mix dx
\
d y .................................................................................. (4.74)
j
This equation can be solved for the pressure gradient to obtain:
dP{x,t) _  l2 / lmixQ(x,t)  (4 ?5)
dx  f  w*(x,y,t)dy
J - a
This equation can also be obtained by using the Fanning equation for two- 
phase fluid in each vertical cell of the fracture, with further integration over the 
fracture height.
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The two-phase fluid viscosity or apparent viscosity is given as stated in Brill 
and Beggs (1978) by:
»m ix= H lHapl+ { l - H l)fit ................................................................................................... (4.76)
where the liquid apparent viscosity is calculated through:
IJ-api = A6 + 5.441.V10"5  (4-77)
perQ
and per  is the perimeter of the fracture cross section.
The boundary conditions of equations (4.72) and (4.75) are given by:
Q(Q>t) = ^ A ........................................................................................................................ (4.78)
A P (L { t) /2 , t )  = PL............................................................................................................... (4.79)
The value of PL is calculated by assuming that the fracture height at its front 
is equal to the height of the fractured formation. So from equation (4.61):
p l = 4 ^ + <*.......................................................................................................................(4-8°)
The pseudo-3D equations were solved by advancing the fracture front at a 
distance AL  during an assumed time step At and by integrating the two flow equa­
tions by R unge-K utta  m ethod a fte r su b stitu tin g  the  term  in v o lv in g
dPmu (•*» 0 a P (x ,t)  . ijie difference relation: 
dt
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d p mix{x ,t)a2P{x,t)  _  _ 2 p mix{x,t  + At)P (x ,t  + A t ) - p mix{x ,t)P (x ,t)
(4.81)
dt At
where a corresponds to the average half height of the fracture between the instant t 
and t + A t  respectively.
The value of <2(0,0 obtained is com pared with q , ( t ) / 2, and if  they do not
agree, another value for At is assumed. By an iterative process the calculation is re­
peated until the values come within an acceptable range.
This calculation procedure, differently from other pseudo-3D models, allows 
the calculation of the leak-off coefficient with equation (3.8) for each cell instead of 
using an average leak-off coefficient for all fracture extension.
Table 4.1. Summary of Input Data
Formation Properties 






Fracture Toughness, psisfin 
Pay Zone Height, f t
Fluid Properties
Fluid C onsistency  Index, Ib f s e c " / f t2 
Flow Behavioral Index 
Fluid Loss Coefficient, f t  /  Vmin 






Pumping Rate, b b l /m in  




Upper Stress Contrast, psi 
Lower Stress Contrast, psi 
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The author compared the prediction of a pseudo-3D m odel when a vertical 
pressure gradient is used with a 3D model for a case where the stress o f a boundary 
layer is close to that of the fractured formation. The reason for choosing this case was 
the fact that the pseudo-3D model does not work well when the stresses of boundary 
layers are close to the fractured formation stress. The summary of input data as well 
as the 3D model results were obtained from M orales (1989) and the input data can 
be seen in table 4.1.
Table 4.2 gives the prediction for a 3D model and for a pseudo-3D model in 
a fracture treatment with the data from Table 4.1.
Table 4.2. Comparison of Fracture Treatment Between 3D and Pseudo-3D M odels
2D Pseudo-3D Difference (%)
Half-Length, f t 280 280 0
Fracture Pressure, psi 177 175 1
Fluid Volume Pumped, bbl 358 375 4.7
Time of treatment, min 23.9 25.0 4.6
Figure 4.2 shows the comparison of net pressure at w ellbore between this 
pseudo-3D model and a 3D solution in function of time. Net pressure m eans the d if­
ference between the fracture pressure and the formation pressure. It can be seen that 
the pseudo-3D agrees very well with a 3D model after 10 minutes. This was expected 
because at early stages the 3D model does not consider the fracture height equal to 
the fractured formation thickness as the pseudo-3D model does, so sm aller pressures 
will exist in a pseudo-3D model at early times.
One other point to be considered is that the pseudo-3D model with a vertical 
pressure gradient is the best alternative among the three kinds o f m odels used in 
fracture prediction because it gives good prediction with less com puter running time. 
This is very important because the wellbore model is also time consuming, and the 
simulation of an underground blowout would require a main frame if the simulation
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is long. The use o f personal com puters to predict pressure and flow rate in an 
underground blowout is better than the use of main frames due to the availability of 
those computers in any place.
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Fig. 4.2. Comparison of Net Pressure with a 3D solution 
4.4 - Global Calculation Procedure
This procedure achieves the coupling among three sub models: the reservoir, 
the wellbore, and the fracture sub models. The procedure assum es that the pressures 
and liquid holdup are common to contiguous models and cells and the mass flow rate 
is conserved.
The first step of the procedure is the calculation of the fracture initiation pres­
sure with equations (4.36) or (4.37) for vertical fracture and equations (4.39) or
(4.41) for horizontal fracture. If the pressure for horizontal fracture is less than the
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pressure for vertical pressure, the calculation procedure will stop because the model 
is valid only for the case of vertical fractures, as explained before. If  this is not the 
case, the calculation procedure will continue with the assum ption that the vertical 
fracture initiates at the same moment as the two-phase leading edge reaches the 
fractured formation.
Due to this assumption, it is necessary to calculate the variables required in 
the fracture model at the moment the fracture starts. For that, the procedure is to ca l­
culate the properties of each cell in the annulus within each time step until the two- 
phase fluid reaches the fractured formation. This is done by the wellbore model that 
simulates a circulation of mud and gas from the moment the influx started using the 
pressure at the fractured formation equal to the fracture initiation pressure. Once the 
two-phase fluid reaches the fractured formation, the fluid properties of the last cell in 
the wellbore are used in the fracture model. The propagation process then starts.
The algorithm for this calculation consists of the following steps:
a) Assume the liquid/mixture interface position and calculate the tim e increm ent 
by dividing the grid length by the mixture leading edge velocity for the previ­
ous time step.
b) Assume a bottom hole pressure and determine the other boundary conditions at 
bottom hole.
c) Determine the gas flow rate using the reservoir flow model
d) Determine the pressure drop throughout the annulus
e) Add the pressure drop to the fracture initiation pressure to determ ine the bot­
tom hole pressure
f) Compare the assumed and calculated pressure values. If they are within an ac­
ceptable range, repeat the process for the next time step. If not, assum e another 
bottom hole pressure and repeat the process.
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A fter the tw o-phase leading edge reaches the fractured form ation, the 
program starts sim ulating the fracture propagation and the underground blowout. 
This consists of the following steps:
a) W ith the total flow rate calculated in the last cell when the two-phase leading 
edge reaches the fractured formation, calculate the tim e step and pressure 
change for an assumed increment in the length of the fracture.
b) W ith the wellbore model using the same time step and pressure change calcu­
lated in the previous item; calculate the bottom hole pressure, the gas flow 
rate with the reservoir model and the pressure drop in the annulus.
c) Determine the total flow rate in the cell at the fracture formation and repeat the 
calculation from item (a).
d) C ontinue the process until the variation of pressure is neglig ible. The 
sim ulation for this time step is now over and the process is repeated for the 
next time step.
This procedure gives the variation of fracture pressure and gas flow rate 
produced as a function of time for the assumed mud flow rate in an underground 
blowout. The calculation is repeated for different mud flow rates until the appropriate 
rate to control the underground blowout is determined. As it can be seen in the 
comparison of the results, this new procedure gives different results than those calcu­
lated in the previous models. This can completely change the planning o f an 
underground blowout.
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COMPUTER PROGRAM AND NUMERICAL SIMULATIONS
T his chapter shows the im plem entation of the ca lcu la tion  procedures 
discussed in chapter IV in a computer program. It also shows three different sets o f 
input data. The results of the simulation and a com parison between the proposed 
m odel with an existing model are shown in a graphical analysis.
5.1. Com puter Program
A FORTRAN program was written to im plement the global procedure d is­
cussed in chapter IV.
The main feature of the program is the algorithm that uses an iterative process 
to determ ine the corrected bottom hole pressure after the assum ed and calculated 
pressures are iterated to within an acceptable range. All flow variables for the time 
step under consideration are calculated in the wellbore, reservoir, and fracture 
models. This enables them to be known at any location o f the system.
Once the calculation in the current time step is complete, the program updates 
the flow variables by replacing previous flow variables with the current ones. The 
program continues the calculation for the next time step, where the algorithm  is re­
peated. The number of time steps is chosen by the user.
The program also allows the division of the wellbore into a finite num ber of 
cells, as desired by the user. In this way the error in the iterative process becomes 
sm aller as the number of cells becomes larger. On the other hand, the running time 
of the program can be impractical if the number of cells is very large.
The choice of the incremental fracture growth in length should be as sm all as 
possible to avoid errors due to leak-off in each cell. A convenient choice is to use an 
incremental in length equal to one foot.
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5.2. Input Data for a Deep Well
Table 5.1 shows the input data for a simulated case in a deep offshore well 
where the induced fracture occurred when circulating a kick at 30 spm with a triplex 
pump. The formation is considered permeable in all simulations.
Table 5.1. Input Data for Well A -l
Well A -l Characteristics
Bottom Hole Depth, f t 16,000
Sea W ater Depth, f t 500
W ellbore Diameter, in 8.5
Drill Pipe Outside Diameter, in 5
Drill C ollar Outside Diameter, in 6 3/4
Drill C ollar Length, f t 300
Bottom Hole Temperature, ° F 240
Reservoir Characteristics
Initial Pressure, psi 10,816
Porosity, dimensionless 0.20
Thickness, f t 55
Permeability, miliDarcy 150
Skin Factor, dim ensionless 0
Gas Density, dim ensionless 0.65
Initial W ater Saturation, dimensionless 0.20
Temperature, ° F 250
Fractured Formation Characteristics
Depth, f t 12,000
Thickness, f t 75
Stress in Upper Bounding Zone, psi 8,700
Fracture Initiation Pressure, psi 7,540
Stress in Lower Bounding Zone, psi 8,900
Stress Intensity Factor, psi. f t 0'5 144
Poisson's Ratio, dimensionless 0.20
Young's M odulus, psi 1,400,000
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The fluid used in the simulation was a 9.0 ppg mud with the plastic viscosity 
o f 10 cp and yield point of 25 lbf/100 sqft. The mud properties were chosen based on 
the mud used in the experiments and on the method used to control an underground 
blowout. Normally light weight mud is used in a dynamic kill method due to the high 
flow rates used in such method.
The simulation was performed for different flow rates until one reached a bot­
tom hole pressure equal to or greater than the reservoir pressure. This particular flow 
rate was the adequate to control the simulated underground blowout caused by an in­
duced fracture.
All runs for different flow rates used a maximum half fracture extension equal 
to 140 ft in the simulation. The choice for equal length in fractures for all cases made 
it possible to observe the effect of gas void fraction in fracture propagation velocity.
Figure 5.1 shows the profile of bottom hole pressure as a function of time in a 
sim ulation for a deep well with the proposed model. The bottom hole pressure is 
higher for larger m ud flow rates as expected in a dynamic kill method, but the 
pressure profile as a function of time is different for lower mud flow rates (200 and 
400 gpm). For example, in the case of 200 and 400 gpm mud flow rate the pressure 
profile first reaches a peak and decreases further with a trend for stabilization. On the 
other hand, the pressure profile always increases for flow rates of 800 and 1,200 gpm, 
with a trend for stabilization as the fracture extends further from the wellbore.
This can be explained by the fact the gas void fraction is inversely propor­
tional to the mud flow rate. The bottom hole pressure depends on the gas void frac­
tion in the annulus as well as the pressure in front the fracture. So the bottom hole 
pressure profile will decrease for those cases until stabilization is reached.
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Fig. 5.1. Bottom Hole Pressure for a Deep Well 
The same conclusion can be achieved in figure 5.2 where the gas flow rate is 
higher for lower values of mud flow rate, as expected in a dynamic kill method.
The gas flow rate profile shows that for lower values of mud flow rate (200 
and 400 gpm ) it first decreases to a minimum value, then increases and finally 
reaches a period of slight decrease in the gas rate. The gas flow rate profile for larger 
mud flow rates only decreases. This fact was expected due to the larger pressure 
losses that occur in the wellbore annulus when using larger mud flow rate to control 
the well.
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Fig. 5.2. Gas Flow Rate for a Deep Well
Figure 5.3 shows the fracture pressure at wellbore. Several points should be 
noted. F irst, the pressure profile is independent of the mud flow rate until a 
minimum value is reached. The reason is that the total flow at early stages going 
through the fracture has a gas void fraction calculated for the flow rate used in the 
kick control, in this case 30 spm or 150 gpm. After the fluid with the dynamic kill 
flow rate begins arriving in the fracture, the pressure increases depending on the dy­
namic kill flow rate. As it was expected, the larger the flow rate the larger will be the 
pressure into the fracture, when compared at the same extension length (140 f t ) .
Another very important point to be observed in this simulation is the fact that 
the velocity of propagation is higher for higher gas void fraction. Figure 5.3 indicates 
the fracture reached the length of 140 ft much faster for a 200 gpm flow rate than for 
1,200 gpm. Therefore, the m echanism of fracturing process in an underground
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blowout is similar to a fracture treatment with foams, where the propagation depends 
on gas void fraction.
Fracture Pressure at Wellbore
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Fig. 5.3. Fracture Pressure at Wellbore for a Deep Well
The sim ulation with the proposed model showed that this underground 
blowout could be controlled if using a mud flow rate little higher than 1,200 gpm. 
The bottom hole pressure reached a value o f 10,815 psi, which is practically the 
reservoir pressure, when simulating the underground blowout with this flow rate.
Figure 5.4 shows the bottom hole pressure calculated using the current and 
the proposed models in a dynamic kill method for a mud flow rate of 1,200 gpm. It 
can be seen that, even in the case of a deep well, the flow rate necessary to control an 
underground blowout is less than the one calculated with the current models. The 
current models calculate a lower bottom hole pressure. The flow rate necessary to
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control the simulated underground blowout will be 1,300 gpm instead o f the 1,200 
gpm flow rate calculated under the proposed model.
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Fig. 5.4. Comparison Between The Current and The Proposed M odels 
5.3. Input Data for Medium Depth
Table 5.2 shows the input data for the case of an offshore well at a depth of 
9500 ft where the induced fracture occurred when circulating a kick at 30 spm. The 
main difference between the previous case and this case is the length between the 
fractured formation and the bottom hole depth.
Also in this case, the fluid used in the simulation was a 9.0 ppg mud with 
plastic viscosity of 10 cp and yield point of 25 lbf/100 sqft. This choice was based on 
the experim ental work and on the method used in the control of the underground 
blowout.
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Table 5.2. Input Data for Well A-2
Well A-2 Characteristics
Bottom Hole Depth, f t 9,500
Sea W ater Depth, f t 500
W ellbore Diameter, in 8.5
Drill Pipe Outside Diameter, in 5
Drill Collar Outside Diameter, in 6 3/4
Drill Collar Length, f t 300
Bottom Hole Temperature, ° F 190
Reservoir Characteristics
Initial Pressure, psi 6,080
Porosity, dim ensionless 0.25
Thickness, f t 35
Permeability, miliDarcy 160
Skin Factor, dim ensionless 0
Gas Density, dimensionless 0.65
Initial W ater Saturation, dimensionless 0.20
Temperature, ° F 200
Fractured Formation Characteristics
Depth, f t 7,870
Thickness, f t 55
Stress in Upper Bounding Zone, psi 5,930
Fracture Initiation Pressure, psi 4,640
Stress in Lower Bounding Zone, psi 5,930
Stress Intensity Factor, psi. f t 0'5 216
Poisson's Ratio, dim ensionless 0.20
Young's Modulus, psi 2 ,100,000
Figure 5.5 shows the bottom hole pressure which occurs in this case for d if­
ferent mud flow rates. The same observations done in the previous case are pertinent 
for this one, although the well in this case is shallower than the other. It can be noted 
in this figure, with exception of the 400 gpm mud flow rate, that the pressure profile
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increases faster at early stages o f the fracture process. It becom es slow er as the 
fracture extends further from the wellbore. Also in this case, the velocity  of 
propagation is higher for cases where the gas void fraction is higher.
Bottom Hole Pressure in Dynamic Kill Method
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Fig. 5.5. Bottom Hole Pressure for a Medium Depth 
Figure 5.6 shows the gas flow rate produced in the control o f this under­
ground blowout using the dynamic kill method with different mud flow rates. The 
same conclusions as before can be verified in this figure, with exception that the gas 
flow rate profile always decreased during the fracture expansion. This decrease was 
faster in the beginning of the process, then slowing down with the extension of the 
fracture. One of the reasons for that is the pressure in front of the fracture has more 
influence on the reservoir than the previous case due to the sm aller length between 
the fractured formation and the reservoir for this case. The shorter length causes
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sm aller pressure loss in the annulus, so the effect of the fracture pressure will be 
apparent sooner than the previous case. As the bottom hole pressure depends on 
losses in the annulus and on the pressure in front of the fracture, the effect of the 
pressure change in front of the fracture will be more predominant for sm aller lengths 
between the fractured formation and the reservoir.
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Fig. 5.6. Gas Flow Rate for a Medium Depth 
Figure 5.7 shows the fracture pressure at the wellbore for this case, and the 
same points observed before can be repeated here. First, the pressure profile is the 
same independent of the mud flow rate until a minimum value is reached. This is 
because the fluid that initializes propagating the fracture has a gas void fraction 
calculated with the flow rate used in the kick control, 30 spm or 150 gpm. After
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reaching this minimum value, the pressure in front of the fracture increases, with this 
increase depending on the mud flow rate used in the dynamic kill method.
The same observations related to the fracture propagation velocity can be ver­
ified for this case, where the velocity is higher for higher gas void fraction.
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Fig. 5.7. Fracture Pressure at Wellbore for a M edium Depth
The sim ulation with the proposed model showed that this underground 
blowout can be controlled if using a mud flow rate of 1,300 gpm, reaching the reser­
voir pressure with an extension o f 141 ft.
Figure 5.8 shows the bottom hole pressure calculated in this sim ulated case 
using the current and the proposed models in a dynamic kill method for a mud flow 
rate of 1,300 gpm.
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
131












1400200 600 800 
Time (seconds)
1000 1200400
Fig. 5.8. Comparison Between The Current and Proposed M odels
It can be seen that the How rate necessary to control the underground blowout 
with the proposed model is smaller than the one calculated with the current models. 
The current models calculate a lower bottom hole pressure. The appropriate mud 
flow rate calculated by these models to control this underground blowout is 1,760 
gpm instead of the 1,300 gpm flow rate calculated using the proposed model.
This case shows the importance of the use of the proposed model as the ap­
propriate mud flow rate is very different between the two models. It can be noted that 
in cases where the fracture formation is closer to the reservoir formation, the differ­
ence between the two models is larger.
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5.4. Input Data for Shallow Depth
Table 5.3 shows the input data for a case of an offshore well where the 
induced fracture occurred at a depth of 6700 ft.
______________________ Table 5.3. Input Data for Well A -3______________________
Well A-3 Characteristics
Bottom Hole Depth, f t  
Sea W ater Depth, f t  
W ellbore Diameter, in 
Drill Pipe Outside Diameter, in 
Drill Collar Outside Diameter, in 
Drill Collar Length, f t  
Bottom Hole Temperature, ° F
Reservoir Characteristics
Initial Pressure, psi 
Porosity, dimensionless 
Thickness, f t  
Permeability, miliDarcy 
Skin Factor, dimensionless 
Gas Density, dimensionless 
Initial W ater Saturation, dimensionless 
Temperature, “ F
Fractured Formation Characteristics
Depth, f t 2,625
Thickness, f t 70
Stress in Upper Bounding Zone, psi 2,400
Fracture Initiation Pressure, psi 1,456
Stress in Lower Bounding Zone, psi 2,400
Stress Intensity Factor, p s i .f to s 144
Poisson's Ratio, dim ensionless 0.20
Young's Modulus, psi 1,400,000

















T he induced fracture occurred when circulating a k ick at 30 spm with a 
triplex pump. The differences between the previous cases and this one are the diam e­
ter o f the well, which is bigger and the length between the fractured form ation and 
the bottom hole depth which is shorter.
Also in this case, the fluid used in the simulation was a 9.0 ppg m ud with 
plastic viscosity of 10 cp, and yield point of 25 lbf/100 sqft.
Figure 5.9 shows the bottom hole pressure profile that occurred in this situa­
tion for different mud flow rates. The dynamic kill method for this case requires 
higher mud flow rates than the previous ones due to the larger diam eters o f this well.
Bottom Hole Pressure in Dynamic Kill Method
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Fig. 5.9. Bottom Hole Pressure for a Shallow Depth 
It can be noted in figure 5.9 that the bottom hole pressure profile for each 
mud flow rate behaves similarly. The pressure profile increases at early stages of the
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fracture process, then decreases and finally increases until it reaches a period of fair 
stabilization. This profile is very clear for a mud flow rate of 1,400 gpm, where it 
reaches stabilization when the fracture extension is little less than 140 ft. The same 
observations about the propagation velocity can be done in this case, where the 
velocity is higher for higher gas void fraction. The sim ulation o f the fracture for a 
mud flow rate of 1,800 gpm stopped at half length of 132 ft instead of 140 ft because 
the bottom hole pressure became equal to the reservoir pressure at that point.
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Fig. 5.10. Gas Flow Rate for a Shallow Depth 
Figure 5.10 shows the gas flow rate produced in controlling this underground 
blowout using the dynamic kill method with three different mud flow rates. As in the 
case o f the bottom hole pressure profile, the profiles are also very sim ilar am ong the
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three different flow rates. This was expected because the gas flow rate depends on the 
bottom hole pressure.
This example showed more influence of the fracture pressure over the w ell­
bore model because of two main reasons. The first one is the losses in the annulus 
are sm aller due to the short length between the fractured formation and the reservoir 
formation. The second one was the diameter of well which decreased still more such 
losses, causing the fracture pressure to have this larger influence.
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Fig. 5.11. Fracture Pressure at Wellbore for a Shallow Depth 
Figure 5.11 shows the fracture pressure profile at the wellbore for three d if­
ferent mud flow rates used in this case. It can be observed that the pressure profiles 
are almost the same until 170 seconds, independent o f the mud flow rate. The reason 
for that is the fluid that started propagation of the fracture had a gas void fraction
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calculated with the flow rate used in the kick control. Another important observation 
is in the fracture pressure profile, which reached a minimum value before starting a 
gradual increase. The factor responsible for this is still the gas void fraction, as can be 
seen by comparing figure 5.10 with 5.11. These figures show that the minimum value 
of the fracture pressure profile occurred in an interval of time posterior to that when 
the gas flow rate profile reached its maximum value. This means the minimum value 
for each fracture pressure profile occurred at the maximum of the gas void fraction. 
After reaching its minimum value, the fracture pressure profile followed the trend 
verified in the other cases, depending on the mud flow rate used in the dynam ic kill 
method.
The calculation using the proposed model showed that this sim ulated under­
ground blowout could be controlled using a mud flow rate of 1,800 gpm. For this 
flow rate, the bottom hole pressure reached the value of the reservoir pressure when 
its half length had a value of 132 ft.
Figure 5.12 shows the bottom hole pressure calculated in the sim ulated case 
using the current and the proposed models for a mud flow rate of 1,800 gpm. The d if­
ference between the proposed and the current models is much larger in the case of 
shallower depth than the other ones. Consequently, the flow rate necessary to control 
this underground blowout was much less than calculated with the current models. 
The current models calculated a lower bottom hole pressure and it would give a mud 
flow rate of 3,200 gpm instead of the 1,800 gpm flow rate calculated under the 
proposed model.
This last case shows how important can be the influence of using a fracture 
model in planning a dynamic kill method. This importance increases as the pressure 
losses in the wellbore become smaller. The pressure losses are not large in the annu­
lus when the extension of the wellbore between the fractured form ation and the
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reservoir is not long or when the well has a diameter equal to or larger than 12 1/4 
inches.
This case shows that the dynamic kill method becomes less effective as the 
diam eter o f the well increases and high mud flow rates may be necessary to control 
the underground blowout. In such cases, the use of another method as a way to con­
trol the well may be necessary. This choice will depend on the equipm ent and on the 
particular conditions of the underground blowout.
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Fig. 5.12. Comparison Between The Current and The Proposed M odels 
These three examples have shown the cases where the proposed model pre­
sents different results than those from the current models. It can be stated that the 
pressure in front of the fractured formation changes with its propagation, and this 
change can have a large influence in the bottom hole pressure. This influence will be
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larger for cases with sm aller losses in the annulus between the reservoir and the 
fractured formation. This is typical for two cases: a large diam eter in the well or a 
short length between the reservoir and the fractured formation, with the effect being 
larger as the diameter increases and the length between the formations decreases.
The comparison between the proposed model and field data was not possible 
because the lack of data for underground blowouts. The two underground blowouts 
with field data collected were presented by Walters (1991) as described in C hapter 1 
and that presented by Flak and Gloger (1994). Both works mentioned the increase in 
the bottom hole pressure being caused by the injection of the fluid into a fractured 
formation. The simulation in such cases was not possible because o f the lack o f data 
concerning the formations being fractured and complex flow path in one of the cases, 
where an additional flow occurred between two casings before the fluid reaching the 
fractured formation.
Finally, the necessity of the use of the proposed model in planning the control 
o f an underground blowout is obvious because of the difference in results when 
compared to models.
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C H A P T E R  V I
SH U T-IN  O R  D IV ERT A W ELL
A well control operation increases in complexity when an influx occurs in 
shallow formations. The low fracture gradient in shallow formations associated with 
higher pressures caused by the influx can lead to underground blowouts or blowouts.
Reports about the two most used procedures, one in which the well is shut-in 
and another in which the well is diverted, have not shown a clear conclusion which 
situation each method should be used in.
The procedure of diverting a well can lead to dangerous situations with loss of 
surface equipm ent and even with personal injuries, because of the high rate o f erosion 
caused by the influx flow. On the other hand, the procedure of shutting-in can cause 
craters.
Several studies have shown that many factors can affect the applicability of 
each procedure. Among them are the stress state in the fractured and bounding layers, 
rock properties, confining pressure, existence of faults in the shallow formations and 
fluid used in the well conu-ol.
The proposed model developed in this study can be used to verify the effect 
o f the shut-in procedure in well control under the conditions of no-fault in the shal­
low form ations and vertical induced fracture. So it is useful to determ ine if  such 
methods can be applied to well control.
To show this feature of the proposed model six simulations with four different 
shallow formations; clay shale, green river shale, sandstone, and siltstone; were run 
to show how the characteristics of those formations can affect the decision to shut-in 
or divert the well. Table 6.1 shows the common input data used in all simulations.
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Table 6.1. Principal Characteristics of the Simulated W ell
Well Characteristics
Bottom Hole Depth, f t 2,500
Sea W ater Depth, f t 500
W ellbore Diameter, in 12.5
Drill Pipe Outside Diameter, in 5
Drill Collar Outside Diameter, in 8
Drill Collar Length, f t 300
Bottom Hole Temperature, ° F 100
Reservoir Characteristics
Initial Pressure, psi 1,300
Porosity, dimensionless 0.25
Thickness, f t 35
Permeability, miliDarcy 150
Skin Factor, dimensionless 0
Gas Density, dimensionless 0.65
Initial W ater Saturation, dimensionless 0.20
Temperature, ° F 110
Fractured Formation Characteristics
Depth, f t  1,465-1535
Thickness, f t 70
Stress in Upper Bounding Zone, psi 810
Fracture Initiation Pressure, psi 800
Stress in Lower Bounding Zone, psi 850
To study the applicability of the shut-in procedure in this case the simulation 
considers that only gas is flowing in the well and the fracture is induced at the m o­
ment the well is shut-in. In addition, the simulation considers that there is no mud 
being pumped into the well during the fracture propagation and that the in-situ stress 
gradients for the upper and lower bounding layers are equal to 0.7 p s i/f t .
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Fig. 6.1. Depth of the Fracture Top During Propagation
Figure 6.1 shows the results of the simulation for four different formations: 
clay shale, sandstone, siltstone and shale. The characteristic formation values neces­
sary to run the simulation such as Young's modulus and fracture toughness of rock, 
were obtained from W arpinski and Smith (1989) and are given in Table 6.2.
The simulation stops when the fracture reaches the half-length of 340 ft for all 
cases because this allows the comparison of the fracture propagation.
It can be seen from figure 6.1 that the kind of formation has a great influence 
in the vertical migration. The migration in this case is faster for sand and slower for 
clay shale. Also, it is clear that if this well were shut-in in the case o f sandstone, the 
fracture w ould reach the sea floor very fast. This concludes the shut-in procedure 
could not be used here.
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Table 6.2. Formation Characteristics
Young's Modulus Fracture Toughness
Simulated Formation psi p s i . f i0-5
Clay Shale 56,181 245
Green River shale 1,215,000 231
Berea sandstone 2,200,000 418
Repetto siltstone saturated 698,900 245
Figure 6.2 shows the vertical propagation of the fracture into the lower layers, 
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The influence of stress in the layers is evident, as the bottom o f the fracture in
this case does not propagate the same as the top of the fracture. The propagation in
the clay shale, in this case, is still less than in sandstone.
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This influence is much more evident when the stresses in the bounding layers 
are higher than the fracture formation. To show this fact, another simulation was run 
for clay shale and sandstone where the stresses in the upper and low er layers are 
equal to 850 psi.
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Fig. 6.3. Depth of the Fracture Top During Propagation 
Figure 6.3 shows that the propagation still occurs in the case o f sands, but not 
if  the formation is clay shale. The height of the fracture keeps constant during the 
fracture propagation in the case of clay shale. This allows to conclude that the shut-in 
procedure could be used without any restriction if the formation were clay shale.
These simulations have shown the influence of the type o f formation and the 
stress in the layers during the fracturing process. The type of formation was expected 
to have a big influence because the width and pressure equations depend on the
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Young's m odulus causing different form ations to have differen t profile in the 
fracturing process. The simulations indicated that as the value of Young's modulus 
decreases, the better the chances for a restriction in the vertical m igration occurs. 
Also, the layer stresses are preponderant in restricting a fracture migration.
The choice between the two procedures still continues with the knowledge of 
the formation characteristics, because they can have large variation for the same kind 
o f rock as shown by Warpinski and Smith (1989). Specific values can only be known 
on the site of the well through logs or cores, and an estimation of such characteristics 
can only be done in very well known areas.
Depending on the type of formation, if  there are no bounding layers in the 
fractured formation and if the injection continues, the fracture will propagate in 
height reaching the surface sooner or later. So it is also important to have knowledge 
of the stresses in the layers because if there are no bounding layers caused by such 
stresses, the shut-in procedure is not recommended.
Once those characteristics are known, this proposed model can be used to de­
cide if the shut-in procedure should be used or not in a shallow well, elim inating 
some questions about which procedure to apply.
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CHAPTER VII
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS
7.1. Summary and Conclusions
The dynam ic kill method has been used by the oil industry as a w ay to 
control an underground blowout when it is not possible to use a heavy w eight mud.
The current models calculate the appropriate mud flow  rate to control an 
underground blowout by choosing a mud flow rate that gives a bottom hole pressure 
greater than the reservoir pressure. The process consists of varying the mud flow rate, 
and calculating for each flow rate the hydrostatic pressure and the losses occurring in 
the annulus of the well. The bottom hole pressure is then calculated by adding the 
hydrostatic pressure and the pressure losses to the fracture initiation pressure which is 
considered constant.
This study introduces a fracture model to the current m odel that verifies 
whether or not the assumption of constant fracture pressure alters the calculation of 
the appropriate mud flow rate to control the underground blowout.
The fracture model introduced is a pseudo-3D model with m odifications to 
elim inate the problem of vertical migration in cases where the stress in bounding 
layers is close to the stress in the fractured formation. The pseudo-3D model, after 
these modifications, presents results that fit the results of other 3D-models. The great 
advantage in using this pseudo 3-D model is the run time of a com puter, which is 
much less than that for a standard 3-D model.
The fracture model also assumes the occurrence of the leak-off volume inside 
the fracture.To predict such leak-off volume, an experimental apparatus was designed 
to measure the leak-off when using mud and gas. The apparatus consisted o f a fluid
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loss cell where a formation core could be introduced and the leak-off volum e could 
be measured by pressure differential.
A correlation to calculate the leak-off volume was developed based on ex ­
perim ental data. The correlation related the leak-off volum e assum ing three 
parameters: the spurt loss volume, the pack buidup factor, and the equilibrium  Darcy 
flow velocity coefficient.
In contrast to other pseudo 3-D models, this model allows the calculation of 
the leak-off volum e within each cell inside the fracture. It does not use an average 
value of the leak-off volume for the entire fracture. In addition, this fracture model 
can also be used with a two-phase fluid.
An unsteady state two-phase flow numerical procedure was developed and 
im plemented in a FORTRAN program to simulate the pressures in the wellbore and 
the fracture. The program can predict fracture dimensions and fracture pressure in 
any cross section as well as pressure in any part of the w ellbore. The program 
em phasizes the bottom hole pressure, pressure in front of the fracture and producing 
gas during the underground blowout.
To verify the effect of using a fracture model in the calculation procedure for 
planning an underground blowout, three different underground blowout sim ulations 
were run. The simulation for a deep well did not show a great difference between the 
proposed and the current models; the difference in the appropriate mud flow rate 
between the current and the proposed models was around 8%. The sim ulation for a 
medium depth showed a larger difference (35%), resulting in a mud flow rate o f 
1,300 gpm with the proposed model and 1,760 gpm with the current models. Finally, 
the difference between the proposed and the current m odels increased still more 
(60%) in the simulation o f a shallow depth.
Based on such sim ulations, the proposed model should be useful in any 
configuration, although the usefulness of the proposed model decreases significantly
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in cases where the fluid losses in the annulus are large, in which the diameter o f the 
well is less or equal to 8 1/2 inches or the distance between the reservoir and the 
fractured formation are large.
Sim ulations for blowouts at shallow depths were run to verify the use of the 
shut-in procedure in different formations. The simulation showed that the shut-in 
procedure has more chance of success when the Young's modulus is lower and there 
are bounding layers in the shallow formations. Under other conditions, the well 
should be diverted.
7.2. Recommendations
The follow ing recom m endations are made for future experim ental and 
theoretical works that study an underground blowout with an induced fracture.
1) A nother experimental apparatus should be designed to study the effect of relative 
perm eability  and porosity in the leak-off volume. This design should aid in 
identifying other properties that have more influence in the spurt loss volume, the 
pack buidup factor, and the equilibrium Darcy flow velocity coefficient. For this, 
cores from different formations should also be used.
2) Mud with additives should be used in an experimental work to identify the effect 
of such additives on the leak-off volume.
3) A modification in the wellbore model to accelerate the calculation in the iterative 
process may be necessary. This could also be accomplished by experimental work 
to verify the applicability of the equations used to define the flow regime and 
calculate the gas slip velocity in the wellbore model.
4) Comparisons between field data and the proposed model should be performed. The 
data collected up to date could not be used because the available records did not 
include all o f the required information to perform the simulation. Underground 
blowouts occurred under much more complex situations, such as leaking in casings 
and flow between casings, before the induction of the fracture. These additional
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problems com pletely im paired the use o f the proposed m odel as a sim ulator 
because additional data about these complex situations were not available.
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N O M EN C LA TU R E
English
a=  fracture half height, ft [m]
A  = fracture area, ft2 [m2]
a, = empirical coefficient, psi/ft [KPa/m]
A, = correlation coefficient, psi/ft [KPa/m]
Ac= cross sectional area of core through which filtrate tests are running, ft2 [m2]
Ac = cross sectional area of fracture, ft2 [m2]
a(s)=  width of near-crack-tip, ft [m]
b=  pack buildup constant, s '
b{ = empirical coefficient, dimensionless
b2, by -  geometry coefficients for layered stress fracture analysis, ft [m]
C = total leak-off test coefficient, ft/s0-5 [m/s0-5]
C/r= factor depending on two-phase flow regime, dimensionless 
cg ~  gas compressibility, psi'1 [K P a‘]
CL~ normalized leak-off coefficient, ft/(s0 5 .psi)[m/(s°-5.KPa)] 
c = total formation compressibility, p s i1 [KPa'1]
Q.= Kachanov parameter, (psi.s) 1 [(KPa.s)'1]
Cc = reservoir fluid viscosity/compressibility coefficient, ft/s0-5 [m/s0-5]
Cd= dynamic leak-off coefficient, ft/s0 5 [m/s°5]
Cv= effuent viscosity and relative permeability coefficient, ft/s05 [m/s05]
Cvc = combined leak-off coefficient, ft/s0 5 [m/s0 5]
CM.= wall building coefficient, ft/s05 [m/s°5]
CKeg = effective leak-off coefficient, ft/s05 [m/s°5] 
d=  width of the annular element, ft [m] 
d x~  horizontal length of fracture cell, ft [m]
D =  non-Darcy factor, s/ft3 [s/m3]
D  = outside diameter of the annulus, ft [m]
E -  Young's modulus of rock, psi [kPa]
E  = elastic modulus in plain strain, psi [kPa]
Ee= effective elastic modulus, psi [KPa] 
f -  Fanning friction factor, dimensionless 
f a= constant equal to 1 or -1
F,= Geerstma and de Klerk's parameter, dimensionless
Fc= conversion factor, 2.1587xlO'4psi.ft.s2/lbm [1 0 3 KPa.m.s2/kgm]
Fa= stress ratio, dimensionless
g=  gravity acceleration, ft/s2 [m/s2]
gc = conversion constant, lbm.ft/lbf.s2 [Kgm.m/N.s2]
gP= fluid density pressure gradient, psi/ft [KPa/m]
g a= in-situ stress gradient, psi/ft [KPa/m]
gv= vertical pressure gradient, psi/ft [KPa/m]
154
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G=  bulk shear modulus of formation, psi [kPa]
Gp= produced gas at standard pressure and temperature, ft.3 [m^]
h= reservoir thickness, ft [m]
hf = fractured formation thickness, ft [m]
H  = liquid hold up, dimensionless 
H g = gas void fraction, dimensionless
j =  slope in log-log plot o f leak-off volume versus time, dimensionless 
k = permeability, ft2 [m2]
K  = consistency index of the fluid, psi.s" [KPa.sn] 
k = relative permeability of formation to leak-off effluent, ft2 [m2] 
kr= formation permeability relative to mobile reservoir fluid, ft2 [m2]
K) = empirical coefficient, psi/ft [KPa/m]
Kx = geometrical coefficient, dimensionless 
K; = matrix stress coefficient, dimensionless
Klc= fracture toughness or critical stress intensity factor, psi/ft [KPa/m]
K-ibomm -  stress intensity factor at the bottom of crack, psi.ft0 5 [kPa.m05]
Kllop= stress intensity factor at the top of crack, psi.ft0 5 [kPa.m05] 
ld = dimensionless distance between the microcracks, dimensionless 
L=  fracture length, ft [m]
m = slope of curve filtrate volume versus square root of time, ft/s05 [m/s0 5]
m,= y-intercept determined in log-log plot of leak-off volume versus time, ft [m]
M  = gas m olecular weight, dimensionless
m(P)=  real gas pseudo pressure, psi/s [kPa/s]
n — power law exponent, dimensionless
PBHP = bottom hole pressure, psi [kPa]
Pres ~  reservoir pressure, psi [kPa]
Psc= standard condition pressure, psi [kPa]
P  = pressure, psi [kPa]
Pc= confining pressure, psi [kPa]
Pf = fracture pressure, psi [kPa]
PFC = formation pressure capacity, psi [kPa]
PL = pressure differential required to open fracture at crack front, psi [kPa]
Pn = net pressure, psi [kPa]
P0 = formation pressure, psi [kPa]
Pp= porous pressure, psi [kPa]
PK = wellbore pressure, psi [kPa]
per=  fracture cross section perimeter, ft [m]
Q, q= flow rate, ft3/s [m3/s] 
qt= injection flow rate into the fracture, ft3/s [m3/s] 
qt = injection flow rate per unit fracture area, ft/s [m/s] 
q,= fluid loss rate per unit fracture length, ft2/s [m2/s] 
q L= fluid loss rate per unit fracture area, ft/s [m/s]
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
156
Ql = fluid, loss rate in pseudo-3D model, ft2/s fm2/s]
qn= flow rate in direction normal to crack front per unit length o f front, ft2/s [m2/s] 
qr= resultant flow rate in 3-D model, [q2x +  q 2y )°5, ft2/s [m2/s]
#,=volum e flow rate in x direction per unit length in y direction, ft2/s [m2/s] 
^ ^ v o lu m e  flow rate in y direction per unit length in x direction, ft2/s [m2/s] 
r= radius, cylindrical coordinates, ft[m]
R=  distance, ft[m]
R  = gas constant, psia.ft3/°R.mol [KPa.m3/°K.mol]
Rf = fracture radius up to the pressure sealing point, ft[m]
Rm= length of dehydrated mud around the fracture tip, ft[m]
Rt = length of the fracture tip without mud invasion, ft[m]
Ry = height quotient in pseudo-3D model, dimensionless 
r„.= wellbore radius, ft[m]
5=  skin factor, dimensionless 
5, = total stress (/ = x ,y ,z ) ,  psi [KPa]
5,= formation tensile strength, psi [KPa]
Swi= reservoir water saturation, dimensionless 
t -  time, s
tA= time at which fluid loss is proportional to V ?, s 
tB-  time at which fluid loss is proportional to t , s  
tD = dimensionless time, dimensionless 
T  = absolute temperature, °R ["K]
Tsc = standard condition absolute temperature, °R [°K] 
v= velocity, ft/s [m/s]
vD= equilibrium Darcy flow velocity, ft/s [m/s]
vg = gas velocity, ft/s [m/s]
v,= liquid velocity, ft/s [m/s]
vmi< = two phase velocity ,, ft/s [m/s]
= slip velocity, ft/s [m/s]
V; = initial gas reservoir in place, ft3 [m3]
V= cumulative filtrate volume, ft3/ft2 [m3/m 2]
Vpr = predicted cumulative filtrate volume, ft3/ft2 [m3/m 2]
Vsp= spurt loss volume per area unit, ft3/ft2 [m3/m 2] 
w = crack opening or fracture width
w,,w„,Wm= crack opening resulting from uniform pressure over fractured 
formation and bounding layers respectively, ft [m]
W = maximum fracture width, ft [m]
W f = average fracture width
W M= fracture width at the sealing point with mud cake, ft [m]
W T = fracture width at the point which does not allow mud invasion, ft [m] 
x, y, z = coordinate axis 
z = gas compressibility factor, dimensionless
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a =  Biot's constant, dimensionless
a L = parameter in Geerstma and de Klerk’s model, dimensionless
P= dipping angle, radians
Pg= Geerstma velocity coefficient, ft'1 [m 1]
Ps = effective stress ratio of the superposed tectonic stress, dimensionless 
AP=  differential pressure, psi [KPa]
As=  length of the annular element, ft [m]
At= time interval, s
A r=  incremental length, ft [m]
<p= porosity, dimensionless
r\'= viscosity parameter, psi.s", [KPa.s"]
X = non-slip liquid hold-up, dimensionless 
p  = density, lbm /ft3 [Kgm/m3] 
pFy= weight density of fluid, psi/ft [KPa/m] 
p g = gas density, lbm /ft3 [Kgm/m3] 
pi = liquid density, lbm/ft3 [Kgm/m3]
Pmix = two-phase fluid density, lhm/ft3 [Kgm/m3] 
p ns = non-slip density, lbm/ft3 [Kgm/m3] 
crs, = gas/liquid surface tension, lbf/ft [N/m]
<7,= in-situ fractured formation stress, psi [KPa] 
cr2= in-situ upper formation stress, psi [KPa]
<r3= in-situ bottom formation stress, psi [KPa]
<J, = horizontal in-situ stress, psi [KPa]
cr = in-situ stress (/ = jc.y.s), psi [KPa]
a v= in-situ vertical stress, psi [KPa]
a r= in-situ radial stress, cylindrical coordinates, psi [KPa]
a  = superposed tectonic stress, psi [KPa]
<yn = horizontal in-situ stress gradient, psi/ft [KPa/m]
a T\cor= corrected horizontal in-situ sU'ess gradient, psi/ft [KPa/m]
a e= in-situ tangencial stress, cylindrical coordinates, psi [KPa]
T= time when position in fracture plane is first exposed to fracturing fluid, s 
T = yield strength, psi.s [KPa.s]
zrS = shear stress, cylindrical coordinates, psi [KPa]
6=  angle, cylindrical coordinates, radians 
p  = fluid viscosity , psi.s [KPa.s]
P ap,= apparent liquid fluid viscosity , psi.s [KPa.s]
p a= viscosity of effluent from fracturing fluid at fracturing conditions, psi.s [KPa.s] 
P j=  viscosity of mobile formation fluid at reservoir conditions, psi.s [KPa.s] 
p g= gas viscosity, psi.s [KPa.s] 
p t = liquid viscosity, psi.s [KPa.s]
Pmix -  apparent viscosity of two-phase fluid, psi.s [KPa.s]
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Hm = non-slip viscosity, psi.s [KPa.s] 
v  = Poisson's ratio, dimensionless
V = gradient operator
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APPENDIX A
FRA CTU RE-IN D U CTIO N  EQ U A TIO N S
The expressions of stress distribution around a hole caused by two horizontal 
principal stresses a x and a y in plane are readily available (Tim oshenko, S. and
Goodier, N.J.). The stress distribution is given by:
<r +  cr
1- - T
v r ‘  j
a  - a 1 +  ̂ _  4 ^
/  r 2
2 \
c o s2 6 ........................................(a .l)
cr„ =
cr + cr f  i \
1 + k -
<7 - a 3 r 4
i + ^ f  - \cosie. •(a.2)
T„ =
f c - o  Y 3 r4 2r")• i - J j L + i L L  \sin2e.
v  *  a  '• r-
•(a.3)
cr. = cr -  v
2 f  f f ,  -  a,)rl \cos 2 6 ..................................................................................... (a.4)
and
T* = K  = 0 ...............................................................................................................................(a.5)
The previous equations assume the well hole is under the com bined action of 
stresses. The resulting stress distribution in terms of total stress ( S at the well-bore
radius (/•„,) in polar coordinates is given by:
S, = P0.......................................................................................................................................(a.6)
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Se = cr +  <7 -  2(cr -  cry)co s2 9  + Pa. •(a.7)
Sz =  <7, —2 v ( (Tz -  a y)co s2 9  + P0 •(a.8)
and
S . = S ^ = S K = 0 .................................................................................................................... (a.9)
Cam pos (1983) determ ined that the stress induced by the borehole fluid 
pressure ( PM.) at the wellbore in the depth under consideration to be equal to:
S = P - P n.............................................................................................................................(a. 10)
S„ = P0 - P „  (a. 11)
= Sre = S", = Sr = 0 ......................................................................................................... (a -12)
The induced stress due to the penetration o f well fluid into the formation, 
considering the penetrating fluid has the same viscosity as the formation fluid and 
the formation is isotropic, is given by:
 <a->3>
s  „ f  L I T ;   (a.14)
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S ,= S , .  = S* = SB = 0 ......................................................................................................... (a. 15)
The total stress is determined by the principle of superposition (Timoshenko 
and Goodier, 1951) of the three induced stress cases:
Sr = Pw.................................................................................................................................... (a. 16)
S„ = or, +  o y -  2(0 , - o t )cos26  + 2P0 - P w + -  P0) .......................... (a. 17)
5; = cr; -  2 v (o .  -  o , ) c o s 2 e  + P0 + -  P0) ............................................(a-18)
and
S„ = S t = S K = 0 ................................................................................................................. (a -19)
Due to the fact that all shear stresses are zero at the borehole wall, Sr, S., and 
Sg are the principal stresses at the borehole wall. The maximum stresses occur at 
0  = 0  and 0  = n .  Substituting these values in the equations for Sr, Sz, and Sg leads
to:
S, = Pw.................................................................................................................................... (a.20)
S0 = 3<x -  ff, +  2 P0 -  P  +  -  Po)............................................................(a-21)
S, = -  2 v (o ,  -  (7 ) + PD + ~ Po).........................................................(a-22)
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For a tectonically relaxed formation:
a * = (T> = ( j r ^ K ............................................................................................................ (a-23)
and substituting in Sr, S., and Sg:
S = P , ..................................................................................................................................... (a.24)
-  ( • + 2 P ° ' +   < a - 2 5 )
s, = ^ + ?.+«(— :) p - p.).......................................................
A .l - Vertical Fracture Initiation
Vertical fractures start when the maximum effective tangential stress ( <Je) ex­
ceeds the tensile strength o f the formation (5 ,). Substituting this in equation (a.25) 
gives:
S , =  a i + 1 P o - p ~ + a  J ~ ( P r  - P ° ) ~ P r ......................................................................... "'■2 1 >
For a penetrating type fluid Pp = Pw, and after substituting in equation (a.27) 
and solving for the wellbore pressure yields:
- ^ - c r , - S ,
Pf  = P, = ] ~ V l '_ 2 v + P ° ............................................................................................. (a’28)
2 - a ---------
1 - v
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For a non-penelraling type of fluid Pp = P0, and after substituting in equation 
(a.27) gives:
A.2 - Horizontal Fracture Equation
Horizontal fractures start when the maximum effective vertical stress ( crz) ex­
ceeds the tensile strength o f the formation (5 ,). Substituting this in equation (a.25)
leads to:
For a penetrating fluid Pp = Pw, and after substituting in equation (a.30)
gives:
" S V - ' ' .........................................................................................<a31)1 -  a --------
1- v
and for a non penetrating fluid Pp = P0 which leads to:
(a.29)
(a.30)
S, = a , (a.32)
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APPENDIX B
CONTINUITY EQUATION FOR TWO-PHASE FLOW
C onsidering the flow through the fracture and by applying the m aterial 
balance in the vicinity of a point P situated inside the control volume as can be seen 





Fig. b .l. Control Volume of Material Balance Equation Applied for Point P




b - mass efflux/unit of time = pv{x,t)  +
d(pv(x, t) Ax  
dx 2 At2 +  P Q L( x >t ) A x  (b -2 )
d(pV )




R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
165
d- mass influx/unit of time - mass efflux/unit of time =  ^  4^
dt
From equation (b.4), after dividing by Ax, and remembering that:
A „ v(x , t )  = Q ( x , t ) ..................................................................................................................(b.5)
gives:
p Q i ix . t )  pQ i(x ,t)  + d{pQ (x ,t)) + ^  + d{pAcr) = o .......................................(b 6)
A x dx dt
By decreasing the length of Ax to an infinitesimal value, the first term  of 
equation (b.6) will be negligible and the equation becomes:
iipQ ^+pQL(x,,)+̂ i i A  = 0........................................................ (b.7>
dx dt
The term of the leak-off in the above equations considers the average density 
o f the fluid inside the control volume.
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APPENDIX C 
EXPERIMENTAL DATA
T a b le  c. 1. L e a k -o ff  V o lu m e (cc /cm 2) fo r  C o re  2 - jU =  10 cp  - AP  =  2 0 0  psi
xxxx
xxxx 88 148 162 237
Average Flow Rate (cc/min) 
100 306 216 252 230 239 306 434
xxxx Initial Gas Void Fraction (%)
xxxx 0 30 8 4 17 86 20 40 70 91 30 98
Time Average Gas Void Fraction (%)
(min) 0 2 4 10 17 30 31 60 70 76 77 93
0 0 0 0 0 0 0 0 0 0 0 0 0
1 0.836 1.102 0.836 0.914 1.015 4.797 1.059 1.523 3.176 4.375 1.348 6.078
2 0.969 1.274 1.008 1.066 1.266 4.934 1.238 2.133 3.453 4.547 1.633 6.365
4 1.141 1.445 1.160 1.219 1.438 5.070 1.523 2.438 3.594 4.719 1.938 6.511
8 1.426 1.670 1.233 1.364 1.574 5.155 1.649 2.723 3.735 4.891 2.213 6.656
12 1.578 1.788 1.359 1.533 1.711 5.247 1.828 3.008 3.795 5.063 2.276 6.748
16 1.750 2.016 1.644 1.649 1.878 5.313 1.946 3.293 3.910 5.135 2.498 6.821
20 1.895 2.141 1.770 1.818 1.988 5.359 2.113 3.567 4.024 5.208 2.774 6.851
24 2.039 2.305 1.895 2.041 2.125 5.431 2.292 3.703 4.191 5.546 3.059 6.882
28 2.100 2.415 2.009 2.284 2.262 5.477 2.418 3.840 4.305 5.672 3.238 6.912
32 2.157 2.525 2.074 2.399 2.399 5.524 2.589 3.950 4.419 3.301 6.947
36 2.212 2.582 2.299 2.535 2.699 4.529 3.363
40 2.320 2.639 2.359 2.653 2.756 3.436









0 0 V=1,207( l-exp(-0.854t))+0.0300t 0.985 0.081
2 30 V=1,400( 1 -exp(-1,284t))+0.03411 0.992 0.056
4 8 V=1,006( 1 -exp(-1,545t))+0.03511 0.995 0.027
10 4 V=1,006( 1 -exp(-1,995t))+0.0434t 0.998 0.012
17 17 V=1.307(1 -exp(-1,354t))+0.0340t 0.999 0.002
30 86 V=4.991 (1 -exp(-3.124t))+0.0178t 0.999 0.012
31 20 V=1.372(l-exp(-1.231t))+0.0367t 0.997 0.022
60 40 V=2.358( 1 -exp(-0.964t))+0.0537t 0.996 0.055
70 70 V=3.452(l-exp(-2.404t))+0.0300t 0.999 0.005
76 91 V=4.529(l-exp(-3.129t))+0.0400t 0.999 0.028
77 30 V=1,830( 1 -exp(-1.125t))+0.0444t 0.990 0.118
93 98 V=6.358( 1 -exp(-3.68601+0.02171 0.998 0.088
166
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T a b le  c .3 . L e a k -o ff  V o lu m e (cc /cm 2) for C o re  7 - n  =  10 cp  - AP  =  2 0 0  psi
xxxx Average Flow Rate (cc/min)
xxxx 161 190 189 231 176 234 331 260 470 787
xxxx Initial Gas Void Fraction (%)
xxxx 1 10 60 48 40 22 16 21 65 95
Time Average Gas Void Fraction(% )
(min) 2 10 20 36 40 54 58 66 80 88
0 0 0 0 0 0 0 0 0 0 0
1 1.098 0.805 2.528 1.904 0.549 1.392 1.061 1.098 3.183 3.957
2 1.238 0.996 2.791 2.197 0.843 1.655 1.354 1.392 3.245 4.097
4 1.430 1.136 3.055 2.490 1.685 1.663 1.373 1.513 3.297 4.289
8 1.518 1.308 3.333 2.733 1.979 1.941 1.648 1.685 3.330 4.377
12 1.679 1.430 3.619 2.791 2.242 1.952 1.667 1.979 3.416 4.466
16 1.738 1.551 3.672 3.077 2.374 2.235 1.941 2.089 3.443 4.638
20 1.906 1.723 3.674 3.312 2.532 2.502 2.216 2.250 3.547 4.759
24 1.960 1.833 3.778 3.365 2.638 2.524 2.229 2.318 3.654 4.826
28 2.013 1.998 3.830 3.572 2.744 2.782 2.487 2.524 3.957 4.892
32 2.168 3.882 3.626 2.821 2.937 2.488 2.577 4.251 4.951
36 2.272 2.593 2.630
Ta lie CA . Curve-fit Coefficients for Leak-off Volume - Core 7 - A P = 2 0 0  psi
Hg Hgi Equation R 2 X2
(%) (% ) (d'less) (d'less)
2 1 V=1.315( 1 -exp(-1,569t))+0.02671 0.997 0.014
10 10 V=1.003(1 -exp(-1.421 t))+0.0353t 0.999 0.002
20 60 V=3.077(l -exp(-1,526t))+0.0286l 0.989 0.138
36 48 V=2.334(l -exp(-1,498t))+0.0433t 0.996 0.049
40 40 V= 1,979( 1 -exp(-0.313t))+0.0269t 0.995 0.049
54 22 V= 1,532( 1 -exp(-2.189t))+0.0439t 0.995 0.032
58 16 V= 1,275( 1 -exp(-1,668t))+0.0408t 0.991 0.047
66 21 V= 1.432( 1 -exp(-1.317t))+0.03811 0.995 0.027
80 65 V=3.093( 1 -exp(-4.976t))+0.0295t 0.990 0.012
88 95 V=4.124(1 -exp(-3.762t))+0.0283t 0.998 0.036
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T ab le  c .5 . L e a k -o ff  V o lu m e  (cc /cm 2) fo r C o re  8 - fl =  20  cp  -  AP  =  2 0 0  psi
xxxx Average Flow Rate (cc/min)
xxxx 93 240 140 168 270 379 525
xxxx Initial Gas Void Fraction (%)
xxxx 0 25 11 23 61 62 76
Time Average Gas Void Fraction (% )
(min) 0 25 33 46 60 72 81
0 0 0 0 0 0 0 0
1 1.098 1.317 0.880 1.136 2.746 4.251 5.191
2 1.263 1.629 0.899 1.430 3.077 4.526 5.936
4 1.373 1.761 1.174 1.551 3.183 4.595 6.024
8 1.494 1.904 1.437 1.723 3.301 4.673 6.087
12 1.655 2.025 1.441 1.986 3.389 4.828 6.124
16 1.765 2.182 1.467 2.096 3.550 4.881 6.164
20 1.934 2.288 1.732 2.257 3.657 4.934 6.201
24 2.089 2.445 1.994 2.369 3.818 4.987 6.238
28 2.142 2.551 2.001 2.422 3.939 5.041 6.275
32 2.169 2.709 2.166 2.475 4.049 5.094 6.304
36 2.197 2.272 2.528









0 0 V= 1.304( 1 -cxp(-1,639t))+0.02811 0.991 0.041
25 25 V= 1,634( 1 -exp(-1,544t))+0.0333t 0.999 0.001
33 11 V= 1,020( 1 -exp(-1,455t))+0.0357t 0.989 0.071
46 23 V= 1.551 (1-exp(-1.175t))+0.03181 0.990 0.061
60 61 V=3.044( 1 -exp(-2.229t))+0.0315t 0.999 0.002
72 62 V=4.548(1 -exp(-2.652t))+0.0182t 0.999 0.010
81 76 V=6.011 (1 -exp(-1,987t»+0.0094t 0.999 0.001
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T ab le  c .7 . L e a k -o ff  V o lu m e (cc /cm 2) fo r C o re  2 - / /  =  10 cp  - AP =  4 0 0  psi
xxxx Average Flow Rate (cc/min)
xxxx 178 237 217 170 246 200 281 360 400 741
xxxx Initial Gas Void Fraction (%)
xxxx 4 16 44 30 1 41 75 21 80 95
Time Average Gas Void Fraction (%)
(min) 4 15 16 30 39 40 66 73 80 92
0 0 0 0 0 0 0 0 0 0 0
1 0.886 0.866 2.322 1.691 0.866 2.077 3.422 1.436 3.788 1.181
2 1.181 1.041 2.617 2.061 1.536 2.492 3.992 1.621 4.224 2.597
4 1.476 1.161 2.906 2.247 1.601 2.678 4.278 1.741 4.339 5.080
8 1.762 1.446 3.348 2.422 1.721 2.808 4.563 2.302 4.490 7.642
12 1.882 1.731 3.460 2.597 1.725 2.993 4.858 2.587 4.675 7.701
16 2.067 2.027 3.848 2.772 2.002 3.168 5.143 2.707 4.805 7.764
20 2.362 2.312 4.015 2.892 2.169 3.344 5.263 2.882 4.936 7.828
24 2.647 2.483 4.072 3.116 2.281 3.574 5.436 2.947 5.109 7.893
28 2.768 2.595 4.569 3.289 2.393 3.694 5.500 5.889 5.282 7.958
32 2.888 2.707 4.681 3.462 2.507 3.863 5.612 6.456 5.396
36 2.953 4.848 3.632 2.567 4.032 5.724 5.565
Ta lie c .8. Curve-fit Coefficients for Leak-off Volume - Core 2 - A P = 400 psi
Hg Hgi Equation R 2 %2
w (%) (d'less) (d'less)
4 4 V=1,357( 1 -exp(-0.884t))+0.0479t 0.994 0.054
15 16 V=1.025(1 -exp(-1,445t))+0.0572t 0.990 0.070
16 44 V=2.747( 1 -exp(-1.616t))+0.0608t 0.994 0.010
30 30 V=2.070( 1 -exp(-1.583t))+0.0433t 0.999 0.002
39 1 V=1,498( 1 -exp(-1,020t))+0.031 Ot 0.988 0.073
40 41 V=2.486( 1 -exp(-1,707l))+0.0432t 0.999 0.004
66 75 V=4.245(l -exp(-1.514l))+0.0450t 0.995 0.133
73 21 V=1.698(1 -exp(-l ,504t))+0.0586t 0.981 0.133
80 80 V=4.194( 1 -exp(-2.245t))+0.03811 0.999 0.002
92 95 V=7.547(1 -cxp(-0.622t))+0.0175t 0.933 3.670
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T ab le  c .9 . L e a k -o ff  V o lu m e (cc /cm -) fo r C o re  6 - / i = 1 0 c p - A / > =  4 0 0  psi
xxxx Average Flow Rate (cc/min)
xxxx 98 249 80 210 100 243 511 299 619
xxxx Initial Gas Void Fraction (%)
xxxx 0 20 15 20 26 3 13 80 91
Time Average Gas Void Fraction (%)
(min) 0 12 15 21 26 40 51 79 93
0 0 0 0 0 0 0 0 0 0
1 1.146 0.840 1.106 1.106 1.500 0.830 1.126 2.766 4.257
2 1.272 1.126 1.412 1.340 1.893 0.946 1.252 3.041 4.374
4 1.440 1.243 1.592 1.403 2.072 1.073 1.422 3.153 4.544
8 1.553 1.412 1.756 1.679 2.242 1.136 1.699 3.319 4.670
12 1.665 1.689 1.974 1.956 2.412 1.412 1.985 3.606 4.743
16 1.726 1.806 2.138 2.072 2.582 1.689 2.155 3.892 4.806
20 1.839 1.976 2.355 2.242 2.805 1.966 2.272 4.167 4.869
24 2.001 2.145 2.519 2.351 2.971 2.092 2.228 4.333
28 2.108 2.262 2.683 2.513 3.135 2.262 2.558 4.442
32 2.218 2.432 2.900 2.622 3.353 2.483 4.604
36 2.274 2.786 2.539 4.712
Ta )le C.l 0. Curve-fit Coefficients for Leak-off Volume - Core 6 - AP  = 400 psi
Hg Hgi Equation R 2 X2
(%) (%) (d'less) (d'less)
0 0 V=1,309( 1 -exp(-1,833t))+0.0278l 0.998 0.009
12 20 V=1.123(l-exp(-1.249t))+0.0416t 0.998 0.010
15 15 V=1,404( 1 -exp(-1,408t))+0.0465t 0.999 0.002
21 20 V=1,363( 1 -exp(-1,454i))+0.0408t 0.994 0.038
26 26 V=1,882( 1 -exp(-1,497t))+0.0453t 0.999 0.002
40 3 V=0.850( 1 -exp(-2.495l))+0.0500t 0.993 0.045
51 13 V=1,333( 1 -exp(-1.490t))+0.04411 0.985 0.079
79 80 V=2.997( 1 -exp(-2.342t))+0.0513l 0.996 0.007
93 91 V=4.400( 1 -exp(-5.094t))+0.0257t 0.998 0.035
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T a b le  c . l  1. L ea k -o ff  V o lu m e (cc /cm 2) fo r  C o re  2 - ji =  10 c p  - A P  =  6 0 0  psi
xxxx Average Flow Rate (cc/min)
xxxx 200 257 195 120 400 90 293 323 271 283 170 255
xxxx Initial Gas Void Fraction (%)
xxxx 0% 29% 8% 10% 23% 25% 8% 3% 14% 48% 65% 52%
Time Final Gas Void Fraction (% )
(min) 0% 0% 1% 10% 22% 25% 36% 41% 44% 53% 65% 73%
0 0 0.000 0 0 0 0 0 0 0 0 0 0
1 1.023 2.003 0.741 1.141 1.195 1.697 1.154 0.584 1.426 2.865 3.352 3.422
2 1.308 2.567 1.023 1.446 1.487 2.101 1.279 1.148 1.711 2.990 3.922 3.992
4 1.426 2.740 1.308 1.620 1.668 2.281 1.460 1.266 1.854 3.164 4.047 4.284
8 1.711 2.859 1.600 1.850 1.786 2.511 1.752 1.446 1.996 3.728 4.283 4.576
12 1.996 3.140 1.774 2.019 2.071 2.685 2.044 1.731 2.281 4.020 4.464 4.868
16 2.167 3.308 1.892 2.300 2.245 2.865 2.329 2.017 2.567 4.305 4.638 5.201
20 2.281 3.420 2.006 2.470 2.475 3.092 2.614 2.083 2.852 4.367 4.812 5.326
24 2.567 3.699 2.175 2.640 3.263 2.732 2.112 2.994 4.426 4.985 5.385
28 2.849 3.867 2.459 2.865 3.436 2.905 2.140 3.137 4.872 5.159 5.442
32 3.019 4.090 2.516 3.091 3.665 3.185 2.308 3.422 4.985 5.333 5.471
36 3.137 4.257 2.573 3.260 3.895 2.476 3.707 5.160 5.507 5.507
Talile c.12 . Curve-fit Coefficients for Leak-off Volume - Core 2 - AP  = 600 psi
Hg Hgi Equation R 2 X2
(%) (%) (d'less) (d'less)
0 0 V=1.281 (1 -exp(-1,397t))+0.0535t 0.999 0.003
0 29 V=2.538( 1 -exp(-1.516t))+0.0477t 0.999 0.015
1 8 V=1,284( 1 -exp(-0.710t))+0.0380t 0.996 0.028
10 10 V= 1,432( 1 -exp(-1.4211))+0.05131 0.999 0.004
22 23 V=1.433(l-exp(-1.615t))+0.0521t 0.999 0.005
25 25 V=2.095(l-exp(-1,547t))+0.04911 0.999 0.003
36 8 V= 1,267( 1 -exp(-1,850t))+0.0613l 0.995 0.041
41 3 V=1,345( 1 -exp(-0.618t))+0.0315t 0.984 0.099
44 14 V=1.611(l-exp(-1.918t))+0.0574t 0.998 0.025
53 48 V=3.127(1 -cxp(-2.127t))+0.0596t 0.990 0.225
65 65 V=3.914( 1 -exp(-1,868t))+0.04451 0.999 0.003
73 52 V=4.341 (1 -exp(-1.418t))+0.0384t 0.990 0.266
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T a b le  c .13 . L e a k -o ff  V o lu m e (cc /cm 2) fo r  C ore  4  - fi =  10 cp  - AP  =  6 0 0  psi
xxxx Average Flow Rate (cc/min)
xxxx 122 345 209 223 130 110 510 432 324 160 281
xxxx Initial Gas Void Fraction (%)
xxxx 11 52 22 16 37 43 7 75 16 62 98
Time Final Gas Void Fraction (%)
(min) 0 16 20 21 37 43 50 52 54 62 75
0 0 0 0 0 0 0 0 0 0 0 0
1 1.668 1.410 1.668 1.410 2.170 2.455 0.556 4.475 1.112 3.200 3.602
2 1.779 3.092 1.790 1.684 2.618 2.950 1.106 4.590 1.390 3.756 4.691
4 1.946 3.376 1.966 1.741 2.794 3.119 1.384 4.651 1.668 3.932 4.802
8 2.058 3.654 2.242 1.803 3.024 3.340 1.662 4.719 1.953 4.154 4.986
12 2.224 3.932 2.300 1.969 3.248 3.507 1.777 4.787 2.231 4.320 5.260
16 2.391 4.217 2.522 2.243 3.363 3.727 2.221 5.061 2.509 4.489 5.325
20 2.447 4.392 2.807 2.359 3.583 3.893 2.276 5.497 2.794 4.655 5.381
24 2.502 4.502 2.917 2.525 3.803 4.114 2.494 5.558 3.092 4.824 5.436
28 2.558 3.081 2.807 3.968 4.281 2.603 5.614 3.366 5.045 5.501
32 2.614 3.300 2.918 4.188 4.449 2.766 3.477 5.209 5.531
36 2.780 3.363 3.092 4.353 4.670 3.310 3.648 5.373 5.569
Ta ale c.14. Curve-fit Coefficients for Leak-off Volume - Core ^ - AP = 600 psi
Hg Hgi Equation R 2 X2
(%) (% ) (d'less) (d'less)
0 11 V= 1.871 (1 -exp(-1,979t))+0.0255t 0.994 0.039
16 52 V=3.418( 1 -exp(-0.712l))+0.04641 0.982 0.329
20 22 V=1,799( 1 -exp(-2.231 t))+0.0458t 0.997 0.032
21 16 V=1,526( 1 -exp(-2.368l))+0.0433t 0.996 0.028
37 37 V=2.624(l-exp(-1.647t))+0.0484t 0.999 0.005
43 43 V=2.948( 1 -exp(-1,698t))+0.0476t 0.999 0.002
50 7 V=1,246( 1 -exp(-0.662t))+0.0522l 0.989 0.114
52 75 V=4.423( 1 -exp(-3.118l))+0.0469t 0.994 0.155
54 16 V= 1,465( 1 -exp(-1.160t))+0.06411 0.997 0.074
62 62 V=3.774( 1 -exp(-1,806t))+0.0446t 0.999 0.002
75 98 V=4.906( 1 -exp(-1,335t))+0.0207t 0.997 0.074
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T a b le  c .15 . L e a k -o ff  V o lu m e (cc /cm 2) fo r C ore  2 - / i = 1 0 c p - A P  =  8 0 0  psi
xxxx
xxxx 70 284 291
Average Flow Rate (cc/min) 
250 214 231 316 332 253 320 421 419 394
xxxx Initial Gas Void Fraction (%)
xxxx 0 2 77 20 5 26 71 85 4 50 2 61 78
Time Final Gas Void Fraction (%)
(min) 0 2 6 20 23 28 28 38 50 50 55 57 83
0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1.263 1.141 4.563 1.732 0.856 1.141 3.992 4.013 0.861 2.852 1.141 4.023 1.996
2 1.553 1.255 4.848 2.073 1.141 1.711 4.278 5.650 1.151 3.443 1.431 4.268 2.281
4 1.732 1.426 4.905 2.302 1.431 2.001 4.962 5.711 1.436 3.677 1.721 4.334 2.567
8 1.966 1.711 4.962 2.529 1.716 2.572 5.418 5.772 1.609 3.855 2.012 4.624 5.143
12 2.192 1.996 5.019 2.700 2.001 2.862 5.703 5.838 1.726 4.034 2.302 4.915 5.429
16 2.361 2.110 5.133 2.872 2.287 3.432 5.770 5.872 2.292 4.260 2.592 5.197 5.546
20 2.587 2.281 5.247 3.098 2.572 3.443 5.836 5.905 2.406 4.430 2.877 5.199 5.724
24 2.757 2.567 5.418 3.268 2.862 3.728 6.009 5.941 2.578 4.602 3.386 5.485 5.734
28 2.984 2.795 5.532 3.439 2.979 4.011 6.070 5.959 2.862 4.771 3.443 5.775 5.907
32 3.157 2.852 5.703 3.665 3.151 4.292 6.131 5.971 2.976 4.995 6.025
36 3.387 3.835 3.432 4.573 6.305 3.034 5.164
40 3.152
Table c.16. Curve-fit Coefficients for Leak-off Volume - Core 2 - AP = 800 psi
Hg Hgi Equation R 2 X2
(%) (%) (d'less) (d'less)
0 0 V=1.551 (1 -cxp(-1.491 t))+0.0509i 0.999 0.003
2 2 V= 1.261 (1 -exp(-1,845t))+0.0527l 0.995 0.036
6 77 V=4.746( 1 -exp(-3.138t))+0.0278t 0.999 0.020
20 20 V=2.117( 1 -exp(-1,544t))+0.0480t 0.999 0.005
23 5 V=1.251(l-exp(-0.881t))+0.0612t 0.997 0.038
28 26 V=2.022( 1 -exp(-0.702t))+0.0718t 0.995 0.111
28 71 V=4.988(1 -exp(-1,358t))+0.0394t 0.987 0.427
38 85 V=5.808( 1 -exp(-1,264t))+0.0049t 0.996 0.126
50 4 V=1.301 (1 -exp(-0.899t))+0.0504t 0.986 0.152
50 50 V=3.489( 1 -exp(-1,626t))+0.0466t 0.999 0.002
55 2 V=1.397(l-exp(-1.391t))+0.0762t 0.996 0.038
57 61 V=4.169( 1 -exp(-3.023t))+0.0566t 0.999 0.036
83 78 V=5.444(l-exp(-0.240t))+0.0167t 0.966 1.592
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T ab e  c .1 7 . L e a k -o ff  V o lu m e (cc /cm 2) fo r  C ore  5 - ji =  10 cp  - A P  =  800  psi
xxxx Average Flow Rate (cc/min)
xxxx 324 251 280 275 331 483 310 690 534
xxxx Initial Gas Void Fraction (%)
xxxx 10 2 30 29 65 74 71 85 93
Time Final Gas Void Fraction (%)
(min) 0 10 30 33 63 64 70 85 99
0 0 0 0 0 0 0 0 0 0
1 1.400 1.127 2.061 1.678 3.089 4.196 3.670 4.296 3.650
2 1.678 1.405 2.562 1.961 3.367 4.363 4.390 5.066 5.045
4 1.793 1.516 2.785 2.076 3.645 4.476 4.613 5.305 5.320
8 1.961 1.683 2.954 2.244 3.923 5.025 4.782 5.488 5.431
12 2.076 1.961 3.178 2.795 4.201 5.192 4.948 5.618 5.599
16 2.190 2.240 3.347 2.910 4.479 5.303 5.114 5.802 5.710
20 2.249 2.790 3.520 3.079 4.754 5.417 5.334 5.975 5.876
24 2.364 2.905 3.749 3.357 4.864 5.531 5.500 6.141 5.987
28 2.537 3.074 3.923 3.476 4.975 5.591 5.611 6.307 6.098
32 2.821 3.188 4.087 3.645 5.035 5.830 6.473 6.157
36 3.362 4.307 5.601 5.995
Ta ble c.l 8. Curve-fit Coefficients for Leak-off Volume - Core 5 - AP = 800 psi
Hg Hgi Equation R 2
(%) (% ) (d'less) (d'less)
0 10 V=1.661 (1 -exp(-1,735t))+0.0327t 0.995 0.027
10 2 V=1,300( 1 -cxp(- 1.744t))+0.0613t 0.988 0.137
30 30 V=2.594( 1 -exp(-1,499l))+0.0473t 0.999 0.002
33 29 V=1.922(l-exp(-1,825t))+0.0569t 0.993 0.082
63 65 V=3.465( 1 -exp(-1.989t))+0.0566t 0.994 0.140
64 74 V=4.471 (1 -exp(-2.553t))+0.0454t 0.993 0.165
70 71 V=4.443(1 -exp(-l ,699t))+0.04311 0.999 0.004
85 85 V=5.139(1-exp(-1.758t))+0.0417t 0.999 0.008
99 93 V=5.275(1-exp(-l.2211))+0.0285( 0.999 0.049
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T a b le  c. 19. L e a k -o ff  V o lu m e (cc /cm 2) for C o re  2 - fi =  10 cp  - AP  =  1 ,000  psi
xxxx Average Flow Rate (cc/min)
xxxx 119 400 326 326 260 400
xxxx Initial Gas Void Fraction (%)
xxxx 0 10 7 6 62 70
Time Average Gas Void Fraction (%)
(min) 0 10 18 49 60 70
0 0.000 0.000 0.000 0 0 0
1 1.149 1.207 1.426 0.860 3.447 3.824
2 1.432 1.537 1.597 1.223 4.211 4.652
4 1.604 1.723 1.711 1.521 4.460 4.941
8 1.719 1.851 1.888 1.739 4.597 5.070
12 2.004 2.045 2.004 1.924 4.678 5.199
16 2.177 2.118 2.177 2.678 4.864 5.264
20 2.292 2.182 2.292 2.742 4.992 5.465
24 2.406 2.411 2.463 2.807 5.121 5.555
28 2.521 2.471 2.579 2.871 5.242 5.675
32 2.579 2.644 2.931 5.307 5.804
36 2.761 2.992 5.492 5.869
Tab e c.20. Curve-fit Coefficients for Leak-off Volume - Core 2 - A  P = 1,000 psi
Hg Hgi Equation R 2 X2
(%) (%) (d'less) (d'less)
0 0 V=1,509( 1 -exp(-1,284t))+0.0363t 0.994 0.033
10 10 V= 1,606( 1 -exp(-1,298t))+0.0320t 0.998 0.005
18 7 V=1.570( 1 -cxp(-2.129t))+0.0367t 0.999 0.002
49 6 V= 1.615( 1 -exp(-0.592t))+0.0439t 0.964 0.376
60 62 V=4.341 (1 -exp(-1,547t))+0.0316t 0.999 0.005
70 70 V=4.831(l-exp(-1.533t))+0.0298l 0.999 0.006
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’ "able c .2 1 . L e a k -o ff  V o lu m e  (cc /cm 2) fo r C o re  3 - fu =  10 cp  - AP  =  1 ,000  psi
xxxx Average Flow Rate (cc/min)
xxxx 310 376 265 250 260 309 311 397 200
xxxx Initial Gas Void Fraction (%)
xxxx 0 13 53 30 39 61 62 70 83
Time Average Gas Void Fraction (% )
(min) 0 16 26 30 40 41 58 67 83
0 0 0 0 0 0 0 0.000 0 0
1 1.401 1.677 3.219 2.236 2.680 3.346 2.908 3.362 4.366
2 1.681 1.850 3.921 2.795 3.260 4.212 3.632 3.641 5.249
4 1.850 1.964 4.204 3.023 3.512 4.492 3.745 3.921 5.581
8 1.962 2.242 4.377 3.141 3.639 4.769 3.966 5.597 5.699
12 2.018 2.519 4.492 3.315 3.765 4.881 4.022 5.657 5.826
16 2.129 2.799 4.661 3.378 3.891 4.994 4.133 5.716 5.897
20 2.240 2.966 4.775 3.545 4.010 5.051 4.189 5.773 6.023
24 2.409 3.078 4.945 3.712 4.183 5.219 4.300 5.830 6.142
28 2.468 3.358 5.004 3.879 4.301 5.330 4.411 5.887 6.260
32 2.527 3.413 5.063 3.935 4.471 4.522 5.944 6.378
36 4.212 4.585 4.578 6.496
Tab e c.22. Curve-fit Coefficients for Leak-off Volume - Core 3 - AP = 1,000 psi
Hg Hgi Equation R 2 X2
(%) (%) (d'less) (d'less)
0 0 V=1,735( 1 -exp(-1,546t))+0.0256t 0.998 0.069
16 13 V=1,827( 1 -exp(-2.125t))+0.0212t 0.995 0.048
26 53 V=4.115(1 -exp(-1,468t))+0.0319t 0.999 0.014
30 30 V=2.861 (1 -exp(-1,476t))+0.0356t 0.999 0.015
40 39 V=3.359( 1 -exp(-1,543l))+0.0340t 0.999 0.003
41 61 V=4.461( 1 -exp(-1,349t))+0.0315l 0.999 0.013
58 62 V=3.728( 1 -exp(-1,502t))+0.02411 0.999 0.001
67 70 V=4.802( 1 -exp(-0.844t))+0.0427t 0.950 1.713
83 83 V=5.461 (1 -exp(-1.57001+0.02861 0.999 0.003
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T ab le  c .23 . S tandard  E rro r an d  /-T e s t - C o re  2 - AP  =  2 0 0  psi
XXXX
xxxx 0 30 8
Initial Gas Void Fraction (%)
4 17 86 20 40 70 91 30 98
xxxx
xxxx 0 2 4
Average Gas Void Fraction (% )




0 .0 6 6
-0 .1 4 3
NR*
0 .1 9 9
-3 .4 4 9
R
0 .0 5 9
-1 .0 2 3
NR
0 .0 4 7  0 .0 4 5  0 .1 1 1  0 .0 5 5  0 .1 3 4  0 .0 2 4  
0 .3 8 4  1 .1 0 0  3 .4 1 6  0 .5 7 8  1 .7 2 8  -0 .8 1 9  
NR NR R NR NR NR
0 .0 5 0
1 .9 8 4
NR
0 .0 9 7
1 .4 5 3
NR
0 .2 1 5
6 .5 2 6
R
Table c.24. Standard Error and r-Test - Core 7 - AP  = 200 psi
xxxx Initial Gas Void Fraction (%)
xxxx 1 10 60 48 40 22 16 21 65 95
xxxx Average Gas Void Fraction(% )
xxxx 2 10 20 36 40 54 58 66 80 88
E rr 0 .0 5 3 0 .0 5 5 0 .0 3 7 0 .0 5 2 0 .5 1 8  0 .1 0 2 0 .0 8 8 0 .0 5 3 0 .0 6 6 0 .0 9 1
t 0 .9 1 6 1.028 -0 .7 4 7 -0 .701 -2 .8 4 3  2 .0 1 0 1 .8 6 2 0 .7 5 9 -1 .1 7 9 -2 .9 1 7
Hyp NR NR NR NR R NR NR NR NR R
Table c.25. Standard Error and f-Test - Core 8 - AP  -  200 psi
xxxx Initial Gas Void Fraction (% )
xxxx 0 25 11 23 61 62 76
xxxx Average Gas Void Fraction (% )
xxxx 0 25 33 46 60 72 81
E rr 0 .0 6 2 0 .0 2 8 0 .0 6 4 0 .0 4 5 0 .0 2 3 0 .2 2 9 0 .2 8 3
t 1 .064 0 .7 8 6 0 .8 4 7 -0 .1 3 5 -0 .9 9 2 5 .6 5 3 7 .2 5 7
Hyp NR NR NR NR NR R R
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Table c.26. Standard Error and f-Test - Core 2 - AP = 4 0 0 psi
X X X X
xxxx 4 16 44
Initial Gas Void Fraction (%) 
30 1 41 75 21 80 95
xxxx
xxxx 4 15
Average Gas Void Fraction (%) 













0.050 0.069 0.037 0.095 
2.051 -0.142 1.935 3.584 










Table c.27. Standard Error and f-Test - Core 6 - AP = 4 0 0 psi
xxxx
xxxx 0 20 15
Initial Gas Void Fraction (%) 
20 26 3 13 80 91
xxxx
xxxx 0 12 15
Average Gas Void Fraction (% )










0.095 0.052 0.194 








Table c.28. Standard Error and f-Test - Core 2 - AP = 600 psi
xxxx
xxxx 0% 29% 8% 10%
Initial Gas Void Fraction (%) 
23% 25% 8% 3% 14% 48% 65% 52%
xxxx
xxxx 0% 0% 1% 10%
Final Gas Void Fraction (%) 
22% 25% 36% 41% 44% 53% 65% 73%
E rr 0.046 0.069 0.141 0.029 0.265 0.010 0.078 0.195 0.057 0.063 0.012 0.159
t 0.787 2.634 -2.098 0.653 -2.992 0.265 1.358 -2.213 1.517 1.618 -0.044 4.840
Hyp NR R NR NR R NR NR R NR NR NR R
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T ab le  c .29 . S tandard  E rro r and  /-T e s t - C o re  4  - A P  =  6 0 0  psi
XXXX Initial Gas Void Fraction (%)
xxxx 11 52 22 16 37 43 7 75 16 62 98
xxxx Final Gas Void Fraction (%)
xxxx 0 16 20 21 37 43 50 52 54 62 75
E rr 0.100 0.124 0.066 0.088 0.064 0.013 0.129 0.041 0.097 0.011 0.168
t 0.219 -0.635 -1.768 -2.031 0.053 1.007 -0.275 0.833 0.151 -0.169 -4.770
Hyp N R NR NR NR NR NR NR N R N R NR R
Table c.30. Standard Error and /-Test - Core 2 - AP = 800 psi
xxxx Initial Gas Void Fraction (%)
xxxx 0 2 77 20 5 26 71 85 4 50 2 61 78
xxxx Final Gas Void Fraction (%)
xxxx 0 2 6 20 23 28 28 38 50 50 55 57 83
E rr 0.088 0.037 0.074 0.070 0.113 0.157 0.055 0.054 0.090 0.001 0.258 0.068 0.297
t 2.356 -0.224 -1.321 2.515 0.602 0.562 1.956 -0.692 -0.381 0.896 -0.928 2.290 -2.491
Hyp R NR NR R NR NR NR NR NR NR NR R R
Table c.31. Standard Error and f-Test - Core 5 - AP  = 800 psi
xxxx Initial Gas Void Fraction (%)
xxxx 10 2 30 29 65 74 71 85 93
xxxx Final Gas Void Fraction (%)
xxxx 0 10 30 33 63 64 70 85 99
E rr 0.069 0.130 0.045 0.109 0.121 0.043 0.023 0.026 0.122
t 0.389 -0.733 2.119 -2.163 -3.671 -0.846 -1.583 -1.504 -4.165
Hyp NR NR NR NR R NR NR NR R
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T a b le  c .32 . S tan d a rd  E rro r an d  f-T est - C o re  2 - AP = 1 ,000  psi
xxxx
xxxx 0 10
Initial Gas Void Fraction (%) 
7 6 62 70
xxxx Average Gas Void Fraction (%)
xxxx 0 10 18 49 60 70
E rr 0.041 0.061 0.025 0.154 0.007 0.009
t 0.515 -1.847 0.579 0.575 -0.258 0.482
Hyp NR NR NR NR NR NR
Table c.33. Standard Error and f-Test - Core 3 - AP  = 1,000 psi
xxxx
xxxx 0 13
Initial Gas Void Fraction (%)
53 30 39 61 62 70 83
xxxx Average Gas Void Fraction (%)
xxxx 0 16 26 30 40 41 58 67 83
E rr 0.033 0.096 0.042 0.048 0.048 0.022 0.168 0.094 0.011
t 0.354 1.875 2.282 2.062 2.557 1.279 -4.679 0.133 -0.072 -
Hyp NR NR R NR R NR R NR NR
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