shows that there is indeed an annual seasonal pattern. While all the programs exhibit a year-end peak, a higher incidence is also observed during the mid-year months for Microsoft products.
Introduction
A security vulnerability in a major application that has been discovered and disclosed, but not remedied represents a great risk to both organizations and individuals using that software. They impact the security of several classes of software systems. Operating systems form the complex foundation for computing systems. Also, web servers and browsers are significantly important when connectivity of computing systems has been essential thanks to the Internet. Unfortunately, a large number of vulnerabilities are discovered in OSes and web related software systems
Figure 1. Vulnerability discovery process (%)
every year which represent a major security risk [1] . When we can predict the vulnerability discovery pattern expected and the attributes of the vulnerabilities discovered, we can allocate the needed resource at the right time for corrective measures, which can greatly reduce the security risks. Moreover, it can be used by end-users to assess risks and estimate potential security breaches.
Seasonal effect is well established research area in other disciplines such as the stock market [2] , highperformance computing systems [3] , epidemiology [4] , power transmission [5] , marine biology [6] , and birth defects [7] , etc. For example, stocks tend to have relatively higher returns for some specific calendar months. The higher return during November to April is termed the Halloween Effect [8] . The authors of [2] have identified the repetitive pattern in [9] with lags of 12, 24, and 36 months. As a result, seasonal analysis is a well known statistical approach in the repertoire of many researchers and analysts in those disciplines.
Here we examine the potential seasonal effect in the software vulnerability discovery process, which is suggested by the data for several software systems, for example the four Windows OSes considered in Figure 1 (2002-2007; 171 vuln.). We note that for Windows NT, 19 .77% of the vulnerabilities were found in December, far in excess of 100/12 = 8.33% which would be expected if the vulnerability discovery rate were uniform. For all four operating systems, the fraction of vulnerabilities detected in June and December is significantly higher. We also note that the fraction of vulnerabilities detected in February, March, April and September is lower than average. This would suggest a possible seasonal pattern that may be taken into account to make more accurate predictions about the number of vulnerabilities expected to be discovered in a future period.
In the paper, we analyze the vulnerability datasets for major operating systems including the four Windows OSes (Windows NT, Windows XP, Windows 2000 and Windows server 2003), and four non-Windows OSes (SUN Solaris, Red Hat Linux, HP-UX and MAC OS X). They are all cumulative of total version. For comparison, we also examine the data for four major web related software systems (IIS web server, Apache web server, Internet Explorer, and Firefox web browser) to identify possible seasonal patterns. We have used two separate approaches since each method gives us some different information. First, a seasonal index is measured with chi-square test giving specific indexes for each month. Then autocorrelation function (ACF) analysis is used which gives information of correlated month.
We try to answer the question of existence of seasonal pattern and its significance based on the available vulnerability datasets in quantitative manner; we extend our previous short work [10] by more generalizing the datasets and discussing the phenomena of the results more in depth. We have grouped them into related families; Windows OSes, non-Windows OSes and web related software systems. Section 2 mentions about backgrounds. Section 3 presents the analysis of the data-sets along with related plots. The observations are discussed in the next section.
Background
Vulnerability can be defined as software defect or weakness in the security system which might be exploited by a malicious user causing loss or harm [11] . So far, only limited work has been done to characterize security vulnerabilities in a quantitative manner. Some vulnerability discovery models (VDMs) have been proposed recently that model the vulnerability discovery process. These include the Anderson thermodynamic model, Alhazmi-Malaiya Logistic (AML) model and the Rescorla linear/exponential models [12] . Some classical software reliability growth models have also been used as VDMs [13] . These VDMs can be used to formulate probabilistic methods to estimate characteristics of the vulnerability discovery process for specific systems.
Ozment [14] has proposed a standard set of terms relevant to measuring characteristics of vulnerabilities and their discovery process. Omar and Malaiya have compared several VDMs by fitting the data for major operating systems data, and have shown that the AML models fits better than other models in most cases [15] . However since AML is symmetrical model, it might be not perform well for asymmetric behavior discovery rate, so in [16] , the authors examined Weibull distribution which can model asymmetrical behaviors too. Woo et al. [17, 18] have examined the vulnerability discovery trends for sets of web browsers and HTTP servers using AML model. Kim et al. [19] have considered the impact of shared code across successive versions and have proposed an enhanced version of the AML model by taking into account the superposition effects for multiple version software systems. In [20] , using software security incident datasets, the authors compared the forecasts from time series models and from software reliability growth models.
The vulnerabilities found are generally disclosed by the finders using some of the common reporting mechanisms that have been developed. Some of them use a scoring system such as Common Vulnerability Scoring System (CVSS) [21] . The databases for the vulnerabilities and defects are maintained by organizations such as National Vulnerability Database (NVD) [22] , Open Source Vulnerability Database [23] , US-CERT [24], Secunia [25] , etc. We have used the NVD database because it provides the most extensive datasets. NVD is the U.S. government repository of vulnerability management data collected and organized using specific standards. It includes databases of security checklists, security related software flaws, misconfigurations, product names, and impact metrics. NVD is synchronized with Common Vulnerabilities and Exposures (CVE) [26] , which is a list of information security vulnerabilities and exposures that aims to provide common names for publicly known problems, so that any updates to CVE appear immediately on NVD. Since detected and qualified vulnerabilities take some time become an official CVE entry, the database does not reflect all the vulnerabilities.
The data about vulnerabilities are also provided as XML files for each year so that researchers can extract the specific information they need. In the paper, we have 
Vulnerability Data Analysis
Here we present the analysis for the mentioned software systems grouped into three categories for convenience. We will examine the null hypothesis H 0 : no seasonality is present. We will evaluate it using the seasonal index measure which states how much the average for a particular period tends to be above (or below) the expected value. The monthly seasonal index values are given by [27] : (1) where, is the seasonal index for month, is the mean value of month, d is a grand average. Hence, for example, a seasonal index of 1.25 indicates that the expected value for that month is 25% greater than 1/12 of the overall average where the expected value is 1.
To see whether the seasonal indexes are statistically significant, chi-square ( ) test for the null hypothesis H 0 has been done. To be statistically significant, the calculated value of statistic value ( ) must be greater than critical value ( ) with small enough pvalue. The other approach to characterize seasonality is to use the autocorrelation function (ACF). ACF analysis gives us specific relationship information between related months. With time series values of , , …, , the ACF at time lag k, denoted by , is [28] : ACF measures the linear relationship between time series observations separated by a lag of k time units. When an ACF value is located outside of chosen upper or lower confidence intervals, there is a significant relationship associated with that time lag. An event occurring at time t + k (k > 0) is said to lag behind an event occurring at time t, the extent of the lag being k. Results of the analysis for the three groups of chosen software systems using seasonal index and the ACF analysis are discussed below.
Windows Operating Systems
Here, we examine the Windows OSes. Figure 2 shows the number of vulnerabilities found along with the calendar time. Total cumulative numbers of vulnerabilities are 258, 256, 350, 171 for (a), (b), (c) and (d) respectively. The mid-year (summer) and the yearend (winter) months appear to have most of the peaks suggesting the possibility of seasonality in the discovery process for the operating systems. We examine the significance of this observed seasonality.
Seasonal index & Chi-square test.
A time series data is not uniformly distributed and seasonal patterns are present in a dataset when certain months have significantly more incidences of vulnerabilities reported than other months. Table 1 shows seasonal indexes for each month of the Windows OSes. A seasonal index describes how much the average for that particular period tends to be above or below the grand average [27] . In Figure 3 , seasonal index values for mid-year (June) and year-end (December) have higher values, significantly above 1.0 which is the expected value. 
Figure 8. Vulnerabilities discovered for each month (Web S/B)
The mid-year peak may explain the peak in higher third quarter advisories for Microsoft products [29] . To evaluate the significance of non-uniformity of the distribution of the datasets, we conducted a chi-square test for the grand total of each month against the expected value (total vulnerabilities divided by 12). In Table 1 , we can see that the Windows OSes yield extremely small p-values, thus we have a strong evidence of non-uniform distributions of vulnerability discovery rates [27] , where the null hypothesis is that there is no seasonality in the dataset. Autocorrelation function analysis. The autocorrelation function (ACF) in time series analysis is calculated by computing the correlation between a variable value and the successive values of the same variable after some time lags. In other words, ACF measures the linear relationship between time series observations separated by a lag of k time units [4, 28] . When an ACF value is located outside of defined confidence intervals at a lag t, there is a significant relationship associated with that time lag. Figure 4 shows ACFs of the Windows OSes and Table 2 shows the corresponding ACF values with confidence intervals. In the figure, the upper and lower horizontal dotted lines represent 95% confidence intervals (figures 4, 6 and 10). Since the mid-year and year-end periods have the majority of big peaks in Figure 2 , we expect that lags corresponding to about six months or its multiple would have their corresponding ACF values outside the confidence interval. In Figure  4 (a) the lags for 0, 5, 6 and 11 months are outside of confidence interval; in other words, there are strong autocorrelations with lags that are multiple of 6 confirming a seasonal pattern. In Figure 4 (b) lags for 0, 5, 6, and 18 months, in Figure 4 (c) for 0 and 5 months, in Figure 4 (d) for 0, 2, 5 and 6 months are significantly different from zero of ACF which confirms a seasonal pattern. The same approach had been applied in [3, 4, 30] to prove seasonality in their datasets belonging to other fields of research. The partial autocorrelation function (PACF) is also can be used to detect trends and seasonality in a dataset [30] . We will now repeat the analysis for other software systems for comparison, as given in the next two subsections.
Non-Windows Operating Systems
We use the same analysis for the data for non- Seasonal index & Chi-square test. Table 4 and Figure  5 show seasonal indexes for each month of the four nonWindows OSes. Unlike the Windows OSs case, we do not find any consistent mid-year seasonal patterns among them. However, still some months tend to have more vulnerabilities than others. Also, all of them have higher incidences in December.
Autocorrelation function analysis. Figure 6 shows the ACF values for the Non-Windows OSes and Table 3 
Web Servers and Browsers
Here, data for web servers of Internet Information Services (IIS; 1996 -2007 and Apache (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) , and web browsers of Internet Explorer (IE; 1997 -2007 and Firefox (2003) (2004) (2005) (2006) (2007) Seasonal index & Chi-square test. Table 5 and Figure  9 give the seasonal indexes for the web applications. IIS and IE data displays a pattern similar t OSes. The mid-year and year-end perio more vulnerabilities than other months. shows a pattern nearly the opposite to month except December. In December, above the expected values. The small p-v 0.05) in Table 5 confirms that the time s uniformly distributed.
Autocorrelation function analysis. In lags for 0, 4, 6, 7, 8, 10, 11, 14 and 18 ar confidence intervals. In Figure 10 (b), lag and 22, in Figure 10 
Possible Factors Causing Sea
Rascorla [31] has suggested a possib year-end seasonality. He has suggeste number of vulnerabilities reported durin may be a result of the end-of-year cleanu has not discussed it in detail. It might year-end report which needs to be comp end of the year for many organizations.
Further research is needed to an vulnerability discovery in Microsoft pro peak in the mid-year months in addition months. One possibility is that DEFCON computer security related conference, hap August. The potential conference par have a higher incentive [33] to find the before the conference, to brag about popular Microsoft products. Figure 12 shows Figure 10(a) , re outside of the gs for 0, 2, 7, 11 5, 6, 7, 12 and are significantly section, we will of the mid-year asonality le cause for the ed that a large ng the year-end up. However he be related with leted before the nswer why the oducts tends to to the year-end N [32] , a major ppens in July or rticipants might e vulnerabilities t, especially in 11 shows the d Black Hat [34] t well known nnounced. In the (D) indicates d appears to be number of new e release months s and Internet ws and Internet ne to November. school semester g seasons when h new operating ors in [20] also ecurity incidents
In December, and handling
The reason for similar seasona operating systems, IIS and Intern due to the fact that IIS and I distributed for only the vulnerabilities of the web servers correlated to the parent operatin According to the Symantec Inte Report [1] , more than half of the e 2007 were web application relat patch development time for Micro was for web browser and server. 
Conclusion
Analysis of the vulnerability index and autocorrelation function there is a significant seasonal operating systems and popular web For the all software systems exam high vulnerability discovery rate during the mid-year periods is o Further work is needed to develop methods for prediction of future vulnerability discovery trends using Box-Jenkins time series Model (ARIMA) which uses autocorrelation function, periodogram, spectral analysis and partial autocorrelation function analysis, and applying them into conjunction with the longer-term VDMs to improve the vulnerability discovery predictions.
