A method of complex orthogonal decomposition is summarized for the time-domain, and then formulated and justified for application in the frequency-domain. The method is then applied to the extraction of modes from simulation data of sampled multi-modal traveling waves for estimating wave parameters in one-dimensional continua. The decomposition is first performed on a transient nondispersive pulse. Complex wave modes are then extracted from a two-harmonic simulation of a dispersive medium. The wave frequencies and wave numbers are obtained by looking at the whirl of the complex modal coordinate, and the complex modal function, respectively, in the complex plane. From the frequencies and wave numbers, the wave speeds are then estimated, as well as the group velocity associated with the two waves. The decomposition is finally applied to a simulation of the traveling waves produced by a Gaussian initial displacement profile in an Euler-Bernoulli beam. While such a disturbance produces a continuous spectrum of wave components, the sampling conditions limit the range of modal components (i.e. mode shapes and modal coordinates) to be extracted. Within this working range, the wave numbers and frequencies are obtained from the extraction, and compared to theory. Modal signal energies are also quantified. The results are robust to random noise.
INTRODUCTION
This paper presents the application of a method of complex orthogonal decomposition (COD) to the analysis of wave motions in one-dimensional elastic media. The aim is to test the method on the identification of wave parameters when the measurements are made over a finite interval of an infinite wavecarrying medium. To this end, we look at nondispersive and dispersive waves.
The method of COD [1] was developed as a complex generalization of proper orthogonal decomposition [2] [3] [4] . Proper orthogonal decomposition (POD) is a standard tool that has been applied to turbulence, structures, and many other types of systems. It is closely related to Karhunen-Loeve decomposition, principal components analysis, and singular value decomposition. The perspectives on these methods have been compared for structural applications [5] .
Essentially, POD is done by constructing a matrix R of cross correlations between sensed quantities (such as displacements), and then performing an eigenvalue problem from this matrix. Eigenvectors represent the modes, and eigenvalues represent the energies associated with the modes. POD has proven to be a very broadly useful tool, particularly for systems with standing wave behavior. In COD, the measurement signals are expanded into complex analytic signals, and a matrix of complex correlations is constructed. The COD is naturally well suited for nonstanding waves. Other generalizations of POD have been developed for varying purposes. The smooth orthogonal decomposition [6] The wavelet transform (e.g. [13] ) is another important tool for analyzing wave motion, and is based on localized basis functions, dilated and shifted in time for each signal. It is well suited for multiresolution or time-frequency decomposition of signals [13] [14] [15] [16] [17] , and obtaining group velocity, dispersion, and attenuation of propagating waves (e.g. [18] [19] [20] [21] [22] [23] ), from measurements of a pair of well-spaced sensors. As examples of other studies on the extraction of wave properties from beams, McDaniel and Shepard [24] used an iterative method based on solutions to the governing model, Grosh and Williams [25] applied a modified Prony approach, and Hull and Hurdis [26] used an inverse method based on the theoretical solution.
The aim of this paper is to apply COD to characterize modes in traveling dispersive waves from spatio-temporal information, and to use the decomposed modes to estimate modal frequencies, wavenumbers, and hence phase velocities. The group velocity spectrum is then sought from this information. We also extend the formulation of COD, up to now applied in the time domain, for application in the frequency domain.
We look at three examples. First we will consider a nondispersive transient pulse wave, previously studied for the case in which the wave was repeated periodically. Then we will consider a pair of periodic sinusoidal waves of slightly differing frequencies, with phase velocities obeying the theory of a simple beam.
The paper culminates with an example of a traveling wave through an Euler-Bernoulli beam based on a specific set of initial conditions. Here, the COD will decompose wave properties based on the presense of wave modes in the measured simulated signal. Due to the finite sampling in space and time, there will be limitations on the frequencies and wave numbers that can be extracted. Wave properties will be quantified within such limitations, but it is reasonable to expect imperfect wave mode extractions due to these issues of finiteness.
BACKGROUND ON THE COD 2.1 Complex Mode Decomposition
The first step is to express real oscillatory signals y j = y(x j ,t), j = 1, . . . , M, where M is the number of sensors distributed on the structure or specimen, as complex analytic signals z j (t). One way is to apply the Fourier transform F (y j (t)) = Y j (ω), assign zero values to the −iω n t terms in 2Ỹ j (ω) to produce a one-sided complex frequency-domain signal,Z j (ω), and invert the Fourier transform to produce z j (t) = F −1 (Z j (ω)), which is an analytic signal [27] . (Z j (ω) is the complex analytic signal in the frequency domain.) Another method is to apply the Hilbert transform of y j (t), producing y H j (t) = Im(z j (t)) [27, 28] , and write the complex analytic signal [28] as z j (t) = y j (t) + iy H j (t). Matlab, for example, uses the fast Fourier transform to compute the Hilbert transform. The decomposition can be done either in the time domain, on measured complex analytic signals z j (t), or on the Fourier transformed complex analytic signalsZ j (ω).
The second step is to formulate a correlation matrix. Given the time domain signals, z j , we generate vectors
We then construct a complex correlation matrix R = 1 N ZZ T , where the bar indicates complex conjugation. Alternatively, given the frequency-domain signalsZ j (ω), we can assemble
where ω 1 through ω N range from −ω max to ω max determined by the Nyquist frequency. We then build the frequency-domain ensembleZ, whence we construct a complex
. Both approaches will be justified in the following.
The last step is to obtain eigenvalues and eigenvectors of R (orR). In either case, since R =R T (orR =R T ) is complex Hermitian, it has real eigenvalues λ j and complex eigenvectors u j . The complex eigenvectors are unique to a scaling constant, which can be complex. (Even when normalized, the unit-magnitude complex scaling constant is not unique.) The Hermitian nature of R (orR) implies that the normalized eigenvectors satisfȳ
where δ i j is the Kronecker delta, and the u j are dimensionless. The eigenvalues and eigenvectors are referred to as complex orthogonal values (COVs) and modes (COMs), respectively.
Interpretation
Suppose we have a complex signal, z(x,t) measured in meters, spatially discretized at x 1 , . . . , x M to form vectors z(t), such that z(t) = ∑ k j=1 q j (t)φ j , with k contributing harmonic modal coordinates q j (t) = (a j + b j i)e iω j t = f j e iω j t , and with approximate modal vectors φ j generated from spatial sampling of orthogonal complex modal functions, φ j (x). In the uniform case, the modal functions are normalized such that
(implying that φ j has units of m −1/2 ). The complex displacement vector can be written as z = Φq m , where Φ is an M × M modal 2 Copyright c 2010 by ASME matrix, and q m is the modal coordinate vector with elements q j (implying that the units of q m are m 3/2 ). The signal is uniformly sampled at times t = t 1 , . . . ,t N . As such, the ensemble has the form Z M×N = ΦQ, where Q is an M × N ensemble matrix of sampled modal coordinates.
Time-Domain Decomposition
Following [1] , the time-domain complex correlation matrix is then
where
If ω j = ω k , and if ω j − ω k = 2πn/∆t for some integer n, then
Hence, the matrix D approaches a diagonal matrix with of mean squared amplitudes of the complex modal coordinates, as N gets large. For the harmonic modal coordinates, the diagonal elements are d j = | f j | 2 , in units of m 3 .
Frequency-Domain Decomposition
The interpretation continues with reference to the case of harmonic waves. The complex analytic signals are transformed to the frequency domain, for example by applying the fast Fourier transform, or by retaining twice the half spectrum of the measured real signals as described in Section 2.1. The frequency-domain ensemble has the formZ M×N = ΦQ, whereQ is an M × N ensemble matrix of sampled modal coordinates in the frequency domain.
We construct the frequency-domain correlation matrix in the formR
If the response is harmonic, then the modal coordinates have the formq j (ω l ) = N f j δ jl where δ jl is the Kronecker delta. Then the elements ofR Q are approximated bỹ
meaningR Q =D is approximately a diagonal matrix with diagonal valuesd j = N| f j | 2 , in units of m 3 . Hence, the matrixD approaches a diagonal matrix of N times the mean squared amplitudes of the complex wave components, for the nearly harmonic case.
Continuing with Time-Domain or Frequency-Domain
Decomposition It has been shown [1] that, if R Q = D (or likewiseR Q =D) then φ j , the discretized modal function, is an approximate eigenvector, proportional to the normalized eigenvector u j . The associated eigenvalue of the complex correlation matrix R is
is the mean squared value of the q j (t) that are associated with modal vectors discretized from the normalized continuous modal functions. Similarly, the associated eigenvalue of the complex correlation matrixR is
The units of λ j are m 2 . From equation (1), the mean squared amplitude of the elements of the normalized eigenvector u j is 1/M, and with dimensionless u j approximating the shape of φ j , which is normalized according to equation (2), we have u j ≈ φ j L/M. Thus the average of the mean squared physical displacements associated with the j-th modal motion,
The approximation is done in the context of nearly harmonic waves, and the quality of the approximation depends on the sample resolution, i.e. M and N.
This justifies the interpretation of COD on either the complex analytic signals, z j (t), in the time domain, or on the complex one-sided frequency-domain signals,z j (ω).
Complex Modes and Modal Coordinates
Once the COD has been performed to produce the COMs, u j , it is natural to use the dimensionless u j as the basis for modal coordinates. We can write the complex ensemble as Z = UQ c in the time domain, orZ = UQ c in the frequency domain, where U is the matrix of COD orthogonal modes, and Q c is the ensemble of complex orthogonal modal coordinates, andQ c is the ensemble of the Fourier transforms of the complex modal coordinates. If the modes in U are normalized, then by complex orthogonality of Eq. (1), 
Furthermore, the average of the mean squared amplitudes of the j th modal sensor displacements across the structure is λ j /M =λ j /(NM).
The real and imaginary parts of Q c provide the two timemodulation components of the complex wave, representing the time modulations of the 90 • -phased components of the wave. Hence, from the modal coordinates in ensemble Q c , frequency information can be obtained (e.g. by FFT or complex whirl rate for nearly harmonic signals) for the wave components. Likewise, the wave number γ j (defined as 2π over the wavelength) can be obtained from each of the complex modes u j from the COD. The wave speed of each wave component is then available, as c j = ω j /γ j .
Summary
The eigenvectors of a complex correlation matrix R computed in the time domain, orR computed in the frequency domain, are the complex orthogonal wave modes (COMs), and the eigenvalues (COVs) indicate the mean squared amplitudes of modal wave participation. The wavelengths, wave speeds and frequencies can be extracted from the complex modes and modal coordinates. COD is suited for an ensemble, and it involves familiar computations (FFT, correlation and eigen solution).
NUMERICAL EXAMPLES
This section contains three simulation examples: a one-time transient non-dispersive pulse, a two-harmonic dispersive wave, and the initial conditions response of a beam. The first example is aimed at providing insight to the performance of COD with a one-time transient wave. The second example provides insight to the estimation of phase and group velocities in a simple twowave setting. The third demonstrates the extraction of dispersive wave parameters in a transient multi-mode waveform.
A Traveling Pulse
In previous work [1] , the COD was applied to a nondispersive traveling sine-squared pulse wave of length λ = 2π traveling through a medium of length L = 8π from left to right. The continuous waveform was y(x − ct) = y(h), where h = x − ct, and the time taken for the wave to pass through the medium was T . The function y(h) was cast in a truncated Fourier series consisting of the first 10 terms, after which h was replaced with x − ct to represent the traveling wave. The mean of the waveform was removed. As the wave moved off of the medium at x = L, a replacement wave was reborn at x = 0, making this a periodic pulse. The COD produced very good approximations of complex Fourier modes corresponding to those that built the waveform. The extracted waveforms' mean squared amplitudes, given by the COVs, closely matched the mean squared amplitudes of the Fourier building blocks.
The example was modified here to examine a transient onetime wave. The pulse started from beyond the left end of the medium, and traveled through and beyond the left end of the medium at x = L. In this dimensionless case, wavelength λ = 2π, and L = 8π, and T = 10 for the period of the generating pulse in the medium, so that the total time of the time record, including the appearance and disappearance of the pulse, was 12.7. The wave speed was c = 2.5132. The wave frequencies of the generating waveform harmonics ranged from 0.3142 to 3.142, and there were 51 evenly spaced sampled locations in the medium from x = 0 to x = L. The temporal sampling interval was 0.2. After the construction of the wave, uniformly distributed random noise was added, in the range of ±ε, where ε is equal to 2 −6 times the maximum value of y(h). As such, the mean squared value of the noise was ε/ √ 3. The effect of the transient nature of the wave on the extracted modes was examined. Figure 1 (a) shows the waveform at time t = T /5, and Figure 1 (b) compares the COVs (plus symbols) to the amplitudes of the Fourier coefficients (circles) of the generating waveform of the transient pulse, treated as periodic in the measurement interval. In the previous work [1] with the periodically repeating waveform, the COVs and Fourier coefficients agreed nearly exactly. In the case of the transient pulse, the COVs differ slightly to the generating Fourier coefficients as shown. This is not an error; the Fourier coefficients represent a periodic waveform, and not the simulated transient waveform. However, the trend in the COVs is on par with that of the periodic waveform's Fourier coefficients, suggesting that it is reasonable to use either form as a reference to at least approximately characterize the waveform.
The extracted mode shapes (not shown, see [29] ) resembled the harmonic building blocks of the periodic pulse, with some distortion, particularly near the spatial end points. Likewise, the modal coordinates resembled harmonic responses with distortion near the temporal end points. The frequencies and wave numbers of the waveforms were estimated from the temporal and spatial intervals of the extracted modal coordinates and modal vectors, respectively, where the waveforms were nearly sinusoidal. In these intervals, the complex whirl rates, with respect to time and space, were used to estimate the frequencies and wave numbers. The wave speed of each of eight extracted modes was estimated from the relationship c = ω/γ. The last two (ninth and tenth) extracted modes did not produce meaningful frequencies and wave numbers. The mean wave speed (phase velocity) among eight modes was c = 1.2535, with a standard deviation of 0.0281, suggesting a uniform wave speed close to the true speed of 1.2566. The group velocity was estimated by a finite difference approximation of dω/dγ [30] to be 1.2871 with a standard deviation of 0.2210 (among seven samples). Since the wave is nondispersive, the group velocity and phase velocities should be the same. The wave numbers and frequencies, and hence wave speeds, can also be estimated by performing a fast Fourier transform (FFT) of the modal vectors and modal coordinates.
What is learned from this example is that the periodic wave modes that are inherent to the theoretical solutions of the wave equation are approximately represented from the modal extractions of a transient pulse for which the spatial domain captures the essence of the traveling wave. The modal extraction can be used to estimate wave frequencies, wave numbers, and phase velocities.
A Two-Harmonic Wave
In this case, two steady harmonic waves were simulated. The frequency, wavenumber, and phase velocity relationship were chosen to match the theory of an infinite uniform EulerBernoulli beam. The wave had the form y(x,t) = A 1 sin(γ 1 
between the two traveling waves, is c g = 52.4222 m/s. The simulation was conducted from t = ∆t to t = T = 0.2996 sec with a sampling time of ∆t = 5.3936e − 4 sec (or a sampling rate of about 1.85 kHz). There were N = 200 virtual sensors in a finite interval ∆x = 1.57 cm in the medium, spanning from x = 0 to x = L = 3.1416 m. Six-bit noise was added to the displacement ensemble. This noise was uniformly distributed in the interval [−ε, ε], where ε = 2 −6 times the maximum recorded beam displacement, and was generated by the Matlab command, 'rand'.
The COD was applied to the sampled waveform ensemble. The COVs matched very nicely with the squared amplitudes of the simulated waveform, and indicated two dominant modes as expected.
The modal frequencies were estimated from the whirl rates, in the complex plane, of the complex modal coordinates and the complex modal vectors. A series of phase angles of each complex modal sample was obtained and then the series was differentiated by a simple finite difference. The modal frequency estimates by whirl rate were ω 1w = 584.9966 and ω 2e = 375.5177 rad/s, and the estimated wave numbers were γ 1w = 20.0000 and γ 2w = 16.0021 rad/m. The resulting phase velocity estimates were c 1e = 29.2498 and c 2e = 23.4668 m/s, and the group velocity estimate was c ge = 52.3971 m/s. These estimates were repeated by fast Fourier transform (FFT), in time for the modal coordinates, and in space for the modal vectors. The resulting phase velocity estimates were c 1e = 29.3330 and c 2e = 23.5712 m/s, and the group velocity estimate was c ge = 52.3803 m/s.
We also decomposed the waveform's traveling envelope, obtained by using the Hilbert transform. The envelope travels undistorted, such that its modes should all have the same speed. The estimated wave speeds of the first two envelope modes were c 1 = 52.4732 and c 2 = 52.5005 m/s, which represent estimates of the wave speed of the envelope, and hence the group speed of the original wave form.
We learn from this example that the COD can extract distinct wave modes and modal coordinates. Analysis of the mode shapes and modal coordinates can successfully estimate the wave numbers and wave frequencies, and hence the phase velocities and group velocity associated with this combination of waves. As a cautionary note, when the two wave components are of equal magnitude, the COVs, which are eigenvalues, are equal, and then the eigenvectors are not unique in shape. In this situation, the COMs may not match up with the true underlying modes. (This can also happen with POD [31] .)
A Disturbed Beam
In this example we simulated the wave propagation through an infinite Euler-Bernoulli beam disturbed by initial conditions. The simulated steel beam had the same cross-section parameters as in the previous example. The initial displacement was given 5 Copyright c 2010 by ASME as a Gaussian distribution such that y(x, 0) = f 0 e −x 2 /4b 2 0 , where parameters b 0 = 0.01 m and f 0 = 1 mm, and location x is in meters. The initial velocities were zero. As such, the response of the beam was [30] y(x,t) = 4
such that s has units of m −4 and y is in mm. With these initial conditions, infinitely many wave modes are present, with frequencies and wave numbers ranging from zero to arbitrarily large. As such, for any finite measurement duration, the fastest wave modes will either disappear from the measurement interval for most of the time record, or be improperly sampled given the sampling frequency and the Nyquist criterion. The slowest waves will not be fully sampled in the time record, or will be of excessively long wavelengths to be contained in the spatial sampling domain. We can expect that some wave components will be partially present in the simulation sample, and will not be fully extracted. Conceivably, partially present wave components can pollute the more fully present wave modes when they are extracted.
The initial disturbance was symmetric about x = 0, and the simulation was recorded for x > 0. The measurement interval was L = 1.6 m, and there were 40 virtual sensors spaced 4 cm apart. With this measurement layout, sampling principles imply that the minimum and maximum detectable wave numbers are γ min = 3.9270 rad/m and γ max = 25π = 78.5398 rad/m. Based on the relationship between phase velocity, wave number, and frequency in an Euler-Bernoulli beam of the given geometry, the associated minimum and maximum detectable wave frequencies were ω min = 22.4560 rad/s and ω max = 8982.4 rad/s (or 5.6438 kHz).
The simulation of the 40 sensors covered N = 4096 samples at a simultaneous sampling interval of ∆t = 10e − 04 seconds (or 10 kHz) for a time record duration of T = 0.4096 seconds. (The time sampling rate and spatial discretization are feasible for real experiments in our lab.) The time sampling conditions imply a maximum observable frequency of 5 kHz, or 3.14e4 rad/sec, based on the Nyquist condition, and a minimum detectable frequency of 15.34 rad/sec based on the time record. Thus, the spatial discretization conditions, with the elastic properties, led to the limiting restrictions, ω min and ω max as quantified above, on the observable frequency and wave number ranges.
Superposed snapshots of the "animation" of the response observed to the right of the center of the disturbance, with a finer spatial sampling resolution to clearly show the waveform, are shown in Figure 2 . The overlaid curves represent snapshots of the displacement configuration of the beam at regular time intervals. The initial peaked configuration quickly spreads out, and the beam deflections oscillate and become smaller, not due to damping, but since the various components of the wave propagate out of the measurement range. For the results below, random noise was added to each ensemble value. The noise was uniformly distributed over the interval (−εy max , εy max ), where ε = 2 −6 , and in this example y max = 0.3796 mm was the maximum value among all samples of y(x,t). The root mean squared value of the uniform random noise was thus εy max / √ 3 mm. The largest value in the ensemble was considerably larger than most ensemble values, as much wave energy propagated off of the interval during the simulation; the mean of each virtual sensor's largest absolute value, which wasȳ a = 0.1072 cm prior to the addition of noise. Thus this value of εy max was 15% ofȳ a , which is a significant noise level.
The mean of each sampled point was removed. Each meanremoved ensemble time history was converted into a complex analytic signal, and COD was applied to the complex ensemble, in both the time domain and frequency domain. The time and frequency domain COVs were nearly exactly agreeable, i.e. λ j = Nλ j . The complex modes and complex modal coordinates were generated. The complex modes generated by the time domain and frequency domain perspectives were also agreeable to ten or more decimal places. The single-mode responses were examined and geometric and temporal features of the mode shapes and modal coordinates were studied. Examples of the single mode responses are shown in Figure 3 . Examples of complex mode shapes are shown in Figure 4 , and associated complex modal coordinates are shown in Figure 5 , both in the complex plane, and with real parts versus time.
The on-line version of the paper can show a movie (Movie 1, temporarily at http://www.egr.msu.edu/˜feeny/PropagatingWave.gif) of the propagating pulse corresponding to Figure 2 over the time record.
Like Figure 2 , the spatial resolution is increased for visualization.
Movies 2 and 3 (http://www.egr.msu.edu/˜feeny/PropagatingMode1.gif and http://www.egr.msu.edu/˜feeny/PropagatingMode4.gif) show the first and fourth single-mode responses corresponding to Figure 3 (a) and (c). Mode one is slow relative to the sampling rate, and only advances about a half cycle during the time record, consistent with Figure 5 (a). Mode four is faster, and diminishes to the noise level after it effectively passes off of the measurement zone.
Qualitative features can be observed in these figures. Figure  3 shows that the first mode remains in the measurement zone during the time record, while the higher modes diminish in the measurement zone increasingly more significantly during the time record. Also, the mode shapes resemble sinusoids through most of the space (Figure 4) . The traveling indices (more aptly should be called "nonsynchronicity indices"), computed from the condition number between the real and imaginary parts of a mode [1] , are uniformly close to 1, indicating that these are strongly nonsynchronous modes, in this case traveling wave modes. The undistorted intervals of the mode shapes were used to estimate wavelengths. Viewing the modes in the complex plane, it was easy to recognize the intervals of uniform whirl. The modal coordinates of the first ( Figure 5 ) and second (not shown) modes hardly oscillate. These are low-frequency, low-speed, largewavelength modes, and persist through the time record. The higher modal coordinates (such as the fourth shown in Figure 5 ) show more recognizable oscillations, but being of higher phase velocity, these waves propagate off of the sampling region before the end of the time record. When analyzing the frequencies of these modes, the computations are made in the time duration of oscillation. Looking in the complex plane, time intervals of regular oscillation and uniform whirl rate are easily recognized. The time intervals of uniform whirl rate are used to estimate the frequencies.
According to the above observations, the spatial whirl rates of the complex modes were used to estimate wave numbers, and the temporal whirl rates of the complex modal coordinates, in the time range for which the oscillation persisted, were used to estimate frequencies. As such, the estimated frequencies are plotted against the estimated wave numbers with the circle symbols in Figure 6 Copyright c 2010 by ASME similar to those of the noise free case (not shown). Also, the group velocities were computed using a finite difference approximation to the theory c g = dω/dγ [30] are shown in Figure 6 (b) with centered differences spanning two intervals (circles), and centered differences spanning four intervals (dots), of the data plotted in Figure 6 (a), with comparison to Euler-Bernoulli beam theory (solid line). These results were the same whether obtained from COD in the time-domain perspective or frequency-domain perspective.
We applied a least-squares fit of the data in Figure 6 from twenty computations with different noise ensembles (all at the same noise level defined by ε) to estimate a. From the mean and standard deviation, we estimated a 2 = 1.4585 ± 0.0439, a 14 = 1.4834 ± 0.0516, and a 16 = 1.4515 ± 0.0394 m 2 /s, from the quadratic fits of data such as Figure 6(a) , the linear fits of data such as the circles in Figure 6 The group velocity and phase velocity are defined for the continuous system, but the analysis was done on a finite sampled system. The group velocity equation involves the frequency difference and wavenumber difference, and is therefore limited by the temporal and spatial sampling limitations discussed previously. Nevertheless, the chosen sampling parameters suggest a range in ω and γ in which reasonable results might be expected. The plots in Figure 6 have a wavenumber resolution very close to γ min = 3.93 rad/m, and the computed values are within the ranges of ω min , ω max , γ min , and γ max .
These computations were performed with rather moderate level of random noise. To get a sense for the robustness, the calculation was repeated for many examples of different noise levels. The error was quantified as the root mean square of the difference between the estimated frequency and the predicted frequency based on the theoretical ω = aγ 2 evaluated at the estimated wave number, normalized by the mean of the estimated frequencies in the set. In other words, we quantified the deviation of the circles in Figure 6 (a) from the solid curve. The root mean squared normalized error is plotted in Figure 7 versus b = log 2 ε for single trials at various levels of noise. The root mean squared normalized error hovers around 3% up to around b = −6 bits. An analysis of the effect of noise on the modal extraction is included in reference [32] .
Lastly, we can look at the COVs of the modes versus the modal frequencies, as shown in Figure 8 . The COVs can provide a sense of the signal energy distribution, and are usually plotted versus modal index. This plot qualitatively follows the FFT of any of the chosen measurements, although the FFT plots have much higher frequency resolution (not shown). However, the COV plot, in a sense, represents the spectrum of all of the measurements through the modes. Copyright c 2010 by ASME 
CONCLUSION
This paper presented the application of a complex orthogonal decomposition, a method for extracting oscillatory wave components from an ensemble of dynamic measurements. It was shown that the method can be applied in the time domain or the frequency domain. Example numerical simulations of transient and dispersive traveling waves were studied. The objective was to have case studies for the extraction of wave motion parameters under transient and dispersive conditions. The parameters extracted were phase velocity and group velocity, and their relationships to frequency and wave number. Complex wave modes were extracted along with their energy levels, or equivalently their modal amplitudes, as were the modal coordinates associated with these complex modes. The complex modes represented components of traveling waves at unique phase velocities, frequencies and wavelengths.
In the case of a transient pulse, wave parameters were obtained and related to the parameters that were used to define the pulse in terms of a Fourier series in a periodic window. It was found that the extracted features, although not the same as the periodic wave features, correlated with the periodic features. As such the decomposition of the transient pulse produced information that was meaningful in terms of a periodic reference. The COD was able to obtain mode shapes and modal frequencies in the periodic two-harmonic simulation. The group velocity of the beating envelope was estimated from these quantities. The COD was also performed on the beat-amplitude waveform itself, obtained from the complex analytic signals. The extracted modes were the harmonics of the periodic beat envelope, while the extracted frequencies led to estimates of the envelope-wave velocity that matched the group velocity.
Finally, we applied COD to the wave caused by a Gaussian initial displacement in an infinite Euler-Bernoulli beam. While the modes obtained were limited by spatial and temporal sampling constraints, many mode shapes and modal coordinates were extracted. By dissecting the wave in this way, information on the spectrum of frequencies and wave numbers was obtained, and made available to determine the spectrum of phase velocities and group velocities. Modal signal energies were also quantified.
In all cases, the method was able to separate the wave modes, and indicate the wave properties among the modes. The examples were conducted with moderate levels of random noise, and the results were robust.
