Abstract-Typical digit recognizers classify an unknown digit pattern by computing its distance from the cluster centers in a feature space. The -nearest neighbor (KNN) rule assigns the unknown pattern to the class belonging to the majority of its neighbors. These and other traditional methods adopt a uniform rule irrespective of the "difficulty" of the unknown pattern. In this paper, we propose a methodology that has many salient aspects. First, the classification rule is dependent on the "difficulty" of the unknown sample. Samples "far" from the center, which tend to fall on the boundaries of classes are error prone and, hence, "difficult." An "overlapping zone" is defined in the feature space to identify such difficult samples. A table is precomputed to facilitate an efficient lookup of the class corresponding to all the points in the overlapping zone. The lookup function itself is defined by a modification of the KNN rule. By reassigning the error-prone samples, we actually redefine the class boundaries. A characteristic function defining the new boundaries is computed using the topology of the set of samples in the overlapping zones. Our two-pronged approach uses different classification schemes with the "difficult" and "easy" samples. This could enable potential improvement of a recognition system. We have tested this methodology on a large set (30 398) of handwritten digit images. The method described in this paper has improved the performance of the gradient structural concavity (GSC) digit recognizer desribed in [8] . The GSC is among the best digit recognizers described in the literature. The method described in this paper successfully reduced its error rate from 2.85% to 1.96%, i.e., by 0.89%, which is more than 30% of the initial error. We have tested our method on other available classifiers and have obtained similar results.
I. INTRODUCTION
P ATTERN classification consists of assigning a class label to a set of unclassified patterns. Classification typically involves two steps. First, the system is trained on a set of data (already labeled prototype patterns) and then this data set is used to classify a new set of unclassified patterns. When all possible classes are known in advance and the system is trained on a set of already classified patterns, the problem is known as supervised classification. Formally, given the pattern (taken from the space of all unknown patterns ), a set of class labels ( ) and a set of labeled prototypes, the classifier assigns a label to such that there is a minimum probability of misclassification. For the purpose of this paper, we will confine our Publisher Item Identifier S 1063-6706(00)10685-X. is essentially the sphere of the neighborhood of x. Typically, the confidence (x) is inversely proportional to the distance (s ) of x from the centroid of cluster ! . discussions to the handwritten digit recognition problem where the number of classes is ten.
A typical digit recognizer returns scores corresponding to each class. The scores reflect the degree to which the unknown pattern represents the prototype(s) of the class. The scores can be represented by the vector , where . Each corresponds to class . is a function that maps each unknown pattern to a real number between zero and one. The performance of the digit recognizer is measured by relative frequency with which it assigns unknown patterns to their correct classes. In other words, the accuracy is the ratio of the number of correctly classified patterns and the number of all classified patterns. The higher the accuracy, more desirable is the recognizer in practical applications.
A. Issue with Traditional Techniques
Traditional classification techniques behave as follows. Given an input pattern , a classifier typically computes the distance of from the centers of each of the prototype classes in the feature space using some distance metric. The classes are then ranked in increasing order of the distances. In Fig. 1 , is "closest" to the center of the class with a distance of . The second and third classes are and at distances and respectively. It is to be noted that usually is inversely proportional to .
It is possible that the test pattern falls within the boundary of one class but its distance is closest to the center of a neighboring class. Since , in the example, falls close to the boundary of classes -and -there is more than an average chance of misclassification of . Fig. 1 illustrates the class boundaries among digit prototypes in a hypothetical feature space. We will assume for the purpose of this discussion that the classes are linearly separable. Samples that are "close" to the centroid of the classes are "stronger" representatives of the class while samples close to the boundaries are poorer representatives and at the same time prone to confusion with the neighboring classes.
So, it is natural for one to consider another level on top of the classifier in order to deal with the patterns that are more prone to misclassification. There are many different techniques that are applicable to this problem.
Using the -nearest neighbor (KNN) rule (see [5] and [7] ) is one way to address the problem stated above. Instead of simply relying on the distance of a sample from cluster centers, one labels as the majority class in the set of its nearest neighbors in feature space.
KNN has the advantage of not respecting fixed boundaries between classes. In the example of Fig. 1 , the KNN classifier would label as "5" with a score of , as four of the samples in the -neighborhood ( ) are labeled by the recognizer (some erroneously).
Since potentially, a test pattern can fall anywhere in a feature space, we can precompute the class that will be assigned to each point in the feature space. If the KNN rule is used, the boundaries between classes will have a complex shape. Further, the boundaries of classes will change based on the size of the neighborhood .
Computation of such boundaries can be done ahead of time. For example applying Voronoi diagram to partition the space will require time and space, where is the number of prototypes and is the number of neighbors considered. When a test pattern falls at a particular point in the feature space a table lookup can determine its class. The table can prestore the class assignments for all points in feature space for various values of .
A typical binary feature vector of size 512 requires a feature space of size 2 . A table that specifies a class for each point in the feature space will need to be 2 as well. Hence, while the idea is attractive for speed reasons, the tradeoff with space storage is unacceptable.
Using Bayes rule ( [16] ) is another way to deal with the problem, especially in the cases when a large database is available. This method is very attractive in view of recent empirical evaluations showing high accuracy ( [9] , [12] ). Unfortunately, the learning efficiency suffers when the database is incomplete.
Another alternative is to employ a neural network pattern recognition system, such as a Fuzzy ARTMAP ( [6] ), which synthesizes fuzzy logic and adaptive resonance Theory by exploiting the formal similarity between the computation of fuzzy subsets and the dynamics of categoty choices, search, and learning. There are, however, some limitations to this approach: 1) it is order dependent; 2) it is severely affected by noise points; 3) it is time consuming; and 4) it lacks an objective function and stability.
The literature also describes some fuzzy -nearest neighbor algorithms. An approach different from the one presented in this paper has been described by Keller et al. [11] , [13] . However, there is one critical difference in the application of the two methods. Unlike our approach, Keller et al.requires information from the internal working of the classifiers, whereas our method treads all classifiers as black boxes.
II. OUR APPROACH
We describe a method that is based on the following two ideas that appeal to common sense [4] . 1) When the correctness of a classifier on a pattern is in question, it is best to consider the performance of the same classifier on the patterns which are "similar" to . 2) A classifier is usually accurate when the test pattern falls close to the center of its class in feature space and prone to error when it falls near a class boundary. KNN addresses the first observation quite adequately by evaluating the neighbors of a test pattern . It is expected that in any small neighborhood all samples are approximately at the same distance from any cluster center and, hence, are all quite "similar." While, KNN does not oppose the second observation, we have described how it does not lend itself amenably to space storage efficiency when using a lookup table.
We propose the following two-pronged approach. For the case where a sample falls in "close" proximity of a cluster center (of a class to which it will be assigned), use the traditional method of distances to assign the class and compute its confidence score. For the case where the distances from several cluster centers are all approximately the same, we will adopt a modification of the KNN rule. Such an approach addresses both the observations made above and, at the same time, does not cause prohibitive computational issues. Since we expect only a small portion of the feature space to be near the boundaries between classes, the size of the lookup table will be reasonable.
A. Definitions
The main purpose of this paper is to describe a new approach for dealing with the patterns from the "overlapping" area. To this end we wish to consider how one defines the terms "class center," "close proximity," and "overlapping area."
There are many algorithms available for clustering given a set of prototypes and there are many different approaches for identifying the "overlapping" areas ( [1] , [7] , [10] , [14] ). In this paper, we will choose simple and intuitive ways to describe these terms. Assuming that is the maximum possible score corresponding to the class , , the "class center" of class is defined by all prototypes , such that and for all other classes . The "overlapping" area is defined as the part of the space of all patterns , that contains patterns , such that , where classes and are the top two choices for pattern . Let us note that in some cases as in the example of Fig. 2 , the "overlapping" area can be narrowed even further. 
B. Novelty
For most digit recognizers the correct class choice for an unknown pattern is almost always among the two classes with highest scores. This is to say that the top two choice corectness rate is almost 100%. Based on this observation the goal of our methodology is to overturn some of the results of the recognizer in order to promote the correct class with the second highest score to become the top choice of the recognizer. In this way the top choice correct rate will be very close to the original top two choices correct rate.
C. Gradient Structural Concavity
Although we have tested our method with other classifiers, we will discuss our experiments with the gradient structural concavity (GSC) recognizer which is described in [8] . GSC uses 512 symbolic multiresolutional features, which measure the image characteristics at local, intermediate, and large scales. The 192 gradient features measure edge curvature in a neighborhood of a pixel and provide information about stroke shape on a small scale. The 192 intermediate structural features measure short stroke types that span several pixels and give useful information about stroke trajectories. The 128 concavity features are used to detect stroke relationships at long distances, which can span across the image. Features at all the three levels, G, S, and C, are combined in a 512 binary feature vector and a weighted KNN algorithm is used for classification. If the top prototypes are chosen to be the closest to an unknown pattern , a weighted vote for each class C is computed as follows: Weight Here, is one if prototype is labeled as class and zero, otherwise, and , where is the number of "1" bits that match between binary feature vectors of and and is the number of "0" bits that match between binary feature vectors of and and is a parameter in the interval [1, 5] . The classes C are then ranked according to the value of Weight . The maximum possible score , corresponding to any class is equal to 0.6.
D. Methodology
Let us say the top two classes are and when presented with a test pattern . A common practice [14] is to compute . If (where is a predetermined threshold for GSC), then the confusion between the two classes is deemed to be too high to return a "confident" top choice.
In our approach we consider two classes at a time, namely classes and . A sample is considered as "easy" if . Clearly, the recognizer is confident about the identity of as either or , depending on whichever is greater of the two. A sample in the feature space falls in the "difficult" or the "overlapping" zone when . Using the confidence functions and , we define a map , such that , where is the set of all patterns , for which and are the top two classes according to the classifier. Using any pattern from is mapped onto a point of the square [0, 0.6] and the intersection of the "overlapping" area and is projected onto an area in that square, we would like to call "fuzzy." Fig. 2 shows the example of two classes and with is 0.1 ( and ). It is to be noted that when [ ] OR [ ] then the misclassifications of such patterns are rare. It is also interesting to note how the misclassifications increase as one approaches the fuzzy area from both extremes.
Another interesting insight we gain from Fig. 2 is the way the samples align in confidence space. When AND the samples in confidence space are all strongly leaning toward being a (digit '6') by aligning parallel to the axis. Similarly, when AND the samples in confidence space are all strongly leaning toward being a (digit "0") by aligning parallel to the y-axis. When AND the samples in confidence space represent the fuzzy area (the area of interest). Their scatter pattern aligns at about 45 .
It is also clear from the way scores are computed that a sample cannot receive simultaneously a very high or a very low score for both the classes. This actually helps us to narrow the fuzzy area. Hence, all patterns must fall in the diagonal area of the space spanning from point (0.0, 0.6) to point (0.6, 0.0) at an angle of 135 . Although, when we talk of cluster centers, we are refering to the confidence space, the notion of a cluster does hold meaning in the confidence space as well as can be seen in Fig. 2 . The cluster center for the class would be in the vicinity of point (0.6, 0.0) and the cluster center for would in the vicinity of point (0.0, 0.6).
There are seven clusters shown in Fig. 2 . One of the clusters is ambiguous about its class identity. This is the fuzzy area. The six other clusters either favor the class (each cluster representing a different style of writing, perhaps) or the class . The "goodness" or quality of the clusters improves as they move away from the fuzzy area. The truly "good" quality samples of "0" receive a score of 0.6 and the probability of misclassification is small as noted from the very few gray boxes mingled with open boxes at these confidence levels ( 0:6 and 0:0). The reverse is also true. Maximum misclassifications occur when 0:3 and 0:3. This qualifies as the fuzzy area. These are the samples that we wish to reclassify.
2)
If the quantity then accept the top choice as correct else proceed to evaluate if the second choice should be promoted to the top by using a lookup table based on the modified KNN as described in the next section. Fig. 6 shows samples of images that will be confidently recognized as a "0" in the top choice by a traditional recognizer (such as the GSC recognizer [8] ) and needs no adjustment to the classification. Fig. 7 shows samples of images that will be confidently misclassified as a "6" in the top choice by a traditional recognizer (such as the GSC) and cannot be readily rectified. Fig. 8 shows samples of images that will be confidently recognized as a "6" in the top choice by a traditional recognizer (such as the GSC) and needs no adjustment to the classification. Fig. 9 shows samples of images that will be confidently misclassified as a "0" in the top choice by a traditional recognizer (such as the GSC) and cannot be readily rectified. Fig. 10 shows samples of images that will be confusing to tell apart as a "0" or "6" by a traditional digit recognizer such as GSC. These are the cases which we wish to re-classify using our methodology. These are the samples that fall in the fuzzy area of the confidence space shown in Fig. 2 . Fig. 11 shows the new class boundary after re-classification based on the modified KNN for the samples in the fuzzy area (Fig. 2) . A straight classification based on the value being greater or less than a threshold ( ) would draw the class boundary as a straight line right through the middle of the fuzzy area at a 45 angle as shown. The modified KNN, as will be described in the next section, generates a complex boundary which does not eliminate all the classification errors, in some cases it even creates additional errors in the process of correcting some errors, nevertheless the method makes an overall improvement.
F. Analysis
Figs. 12 and 13 show more examples. Fig. 12 involves classes and and shows a new class boundary between zeros and twos. Fig. 13 involves classes and , and shows a new class boundary between zeros and threes.
III. TOPOLOGY
Let us start this section by repeating the assumption that the scores for each class returned by the recognizer are real numbers in interval [0, 1]. Let be a "blind" set of digit patterns. We will assume that all classes are equally represented in . Let be a subset of that contains all patterns in that are classified correctly by the classifier. We will use the set to simulate the fuzzy boundaries between classes.
is partitioned into a disjoint union of subsets , where each subset contains those digit patterns in , that represent class . The score, associated with class is the highest in the confidence vector returned by the classifier, i.e., for all Fig. 5 . This is a confidence space of two classes "0" and "3." The red dots represent the 0's and the blue dots represent the 3's. The GSC digit recognizer gives a confidence in the range of [0, 0.6]. The truly "good" quality samples of "0" receive a score of 0.6 and the probability of misclassification is small as noted from the very few gray boxes mingled with open boxes at these confidence levels ( 0:6 and 0:0). The reverse is also true. Maximum misclassifications occur when 0:3 and 0:3. This qualifies as the fuzzy area. These are the samples that we wish to reclassify. Fig. 6 . A sampling of "good" quality 0's. These are samples that receive 0:6 and 0:0 (Fig. 2.)   Fig. 7 . A sampling of "poor" quality 0's. These are samples that receive 0:0 and 0:6 (Fig. 2) . Fig. 8 . A sampling of "good" quality 6's. These are samples that receive 0:6 and 0:0 (Fig. 1) .
Let
be the characterictic function of the set , i.e., if otherwise. Fig. 9 . A sampling of "poor" quality 6's. These are samples that receive 0:0 and 0:6 (Fig. 2) . Fig. 10 . A sampling of "difficult" quality 0's and 6's. These are samples that receive 0:3 and 0:3 (Fig. 2 ).
Let be a Cartesian product of two copies of the interval [0, 1]. Here denotes the th-copy of the interval . We can convert into a topological space by introducing one of the following two topologies: finite or Euclidian. Then is a topology of . 2) Euclidean Topology: In this case, we will consider with the topology induced by the Euclidean topology of the space , i.e., the topology that is generated by the collection of all balls in the set [15] . The next step is to construct a algebra, which includes the topology of the set . We consider two cases.
In the finite case, it is apparent that . Hence, . Moreover, since no two elements of the base intersect, if the set , then , where denotes the complement of in . Also, the union of any two sets from is a set from . This, together with the fact that is finite, implies that is a algebra [15] . In the Euclidean case, we define to be Borel algebra generated by the Euclidean topology. Now, given two classes and ( ), we will introduce a family of positive additive measures for the algebra . We define the function as follows:
for all . Here, is the characteristic function of the set ;
is the characteristic function of the set ; and and are positive numbers. The values of the function are nonnegative. Moreover, a function thus defined has the property that if and such that , then and Indeed, if is in , then or since , implying So, we can conclude that is a family of positive additive measures [15] . According to [15, Note that the normalized measure is a fuzzy measure [3] .
Let us give special names of two members of this family. We introduce and
IV. FUZZY SETS
In the finite case, we have a set of of neighborhoods For every , there exists a unique neighborhood , containing . In the Euclidean case given a function , the set of neighborhoods of includes all balls of the forms Now, we are in a position to define the fuzzy sets corresponding to the different classes. Let be an unknown pattern and classes and correspond to the two highest entries in the confidence vector Let be the threshold that determines the overlapping area. We can define the fuzzy membership functions as follows:
if is in the overlapping area otherwise if is in the overlapping area otherwise. if is in the overlapping area otherwise.
Each of these functions is the membership function of the corresponding class . We say that the unknown pattern belongs to the class , if for all . Having defined our membership functions , we are able to partition the space into class regions and boundaries, that separates them in the following way. The set for all is the region, all points of which are in class . The set and for all is the implicitly defined surface, that is a part of the boundary between classes and .
An illustration of these concepts (when only two classes are involved) is provided in Figs. 2-5 . Initially, the recognizer uses a linear discriminant, namely the line , in the projection space. Figs. 11, 12 , etc., show the new nonlinear discriminant between the classes using the algorithm as described.
V. BAYESIAN VIEW OF THE MEMBERSHIP FUNCTIONS
Let be a pattern in the overlapping area and and are the two classes with the highest and second highest scores in the confidence vector. Let and be the scores corresponding to and . Let us compute the a posteriori probabilities for the classes and being the true class for pattern , given scores and of the two top class choices and
Without any prior information, we can assume that both classes have equal chance of being the truth, so we can reasonably assume that . Then where . In the same way we compute By definition, the probability records the frequency of the results of an event over many trials. However, given a pattern , the classifier returns the same confidence vector over and over, no matter how many times the recognition process is repeated. In order to deal with this problem, i.e., to compute , we will approximate the probability by using patterns , which are "close" to pattern in the "eyes" of the recognizer, i.e., falls in a given neighborhood of . Then, Similarly and, therefore and VI. EXPERIMENTS
We have already described how the fuzzy boundaries change results only for those samples that fall in the proximity of class boundaries. Hence, if the the original recognizer has a highrecognition accuracy, our method can only marginally affect the results. GSC digit recognizer is such a recognizer with very high accuracy. The method described in this paper successfully reduced its error rate from 2.85% to 1.96%, i.e., by 0.89%, which is more than 30% from the initial error of 2.85% (Table I) . To illustrate the significance of the improvement let us look at a simple application. Assuming we use GSC to recognize five digits in handwritten ZIP codes, taken from the United States (U.S.) mail stream. GSC recognizes correctly the entire ZIP code in 86.54% of the cases and the method, described in this paper will recognize correctly the entire ZIP code in 90.58% of the cases.
The training set (50000 images) and the testing set(30398 images) were created using digit samples extracted from the U.S. mail stream. There are two reasons why we use our own database. First, GSC achieves almost 100% correct rate on databases available publicly such as National Institute of Standards and Technology (NIST). Second, all classes are TABLE I  IMPROVEMENTS TO GSC RECOGNIZER USING FUZZY BOUNDARIES   TABLE II  IMPROVEMENTS TO GSC RECOGNIZER USING FUZZY APPROACH  FOR ANY OF THE CLASSES equally represented in the training set , which is not the case with other databases.
In the experiment, we use to determine the overlapping area. Then the confidence space is partitioned as described in the previous sections into squares using . Since the training is off-line, we precompute the measures of any of the squares in the fuzzy area and then store them in a lookup table. Once the recognizer returns the confidence vector of an unknown pattern, a check is performed to see if the pattern is in the "overlapping area." If it is in the overlapping area, the corresponding entries in the lookup table are used to determine the values of the fuzzy membership functions for the pattern and its classification is performed.
One way to evaluate the performance of two recognizers is to compare the corresponding percentage correctly classified samples (Tables I, II) .
Actually, the best way to evaluate the performance of two classifiers is to compare the their graphs on a REJECT versus ERROR scale (Fig. 14) . Fig. 14 shows the graph of GSC recognizer and the fuzzy method on a REJECT vs ERROR scale in order to compare their performances. Table III, shows some selected points from the graphs of both recognizers (Fig. 14) in order to compare the correct rates of classifiers given the reject rate.
In the end, we have performed the similar experiment with other available recognizer and obtain similar results (Table IV) . TABLE III  THIS TABLE SHOWS SOME SELECTED POINTS FROM THE GRAPHS OF BOTH  RECOGNIZERS ON A REJECT VERSUS ERROR SCALE IN ORDER TO COMPARE  THE CORRECT RATES OF CLASSIFIERS GIVEN A REJECT RATE AND SHOWS  IMPROVEMENT OF THE FUZZY METHOD OVER GSC AT THOSE REJECT RATES   TABLE IV  IMPROVEMENTS TO OTHERS RECOGNIZER USING FUZZY METHOD VII. SUMMARY First, let us discuss the implementation issues. In the case of finite topology, a lookup table of size is created off line in time, where is the size of the training set and is the number used to partition the confidence space. The fuzzy method transforms the confidence vector into a new vector, containing the values of the fuzzy membership function in time. In the Euclidean case, we store the confidence vectors of all samples in the training set ( space is required) and then the needed measures are computed on line in at most time. So, this version of the fuzzy method is slower, but it is more accurate.
Second, let discuss a modification of the fuzzy algorithm. Let us consider three or more classes: is a unknown pattern, is the class with highest score in the confidence vector, and classes satisfy the "overlapping" condition, i.e., , . In other words, the pattern is around the boundaries of three or more classes. Situations like this occur seldom, but still require some attention. A modification of the "fuzzy" method described can easily deal with situations like this. Using the confidence vector, we project space of all patterns in a cube in , then we introduce a topology similar to the one(finite or Euclidean) described before and then use the following family of measures to define the fuzzy membership functions under the condition that if . Another issue of importance is the way in which the "overlapping" area is determined. In this paper, we use one very simple and intuitive way to describe the "overlapping" area.
In the case of GSC, this was very effective (Fig. 2) . In cases where other classifiers are used, this issue is more complex and requires more investigation. There some interesting problems have arisen: should more than one threshold be used to determine the overlapping area; what is the relation between the threshold and the size and density of the overlapping area; how does one choose the optimal neighborhood for each point in the fuzzy area and what topology corresponds to this set of neighborhoods; what is the relation between the misclassified patterns that have been classified correctly by our method and correctly classified patterns misclassified by our method. These and other open issues we plan to investigate in the future. Finally, the method described is able to improve a recognition system while treating it as a black box. Further, the only resource required to enable this method is a large database of samples for retraining. More samples lead to the better results.
