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Введение. Классическим решениям смешанных и других задач для одномерного волново-
го уравнения, заданного в полуполосе двумерной плоскости, посвящены многие статьи [1–5]. 
При исследовании этих задач методом характеристик построены решения в аналитическом виде. 
Однако во всех этих случаях порядок производных, входящих в граничные и интегральные ус-
ловия, не превосходит порядка уравнения. Представляют интерес задачи для уравнений гипер-
болического типа, для которых задаются граничные условия с производными любого высокого 
порядка. Исследования такого рода задач не проводились и другими методами (например, силь-
ные, обобщенные решения функциональными методами, методами Фурье, Галеркина и др.).
1. Постановка задачи. В замыкании [0, ) [0, ]Q l= ∞ ×  области (0, ) (0, )Q l= ∞ ×  двух независи-
мых переменных 20 1( , )x x Q= ∈ ⊂ x  задано одномерное волновое уравнение
 0 1
2 2 2( )( ) ( ), ,x xLu u a u f Q= ∂ − ∂ = ∈x x x   (1)
где 2 ,a l – положительные действительные числа; 2 2 2/ ,
j jx x∂ = ∂ ∂  0,1.j =  К уравнению (1) на части 
границы Q∂  области Q присоединяются условия Коши
 01 1 1 1 1(0, ) ( ), (0, ) ( ), [0, ]xu x x u x x x l= ϕ ∂ = ψ ∈   (2)
и граничные условия




0 0 0 0 0( ,0) ( ), ( , ) ( ), [0, ),u x x u x l x x= µ = µ ∈ ∞Dα   (3)
где 0 1( , )= α αα  – мультииндекс; 0 1 0 10 1 0 1/ ,x x x x
α α α α= ∂ ∂ = ∂ ∂ ∂D αα  0 1.= α + αα
Здесь для заданных функций : ( ),f Q f∋ →x x  1 1:[0, ] ( ),l x xϕ ∋ → ϕ  1 1:[0, ] ( ),l x xψ ∋ → ψ  
( ) ( )
0 0:[0, ) ( ),
j jx xµ ∞ ∋ → µ  1,2,j =  гладкость которых будет указана ниже.
Задача (1)–(3) в случае (0,0)=α  (первая смешанная задача) рассмотрена в [1; 2], в случае 
(0,1)=α  (вторая смешанная задача) – в [5]. Здесь предполагается, что порядок α  производной 
Dα u функции u больше или равен двум.
2. Сведение задачи к случаю однородного уравнения. Общее решение уравнения (1) пред-
ставляет собой [6] сумму
 
(0)( ) ( ) ( ),u u v= +x x x   (4)
где (0)u  – общее решение однородного уравнения
 0 1
2 (0) 2 2 (0)( )( ) 0,x xu a u∂ − ∂ =x   (5)
v – частное решение неоднородного уравнения (1).





( ) ( , , ) ,
x
v w x x d= − τ τ τ∫x
  
(6)
0 1( , , )w x xτ  – решение уравнения (5) относительно независимых переменных x0 и x1, удовлетворя-
ющее условиям Коши
 1(0, , ) 0,w xτ =  0 1 1(0, , ) ( , ),x w x f x∂ τ = τ       [0, ),τ∈ ∞  1 [0, ],x l∈
где f – правая часть уравнения (1) (см. [4]). Значения функции w можно записать в явном виде 
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τ = − ∂ τ




0 1,m = = α + αα  если 2,≥α  и m = 2, если 2;<α  (1)( ) ( , ],D g l= −∞  (2)( ) [0, ).D g = ∞
Л е м м а 1. Если функция f принадлежит классу 0, 1( ),mC Q−  то функция v, определяемая фор-
мулами (6)–(9), принадлежит классу ( ),mC Q  является решением уравнения (1) и удовлетворяет 
однородным условиям Коши
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 01 1(0, ) (0, ) 0,xv x v x= ∂ =
где 0, 1( )mC Q−  – множество непрерывных функций на Q и непрерывно дифференцируемых по x1 
до порядка m – 1, ( )mC Q  – множество непрерывно дифференцируемых до порядка m функций, 
заданных на множестве .Q
Доказательство леммы 1 проводится непосредственной проверкой всех ее утверждений, ис-
пользуя явный вид задания функции v с помощью формул (6)–(9).
3. Задача для однородного уравнения (5). В качестве классического решения задачи (1)–(3) 
берется функция ( ),mu C Q∈  которая удовлетворяет условиям (2) и (3). Согласно (4) и лемме 1, если 
0, 1( ),mf C Q−∈  то задача (1)–(3) сводится к отысканию функции (0) ( ),mu C Q∈  которая является 
решением однородного уравнения (5) и удовлетворяет условиям Коши (2) и граничным условиям
 
(0) (1) (1)
0 0 0 0
(0) (2) (2)
0 0 0 0
( ,0) ( ) ( ,0) ( ),
( , ) ( ) ( , ) ( ).
u x x v x x
u x l x v x l x
= µ − = µ






Отметим, что решение (0)u  будет из класса Cm( ),C Q  если заданные функции кроме требований 
гладкости ( ), , , jf ϕ ψ µ  или ( ) , 1,2,j jµ =  должны удовлетворять условиям согласования для точек 
(0, 0) и (0, l). Эти условия будут сформулированы ниже.
Общее решение уравнения (5) представляет собой [6; 7] сумму двух функций
 
(0) (1) (2)
1 0 1 0( ) ( ) ( ),u g x ax g x ax= − + +x   (11)
где ( )jg  – произвольные функции из класса ( )( ( )).m jC D g  Области определения их как функций 
одного независимого переменного z следующие: (1)( ) ( , ] ,D g l= −∞ ⊂   (2)( ) [0, ) ,D g = ∞ ⊂   Q.∈x  
Из условий Коши находим значения ( ) ( )jg z  функций ( ) ,jg  которые определяются формулами [8]
 
( ) ( , 0)
0
1 ( 1)
( ) ( ) ( ) ( ) ( 1) , [0, ],
2 2
j z
j j jg z g z z d C z l
a
−
= = ϕ + ψ ξ ξ + − ∈∫
  
(12)
где C – произвольная постоянная из множества действительных чисел µ∈.
Далее значения ( ) ( )jg z  для ( )( ) \ [0, ]jz D g l∈  определяются из граничных условий (10). 
Удовлетворяя первому граничному условию, получаем уравнение
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для ( )( ) \ [0, ],z D g l∈  где ( )kC  – произвольные константы из µ∈.
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Удовлетворяя функцию (11) второму из условий (10), получим уравнение
 
(2) (2) (1) (1)( ) (2 ), ( ) \ [0, ].
l z
g z g l z z D g l
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τ = = − − + − − τ µ − τ + 
−  









Аналогично, из уравнения (15) имеем соотношения
 
(2) (2, ) (2) (1, 1)( ) ( ) g (2 ), [ , ( 1) ], 1,2,... .k k
l z
g z g z l z z kl k l k
a





В уравнениях (16) и (17) присутствуют функции от переменных со сдвигом. Поэтому, начи-
ная с формул (12), в которых ( ,0)jg  уже определены на отрезке [0, ]l  через заданные функции, 
попеременно на отрезках длиной l из соотношений (16) и (17) находим значения ( ) ( )jg z  функ-
ций ( )jg  на всех областях их определения ( )( ), 1,2.jD g j =
Было отмечено ранее, что для (0,0)=α  классическое решение задачи (1)–(3) найдено в [1; 2], 
для (0,1)=α  – в [5]. Если (1,0),=α  то результаты аналогичны как и в [7]. Поэтому теперь будет 
рассмотрена задача (5), (2), (10) или задача (1)–(3) для 2,3,...m= =α .
Возвращаемся к исследованию системы (16), (17). Решение (11) должно принадлежать ( ).mC Q  
Из этого требования следует, что функции ,ϕ ψ и ( ) ( 1,2)j jµ =  должны быть достаточно гладки-
ми и аналитические выражения ( , ) ( ),j kg z  1,2,j =  0,1,...,k =  и их производные должны совпа-
дать в общих точках соприкосновения, т. е. должны выполняться равенства
 
(1, ) (1, 1)( ) | ( ) | , 0,1,..., 0,1,..., ,p k p kz kl z kld g z d g z k p m
+
=− =−= = =   (18)
 
(2, 1) (2, )( ) | ( ) | , 1,2,..., 0,1,...,p k p kz kl z kld g z d g z k p m,
−
= == = =   (19)
где / .p p pd d dz=
Л е м м а 2. Если функции ([0, ]),mC lϕ∈  1([0, ]),mC l−ψ ∈  ( ) ([0, ]),j mCµ ∈ ∞  1,2,j =  то 
(1, ) ([ , ( 1) ]),k mg C kl k l∈ − − −  (2, ) ([ ,( 1) ]),k mg C kl k l∈ +  1,2,...k = .
Д о к а з а т е л ь с т в о. Пусть k = 1. Из формул (12) видно, что при выполнении условий лем-
мы 2 ( ,0) ([0, ]),j mg C l∈  1,2.j =  Для других k = 2, 3, … утверждения леммы следуют из формул 
(16) и (17).
Л е м м а 3. Равенства (18) выполняются для всех 0,1,2,...,k =  а равенства (19) для 1,2,...k =  
тогда и только тогда, когда (18) выполняются только для k = 0, а (19) – для k = 1. При этом про-
извольные постоянные ( , )i kC  в формулах (16) должны быть одни и те же для всех 1,2,...,k =  т. е. 
( , ) ( ) .i k iC C=
Д о к а з а т е л ь с т в о. Если равенства (18) и (19) выполняются для всех указанных в лемме 
значений k, то они выполняются и, в частности, для k = 0 и k = 1 соответственно.
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Обратно, пусть равенства (18) выполняются для k = 0, а (19) – для k = 1. Пусть 
(2,0) (2,1)( ) ( ).g l g l=  
Тогда из (16) имеем равенство
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Для производных имеем равенства
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i p
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(1,1) (1, 2)( ) ( ) 0.m md g l d g l− − − =
Равенства (20) и (21) равны нулю тогда и только тогда, когда ( ,1) ( , 2) ( ) .i i iC C C= =  Здесь рас-
суждения начинаем с 1p = −α  и последовательно приходим к равенству (20).
Аналогично доказываем равенства (19) для k = 2.
Затем проводим доказательство утверждений леммы 3 в случае k = 2 и равенств непрерыв-
ности (18). Применяя метод математической индукции, доказывается утверждение леммы 3 для 
любых 1,2,3,...k =  в случае равенств (18) и любых 2,3,...k =  и равенств (19).
Выпишем условия согласования заданных функций задачи (5), (2), (10), которые являются 
необходимыми и достаточными для выполнения равенств (18), если k = 0 и (19) – k = 1.
Итак,
 












(2,1) (2) 1 (1,0) (2,0)1( ) ( 1) (0) ( 1) ( ) ( ), 0, .p p p p p p
p
d g l d d g l d g l p m
a
+= − µ + − = =
  
(24)
В соотношения (22)–(24) подставляем значения функций (12) и их производных в точках 




Из равенства (23) следует условие согласования
   
(26)
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Аналогично доказывается, что равенства (24) эквивалентны условиям согласования
  
(27)
Результаты проведенных последних рассуждений можно сформулировать в виде следующей 
леммы.
Л е м м а 4. Пусть 2.m ≥  Если функции ([0, ]),mC lϕ∈  1([0, ]),mC l−ψ ∈  (1) ([0, )),mCµ ∈ ∞  
(2) ([0, ))mCµ ∈ ∞  и выполняются однородные условия согласования (26) и (27), то функции 
( ) ( 1,2),jg j =  определяемые формулами (12), (16) и (17) принадлежат классу ( )( ( )),m jC D g  имеют 
вид
 
( ) ( )( ) ( ) ( 1) , 1,2,j j jg z g z C j= + − =
где C – произвольная из µ∈ постоянная, функции ( )jg  определяются единственным образом, 
константы ( , ) ( ) ,i k iC C=  1,2,3,...,k =  0, 1,i = −α  в (16) определяются формулами (25).
Доказательство следует из предыдущих рассуждений. Кроме того, отметим, что условия со-
гласования (26) и (27) являются необходимыми и достаточными, чтобы функции ( )jg  принадле-
жали классу ( )( ( )),m jC D g  функции ( )jg  определялись единственным образом.
Т е о р е м а 1. Пусть 2.m ≥  Если функции ([0, ]),mC lϕ∈  1([0, ]),mC l−ψ ∈  (1) 1([0, )),Cµ ∈ ∞  
(2) ([0, )),mCµ ∈ ∞  то функция вида (11) является единственным классическим решением из 
класса ( )mC Q  задачи (5), (2), (10) тогда и только тогда, когда выполняются однородные условия 
согласования (26), (27), константы ( ) ( , ) ,i i kC C=  1,2,3,...,k =  0, 1,i = −α  вычисляются по фор- 
мулам (25).
Доказательство теоремы 1 следует из лемм 2–4.
4. Задача (1)–(3). Так как, согласно теореме 1, существует единственное классическое ре-
шение задачи (5), (2), (10), то существует и классическое решение задачи (1)–(3). Чтобы сформу-
лировать в теоремах и обозначениях задачи (1)–(3) от функций ( )jµ  перейдем к функциям ( )jµ  
и f согласно формулам (10).
Если в условиях согласования (27) (2) (0)µ  представить в виде (2) 0 0( ) ( , )x v x lµ −  и вычислить 
от v производные согласно представлению (15), то эти условия согласования запишутся в виде
  
(28)
Аналогично формулы условий согласования (26) будут
   
(29)
Т е о р е м а 2. Пусть 2.m ≥  Если функции ([0, ]),mC lϕ∈  
1([0, ]),mC l−ψ ∈  
(1) 1([0, )),Cµ ∈ ∞  
(2) ([0, )),mCµ ∈ ∞  2, 1( ),m mf C Q− −∈  то существует единственное из класса ( )mC Q  классическое 
решение u вида (4), (11) тогда и только тогда, когда выполняются однородные условия согла- 
сования (28), (29), константы С (і) = С (і,k), 1,2,3,...,k =  0, 1,i = −α  вычисляются по формулам 
(16), где частное решение v определяется формулами (7)–(9), решение (0)u  задачи (5), (2), (10) – 
формулами (11), (12), (16), (17).
Заключение. В данном сообщении получены формулы классического решения первой сме- 
шанной задачи волнового уравнения с производными высокого порядка в граничных условиях. Пока-
зано, что задача имеет единственное решение. По мнению авторов, решение задачи с граничны-
ми условиями, в которых порядок производной выше порядка уравнения, публикуется впервые.
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