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a b s t r a c t
Given a fixed positive integer k ≥ 2 and a fixed pair of vertices x and y in a graph of
sufficiently large order n = n(k), minimum degree conditions that imply the existence
of a Hamiltonian cycle C such that the distance on the cycle C between x and y is precisely
kwill be proved.
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1. Introduction
We deal only with finite simple graphs and our notation generally follows the notation of Chartrand and Lesniak in [1].
Given an ordered set of vertices S = {x1, x2, . . . , xk} in a graph, there are a series of results giving minimum degree
conditions that imply the existence of a Hamiltonian cycle such that the vertices in S are located in order on the cycle
with restrictions on the distance between consecutive vertices of S. Examples include results by Kaneko and Yoshimoto [4],
Sárkőzy and Selkow [5], and Faudree et al. [3]. Wewill consider only a pair of vertices, but will require the distance between
the vertices on the Hamiltonian cycle to be precise. More specifically, we will determine the minimum degree δ(G) in a
graph of sufficiently large order n such that for a given fixed positive integer k ≥ 2 and any pair of vertices x and y of G, there
is a Hamiltonian cycle C such that the distance between x and y on C is k (i.e. dC (x, y) = k).
The following was conjectured by Enomoto [7].
Conjecture 1. If G is a graph of order n with δ(G) ≥ (n+ 2)/2, then for any pair of vertices x and y in G, there is a Hamiltonian
cycle C of G such that dC (x, y) = ⌊n/2⌋.
A natural generalization of the conjecture of Enomoto is the following:
Conjecture 2. If G is a graph of order n with δ(G) ≥ (n + 2)/2, then for any pair of vertices x and y in G and any integer
2 ≤ k ≤ n/2, there is a Hamiltonian cycle C of G such that dC (x, y) = k. Also, the minimum degree is sharp.
In the following section we will state some results to support the general conjecture (Conjecture 2), and describe some
examples to show the sharpness of the minimum degree conditions.
2. Results
Wewill begin by describing some extremal examples that imply the minimum degree conditions of the next results are
sharp.
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Fig. 1.
Example 1. The complete bipartite graph Kn/2,n/2 has minimum degree n/2. In any Hamiltonian cycle C of Kn/2,n/2, any pair
of vertices in the same part will be at an even distance on the cycle C and vertices in different parts will be at an odd distance.
Thus, δ(G) ≥ n/2 is not sufficient to imply the existence of a Hamiltonian cycle with a fixed pair of vertices at a specified
distance.
Example 2. In the case ofG = K2+(K(n−2)/2∪K(n−2)/2), which hasminimumdegree n/2, the pair of vertices in theminimum
vertex cut set of Gwill be at a distance n/2 in any Hamiltonian cycle of G.
Example 3. In the case of G = K3 + (K(n−3)/2 ∪ K(n−3)/2), which has minimum degree (n + 1)/2, no pair of vertices in
one of the components of G after the minimum vertex cut set is removed will be at a distance n/2 on a Hamiltonian cycle
of G.
Example 4. For n odd consider the graphG = K (n−1)/2+(K2∪H), whereH is a graph of order (n−3)/2with δ(H) ≥ 1. Then,
δ(G) = (n + 1)/2, but there is no path of length 3 between the two vertices in the K2 of G, and so there is no Hamiltonian
cycle such that the distance between these vertices is 3. Denote this family of graphs byBn. An example of a member of this
family is in Fig. 1.
We begin with a general result that is trivial to prove, is not a sharp result, but does indicate that there is a minimum
degree condition that implies that vertices can be precisely located on a Hamiltonian cycle.
Theorem 1. If k is a positive integer 2 ≤ k ≤ n/2 and G is a graph of order n with δ(G) ≥ (n + k)/2, then for any pair of
vertices x and y of G, there is a Hamiltonian cycle C of G such that dC (x, y) = p for any 2 ≤ p ≤ k.
Corollary 1. If G is a graph of order n with δ(G) ≥ ⌊3n/4⌋, then for any pair of vertices x and y of G and any positive integer
2 ≤ p ≤ ⌊n/2⌋, there is a Hamiltonian cycle C of G such that dC (x, y) = p.
Note that if x and y are adjacent vertices in G of Theorem 1, then the same proof implies there is a Hamiltonian cycle C
of Gwith xy ∈ C if δ(G) ≥ (n+ 1)/2. Also, by Example 2, δ(G) ≥ n/2 is not sufficient to imply the Hamiltonian cycle. Thus,
there is the following corollary of the proof of Theorem 1. Note that this corollary is also a direct consequence of the graph
being Hamiltonian-connected.
Corollary 2. If G is a graph of order n with δ(G) ≥ (n + 1)/2, then for any pair of adjacent vertices x and y of G there is a
Hamiltonian cycle C of G such that dC (x, y) = 1. Also, the degree condition is sharp.
The next two results deal with minimum degree conditions that imply a Hamiltonian cycle containing pairs of vertices
at a small distance k.
Theorem 2. If G is a graph of order n ≥ 4with δ(G) ≥ (n+1)/2, then for any pair of vertices x and y of G there is a Hamiltonian
cycle C of G such that dC (x, y) = 2. Also, the degree condition is sharp.
Theorem 3. If G is a graph of order n with minimum degree δ(G) ≥ (n+ 1)/2, then for any two distinct vertices x and y, there
is a Hamiltonian cycle C such that the distance dC (x, y) = 3, or G ∈ Bn.
The following result does not verify Conjecture 2, but it does provide support for the conjecture.
Theorem 4. Let k ≥ 2 be a fixed positive integer. If G is a graph of sufficiently large order n = n(k) with minimum degree
δ ≥ (n+ 2)/2, then for any two distinct vertices x and y, there is a Hamiltonian cycle C such that the distance dC (x, y) = k. The
minimum degree condition is sharp for general k ≥ 3.
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3. Proofs
Before giving the proofs of the theorems, some additional terminologywill be developed. For a graph G, the set of vertices
V (G) and the edge set E(G) will be just denoted by G, since it will be clear by context. A cycle (respectively path) with an
ordered set of vertices {x1, x2, . . . , xk} will be denoted by (x1, x2, . . . , xk, x1) (respectively (x1, x2, . . . , xk)). If xi is a vertex
of a path (cycle) then x+i will denote the successor xi+1, and if S is a set of vertices of a path (cycle), then S+ will denote the
set of successor of S.
Proof of Theorem 1. Since δ(G) ≥ (n+ 2)/2,G is panconnected (see [6]). Thus, there is a path Pp+1 of length p between x
and y. Consider the graph H = G − (Pp+1 − {x, y}), which is a graph of order n − p + 1, and δ(H) ≥ (n + k)/2 − p + 1 =
(n+k−2p+2)/2 ≥ (|H|+1)/2. Therefore,H is Hamiltonian-connected (see [2]), and so there is a Hamiltonian path Q inH
from x to y. The paths Pp+1 and Q form a Hamiltonian cycle C with dC (x, y) = p. This completes the proof of Theorem 1. 
Proof of Theorem 2. Assume no such Hamiltonian cycle exists, and we will show that this leads to a contradiction. Let x
and y be 2 fixed vertices of G. Since δ(G) ≥ (n+ 1)/2, there is a vertexw ∈ G adjacent to both x and y. Let G′ = G−w. Since
δ(G′) ≥ (n− 1)/2, there is a Hamiltonian cycle in G′. As a consequence of this Hamiltonian cycle there is a path from x to y
in G′ with at least ⌈(n − 3)/2⌉ + 2 = ⌈(n + 1)/2⌉ vertices. Thus, there is a C cycle in G with at least ⌈(n + 3)/2⌉ vertices
such that dC (x, y) = 2.
Let C ′ = (x = x1, x2, y = x3, x4, . . . , xm, x1) be a longest such cycle, and let H = G− C ′. Hence,m ≥ (n+ 3)/2. We will
next assume that m = n − 1, and show that this leads to a contradiction. Let z = G − C ′. Since z cannot be adjacent to 2
consecutive vertices of C ′, except for possibly the vertices in {x1, x2, x3}, and dG(z) ≥ (n+ 1)/2,
N(z) = {x1, x2, x3, x5, . . . , xn−2}.
The vertices z and x4 can be interchanged leaving the same structure, which implies that
N(x4) = {x1, x2, x3, x5, . . . , xn−2}.
This results in the cycle
C = (x = x1, x4, y = x3, x2, z, x5, . . . , xn−1, x = x1),
a contradiction. Thus, (n+ 3)/2 ≤ m < n− 1.
No vertex in H can be adjacent to 2 consecutive vertices of C ′ except for the pairs {x, x2} and {x2, y}. Thus, dC ′(h) ≤
(m + 2)/2 for each h ∈ H . Hence, dH(h) ≥ (n + 1)/2 − (m + 2)/2 = (|H| − 1)/2, and so H has a Hamiltonian path with
at least 2 vertices, say P = (u = z1, z2, . . . , zn−m = v). Since dC ′(h) ≥ (n + 1)/2 − (n − m − 1) = (2m − n + 3)/2, each
vertex of H , and in particular u and v, will have at least (2m − n + 1)/2 adjacencies on the path Q = (x3, x4, . . . , xm, x1),
and will not be adjacent to consecutive vertices of Q because of the maximum length of C ′. Also, for u and v there must be
at least n−m vertices of Q between distinct adjacencies of u and v. These two observations imply the inequality
1+ 4(2m− n− 1)/2+ n−m+ 2 ≤ m,
and this impliesm ≤ (n− 1)/2, a contradiction. This completes the proof of Theorem 2. 
Proof of Theorem 3. For n ≤ 8 it is straightforward to verify the theorem, so we can assume that n ≥ 9. Since δ(G) ≥
(n+ 1)/2, the graph G is 3-connected. If κ(G) = 3, so that G has a cutset of order 3, say {u, v, w}, then G− {u, v, w} is the
union of two disjoint complete graphs of order (n − 3)/2 containing vertices adjacent to all vertices of the cutset. In this
case it is straightforward to directly verify the theorem, and so we assume that G is 4-connected.
Claim 1. There is a cycle C ′ containing x and y such that the distance between x and y is 3.
Proof of Claim 1. We will first show that there is a path of length 3 between x and y. If N(x) − {y} = N(y) − {x}, then
N(x) − {y} is an independent set, since otherwise there would be a path of length 3 between x and y. Consider a vertex
z ∈ N(x)− {y}. Then,
d(z) ≤ n− |N(x)− {y}| ≤ n− ((n+ 1)/2− 1) = (n+ 1)/2.
This implies that each vertex of N(x)− {y} is adjacent to all of the remaining vertices of G, and so clearly G ∈ Bn. Therefore,
we can assume there is aw ∈ N(x)−{y}−N(y). If N(w)∩ (N(y)−{x}) ≠ ∅, then there is a path of length 3 between x and
y. If N(w)∩ N(y)− {x} = ∅, then d(w)+ d(y) ≤ (n− 3)+ 2 = n− 1, a contradiction. Thus, we can assume there is a path
P ′ = (x, u, v, y) of length 3 containing vertices u and v.
Since κ(G) ≥ 4, the graph G− {u, v} is 2-connected, and so there is a path P between x and y in G− {u, v}. Hence, P ′ ∪ P
is a required cycle, which completes the proof of Claim 1. 
Let C ′ = (x1 = x, x2, . . . , xq = y, v, u, x1 = x) be a longest cycle such that the distance between x and y is 3. Put
Q = (x1, x2, . . . , xq), with x = x1, y = xq, which is the longest path between x and y in G− {u, v}. To the contrary assume
that C ′ is not Hamiltonian. Let H = G− {u, v} and n′ = n− 2. Thus, for eachw ∈ H, dH(w) ≥ (n+ 1)/2− 2 = (n′ − 1)/2.
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Case 1: x = x1 has a neighborw ∈ H − Q .
Themaximality of Q implies that NQ (w)∩NQ (w)+ = ∅,NQ (x2)∩NQ (w)+ = ∅, and x2 andw have no common neighbor
in H − Q . It follows that
dQ (x2) ≤ |Q | − 1− (|NQ (w)| − 2),
with equality only ifwxq ∈ G and x2xq ∈ G.
Note that whenwxq ∈ G, thenwxq−1 ∉ G and the equality implies x2xq ∈ G. Hence we have
dQ (x2)+ dQ (w) ≤ |Q | + 1,
with equality only ifwxq ∈ G and x2xq ∈ G and
dH(x2)+ dH(w) ≤ |Q | + 1+ |H − {w}| − q = n′,
with equality only ifwxq ∈ G and x2xq ∈ G.
When dH(x2) + dH(w) = n′, then wx1, wxq ∈ G. Thus, we have the number of edges between ({w, x2} and {u, v}) is
at least 3, since otherwise dG(w) + dG(x2) ≤ n′ + 2 = n, a contradiction. Assume wv, x2u ∈ G. Then, there is a cycle
(x1, u, x2, x3, . . . , xq, v, w, x1), which contradicts the maximality of C ′. Thus, if x2u ∈ G, then we havewv ∉ G. This implies
that x2v,wu ∈ G, and by symmetry xq−1u, xq−1v ∈ G. This results in the longer cycle
(x1, x2, x3, . . . , xq−1, v, xq, w, u, x1)
than C ′, a contradiction. If x2u ∉ G, thenwu, wv ∈ G, and by symmetry we have that xq−1v ∉ G, but xq−1u ∈ G. Now, using
the edge x2xq ∈ G, there is the cycle
(x1, w, v, xq, x2, x3, . . . , xq−1, u, x1),
which contradicts the maximality of C ′.
Therefore, we have dH(x2) + dH(w) ≤ n′ − 1. This implies x2u, x2v,wu, wv ∈ G, and so there is the cycle (x1, w, v,
xq, xq−1, . . . , x2, u, x1), which gives a contradiction.
Case 2: NH(x1) ⊂ Q and likewise NH(xq) ⊂ Q .
First consider the case that there exists aw ∈ H−Q such thatNH(w) ⊂ Q . SinceNQ (w)∩NQ (w)+ = ∅ and x1, xq ∉ N(w),
this implies |H| ≥ |Q | + 1 ≥ (2dQ (w)+ 1)+ 1 = (2((n+ 1)/2− 2)+ 1)+ 1 = n′ + 1, a contradiction.
Let xi be the first vertex of Q that has a neighbor in H − Q . Let P ′ = (v0, v1, . . . , vr) be a longest path in H with v0 = xi
and P ′ ∩ Q = {xi}. By the observation of the previous paragraph, r ≥ 2.
Since H is 2-connected, if N(vr) ∩ Q ⊆ {xi}, there is a vertex vj ∈ P ′ such that there is xk with k > i and a path P∗ from
some vj to xk such that all of the interior vertices of P∗ are disjoint from Q and P ′. Also, since H is 2-connected, there is path
from vr to v0 avoiding vj with all of the interior vertices in H . As a result there is a path P ′′ = (xi, . . . , vj)with P ′′ ∩Q = {xi}
and NP ′(vr) ∪ {vr} ⊆ P ′′. Then the maximality of Q implies |(xi+1, . . . , xk−1)| ≥ |P ′| ≥ dP ′(vr), and hence
|H| ≥ |Q | + |P ′| − 1 ≥ dP ′(vr)+ 2+ dP ′(vr)+ 1− 1 ≥ 2((n′ − 1)/2+ 1) ≥ n′ + 1,
a contradiction. Thus, we can assume now that N(vr) ∩ Q ⊈ {xi}.
Claim 2. If xjvr ∈ G, then N(xi−1) ∩ {xj−1, xj−2, . . . , xj−r} = ∅.
Proof of Claim 2. Suppose to the contrary that xi−1xj−s ∈ G for some 1 ≤ s ≤ r . It follows that
P∗ = (x1, x2, . . . , xi−1, xj−s, xj−s−1, . . . , xi, v1, v2, . . . , vr , xj, xj+1, . . . , xq)
is longer than Q , a contradiction which completes the proof of Claim 2. 
From Claim 2 and the fact that r ≥ 2, it follows that if xjvr ∈ G, then, xi−1xj−1, xi−1xj−2 ∉ G. Thus,
dQ (xi−1) ≤ |Q | − 2|NP ′(vr)− {xi}| − 1,
and
dQ (xi−1)+ dQ (vr) ≤ |Q | − 1.
Since N(xi−1) ∩ N(vr) ∩ (H − Q ) = ∅, we have
dH−Q (xi−1)+ dH−Q (vr) ≤ |H − Q | − 1.
It follows that
dH(xi−1)+ dH(vr) ≤ |Q | − 1+ |H − Q | − 1 ≤ |H| − 2,
a contradiction.
This completes the proof of Theorem 3. 
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Proof of Theorem 4. Assume that the required cycle does not exist for n sufficiently large, and we will show that this leads
to a contradiction. We can assume that k ≥ 4, since it has already been verified for k = 2, 3.
First consider the case when κ(G) < 5k. (In fact, κ(G) < ck for any fixed k will suffice since n is sufficiently large.)
Then G has a minimum cutset S of order s such that 4 ≤ s < 5k. Thus, G − S has two components H1 and H2 such that
(n+ 4− 2s)/2 ≤ |H1| ≤ |H2| ≤ (n− 4)/2. because each of the components H1 and H2 have δ(H1), δ(H2) ≥ (n+ 2− 2s)/2.
Since n is sufficiently large, each of these components are nearly complete graphs, and each vertex in each component has
at most smissing edges in that component.
Thus, in this case it is easy to show that the required cycle exists. Consider, for example, the case where x, y ∈ H1. Let
u1, u2, . . . , us be the vertices of S. Note that there is a matching with s edges between S and H1 and between S and H2, and
each vertex ui has at least (n− 2s+ 4)/4 adjacencies in either H1 or H2. Thus, there is a path P1 starting with u2 and ending
with us that contains u3, . . . , us−1 in that order, such that the length of each of the subpaths from ui to ui+1 is of length at
most 3, and the matching edges from u1, the matching edge from u2 in H1, and the matching edge from us in H2 are not
incident to P1. Because of the large degrees of the vertices in H1 and H2 these graphs are panconnected after any bounded
number of vertices are deleted. Thus, there is a path P2 of length at most 3 from u1 to x in H1 ∪ {u1}, a path P3 of length k
from x to y in H1, a path P4 from y to u2 in H1 ∪ {u2} that spans the remaining vertices in H1, and there is a path P5 from u1
to us in H2 ∪ {u1, us} that spans H2. The 5 paths P1, P2, P3, P4, P5 form the required Hamiltonian cycle for the vertices x and
y. The other possible locations of x and y can be formed in a completely similar way. Hence, we can assume that κ(G) ≥ 5k.
Claim 3. There is a cycle C ′ of length at least n − k + 2, containing x and y such that dC ′(x, y) = k and such the G − C ′ is an
independent set.
Proof of Claim 3. Since δ(G) ≥ (n + 2)/2,G is panconnected, and there is a path P ′ of length k from x to y. The graph
G′ = G− (P ′−{x, y}) is at least (4k+1)-connected and δ(G′) ≥ n/2− k+2, This implies that there is a cycle in G′ of length
at least n− 2k+ 4. Hence, there is a path in G′ of length at least n/2− k+ 2 from x to y, and so there is a cycle of length at
least n/2+ 2 in G containing x and y with a distance of k between x and y on this cycle. Let C ′ be such a cycle of maximum
length, say m, and let P ′ be the path in C ′ of length k from x to y, and Q the edge disjoint path from y to x with m − k + 1
vertices. Let H = G− C ′, and so H has order n−m and δ(H) ≥ (n+ 2)/2− (k− 1)− (m− k+ 2)/2 ≥ (n−m− k+ 2)/2,
since no vertex of H can be adjacent to consecutive vertices of Q .
Assume that Claim 3 is not true, and m < n − k + 2. First consider the case when δ(H) ≥ 4k. Then, there is a cycle in
H , and since δ(H) ≥ max{4k, (n − m − k + 2)/2}, there is a cycle C ′′ in H with at least max{4k + 1, (n − m − k + 4)/2}
vertices. The graph spanned by H ∪ Q is (4k+ 1)-connected, and there are 4k+ 1 vertex disjoint paths between Q and C ′′.
Thus, there are two distinct vertices u and v on Q at a distance of at most (m− k)/(4k) on C ′ connected by two of the 4k+ 1
paths between a pair of vertices u′ and v′ on C ′′. A new cycle can be formed from C ′ by replacing the path of length at most
(m− k)/(4k) between u and v on C ′ by the longest path from u′ and v′ on C ′′ along with the connecting paths. Thus,
(n−m− k+ 4)/4+ 2 ≤ (m− k)/(4k).
This implies thatm ≥ kn/(k+ 1)+ (13k− k2)/(k+ 1). Since n is sufficiently large and k ≥ 4, this implies thatm > 4n/5
for all values of k ≥ 4.
Next we consider the case when δ(H) < 4k. Thus, there is vertex h ∈ H such that dC ′(v) ≥ (n+ 2)/2− 4k. However, h
cannot be adjacent to two consecutive vertices of Q , and so dC ′(h) ≤ (k− 1)+ (m− k+ 2)/2. This impliesm ≥ n− 9k+ 2.
Thus, in general,m > 4n/5, since for n sufficiently large n− 9k+ 2 > 4n/5.
Consider the case when H contains at least one edge. Let u and v be the endvertices of a longest path in H . Each vertex of
H has at least (n+2)/2− (n−m)+1 adjacencies in C ′, and so dC ′(v) ≥ m−n/2+2. Also, dQ (u) ≥ m−n/2+2− (k−1) =
m− n/2− k+ 3. If uz ∈ G for z ∈ Q , then vz+, vz++ ∉ G except for two vertices at the end of the path Q , since this would
result in a longer cycle than C ′. This implies that dC ′(v) ≤ m− 2(m− n/2− k+ 1), which gives the following inequality:
m− n/2+ 2 ≤ dC ′(v) ≤ m− 2(m− n/2− k+ 1).
This results in m ≤ 3n/4 + k − 2, which is in contradiction to the fact that m ≥ 4n/5. Thus, we can assume that H is an
independent set.
SinceH is independent, each vertex h ∈ H has at least (n+2)/2 adjacencies in C ′. On the other hand, h cannot be adjacent
to two consecutive vertices of Q , and so dC ′(h) ≤ (k− 1)+ (m− k+ 2)/2. This impliesm ≥ n− k+ 2. This completes the
proof of Claim 3. 
Let C∗ = (z1, z2, . . . , zm, z1), where P = (x = z1, z2, . . . , zk+1 = y) is a cycle of maximum length. Let {w1, w2, . . . ,
wn−m} be the vertices ofH = G−C∗. Ifw ∈ H is adjacent to two consecutive vertices of the pathQ = (zk+1, zk+2, . . . , zm, z1),
then this contradicts themaximality of C∗. Hencewe can assume this does not occur. The set of vertices (N+Q (w)−{z1})∪{w}
is independent, since any adjacency between a pair of vertices in this set results in a cycle containing w, and it would
contradict the length of the cycle C∗. This independent set contains at least (n + 2)/2 − (k − 1) = n/2 − k + 2 vertices.
Also, each vertex wi ∈ H , can have at most 1 adjacency in this set as well, for otherwise a cycle can be formed using w and
wi. Each vertex of H can either be inserted into this independent set or can replace a vertex in the independent set. Thus,
there is an independent set of vertices with at least n/2− k+ 2 vertices that contains H . Let A be such an independent set
of maximum order.
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Since |NQ (w)| ≥ (n+ 2)/2− (k− 1) = n/2− k+ 2, and |Q | = m− k+ 1, w is adjacent to nearly every other vertex of
Q . More specifically if U = N+P (w)∩ N−P (w), then |U| > n/2− 2k. Each vertex u ∈ U , is interchangeable withw, and there
are no edges between vertices in U ∪ H . Thus, there are at least n/2− 2k vertices that can play the role ofw.
In the previous argument an arbitrary path of length k from x to y was used to start the proof of the existence of the
Hamiltonian cycle. The objective now is to repeat the previous argument, but to start by selecting the path of length k from
x to y such that the path contains a maximum number of vertices of A.
In selecting the path P = Pk(x, y) of length k from x to y there are 3 cases to be considered: A contains 0, 1 or 2 vertices
of {x, y}. Observe that any pair of vertices of G has at least 2 common adjacencies, a pair of non-adjacent vertices has at least
4 common adjacencies, and the vertices in A have at least nearly n/2 common adjacencies. Also, observe that for any s < k
vertices of A, there is a path P ′ with 2s + 1 vertices, such that vertices of P ′ alternate between A and A starting with and
ending with predetermined vertices of A. This is a consequence of the fact that each pair of vertices of A have nearly n/2
common adjacencies. To obtain a path P ′ with 2s+ 2 vertices such that s of the vertices are in A and s are in A, an edge with
both vertices in A can be inserted in the path between the neighborhoods of 2 vertices of A. If x (or y) is not in A, then x (or
y) is adjacent to a vertex in A. Using these observations, the following can easily be verified for the path P .
Case (1) x, y ∈ A: If k is odd, then P can be chosen such that |P ∩ A| ≥ (k+ 1)/2, and if k is even, |P ∩ A| ≥ (k+ 2)/2.
Case (2) x ∈ A, y ∉ A: If k is odd, then P can be chosen such that |P ∩ A| ≥ (k+ 1)/2, and if k is even, |P ∩ A| ≥ k/2.
Case (3) x, y ∉ A: If k is odd, then P can be chosen such that |P ∩ A| ≥ (k− 1)/2, and if k is even, |P ∩ A| ≥ k/2.
Repeating the previous argument gives a maximum length cycle C∗ = (z1, z2, . . . , zm, z1), where P = (x = z1, z2, . . . ,
zk+1 = y) is the special pathwith amaximumnumber of vertices of the independence setA, andQ = (zk+1, zk+2, . . . , zm, z1).
Let {w1, w2, . . . , wn−m} be the vertices of H ′ = G− C∗, which is an independent set with at least n− k+ 2. First consider
the case when H ′ ⊂ A. Select aw ∈ H ′.
In Case (1) (n+ 2)/2 ≤ dG(w) ≤ dQ−{x,y}(w)+ dP(w) ≤ (m− k)/2+ (k+ 1)/2, which implies (n+ 2)/2 ≤ (n+ 1)/2,
a contradiction.
In Case (2), when w is adjacent to y, (n + 2)/2 ≤ dG(w) ≤ dQ−{x,y}(w) + dP(w) ≤ (m − k − 1)/2 + k/2 + 1, which
implies (n + 2)/2 ≤ (n + 1)/2, a contradiction. If w is not adjacent to y, then the upper bound remains the same, since
dQ−{x,y}(w)will increase by 1 and dP(w)will decrease by 1.
In Case (3), whenw is adjacent to both x and y, then (n+2)/2 ≤ dG(w) ≤ dQ−{x,y}(w)+dP(w) ≤ (n−k−2)/2+(k+3)/2,
which implies (n+ 2)/2 ≤ (n+ 1)/2, a contradiction. Just as in Case 2, the upper bound will not change ifw is not adjacent
to x (or y), since one term will increase and the other decrease.
This implies that H ′ ⊄ A, and so there is another independent set Bwhich also has at least (n− k+ 2)/2 vertices. Since
there are as many as n/2 − 2k vertices that could play the role of w ∈ H ′ by a previous argument, there are that many
vertices in B not in A. This implies that A and B are disjoint, since any vertex in A∩B could not have degree at least (n+2)/2.
Also, each vertex in A (or B) will have at least n/2− 2k+ 5 adjacencies in B (or A).
We will now repeat the previous argument by selecting the path P of length k from x to y such that the path contains
a maximum number of vertices of A ∪ B. In selecting the path P = Pk(x, y) of length k from x to y there are 3 cases to be
considered: A ∪ B contains 0, 1 or 2 vertices of {x, y}. However, in all of these cases, the path P can be chosen such that at
most 2 vertices of the path will not be in A ∪ B, since each vertex of G − (A ∪ B) has at least one adjacency in A and one
adjacency in B, and at least n/4 − k + 2 adjacencies in one of A or B. Thus, the path will contain at least k − 1 vertices in
A ∪ B, and so |P ∩ A| ≥ ⌊(k− 1)/2⌋, and likewise |P ∩ B| ≥ ⌊(k− 1)/2⌋.
Repeating the previous arguments gives a maximum length cycle C∗ = (z1, z2, . . . , zm, z1), where P = (x = z1, z2, . . . ,
zk+1 = y) is the special path with a maximum number of vertices of the independence sets A ∪ B, and Q =
(zk+1, zk+2, . . . , zm, z1). Let {w1, w2, . . . , wn−m} be the vertices of H ′′ = G − C∗, which is an independent set with at least
n − k + 2. In this case H ′′ will be either a subset of A or B, since it is not possible to have another independent set with
n/2 − k + 2 disjoint from A and B. Then, the case analysis used in the previous case when H ′ ⊂ A gives a contradiction in
this case as well. This completes the proof of Theorem 4. 
4. Questions—open problems
There are a number of natural questions and obvious open problems. An example is the following:
Question 1. Given a set of k−1 integers {p1, p2, . . . , pk−1} and a fixed set of k vertices {x1, x2, . . . , xk} in a graphG of sufficiently
large order n with
δ(G) ≥ (n+ 2k− 2)/2,
is there is a Hamiltonian cycle C such that dC (xi, xi+1) = pi for 1 ≤ i ≤ k− 1? Fig. 2 is an example that implies that the degree
condition is sharp, if true.
For very small values of pi the answer to Question 1 is positive. For example, if pi = 2 for each 1 ≤ i ≤ k− 1, then since
δ(G) ≥ (n + 2k − 2)/2, each pair of vertices have at least 2k − 2 common adjacencies. Thus, there is a path P2k−1 from x1
to xk with alternate vertices the xi’s. The graph H = G − P ∪ {x1, xk} has order n − 2k + 3 and minimum degree at least
2706 R.J. Faudree, H. Li / Discrete Mathematics 312 (2012) 2700–2706
Fig. 2.
(n − 2k + 4)/2. Thus, H is Hamiltonian-connected, and so there is a Hamiltonian path from x1 and xk in H . This gives the
required cycle.
The conjecture of Enomoto (Question 2) is still open.
Question 2. If G is a graph of order n with δ(G) ≥ (n+ 2)/2, is there for any pair of vertices x and y in G a Hamiltonian cycle C
of G such that dC (x, y) = ⌊n/2⌋?
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