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We consider the interaction-driven Mott transition at zero temperature from the viewpoint of
microscopic Fermi liquid theory. To this end, we derive an exact expression for the Landau param-
eters within the dynamical mean-field theory (DMFT) approximation to the single-band Hubbard
model. At the Mott transition the symmetric and the anti-symmetric Landau parameter diverge.
The vanishing compressibility at the Mott transition directly implies the divergence of the forward
scattering amplitude in the charge sector, which connects the proximity of the Mott phase to a
tendency towards phase separation. We verify the expected behavior of the Landau parameters in
a DMFT application to the Hubbard model on the triangular lattice at finite temperature. Exact
conservation laws and the Ward identity are crucial to capture vertex divergences related to the
Mott transition. We furthermore generalize Leggett’s formula for the static susceptibility of the
Fermi liquid to the static fermion-boson response function. In the charge sector the limits of small
transferred momentum and frequency of this response function commute at the Mott transition.
I. INTRODUCTION
The Landau theory of Fermi liquids provides a funda-
mental phenomenological description of metals in their
normal state [1]. The theory accounts for (strong) in-
teractions between the original fermions by introducing
the concept of quasi-particles [2], effective low-energy
fermionic excitations which are characterized by an ef-
fective mass resulting from the interactions and by resid-
ual effective interactions. Fermi liquid theory is appli-
cable as long as the interacting system is continuously
connected to the non-interacting fermion gas, that is,
no phase transition occurs. The theory makes general
statements about the physical properties of Fermi liq-
uids, which can be directly connected with experiments.
However, the values of the quasi-particle effective mass
and the Landau parameters describing the residual in-
teractions between quasi-particles must be either derived
from a microscopic theory of a well-defined model, or ex-
tracted from experiments. In this work we focus on the
former strategy, addressing the Landau theory for the
Mott-Hubbard transition as described by the single-band
Hubbard model.
A semi-phenomenological way to obtain non-
perturbative numerical results for the Landau pa-
rameters in variational Monte Carlo studies is to fit
the energy of low-lying particle-hole excitations with
the Fermi liquid energy functional [3, 4]. On the other
hand, analytical expressions for the Landau param-
eters from first principles are frequently obtained by
means of diagrammatic perturbation theory around the
non-interacting limit, see, for example, [5–7]. However,
∗ fkrien@sissa.it
perturbation theory can not capture the breakdown
of the Fermi liquid picture at an interaction-driven
metal-to-insulator transition.
A way to derive a microscopic Landau theory is to
solve the Hubbard model using the variational Gutzwiller
approximation [8], or the equivalent Kotliar-Ruckenstein
slave-boson mean-field [9, 10]. These methods describe
a strongly renormalized, almost localized Fermi liquid
and its disappearance at the Mott transition [11]. The
behavior of the Landau parameters close to the metal-
insulator transition is especially interesting: At the crit-
ical interaction the symmetric Landau parameter f ch di-
verges [11, 12], in correspondence to the charge localiza-
tion, whereas the anti-symmetric one f sp remains finite.
Here the labels ’ch’ and ’sp’ indicate correspondence to
the charge and spin sector, respectively.
On the other hand, when a Landau parameter f ap-
proaches the value −1, in general [13] a Pomeranchuk
instability occurs, which can be favored by non-local in-
teractions [14]. The symmetric Landau parameter of
a multi-orbital Hubbard model in the so-called Hund’s
metal regime has recently been calculated using the slave-
spin method [15, 16], which predicts a phase separa-
tion as an instability of the Mott insulator upon dop-
ing [17] which takes place just above the critical inter-
action strength for the Mott transition. The instability
indeed tracks the evolution of the critical interaction as a
function of different control parameters [18], establishing
a direct link between the Mott transition and the phase
separation. Previous studies suggest a similar scenario
also for the single-band Hubbard model [19–21].
The development of the dynamical mean-field the-
ory [22, 23] (DMFT) has widened our understanding
of the Mott metal-insulator transition in the Hubbard
model extending the previous results within a non-
perturbative and conserving approach. DMFT describes
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2the evolution from the metal to the Mott insulator in
terms of the reduction and the vanishing of the quasi-
particle weight Z, which within DMFT coincides with
the inverse of the effective mass enhancement Z = m/m∗,
one of the main parameters of the Fermi liquid theory.
However, while a Fermi liquid picture of this Mott metal-
insulator transition was developed [24, 25] in terms of Z,
surprisingly little is known about the Landau parame-
ters in DMFT, despite their central role for the theory of
Fermi liquids. A notable exception is Ref. [26], where a
Landau approach has been used to estimate the Cooper
instability in a multi-band Hubbard model. The present
work fills this gap with a thorough investigation of the
Landau parameters in the single-band Hubbard model
with a special focus on the approach to the interaction-
driven Mott-Hubbard transition.
The Landau parameters have a crucial physical signif-
icance, as they may be interpreted as the residual in-
teraction between the quasi-particles [27–29]. From a
technical point of view, the interaction character implies
that they are two-particle quantities. In particular, as
we will detail in the following, in a microscopic Fermi
liquid theory the Landau parameters are given by the dy-
namic limit of the two-particle vertex function, f ∝ 0FZ2.
The dynamic limit 0F of the vertex corresponds to the
forward-scattering limit of vanishing momentum and fre-
quency transfer, where first q → 0 and then ω → 0,
respectively, and it captures all forward scatterings ex-
cept those between quasi-particles and quasi-holes. On
the other hand, the static limit ∞F , where first ω → 0
then q→ 0, accounts for all forward scatterings of parti-
cles and holes, and it is the quantity responsible of actual
physical instabilities. For this reason ∞F , rather than 0F ,
is often denoted as the forward scattering amplitude [28].
In general it is difficult to calculate the vertex func-
tion, due to its dependence on three real frequencies
and momenta. In an isotropic system, such as 3He, the
Landau parameters can be expanded into the Legendre
polynomials. This simplification leads to several promi-
nent Fermi liquid relations for the isotropic Fermi liq-
uid, such as Leggett’s formula for the static susceptibil-
ity [7, 13, 30, 31]. On the other hand, in a spatially
inhomogeneous system like a lattice model the Landau
parameters acquire rich momentum dependence which
emerges already at the second order of perturbation the-
ory [5, 6]. This may appear as a serious obstacle to
compute the Landau parameters in the non-perturbative
DMFT, which is defined for lattice systems. As will be
shown in this work, this is not the case, the Landau pa-
rameters can be calculated easily in DMFT.
In fact, recent technical advancements have eased the
direct calculation of the vertex function: DMFT maps
the lattice model onto an Anderson impurity model
whose hybridization function must be determined self-
consistently as we briefly recall below. Therefore, the
DMFT evaluation of the vertex function requires to
compute four-point correlation functions of the impurity
model. This can be done using continuous-time quantum
Monte Carlo (CTQMC) solvers [32–34] with improved
estimators [35–37], which allow the measurement of im-
purity vertices at finite temperature with very high accu-
racy. In the calculation of the DMFT susceptibility the
numerical error can be reduced even further, by separat-
ing it into local and non-local contributions [38–42] and
by taking vertex asymptotics into account [43, 44]. These
improvements have given rise to diagrammatic extensions
of DMFT [45] and opened a window into the two-particle
level of its impurity model, which led to the discovery of
vertex divergences [46]. Some divergences of the impu-
rity vertex function have been related to the Mott tran-
sition [47, 48]. Furthermore, the two-particle self-energy
γ (irreducible vertex) also shows divergences, sometimes
located in the vicinity of the Mott insulator [46], but
they also arise in systems without Mott localization [49]
and even in the atomic limit [50]. Divergences of the
two-particle self-energy have been related to the multi-
valuedness of the Luttinger-Ward functional [51–53].
A natural question is whether some vertex divergences
can explain characteristic features of the Mott transition.
For example, it was hypothesized in Ref. [54] that in the
Mott phase there may exist a divergent scattering am-
plitude in the charge sector. If this prediction was con-
firmed in a microscopic scheme which properly accounts
for the Mott transition, it would strengthen the case for
the somewhat counter-intuitive tendency towards phase
separation –associated with a divergent compressibility–
close a Mott insulator, where the same compressibility
must vanish. In the two-dimensional Hubbard model
phase separation close to the Mott transition has been
widely debated [19, 20, 55, 56] also as a possible source
of charge-ordering instabilities [57] or even superconduc-
tivity [58, 59]. A finite-temperature divergent compress-
ibility in DMFT has been suggested to underlie the α−γ
transition in cerium [60].
Another question which arises is the connection of di-
vergences of the impurity vertex of DMFT to physical
instabilities of the lattice model: Despite a divergence of
the two-particle self-energy γ the impurity vertex func-
tion f may remain finite. And, in turn, a divergence of f
does not always imply a divergence in the DMFT approx-
imation to the lattice vertex function F . For example, it
is widely believed that despite the divergence of the im-
purity spin vertex in the Mott phase at zero temperature
the uniform spin susceptibility of DMFT remains finite,
due to the effective exchange J = t˜ 2/U [23, 61, 62]. In
fact, as will be shown in this work, even the divergence
of the lattice forward scattering amplitude ∞F does not
always imply the divergence of a susceptibility.
The aim and outline of this work are as follows: In
Sec. II we recollect the main ingredients of the Fermi liq-
uid theory, including the Landau parameters, the Ward
identities for the fermion-boson response, and Leggett’s
decomposition of the static susceptibility [30]. Next, we
apply the DMFT approximation in Sec. III and obtain
a complete set of Fermi liquid relations, whose behav-
ior we analyze in the limit of vanishing quasi-particle
3weight. This shows that the static and dynamic limit
of the charge fermion-boson response commute at the
Mott transition and several vertex functions diverge. One
divergent vertex is the charge forward scattering am-
plitude, which implies that a Fermi liquid with quasi-
particles of nearly divergent effective mass exhibits a ten-
dency towards the phase separation. In Sec. IV we report
DMFT results for the Hubbard model on the triangular
lattice at finite temperature, which confirm several of the
vertex divergences. We present numerical results for the
fermion-boson response and explain its qualitative be-
havior near the critical interaction of the Mott transition.
We summarize and discuss our results in Sec. V and close
with the conclusions in Sec. VI.
II. FERMI LIQUID THEORY AT T = 0
In this section we provide a self-contained and peda-
gogical recollection of the microscopic Landau Fermi liq-
uid theory. Readers may jump to Secs. III C and III D
as well as Table I to find our main results. While the
derivations are general we focus for concreteness on the
single-band Hubbard model on the triangular lattice,
H =−
∑
〈ij〉σ
t˜ijc
†
iσcjσ + U
∑
i
ni↑ni↓, (1)
where t˜ij is the isotropic nearest neighbor hopping be-
tween lattice sites i, j . We use the hopping amplitude
t˜ = 1 as the unit of energy. c, c† are the annihilation and
construction operators, σ =↑, ↓ the spin index.
The starting point for the microscopic Fermi liquid the-
ory are the analytical properties of the causal Green’s
function Gckσ(t− t′) = −ı〈Ttckσ(t)c†kσ(t′)〉, which is used
in perturbation theory for real times t, t′ [28], where Tt
is the time-ordering operator. The spin label σ will be
dropped where unambiguous. The frequency transform
of this function can be expressed in the following way [cf.
Appendix A],
Gckν =nf (−ν)Grkν + nf (ν)Gakν . (2)
Here, ν is the real frequency, nf (ν) = (1 + e
βν)−1 is the
Fermi function, Gr andGa are the retarded and advanced
Green’s functions. The latter are analytical in the up-
per/lower complex half-plane, respectively, whereas Gc
itself is not analytical in either half-plane.
The causal Green’s function (2) has a hole-like (ad-
vanced) and a particle-like (retarded) component. For
finite temperature these components are mixed in the
vicinity of the Fermi level ν = 0, due to the thermal
softening of the Fermi function. Here we focus on the
zero temperature limit T = β−1 → 0, hence the Fermi
function in Eq. (2) becomes a Heaviside step-function,
nf (ν)→ θ(−ν).
A. Fermi-liquid Green’s function
The central assumption of the Fermi liquid theory is
that even in presence of an interaction the Green’s func-
tion has a simple structure, with a pole of weight Zk at
the Fermi level. In the neighborhood of the Fermi mo-
mentum, k ≈ kF , one may write the Green’s function
as
Gckν =
Zk
ν − ε˜k + µ+ ıη +G
c,inc
kν . (3)
Here, ε˜k is the renormalized (quasi-particle) dispersion,
µ is the chemical potential. Gc,inc is an incoherent back-
ground, by assumption a smooth function of k and ν.
η = 0± is an infinitesimal number. The first term can
be obtained from the generic expression of the Green’s
function as a function of the self-energy Σk(ν) expand-
ing the latter around the Fermi level. This defines the
quasi-particle weight,
Z−1k = 1−
∂<Σk(ν)
∂ν
∣∣∣∣
ν=0
, (4)
and the quasi-particle dispersion,
ε˜k − µ = Zk[εk − µ+ <Σk(0)]. (5)
The zeros of ε˜k − µ define the manifold of Fermi vectors
kF . In combination with equation (2) and nf (ν) = θ(−ν)
one sees that Gckν has a pole of weight Zk in the lower
complex half-plane (η = 0+, retarded) when k lies out-
side of the Fermi surface. This pole then represents a
quasi-particle. On the other hand, when k lies within or
on the Fermi surface, the pole is in the upper half-plane
(η = 0−, advanced), representing a quasi-hole.
The label c denoting the causal Green’s function Gc
will be dropped in the remainder of this section.
B. Discontinuity of the bubble
The formal derivation of the Fermi liquid theory fol-
lowing Landau, Nozie`res and Luttinger [27, 28, 63–65] is
obtained from the two-particle level, by analysis of the
analytical structure of the particle-hole spectrum.
The crucial point is that the pole structure of the
causal Fermi liquid Green’s function (3) leads to the
counter-intuitive situation that the limits q → 0 and
ω → 0 of the bubble G2kν(q, ω) do not commute, where
G2kν(q, ω) = Gk− q2 ,ν−ω2 Gk+ q2 ,ν+ω2 . (6)
Taking the homogeneous limit q→ 0 first, η in Eq. (3)
has the same sign for both Green’s functions. Therefore,
Gk,ν−ω/2 and Gk,ν+ω/2 have their poles in the same com-
plex half-plane. These poles either represent two quasi-
holes or two quasi-particles with the same momentum
k, but never a quasi-particle-hole pair. Taking the limit
ω → 0 subsequently does not change this situation.
4However, when taking the limit ω → 0 first, a pecu-
liarity arises at the Fermi momentum k = kF : In the
case that kF − q2 lies inside the Fermi surface, kF + q2
in general [cf. Appendix G] lies outside and vice versa.
As a consequence, the poles of GkF−q/2,ν and GkF+q/2,ν
describe a quasi-particle-hole pair.
These distinct limits of the bubble are defined as,
∞G2kν ≡ lim
q→0
lim
ω→0
Gk− q2 ,ν−ω2Gk+ q2 ,ν+ω2 , (7)
0G2kν ≡ lim
ω→0
lim
q→0
Gk− q2 ,ν−ω2Gk+ q2 ,ν+ω2 , (8)
where the left superscript of rG2 denotes the ratio r =
|q|/ω. We will refer to r =∞ and r = 0 in the following
as the static homogeneous and the dynamic homogeneous
limit, respectively, (we abbreviate as the static and the
dynamic limit where unambiguous).
One further defines the discontinuity of the bubble as
the difference between the static and the dynamic limit,
Rkν =
∞G2kν − 0G2kν = −2piıZ2kδ(ν)δ(ε˜k − µ), (9)
which has poles at k = kF and ν = 0 and is zero
elsewhere. The explicit expression for R is derived in
Ref. [28], it is not restricted to isotropic systems.
We comment on some technical difficulties concerning
the proper definition of the static homogeneous limit in
Appendix G.
C. Vertex function and Landau parameters
We introduce the vertex function Fαkk′q, where we use
the short notation k = (k, ν) and q = (q, ω). The label
α denotes the charge (α = ch) and spin (α = x, y, z =
sp) channels, where the latter can be comprised into one
index due to rotational invariance. Fig. 1 d) shows a
diagrammatic representation of F and the convention for
its labels k, k′, and q used in this text.
The vertex function F is constructed from the bubble
G2 via the Bethe-Salpeter equation,
rFαkk′ = Γ
α
kk′ +
∫
k′′
Γαkk′′
rG2k′′
rFαk′′k′ . (10)
Here, Γαkk′q is the two-particle self-energy, which is ir-
reducible with respect to the bubble G2. The inte-
gral over k′′ implies normalized summation/integration
over k′′ and ν′′. For the Hubbard model (1) we have∫
k
= 12piN
∑
k
∫ +∞
−∞ dν, withN the number of lattice sites.
In Eq. (10) the double limit q = (q, ω)→ 0 has already
been taken. In fact, since F is constructed from the bub-
ble G2, it inherits the ambiguity of this limit. This means
that F and G2 in Eq. (10) both carry a label r, indicating
that either the static or dynamic limit is taken.
On the other hand, in the Fermi liquid the limit q → 0
of the two-particle self-energy Γ is not ambiguous, (see,
for example, Ref. [28]), since by construction Γ is free
of the problematic bubble insertions G2. Hence, the ho-
mogeneous limit of the two-particle self-energy does not
inherit a label r,
rΓkk′ ≡ Γkk′ . (11)
As a consequence, Γ can be eliminated from Eq. (10),
leading to an important exact relation between the static
and dynamic limits of the vertex function,
∞Fαkk′ =
0Fαkk′ +
∫
k′′
0Fαkk′′Rk′′
∞Fαk′′k′ , (12)
where R is the discontinuity of the bubble defined in
Eq. (9).
We comment on the physical significance of the limits
∞F and 0F of the vertex function and of Eq. (12):
The static limit r=∞F , the so-called forward scatter-
ing amplitude, describes the physical situation of small
momentum δq ≈ 0 and strictly vanishing energy transfer
ω = 0. This includes, but is not limited to, the scattering
events between quasi-particles and quasi-holes that leave
both of them on the Fermi surface.
On the other hand, the scatterings associated to r=0F
imply the situation of small energy δω ≈ 0 and vanishing
momentum transfer q = 0. As explained in Sec. II B,
the peculiarity of this limit is precisely that it does not
account for quasi-particle-hole contributions. Hence, 0F
describes all forward scatterings except the ones between
quasi-particles and quasi-holes [such as incoherent-on-
incoherent or coherent-on-incoherent scatterings].
The second term on the right-hand-side of Eq. (12)
therefore represents the contribution of quasi-particle-
hole scatterings to the static limit ∞F . The latter is
recovered from the dynamic limit 0F by taking repeated
scatterings of this type into account, while 0F assumes
the role of an effective quasi-particle interaction. One de-
fines fαkk′ ∝ ZkZk′ 0Fαkk′ , the Landau parameters, where
Zk is the quasi-particle weight from Eq. (3) and k, k
′
lie on the Fermi surface. One often refers to f ch and f sp
as the symmetric and anti-symmetric Landau parameter,
respectively [28].
D. Three-leg vertex and Ward identity
We introduce a central object of this work, the three-
leg vertex Λαkq. The latter is obtained from the vertex
function F by attaching a bubble G2 to F , closing the
open ends, and adding 1, as in Fig. 1 a),
Λαkq = 1 +
∫
k′
Fαkk′qGk′Gk′+q. (13)
Although Λ itself may not have a direct physical in-
terpretation, it is closely related to a physical response
function, the fermion-boson response function [see Fig. 1
c) and Appendix D 1],
Lαkq = GkGk+qΛ
α
kq. (14)
5d) Fα
k
k + q
k′
k′ + q
c) Λα
a) Λα = + Fα
b) Xα = 2 × Λα
FIG. 1. a) Diagrammatic representation of the three-leg ver-
tex Λ and its relation to the vertex function F . Filled circles
imply summation over internal indices of incoming Green’s
function lines (double lines with arrows), which are all inter-
acting. b) Relation between susceptibility (total response) X
and three-leg vertex Λ. c) Fermion-boson response function
L. d) Label convention for F .
In fact, Lkq is best construed as the response of an
electronic state with momentum and energy vector k =
(k, ν), which responds to an applied field with spatial and
temporal dependence q = (q, ω).
In the limit q → 0 this can be seen using Ward’s iden-
tity, which allows to calculate rLαk =
rG2k
rΛαk explicitly,
where again r indicates how the double limit is taken.
We show in Appendix D 4 that one obtains the following
relations for the static homogeneous limit,
∞Lchk =−
dGk
dµ
, (15)
∞Lspk =−
dGk↑
dh
, (16)
where on the right-hand-sides appear derivatives with re-
spect to the chemical potential µ and the homogeneous
magnetic field h directed along the z-axis.
The Ward identities (15) and (16) for ∞L have a
straightforward physical interpretation: Upon a small
change of the chemical potential δµ or magnetic field δh,
within the linear response regime, the spectral weight
of electronic states with momentum k and energy ν is
changed by an amount −δµ∞Lchk and −δh∞Lspk , respec-
tively, (see also Sec. IV F and Ref. [48]). The response
function L is therefore more rich in information than the
susceptibility Xαq = 2
∫
k
Lαkq, which merely describes the
total response of the electronic spectrum. The relation
between X and Λ is depicted diagrammatically in Fig. 1
b).
For the dynamic limit of L, on the other hand, one
finds the following relation [see Appendix D 2, Eq. (D3)],
0Lαk =−
dGk
dν
. (17)
Note that this relation is valid for α = ch, sp, leading to
the same right-hand-side. A physical interpretation of
Eq. (17) is less obvious than for the static limit ∞L. The
significance of the dynamic limit 0L will be articulated
over the course of this work.
The Ward identities (15)-(17) can be reformulated in
terms of the three-leg vertex Λ via Eq. (14), and by mak-
ing use of Dyson’s equation G−1kσ = ν − εk + σh + µ −
Σkσ+ıη, where Σ is the electronic self-energy. The result
is,
∞Λαk =
{
1− dΣkdµ for α = ch,
1− dΣk↑dh for α = sp,
(18)
0Λαk =1−
dΣk
dν
. (19)
We note that if k = kF lies at the Fermi level Eq. (19)
relates the dynamic limit of the three-leg vertex to the
quasi-particle weight [cf. Eq. (4)], 0Λαk=kF ,ν=0 = Z
−1
kF
.
E. Leggett’s decomposition
We discuss the relation between the static and dynamic
limits of Λ and L, respectively. We also do this for the
susceptibility X, which recovers a result of Leggett [30].
First, we recall that the static and dynamic homo-
geneous limits of the vertex function F are related via
Eq. (12). From that relation follows a similar one for the
three-leg vertex Λ (see Refs. [27, 28] and Appendix B),
∞Λαk =
0Λαk +
∫
k′
0Fαkk′Rk′
∞Λαk′ , (20)
which, in fact, gives rise to the linearized Boltzmann
equation (or Landau’s kinetic equation) [28].
In Appendix B we show that from Eq. (20) follows also
a relation between ∞L and 0L,
∞Lαk =
0Lαk +
∫
k′
(
δkk′ +
0G2k
0Fαkk′
)
Rk′
∞Λαk′ , (21)
where δkk′ implies a factor 2piN . The integral of
∞L
yields the total static response, that is, the static homo-
geneous susceptibility, ∞Xα = 2
∫
k
∞Lαk ,
∞Xch = −ıd〈n〉
dµ
, ∞Xch = −ıd〈m〉
dh
, (22)
where 〈n〉 = 〈n↑〉 + 〈n↓〉 and 〈m〉 = 〈n↑〉 − 〈n↓〉 denote
the total density and magnetization per site, respectively.
The factor ı originates from the causal Green’s func-
tion (2) [cf. Appendix A].
Performing the integration in Eq. (21) leads to,
∞Xα = 0Xα + 2
∫
k′
0Λαk′ Rk′
∞Λαk′ , (23)
where we have identified the three-leg vertex 0Λαk =∫
k
(δkk′+
0G2k
0Fαkk′) using Def. (13) [66] and the dynamic
homogeneous susceptibility, 0Xα = 2
∫
k
0Lαk .
6However, 0L does not contribute to the static suscepti-
bility ∞X in Eq. (23). This can be seen using the Ward
identity (17). The frequency integral over ν vanishes,
0Xα = 2
∫
k
0Lαk = −2
∫
k
dG
dν = 0, since Green’s function
is zero at the boundaries ±∞. Physically this is a conse-
quence of total charge and spin conservation. Therefore,
the entire static susceptibility ∞X is given by the remain-
der on the right-hand-side of Eq. (23).
Lastly, we show that Eq. (23) leads to a decomposition
of the susceptibility due to Leggett. Solving Eq. (20)
for ∞Λ via matrix inversion and inserting the result into
Eq. (23) we can bring the latter into the following form,
∞Xα = 2
∫∫
k,k′
0ΛαkRk
(
δkk′ − 0Fαkk′Rk′
)−1 0Λαk′ , (24)
where the inverse indicates a matrix inversion with re-
spect to the indices k and k′. In Eq. (24) we have already
omitted the vanishing 0Xα.
The static susceptibility ∞X is therefore determined
entirely by the quantities R, 0Λ, and 0F . Inserting Eq. (9)
for the discontinuity R into equation (24) one is left
with integrals over the Fermi surface and the Ward iden-
tity (19) can be applied, 0ΛαkF = Z
−1
kF
. In case of an
isotropic Fermi liquid one may evaluate the Fermi sur-
face integrals by expanding 0F into the Legendre poly-
nomials, which leads to a geometric series, i.e., Leggett’s
result [30]. Diagrammatic derivations of Leggett’s for-
mula were recently presented in Refs. [7, 31]. Some steps
to approach the integral in Eq. (24) in the anisotropic
case are shown in Ref. [6], which is however substantially
more difficult.
III. FERMI LIQUID RELATIONS IN DMFT
We apply the DMFT approximation to the Fermi liq-
uid relations derived above and discuss simplifications.
We furthermore show how central quantities can be re-
covered by extrapolation from finite temperature.
A. Self-consistent DMFT scheme
Within the dynamical mean-field theory the Hubbard
model (1) is mapped to an auxiliary Anderson impurity
model (AIM) with a local self-energy [23]. We denote by
g the (numerically exact) Green’s function of the AIM
and by G the Green’s function of the Hubbard model (1)
in DMFT approximation. In our calculations we evalu-
ate g and the impurity vertex function using a modern
CTQMC solver based on the ALPS libraries [67] with im-
proved estimators for the impurity vertex [35, 36]. Start-
ing from an initial guess, the parameters of the AIM are
adjusted self-consistently, until the condition,
Gloc = g, (25)
is satisfied. Here, Gloc indicates the local part of G. The
evaluation of the local component of G requires an energy
integration over the non-interacting density of states of
the chosen lattice. This is indeed the only dependence
of the results on the original lattice. For this reason,
in this work we consider a triangular lattice, which is
taken as a representative of a generic lattice where the
density of states has no singularity at the Fermi level
or special symmetries, like the particle-hole symmetry
of the square lattice. We do not consider the case of
infinite dimensions because it leads to a highly specific
momentum-dependence of response functions [23].
We stress that in this work we limit ourselves to the
DMFT picture of a Mott transition [23] which neglects
non-local correlations. The latter can lead to the opening
of a correlation gap at small to intermediate interaction
in the Hubbard model on the square lattice [68, 69], which
will not be considered here.
B. One- and two-particle self-energies
In DMFT the electronic self-energy is approximated
with a local frequency-dependent self-energy Σk ≡ Σ(ν)
which is obtained from the auxiliary impurity model, so
that the lattice Green’s function reads,
Gkν =[ν − εk + µ− Σ(ν) + ıη]−1. (26)
A self-consistent set of G and Σ is obtained through the
self-consistent cycle described in Sec. III A. Therefore, in
the Fermi liquid regime the quasi-particle dispersion in
Eq. (3) is given as ε˜k − µ = Z[εk − µ+<Σ(0)], where Z
is the k-independent quasi-particle weight of the DMFT
approximation.
In order to evaluate the vertex function it is necessary
to use an appropriate approximation to the two-particle
self-energy Γ. A consistent choice for Γ is the functional
derivative of the single-particle self-energy Σ, γ = δΣδg ,
where g is the local Green’s function of the auxiliary AIM,
hence,
Γαkk′q ≡ γανν′ω. (27)
In turn, the single-particle self-energy Σ of DMFT is
given as the functional derivative of the local Luttinger
Ward functional φ of the AIM, Σ = δφδg . In combination
with the self-consistency condition (25) this is sufficient
to satisfy global conservation laws at the one-particle
level [70]. The choice of Γ in Eq. (27) implies that DMFT
is also conserving at the two-particle level [71] and con-
sequently satisfies the Ward identity [72, 73], which is a
crucial element of the Fermi liquid theory (cf. Eqs. (15)-
(19) and Refs. [64, 65]).
Conservation laws at the two-particle level guaran-
tee the thermodynamic consistency of approximations,
which is expressed by the Ward identities (15) and (16).
In DMFT we can therefore study response functions at
the one-particle level (e.g., d〈m〉dh ) or at the two-particle
level (∞Xsp), leading to the same result [40] and pre-
dicting the same divergences [74]. We stress that the
7Ward identity is ultimately satisfied in DMFT due to the
self-consistency condition (25) [73]. Therefore, particular
care has to be taken in the implementation, which needs
to provide numerically exact convergence, which can be
reasonably reached within CTQMC, while the exact di-
agonalization method [75] may lead to deviations from
thermodynamic consistency.
C. Fermi liquid relations
The DMFT approximation in Eqs. (26) and (27) leads
to several simplifications at the two-particle level. Due
to the momentum-independence of the two-particle self-
energy γ, the vertex function F depends only on the
transferred momentum q, not on the momenta k and
k′ [76]. Therefore, the Bethe-Salpeter equation (12) in
the limit q → 0 simplifies to,
∞Fανν′ =
0Fανν′ +
1
2pi
∫
dν′′ 0Fανν′′R(ν
′′)loc∞Fαν′′ν′ , (28)
Here we have introduced the local discontinuity,
Rloc(ν) =
1
N
∑
kRkν . Using the explicit expression for
R in Eq. (9) and for the quasi-particle dispersion ε˜k we
may write,
Rloc(ν) =− 2piıZ2δ(ν)D∗(0), (29)
where we defined the renormalized (quasi-particle) den-
sity of states (DOS) at the Fermi level, D∗(0) =
1
N
∑
k δ(ε˜k − µ) = D(0)/Z, and D(0) = 1N
∑
k δ[εk −
µ + <Σ(0)] is the interacting DOS at the Fermi level,
which coincides with the non-interacting one because of
the Luttinger theorem for a momentum-independent self-
energy [77].
One may now derive the usual Fermi liquid rela-
tions [27, 30]. Using Eq. (29) we can evaluate the Bethe-
Salpeter equation (28) at the Fermi level, ν = ν′ = 0,
∞Fα00 =
0Fα00
1 + fα
, (30)
where we defined the Landau parameters as,
fα = ıZ2D∗(0) 0Fα00, (31)
which arise from the dynamic limit 0Fα00 of the vertex
function at the Fermi level. Furthermore, from Eqs. (20)
and (23) we obtain,
∞Λα0 =
1
Z(1 + fα)
, (32)
∞Xα =
−2ıD∗(0)
1 + fα
, (33)
where we note that in DMFT the three-leg vertex Λkq =
Λνq does not depend on the momentum k, similar to the
vertex function. The Ward identity (19), 0Λα0 = Z
−1,
was used to derive Eq. (32).
We further evaluate the double limit q → 0 of the
response function Lkq = GkGk+qΛνq. Note that even
in DMFT Lkq does depend on k, due to the attached
bubble. We show in Appendix C that Eq. (21) implies,
∞Lαk =
0Lαk+
∞XαZ
2
[
2piδ(ν)δ(ε˜k − µ)
D∗(0)
+0G2k
0Fαν0
]
. (34)
The algebraic Fermi liquid relations (30)-(33) are of
course well-known, however, we stress that here they
arise as exact results for the DMFT approximation to
the single-band Hubbard model at zero temperature, and
they are valid for any lattice dispersion. As such, these
expressions have to our best knowledge not been derived
rigorously in the literature before, although they have
been used [26]. We note that next to the Landau param-
eters f of the lattice approximation one may also define
impurity Landau parameters [29]. Since the DMFT ap-
proximation is not two-particle self-consistent [73], such
a quantity is in general not equivalent to f.
D. Limit of vanishing quasi-particle weight
We consider the Fermi liquid relations (30)-(33) and
equation (34) in the DMFT approximation to the
half-filled single-band Hubbard model (1) near the
interaction-driven Mott transition at zero temperature,
where Z → 0.
First we consider the charge sector α = ch. It is
known that near the transition the charge susceptibil-
ity approaches zero as ∞Xch ∝ Z [78], we can there-
fore deduce from the Fermi liquid formula (33) that
−2ıD∗(0)/(1 + f ch) ∝ Z. The quasi-particle DOS
D∗(0) = Z−1D(0) diverges at the transition∝ Z−1, since
the bandwidth of the quasi-particle dispersion ε˜k shrinks
to zero, and hence the symmetric Landau parameter di-
verges,
f ch ∝ Z−2. (35)
A further remarkable result follows for the forward
scattering amplitude ∞Fα00 at the Fermi level. We can
express the static susceptibility in terms of ∞Fα00 by com-
bining Eqs. (33) and (30), which leads to,
∞Xα = −2ıD∗(0) [1− ıZ2D∗(0)∞Fα00] . (36)
Usually a divergence of the forward scattering is associ-
ated to a Pomeranchuk instability [79], leading to the
divergence of the corresponding ∞Xα. We see from
Eq. (36) that this is indeed the case when Z is finite.
However, at the Mott transition the forward scattering
must diverge in order for ∞Xch to vanish as Z → 0,
∞F ch00 ∝ Z−1. (37)
In the spin channel the situation is slightly different,
since ∞Xsp does not vanish at the Mott transition. In
8Quantity Scaling Z → 0
Total response
∞Xch ∝ Z
∞Xsp ∝ const
Landau parameter f ch (0F ch00 ) ∝ Z−2 (∝ Z−3)
(dynamic vertex) f sp (0F sp00 ) ∝ Z−1 (∝ Z−2)
Forward scattering
∞F ch00 ∝ Z−1
∞F sp00 ∝ Z−1
Static three-leg vertex
∞Λch0 ∝ Z
∞Λsp0 ∝ const
Dynamic three-leg vertex 0Λch0 =
0Λsp0 = Z
−1
Fermion-boson response
∞Lchk − 0Lchk ∝ Z × fct(k)
∞Lspk − 0Lspk ∝ const× fct(k)
TABLE I. Scaling of various quantities with the quasi-particle
weight Z → 0 for the DMFT approximation to the single-
band Hubbard model at zero temperature. ’const’ and ’fct(k)’
[
∧
= function of k = (k, ν)] are to leading order independent of
Z. Results for the spin channel are valid under the assumption
that the static spin susceptibility approaches a finite value as
Z → 0.
the case that it remains finite [80], the anti-symmetric
Landau parameter f sp and the forward scattering vertex
∞F sp00 both diverge ∝ Z−1. Using the previous results one
also easily evaluates equation (32) for the static three-leg
vertex ∞Λ0.
Lastly, we consider the static response function ∞Lk.
The latter is given by Eq. (34), we examine the second
term on its right-hand-side,
∞XαZ
2
[
2piδ(ν)δ(ε˜k − µ)
D∗(0)
+0G2k
0Fαν0
]
. (38)
The term in braces is proportional Z−1, which can be
seen by integrating over 12piN
∫ +∞
−∞ dν
∑
k. Therefore, in
the charge channel the whole term (38) is proportional
∞Xch ∝ Z and thus vanishes at the Mott transition.
Using this result in Eq. (34) we obtain,
∞Lchk =
0Lchk + Z × fct(k), (39)
where fct(k) is some function of order O(1) with respect
to Z. As a consequence, as Z → 0 the static charge re-
sponse ∞Lchk approaches the dynamic response
0Lchk . This
result is of course consistent with the scaling ∞Xch ∝ Z
of the charge susceptibility near the transition,
∞Xch =2
∫
k
∞Lchk = 2
∫
k
0Lchk + 2Z
∫
k
fct(k)
=Z × const, (40)
where we used that the integral over 0Lch vanishes [see
below Eq. (23)]. A similar situation does not arise in
the spin channel, because the spin susceptibility ∞Xsp =
2
∫
k
∞Lspk does not vanish at the Mott transition.
The scaling relations in the limit Z → 0 derived in this
subsection are our main result, they are summarized in
Table I.
E. Extrapolation from finite temperature
The Fermi liquid relations (30)-(33) can be evaluated
when the quasi-particle weight Z, the quasi-particle DOS
D∗(0), and one additional quantity are known. In our
calculations this will be the total static response ∞X at
finite temperature. In this subsection νn = (2n + 1)piT
and ωm = 2mpiT denote fermionic and bosonic Matsub-
ara frequencies, the labels n,m will be dropped. k, q
comprise momentum and Matsubara frequency, respec-
tively.
In order to calculate ∞X we use the following Bethe-
Salpeter equation for the vertex function (see, e.g., [72]),
Fανν′(q) = f
α
νν′ω + T
∑
ν′′
fανν′′ωX˜
0
ν′′(q)F
α
ν′′ν′(q). (41)
Here, X˜0ν (q) =
1
N
∑
k(Gk − gν)(Gk+q − gν+ω) is a bub-
ble of non-local DMFT Green’s functions Gk− gν , where
the lattice Green’s function Gk and the impurity Green’s
function gν are known on the Matsubara frequencies. f
denotes the impurity vertex function f (the impurity ana-
logue to F [81]). g and f are known numerically exactly.
We note that in Eq. (41) the two-particle self-energy γ
of the impurity does not appear explicitly [cf. Appendix,
Eq. (E2)]. This formulation of the Bethe-Salpeter equa-
tion is reminiscent of the dual fermion and dual boson
approaches [39, 82], we use it here because γ may be di-
vergent in the non-critical Fermi liquid regime [52], which
is to our best knowledge not the case for f .
After F has been calculated, we obtain the three-leg
vertex as,
Λαν (q) = 1 +
T
N
∑
k′ν′
Fανν′(q)Gk′Gk′+q, (42)
and the response function Lαk (q) = GkGk+qΛ
α
ν (q), both
given at the Matsubara frequencies. Finally, the total
response is given by ∞Xα = 2ı TN
∑
k L
α
k (q = 0).
Note that the limit q → 0 is not ambiguous on the
Matsubara frequencies, since they are discrete, and it
always leads to the static homogeneous limit r = ∞. In
order to evaluate dynamic limits we consider the finite
frequencies ω1 = 2piT and ν−1 = −piT ≡ ν¯ [this notation
will be used throughout] at low temperature. From these
frequencies we can obtain the dynamic three-leg vertex
0Λ0 at the Fermi level in the limit T → 0. To see this, we
use the Ward identity for the Matsubara three-leg vertex
Λ, which is derived in Appendix E. Evaluating the latter
at ν¯ and ω1 yields
Λαν¯ (q0 = 0, ω1) =1−
Σ−ν¯ − Σν¯
−2ıν¯ = 1−
=Σ(piT )
piT
, (43)
where we used ω1 = −2ν¯ and Σ(−ν¯) = Σ∗(ν¯). The right-
hand-side of Eq. (43) approaches Z−1 in the limit T →
0 [83, 84], which recovers the zero temperature result in
Eq. (19).
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FIG. 2. (Color online) Approximate DOS of the half-filled
Hubbard model (1) on the triangular lattice at the Fermi level.
Diamonds and small dots indicate metallic and insulating so-
lutions, respectively. This labeling was obtained from Fig. 8,
as described in Sec. IV E, and is used consistently also in
Figs. 3, 4, and 6. Black-white version: In the center T in-
creases from right to left.
In fact, we show in Appendix D 2 that the Ward iden-
tity can be used to perform the analytical continuation
of the three-leg vertex Λ, or of the respective response
function L, from Matsubara frequencies νn and ωm to
any pair of real frequencies ν and ω.
In our numerical results we use Z−1 ≈ 1 − =Σ(piT )piT
at finite temperature as an approximation. Similarly,
we approximate the density of states at the Fermi level
as [85],
D(0) ≈ −(piT )−1g (τ = 1/2T ) , (44)
where g is the impurity Green’s function and τ the imag-
inary time. The quasi-particle density of states is then
obtained as D∗(0) = Z−1D(0). We note that these ap-
proximations become exact in the limit T → 0. We refer
to D(0) also as DOS(0).
IV. THE MOTT TRANSITION ON THE
TRIANGULAR LATTICE
In Sec. III D we obtained the scaling relations for the
limit Z → 0 comprised in Table I. In the following we ver-
ify several of these results in DMFT calculations for the
half-filled Hubbard model (1) on the triangular lattice.
We stress that while our DMFT results were obtained at
finite temperature, our main aim is to make conclusions
about the Mott transition in the limit T → 0.
In this section, unless clearly marked differently, we
consider Matsubara correlation functions and vertices,
Gm, Xm,α, ..., and so on. The label m will be dropped in
the following.
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FIG. 3. (Color online) Top: Charge susceptibility d〈n〉
dµ
as
a function of the temperature T . The arrow indicates the
evolution of the coherence temperature Tcoh of the Fermi liq-
uid with U . Bottom: Inverse of the spin susceptibility d〈m〉
dh
.
Labels as in Fig. 2. Black-white version: In both panels U
increases from top to bottom.
A. Spectral weight at the Fermi level and static
susceptibility
To set the stage, we firstly identify the metal and Mott
regimes of the Hubbard model (1) within the DMFT
approximation. We note that near the Mott transi-
tion/crossover solutions of smaller U were used as an
input for the DMFT loop at larger U . We do not con-
sider the coexistence of insulating and metallic solutions
or the first order critical line at low temperature, see, for
example, Refs. [86, 87].
Figs. 2 and 3 show the spectral weight at the Fermi
level and the susceptibilities ∞Xα, respectively. In both
figures diamonds are used to label metallic solutions,
whereas small circles are used for insulating ones. The
labeling was obtained using a criterion that is introduced
in Sec. IV E.
We begin with Fig. 2, which shows the approximate
spectral weight at the Fermi level D(0) = −g(τ =
1/2T )/(piT ) [88] as a function of U for temperatures
0.05 ≤ T ≤ 0.55 in units of the hopping t˜ = 1. g
is the impurity Green’s function. The lines show in-
flection points at elevated U , which indicate the inter-
action UM (T ) of the Mott crossover/transition. Below
10
UM (T ) Fig. 2 shows for lower temperature that the spec-
tral weight at the Fermi level increases with U . This
is a particularity of the triangular lattice, whose quasi-
particle peak and van Hove singularity merge near the
critical interaction [89]. In the limit T → 0 the spec-
tral weight at the Fermi level vanishes completely for
U ≥ UM (T = 0) ≈ 12 [89].
The top panel of Fig. 3 shows the static homogeneous
charge susceptibility, d〈n〉dµ = ı
∞Xch, where we calculated
∞Xch at finite temperature according to Sec. III E [the
factor ı accommodates to the zero temperature defini-
tion (22)]. Data points in the Mott regime tend toward
zero with decreasing temperature, whereas those in the
metallic regime tend towards finite values. For moderate
interaction d〈n〉dµ shows an upturn as T is lowered, which
occurs near the coherence temperature of the Fermi liq-
uid [90]. This pattern crosses the panel diagonally from
the bottom left to the top right (arrow), near UM (T ) it
leads to a T -driven insulator-to-metal crossover. Above
UM (T = 0) a re-entry into the Fermi liquid at low tem-
perature does no longer occur. At T = 0 the charge
susceptibility then vanishes exactly [86].
The bottom panel of Fig. 3 shows the inverse of the spin
susceptibility, d〈m〉dh = ı
∞Xsp. The latter does not vanish
in the Mott phase and it appears to be unaffected by the
transition, in agreement with early DMFT results [61].
This can be seen well for U = 10, 10.5, and 11, where
d〈m〉
dh changes continuously at the T -driven crossover.
B. Discontinuity and quasi-particle weight
We show in the top panel of Fig. 4 the singular value
Rloc(ν = 0) = −2piıZ DOS(ν = 0)δ(0) of the local dis-
continuity [cf. Eq. (29)]. To calculate this quantity
at finite temperature we use Eq. (44), as before, and
Z−1 ≈ 1 − =Σ(piT )piT [cf. Eq. (43)]. Similar to the charge
susceptibility in Fig. 3, Fig. 4 shows the re-entry into the
Fermi liquid at low temperature for U < UM (T = 0). For
insulating solutions the behavior of Rloc(ν = 0) is con-
sistent with its vanishing at T = 0 for U > UM (T = 0).
The bottom panel shows the approximation for Z from
the first Matsubara energy. The results of this work [in
particular Fig. 7] do not change qualitatively when Z
is determined via polynomial extrapolation of the self-
energy Σ to the Fermi level.
C. Divergence of the dynamic three-leg vertex
We verify the divergence of the dynamic limit of the
three-leg vertex 0Λ = Z−1 at the Mott transition. Since
this is an analytical statement, it is certain that this di-
vergence occurs as Z → 0. We show in the following that
this is a direct consequence of the Ward identity.
The DMFT self-consistency condition (25) leads to
the equivalence of the Ward identity of the Hubbard
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FIG. 4. (Color online) Top: Absolute value of the discon-
tinuity Rloc(ν = 0) = −2piıZ DOS(ν = 0)δ(0) [cf. Eq. (29)]
in DMFT calculations at finite temperature. At T = 0 the
discontinuity is finite in the metal and zero in the Mott in-
sulator. Bottom: Approximation to the quasi-particle weight
Z. Labels as in Fig. 2. Black-white version: In both panels
U increases from top to bottom.
model (1) with the Ward identity of the Anderson im-
purity model, which is a local relation [72, 73],
Σν+ω − Σν = T
∑
ν′
γανν′ω[gν′+ω − gν′ ]. (45)
Here, γα is the two-particle self-energy of the AIM, g is
the impurity Green’s function. We note that both γch
and γsp satisfy this equation.
Fig. 5 shows a numerical validation of Eq. (45) in the
metal (left panel) and in the insulator (right panel). Note
that the figure corresponds to a DMFT calculation for the
square lattice from Ref. [72] at T = 0.08 in our units of
the hopping (t˜ = 1).
In order to demonstrate the significance of the Ward
identity for the divergence of 0Λ at the Mott transition
we have marked in Fig. 5 those combinations of the Mat-
subara frequencies ν and ω with black circles that satisfy
the constraint ω = −2ν. Evaluating the left-hand-side
of Eq. (45) at these points simply yields −2ı=Σ(ν). The
slope of this function near the Fermi level changes its sign
at the Mott transition/crossover, which therefore directly
manifests in the Ward identity, in fact, in the limit T → 0
as a divergence of =Σ(piT ).
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FIG. 5. (Color online) Imaginary part of the Ward iden-
tity (45) in the metal (left) and in the Mott insulator (right)
for several fixed values of the bosonic frequency ωm = 2mpiT .
Discrepancies between the left-hand-side (lines) and right-
hand-side (symbols) are due to numerical noise. Black circles
mark data points at νn = −ωm/2, where Σ(νn+ωm)−Σ(νn) =
−2ı=Σ(νn), which diverges in the Mott phase as T → 0.
However, the Ward identity (45) is a relation between
the one- and two-particle self-energies Σ and γ. We can
therefore expect to find divergences at the Mott transi-
tion and within the Mott phase also at the two-particle
level. Indeed, we show in Appendix E that Eq. (45) di-
rectly implies,
Λαν (q0, ω) =1−
Σν+ω − Σν
ıω
, ω 6= 0. (46)
As discussed in Sec. III E, we can evaluate this relation
at ν¯ = −piT and ω1 = 2piT and take the limit T → 0 to
recover the dynamic limit of the causal three-leg vertex
at the Fermi level,
Λm,αν¯ (q0, ω1) =
0Λc,αν=0 =
1
Z
, T → 0. (47)
Here, the labels m and c indicate the Matsubara or the
causal three-leg vertex, respectively. These should not
be confused, since in general an analytical continuation
is required to recover the causal vertex Λc from the Mat-
subara vertex Λm [see Appendix D 3].
As a consequence of the Ward identity (45) DMFT
captures the divergence of 0Λc at the critical interaction
UM (T = 0) of the Mott transition. The divergence occurs
both in the charge and in the spin channel.
D. Landau parameters
We evaluate the Landau parameters f defined in
Eq. (31) using Eq. (33), which allows to calculate f from
the quasi-particle weight Z, from the quasi-particle DOS
D∗(0) = Z−1D(0), where D(0) is the non-interacting
DOS, and from the total response ∞Xα as,
fα = −1− 2ıD∗(0)/∞Xα. (48)
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FIG. 6. (Color online) Top: The symmetric Landau param-
eter f ch calculated from Eq. (48) (bold lines) as a function of
temperature. The dashed lines indicate Z2D∗(0)F chν¯ν¯(q0, ω1)
where ν¯ = −piT and ω1 = 2piT , which shows agreement with
f ch at small T . Bottom: The anti-symmetric Landau param-
eter f sp. Labels as in Fig. 2. The inset shows f sp as a function
of U for T = 0.05. Black-white version: In the top panel U
increases from bottom to top, for bottom panel cf. inset.
Bold lines in the top panel of Fig. 6 show the sym-
metric Landau parameter f ch, which grows rapidly and
monotonously with the interaction U . As a function of
the temperature f ch extrapolates towards finite values in
the Fermi liquid (diamonds), insulating solutions (small
dots) are consistent with its divergence at T = 0 above
UM (T = 0). For comparison dashed lines in Fig. 6 also
show Z2D∗(0)<F chν¯ν¯(q0, ω1), where F ch is the Matsubara
vertex function at q0 = 0 and at the finite bosonic fre-
quency ω1 = 2piT . This quantity shows a remarkable
agreement with f ch = ıZ2D∗(0) 0F ch00 [cf. Eq. (31)] at low
temperature for all interactions, as the finite Matsubara
frequency ν¯ = −piT approaches the Fermi level. This
agreement is non-trivial, since in general an analytical
continuation is required to recover the dynamic vertex
0F ch00 from the Matsubara frequencies. However, appar-
ently these quantities are directly related in the limit
T → 0.
The bottom panel of Fig. 6 shows the anti-symmetric
Landau parameter f sp. The latter remains small com-
pared to f ch and has a non-monotonous dependence on
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FIG. 7. (Color online) Scaling of the symmetric Landau
parameter with the quasi-particle weight Z at T = 0.15
(blue diamonds). Open green circles show the quantity
Z2D∗(0)<F chν¯ν¯(q0, ω1) [cf. Fig. 6], green line shows fit of its
inverse with aZ2, which confirms f ch ∝ Z−2. Black squares
show the static charge susceptibility, black line a fit with aZ.
Gray squares show the forward scattering vertex ı∞F ch00 cal-
culated from Eq. (49), gray line shows fit of its inverse with
aZ. Fits were performed for 0 ≤ Z ≤ 0.3. Full red circles
show the static Matsubara vertex <F chν¯ν¯(q0, ω0 = 0).
U and T . For insulating solutions (small dots) the com-
puted f sp is consistent with a divergence at T = 0, how-
ever, we could not reach low enough temperatures to con-
firm this trend over several orders of magnitude, see also
Sec. IV E. We are therefore not able to confirm the ex-
pected divergence of f sp.
The expression for the Landau parameters in Eq. (48)
is rigorous only at T = 0. Within the temperature range
of our calculations a quantitative analysis of f is therefore
only reliable at small to moderate U , where its depen-
dence on the temperature is weak enough for an extrap-
olation to T = 0 [see Fig. 6].
However, our data allow to make several qualitative
statements: (i) Both f ch and f sp are strictly larger than
−1, which means that Pomeranchuk instabilities do not
occur, as expected. (ii) The trend to a divergence at
T = 0 at the Mott transition is much stronger in the sym-
metric Landau parameter f ch than in the anti-symmetric
f sp. This is consistent with the discussion in Sec. III D,
which implies a scaling of these quantities with the quasi-
particle weight ∝ Z−2 and ∝ Z−1, respectively. (iii)
Fig. 7 shows that at T = 0.15 the symmetric Landau
parameter f ch indeed roughly scales ∝ Z−2. The figure
also shows Z2D∗(0)F chν¯ν¯(q0, ω1), which is in good agree-
ment with f ch according to Fig. 6, and which confirms
the ∝ Z−2 scaling accurately (see green line).
We also discuss the divergence of the static charge ver-
tex function that was predicted in Sec. III D. To this end,
we solve Eq. (36) for ∞F ch00 ,
ı∞F ch00 =
1
Z2D∗(0)
+
∞Xch
2ı[ZD∗(0)]2
. (49)
This quantity is marked in Fig. 7 with gray squares and
scales ∝ Z−1, whereas black squares indicate the total
charge response ∞Xch, which indeed vanishes simultane-
ously ∝ Z. Red circles in Fig. 7 also mark our result for
the static Matsubara vertex <F chν¯ν¯(q0, ω0) for ν¯ = −piT ,
which shows a scaling of roughly ∝ Z−3, whereas one
may expect agreement with the scaling ∝ Z−1 of ∞F ch00 .
There are several possible explanations for the mismatch:
Firstly, it may arise due to a subtlety in the analyti-
cal continuation of the vertex function. To perform the
latter, F has to be considered within up to 8 separate
analytical regions of the C3-space spanned by its three
frequency indices [91, 92] [see also Appendix D 3]. It can
be expected that the value of ∞F ch00 at the Fermi level is
recovered at low temperature as a combination of several
Matrix elements F chνν′(q0, ω0) of the Matsubara vertex,
for example, ν = ±piT, ν′ = ±piT . Therefore, the cancel-
lation of a ∝ Z−3 dependence of F may occur.
Secondly, among the divergences that are indicated in
Fig. 7 the one of F chν¯ν¯(q0, ω0) was the most difficult to
verify. In our CTQMC calculations at low temperature
the deviation of the density 〈n〉 from half filling had to
be less than 10−6, otherwise this quantity often showed
a sign change, it is therefore subjected to a large error.
Thirdly, the scaling of F chν¯ν¯(q0, ω0) may be sensitive to
the finite temperature. The coherence temperature Tcoh
of the Fermi liquid indeed becomes very small near the
Mott regime, as indicated by the arrow in the top panel
of Fig. 3. Furthermore, due to the finite temperature a
scaling analysis was not possible in the spin channel, since
the divergences of f sp and ∞F sp00 in Table I for T = 0 are
apparently visible only at very low temperature T . 0.05,
see also the following Sec. IV E.
E. Character of the divergent scatterings
We have seen in Sec. IV C that a divergence of the
dynamic three-leg vertex 0Λ occurs as Z → 0. In fact,
this divergence can only occur when also the dynamic
vertex function 0F diverges, since the latter gives rise to
0Λ by attaching a bubble [cf. Fig. 1 a)], which is finite.
Here we consider the leading eigenvalue of the Bethe-
Salpeter equation (41), which was used to calculate the
vertex function Fανν′(q0, ω). This will reveal the driving
factors behind its divergence at finite bosonic frequency,
we consider ω = ω1 = 2piT .
The Bethe-Salpeter equation (41) represents the re-
peated application of the ν, ν′-matrix Aανν′(q, ω) =
Tfανν′ωX˜
0
ν′(q, ω) upon itself. Here, f is the impurity ver-
tex function and X˜0 is the non-local bubble defined below
Eq. (41). A divergence of the lattice vertex function F
may occur for two reasons: (i) The leading eigenvalue of
the matrix A approaches unity. (ii) The impurity vertex
function f diverges.
The top panel of Fig. 8 shows the leading eigenvalue
<λmax of Aα(q0, ω1) as a function of the interaction U .
The upper set of lines belongs to the charge channel
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FIG. 8. (Color online) Top: Leading eigenvalue <λmax of
the Bethe-Salpeter equation (41) for q = (q0, ω1) in the charge
(upper data set) and spin (lower data set) channel. The max-
imum d<λmax(U)/dU = 0 of the charge channel distinguishes
metallic (diamonds) and insulating solutions (small dots) in
Figs. 2, 3, 4, and 6. Bottom: The charge vertex F chν¯ν¯(q0, ω1)
(blue) and the impurity vertex fchν¯ν¯ω1 (dashed red) for T =
0.15. Notice the steep increase beyond UM (T = 0.15) & 10.5,
while <λmax in the upper panel drops (arrows). Black-white
version: In top panel T increases from top to bottom.
α = ch, the lower set to the spin channel α = sp. For each
temperature T the curve <λmax(U) has a clearly defined
maximum that lies at smaller U for larger T . We will ar-
gue in the following that this maximum lies at the critical
interaction UM (T ) of the Mott transition/crossover.
Let us consider first that we approach the Mott tran-
sition from the Fermi liquid side at T = 0. On this
side the divergence of F (q0, ω1) must be caused due
to <λmax → 1, since the building blocks f and X˜0 of
the Bethe-Salpeter equation are finite in the Fermi liq-
uid. The top panel of Fig. 8 shows that for T = 0.05
the leading eigenvalue is indeed very close to unity as
U → UM (T = 0.05) . 12.
This shows that on the Fermi liquid side of the transi-
tion the driving force behind the divergence is a series of
many scattering events at different lattice sites. This can
be understood considering the Bethe-Salpeter equation
in real space, where it connects the local vertices f(i)
and f(j) at lattice sites i and j via the non-local DMFT
Green’s function Gij − gδij . This is shown in Fig. 9.
F = f(i) + f(i) f(j) + ...
FIG. 9. The expanded Bethe-Salpeter equation (41) in real
space, it connects the vertices f(i) via the non-local DMFT
Green’s functionsGij−gδij . As U → UM at zero temperature,
the entire sum on the right-hand-side is divergent, whereas for
U > UM each vertex f diverges.
Let us now consider that we enter the Mott phase.
Within this phase the dynamic vertices must remain di-
vergent due to 0Λ = Z−1, since Z is zero throughout the
insulator. The question is therefore which mechanism
sustains the divergence for U > UM (T = 0). Mathemat-
ically this could be achieved if <λmax was exactly unity
everywhere in the insulator. However, our DMFT results
in Fig. 8 at finite temperature suggest that the leading
eigenvalue <λmax(U) decreases beyond UM (T ).
We therefore propose a scenario for T = 0 where
<λmax = 1 is only realized exactly at U = UM (T = 0).
Beyond this point the Bethe-Salpeter equation diverges
no longer due to scattering events at different lattice sites
but because each of its building blocks f diverges for U >
UM (T = 0). This scenario seems likely because we find at
finite temperature that the drop of the leading eigenvalue
at UM (T ) does not lead to a decrease in F
α
ν¯ν¯(q0, ω1),
where ν¯ = −piT . This can be seen for α = ch in the
lower panel of Fig. 8 for T = 0.15. In fact, F chν¯ν¯(q0, ω1)
grows even faster above UM (T = 0.15) & 10.5.
The driving factor must therefore be the impurity ver-
tex function f . The lower panel of Fig. 8 also shows
its matrix element f chν¯ν¯ω1 , which indeed shows a steep
increase at UM (T = 0.15). We also verified that the ra-
tio of F ch to f ch decreases above UM (T = 0.15), which
shows that vertex corrections contribute less and less in
the insulating regime.
The Ward identity 0Λsp = Z−1 implies that the diver-
gence should also occur in the spin channel. However,
the lower data set in the top panel of Fig. 8 shows that
we did not reach sufficiently low temperatures to achieve
<λmax . 1.
We note that often the two-particle self-energy γ is
used to solve the Bethe-Salpeter equation [cf. Appendix,
Eq. (E2)]. Here we used the impurity vertex function f
instead to solve Eq. (41). This was done because γ shows
some divergences that do not occur at the Mott transi-
tion [93] and that have also been found in the Hubbard
atom [50].
F. Fermion-boson response function
We evaluate the response of the DOS of the half-filled
Hubbard model (1) to a small shift of the chemical poten-
tial µ or magnetic field h. To this end, we recall that the
static limit ∞L of the fermion-boson response function is
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related via the Ward identities (15) and (16) to the re-
sponse of the Green’s function to these fields. We sum
these identities over the momentum k and use the DMFT
self-consistency condition, 1N
∑
kGk = g(νn), leading to,
∞Lchloc(νn) = −
dg(νn)
dµ
, ∞Lsploc(νn) = −
dg↑(νn)
dh
, (50)
where g is the impurity Green’s function and νn is a
fermionic Matsubara frequency. Since g gives rise to the
DOS one can understand ∞Lloc(νn) as the response of
the DOS to an applied field µ or h, respectively. At finite
temperature we calculate the static limit as ∞Lloc(νn) =
Lloc(νn, ω0 = 0) according to Sec. III E.
We show in Appendix D 4 that the analytical continu-
ation of ∞L can be performed in the same way as for the
Matsubara Green’s function, that is, − 1pi=∞Lloc(ν+ı0+)
is the retarded fermion-boson response, where ν is the
real energy, and − 1pi=g(ν + ı0+) is the DOS. We do
not use the maximum entropy method, for reasons ex-
plained below, and instead perform the analytical con-
tinuation νn → ν + ı0+ of g and ∞Lloc via Pade´ approx-
imants [94]. Similar to Ref. [95], we improved the result
for the DOS by averaging the Pade´ approximants cor-
responding to a variable number of input points g(νn),
where 32 ≤ nmax ≤ 256 [96]. In order to obtain an accu-
rate result for ∞Lloc(νn) we use the method described in
Ref. [42], but the numerical error is nevertheless larger
than that of g(νn), due to the vertex corrections. In the
following we present Pade´ results for ∞Lloc(ν+ ı0+) that
were chosen based on qualitative consistency with the
DOS and quantitative agreement with sum rules.
The full black line in the top panel of Fig. 10 shows
the DOS of the half-filled Hubbard model (1) in the
moderately correlated regime U/t = 8 for a temperature
T/t = 0.15. The dashed line shows the DOS for the same
parameters but at 5% hole-doping. For the chosen pa-
rameters, and due to the particle-hole asymmetry of the
triangular lattice, only the right Hubbard band is fully
formed. In this setting some care is required to gain con-
fidence in the qualitative features of the spectrum: We
tested the maximum entropy method to perform the an-
alytical continuation, however, it persistently predicts a
peak just below the Fermi level, also for different default
models (not shown, see also Ref. [89]). In contrast, our
Pade´ spectra do not predict a two-peak structure near
the Fermi level, neither in the result shown in Fig. 10,
nor in further tests where we changed the interaction
and the temperature. Furthermore, the Pade´ spectra in
the figure are in good qualitative agreement with numer-
ical renormalization group results (not shown), which are
reliable for small frequency [97, 98].
The number of peaks in the DOS is relevant for the
number of zero crossings of the charge response ∞Lchloc.
This is intuitive from the non-interacting limit, where
the DOS responds to a change of the chemical potential
with a mere shift along the energy axis. The dashed
DOS in the top panel of Fig. 10 shows that this is still
the main effect in the interacting system. The doping of
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FIG. 10. (Color online) Response of the DOS to an applied
field. Top: Black lines show the DOS of the correlated Hub-
bard model on the triangular lattice in DMFT approximation
at half-filling (full) and for 5% doping (dashed). Bottom:
The thick black line shows the finite difference (51). Red
lines indicate the charge response, positive (negative) spec-
tral weight implies increase (decrease) of the DOS (see also
straight red arrows in the top panel). Blue lines and wiggly
arrows indicate response to a magnetic field. Black-white ver-
sion, bottom panel: The charge response changes its sign near
the maximum of the upper Hubbard band.
5% corresponds to a shift |∆µ|/t ∼ 0.56 of the chemical
potential from its value at half-filling, ∆µ = µhf − µ5%,
and we can obtain an approximation for the retarded
charge response as,
− 1
pi
=∞Lchloc(ν + ı0+) ≈ −
DOShf(ν)−DOS5%(ν)
∆µ
, (51)
which is the black line in the bottom panel of Fig. 10.
Positive (negative) spectral weight of this function in-
dicates an increase (decrease) of the DOS upon doping
relative to its value at half-filling. Straight red arrows in-
dicate these trends in the top panel. The shift of a peak
to the right, for example, of the upper Hubbard band,
requires that the charge response has negative weight to
the left and positive weight to the right of the peak. It is
therefore plausible that the existence of a peak requires a
zero-crossing of the charge response ∞Lch. On the other
hand, the DOS is flat between the quasi-particle peak and
the lower Hubbard band and hence the charge response
is almost zero in this region.
We discuss our results for the retarded fermion-boson
response that we obtained using Pade´ approximants. The
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thin red lines in the bottom panel of Fig. 10 show five
Pade´ results that correspond to different numbers of in-
put points for the Matsubara charge response ∞Lchloc(νn).
The spectra shown in the figure were selected on the ba-
sis of qualitative agreement with the finite difference (51),
where in particular the number and position of the zero
crossings are in good agreement. The bottom panel of
Fig. 10 also shows the response − 1pi=∞Lsploc(ν+ ı0+) to a
small magnetic field h. The result is very different from
the charge channel, since it discriminates between occu-
pied and unoccupied states. The DOS is enhanced for
ν < 0 and suppressed for ν > 0, where one should note
that the DOS shows the spin-↑ states, whereas for the
spin-↓ states the sign of ∞Lsp is reversed. The net effect
of the magnetic field is therefore to increase (decrease)
the occupancy of spin-↑ (↓) states, as expected. We note
that as a benchmark for our Pade´ spectra we tested two
sum rules for the retarded fermion-boson response func-
tion [48]: The total integral over =∞Lαloc(ν + ı0+) van-
ishes [99], since the spectral weight of the DOS is con-
served, and the integral 2pi
∫ +∞
−∞ dν nf (ν)=∞Lαloc(ν+ ı0+)
yields the total response ∞Xα, where nf is the Fermi
function. We verified for α = ch, sp that both of these
sum rules are indeed satisfied within few percent accu-
racy.
Lastly, we relate our observations to the Fermi liquid
relations that were derived in Sec. III C for the case of
zero temperature. In this respect one may note that
Fig. 10 shows that a shift of µ or h leads to a redistribu-
tion of spectral weight across the entire spectrum, which
includes both the response of coherent quasi-particles but
also of incoherent states far from the Fermi level. How-
ever, the response of incoherent states plays a quite dif-
ferent role in the charge and spin channels. For example,
the charge response of the upper Hubbard band in Fig. 10
roughly cancels upon integration, while the magnetic re-
sponse does not change its sign, hence the integral over
this region does not cancel.
This explains intuitively the behavior of the total re-
sponse near the Mott transition at zero temperature: In
this limit the total charge response ∞Xch is given by the
integral 2pi
∫ 0
−∞ dν =∞Lchloc(ν+ ı0+), where for Z → 0 one
integrates merely over the lower Hubbard band, whose
positive and negative contributions to the integral cancel
and ∞Xch vanishes. In contrast, the corresponding in-
tegral over the magnetic response of the lower Hubbard
band does not vanish. For this reason it is plausible that
the total magnetic response ∞Xsp remains finite at the
Mott transition, consistent with the results in Fig. 3 for
finite temperature. Furthermore, we showed in Sec. III D
that the static charge response ∞Lch approaches the dy-
namic response 0Lch [see Eq. (39)]. According to the
Ward identity (17) 0Lchloc is given as the frequency deriva-
tive of the Green’s function, dg(ν)/dν, and therefore in
the limit Z, T → 0 the charge response of the Hubbard
bands is given by dDOS(ν)/dν.
V. SUMMARY AND DISCUSSION
Over the course of this work we have highlighted the
important role that two-particle quantities play for the
Fermi liquid theory.
An example is the response function Lkq, which de-
scribes the response of individual electronic states with
momentum and energy k = (k, ν) to an applied field,
its integral over k yields the susceptibility Xq [see Fig. 1
b)]. Often one is interested in the static homogeneous
response, that is, the response to a time-independent ho-
mogeneous field. Therefore, of particular importance is
the forward scattering limit q → 0, where q comprises the
transferred momentum q and energy ω of particle-hole
scatterings. However, in the Fermi liquid the forward
scattering limit is ambiguous, since these limits do not
commute, which is a consequence of the pole of weight Z
at the Fermi level [cf. Secs. II B and II C]. One refers to
the two ambiguous forward scattering limits as the static
and the dynamic homogeneous limit, respectively.
One may say that the main line of thought in the
derivation [27, 28, 63] of the Fermi liquid theory is to
express the physical static homogeneous limit of several
two-particle quantities in terms of the unphysical dy-
namic homogeneous limit. The latter is then treated as
a free parameter.
For example, closely related to the response function L
is the three-leg vertex Λ [see Fig. 1]. Its static limit ∞Λ
can be expressed in terms of the dynamic limit 0Λ. The
latter can be calculated at the Fermi level using Ward’s
identity, 0Λ = Z−1, where Z is assumed to be known,
for example, from the experiment. In turn, the three-leg
vertex Λ arises from the vertex function F [see Fig. 1 a)].
The static vertex ∞F can be expressed in terms of the
dynamic vertex 0F , which defines the Landau parameters
f ∝ 0FZ2 [see Sec. II C], also assumed to be known. As
a result, the quasi-particle weight Z, the Landau param-
eters f and the density of states D(0) are the only free
parameters of the Fermi liquid theory.
We applied the DMFT approximation to the Bethe-
Salpeter equation and arrived at the well-known Fermi
liquid relation for the total static response [see Sec. III C],
∞Xα = −2ıD∗(0)/(1 + fα), where D∗(0) is the quasi-
particle DOS at the Fermi level and f ch, f sp are the Lan-
dau parameters. In DMFT one routinely calculates the
total static response∞X. Thus, when the latter is known,
the Landau parameters can be obtained using the exact
expression,
fα = −1− 2ıD∗(0)/∞Xα. (52)
If f → −1 a Pomeranchuk instability to the phase sep-
aration (α = ch) or to ferromagnetism (α = sp) occurs.
This criterion is of course equivalent to the divergence of
the total response ∞Xα in Eq. (52). We considered the
behavior of the Landau parameters at the interaction-
driven Mott transition at zero temperature, where f ch
diverges ∝ Z−2, and f sp diverges ∝ Z−1. Our DMFT
calculations at finite temperature confirmed the result for
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f ch [see Sec. IV D], while our eigenvalue analysis of the
Bethe-Salpeter equation showed that the divergences as-
sociated to the spin channel are visible only at much lower
temperatures than in the charge channel [cf. Sec. IV E].
Remarkably, in order for the total charge response d〈n〉dµ
to vanish at the Mott transition, it is required that the
forward scattering amplitude ∞F ch00 diverges ∝ Z−1 [cf.
Eq. (36)]. A further peculiar relation followed for the
response function L [see. Sec. III D]. At the Mott transi-
tion, and presumably within the entire Mott phase, the
response of the Hubbard bands to the chemical potential
is given by the dynamic response, ∞Lch = 0Lch. Accord-
ing to the Ward identity it follows that [cf. Sec. II D],
dGkν
dµ
=
dGkν
dν
, (T,Z → 0), (53)
where G is the causal Green’s function, µ the chemical
potential, and ν the real frequency. The physical back-
ground of Eq. (53) is that in the Fermi liquid ∞Lch and
0Lch differ by a coherent quasi-particle contribution. The
latter vanishes at the Mott transition.
In the spin channel the equivalence of ∞Lsp and 0Lsp
does not occur. In the interacting Fermi liquid both
the coherent quasi-particles and incoherent states con-
tribute to the change of the magnetization due to the
magnetic field h. At the Mott transition the coherent
contribution vanishes, while the incoherent one does not
[cf. Sec. IV F]. As a consequence, ∞Lsp and 0Lsp are dif-
ferent in the Mott phase. We verified that ∞Lch = 0Lch
and ∞Lsp 6= 0Lsp hold in the exactly solvable Hubbard
atom at T = 0 [see Appendix F].
At the two-particle level the Mott transition is char-
acterized by the divergence of the dynamic homogeneous
three-leg vertex 0Λ [100]. This sets this phase transition
apart from the more conventional charge and spin Pomer-
anchuk instabilities, signaled by divergences of the static
vertices ∞Λch = 1 − dΣdµ and ∞Λsp = 1 − dΣdh . The lat-
ter associate a conjugate field with the respective tran-
sition, while 0Λ = 1 − dΣdν = Z−1 does not [101]. It is
nevertheless possible to study the Mott transition in a
similar way, by an analysis of the leading eigenvalue of
the Bethe-Salpeter equation for a transferred frequency
ω 6= 0.
In our DMFT calculations this analysis reveals the
scattering mechanism that drives the divergence of 0Λ at
the Mott transition: On the Fermi liquid side the diver-
gence is driven by scatterings at many lattice sites, while
in the Mott insulator the scattering amplitude diverges
at each site on its own. This shows how smoothly DMFT
captures the breakdown of the Fermi liquid picture at the
transition point [Sec. IV E].
It follows that the maximum dλmax(U)/dU = 0 of the
leading eigenvalue of the Bethe-Salpeter equation (41)
may be used to distinguish between the metal and the
Mott regime: In the metal the effect of scatterings at
many lattice sites increases with U , in the Mott regime
this effect decreases [see Fig. 8]. We find that this cri-
terion is consistent with the drop in the spectral weight
at the Fermi level, which is often used to determine the
critical interaction UM of the transition/crossover [see
Fig. 2].
VI. CONCLUSIONS
We have presented a comprehensive analysis of the
microscopic Fermi-liquid theory of the single-band Hub-
bard model and of the Mott-Hubbard transition in the
paramagnetic sector. In particular, we have completely
characterized the theory at the two-particle level obtain-
ing complete information about the Landau parameters
describing the residual interactions between the heavy
quasi-particles with quasi-particle weight Z which van-
ishes at the Mott transition.
We applied the dynamical mean-field theory (DMFT)
approximation to the Bethe-Salpeter equation and de-
rived the Fermi liquid expression, ∞X = −2ıD∗(0)/(1 +
f), where ∞X is the total static homogeneous response
function, D∗(0) the quasi-particle density of states at
the Fermi level, and f is a Landau parameter. This well-
known result is thus valid in DMFT for an arbitrary lat-
tice dispersion and it allows to calculate the Landau pa-
rameters explicitly from D∗(0) and ∞X.
Within DMFT the vertex function does not depend on
the fermionic momenta. This implies that spatially in-
homogeneous deformations of the Fermi surface are not
allowed. As a result, we have only two Landau param-
eters, f ch (symmetric) and f sp (anti-symmetric), which
correspond to the lowest order (l = 0) Legendre coef-
ficients in the continuum. The two Landau parameters
correspond to the two basic Pomeranchuk instabilities of
the single-band Hubbard model which can be captured in
DMFT, namely the uniform charge phase separation and
ferromagnetic ordering. In order to obtain Landau pa-
rameters of higher order it would be necessary to account
for a momentum dependence of the one- and two-particle
self-energies.
At the interaction-driven Mott transition at zero tem-
perature we find that the symmetric Landau parame-
ter f ch diverges ∝ Z−2, where Z is the quasi-particle
weight, while the anti-symmetric one f sp diverges ∝ Z−1.
The result for f ch is in agreement with the variational
Gutzwiller approach to the interaction-driven metal-
insulator transition [11]. On the other hand, f sp re-
mains finite in the Gutzwiller picture, and the homo-
geneous spin susceptibility diverges, since this approxi-
mation does not capture the effective exchange [23], as
DMFT does. We verified the scaling of f ch with Z in
DMFT calculations for the half-filled Hubbard model on
the triangular lattice at finite temperature, however, we
were not able to observe the expected behavior of f sp.
We suspect that this is due to the correspondence of this
Landau parameter to ferromagnetic correlations, which
are very weak for intermediate interaction, and that cal-
culations at zero temperature or at the doping-driven
Mott transition for large interaction [102] may confirm
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our analytical result.
The Ward identity implies the divergence of the dy-
namic three-leg vertex 0Λ = Z−1 and of the dynamic
limit of the vertex function 0F at the critical interaction
UM of the Mott transition. Our numerical results show
that the scattering mechanism that leads to these diver-
gences is non-local on the Fermi liquid side and local on
the Mott side of the transition, which allows to pinpoint
the Mott transition/crossover via an eigenvalue analysis
of the Bethe-Salpeter equation, somewhat reminiscent of
the fixpoint analysis of Ref. [103].
An exact result of our analysis is that the vanishing
of the total charge response ∞Xch at the Mott transition
requires the static forward scattering vertex ∞F ch to di-
verge, as predicted in Ref. [54], and we find that it scales
with the quasi-particle weight as ∝ Z−1.
It is tempting to connect the divergence of the charge
vertex ∞F ch to the proximity of the Mott insulator to
a phase separation instability of the doped Hubbard
model, which can be captured in DMFT by virtue of its
frequency-dependent two-particle self-energy [21, 104].
We speculate that non-local effects beyond DMFT in-
crease the tendency towards phase separation in low di-
mensional Hubbard models, and in particular in two di-
mensions. The calculation of the vertex function across
the doping-driven Mott transition thus seems to be an
appealing outlook. However, the finite-doping analysis
would require to carefully handle the existence of two so-
lutions leading to the finite-temperature first order Mott
transition.
We further discussed the response of individual elec-
tronic states to a change of the chemical potential or
magnetic field. The analytical continuation of this re-
sponse function to the real axis can be done by means of
the Ward identity. We showed that at the Mott transi-
tion the charge response of the Hubbard bands is given
by the dynamic response, hence, dGdµ =
dG
dν at the Mott
transition, where G is Green’s function, µ the chemical
potential, and ν the real frequency. We verified that this
relation holds in the exactly solvable atomic limit of the
Hubbard model.
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Appendix A: Causal Green’s function
We relate the causal Green’s function to the retarded,
advanced and Matsubara Green’s functions. The causal
and the Matsubara Green’s function are defined as,
Gckσ(t) = −ı〈Ttckσ(t)c†kσ(0)〉, (A1)
Gmkσ(τ) = −〈Tτ ckσ(τ)c†kσ(0)〉, (A2)
respectively, where t is the real time and τ the imaginary
time. We perform the frequency transforms Gc(ν) =∫ +∞
−∞ e
ıνtG(t)dt and Gm(νn) =
∫ β
0
eıνnτG(τ)dτ , where ν
and νn are real and Matsubara frequency, respectively.
The spin label σ will be dropped. We further define the
greater and lesser Green’s functions,
G>k (ν) =
∑
ij
wj |〈j|ck|i〉|2δ(ν − Ei + Ej),
G<k (ν) =
∑
ij
wi|〈j|ck|i〉|2δ(ν − Ei + Ej), (A3)
where Ei and |i〉 are the eigenenergies and eigenvectors of
the Hubbard model (1), wi =
e−βEi
Z , and Z =
∑
i e
−βEi
is the partition sum.
The spectral density can be written as, Sk(ν) =
G>k (ν) + G
<
k (ν). We use S, G
>, and G< to express the
retarded (r), advanced (a), causal (c) and the Matsubara
Green’s function (m),
Gck(ν) =
∫ ∞
−∞
{
G>k (ν
′)
ν − ν′ + ı0+ +
G<k (ν
′)
ν − ν′ − ı0+
}
dν′,
Gmk (νn) =
∫ ∞
−∞
Sk(ν
′)
ıνn − ν′ dν
′,
G
r/a
k (ν) =
∫ ∞
−∞
Sk(ν
′)
ν − ν′ ± ı0+ dν
′. (A4)
Here, 0+ is a positive infinitesimal real number. The
retarded and advanced Green’s functions arise by ana-
lytical continuation of Gm(ıνn → ν ± ı0+) into the up-
per/lower complex half-plane, respectively. The right su-
perscripts r, a, c,m that are used here must not be con-
fused with the left superscript r = |q|/ω, nor with the
channel label α.
We express the causal Green’s function in terms of the
retarded and advanced ones. Using the identity,
1
x+ ı0+
− 1
x− ı0+ = −2piıδ(x), (A5)
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we reformulate Gc in Eq. (A4) as,
Gck(ν) =G
r
k(ν) + 2piıG
<
k (ν)
=Grk(ν) + 2piıSk(ν)nf (ν)
=<Grk(ν) + ı[1− 2nf (ν)]=Grk(ν)
=nf (−ν)Grk(ν) + nf (ν)Gak(ν). (A6)
In the first line we used Eq. (A5). From the first to
the second line we used the fluctuation-dissipation theo-
rem, G<k (ν) = e
−βνG>k (ν) = Sk(ν)nf (ν), where nf (ν) =
(eβν + 1)−1 is the Fermi function. From the second to
the third line we used the relation between the spec-
tral density and the retarded Green’s function, Sk(ν) =
− 1pi=Grk(ν). In the last step we used 1 = nf (−ν)+nf (ν)
and Ga = (Gr)∗.
Note that the causal Green’s function is
not positive/negative definite and integrates to
1
2pi
∫ +∞
−∞ dνG
c
kσ(ν) = ı[〈nkσ〉 − 12 ], which can be
seen by integrating its Lehmann representation (A4).
Appendix B: Decomposition of the static response
We derive Eqs. (20) and (21) in the main text. k, q
imply momenta and real frequencies, the temperature is
zero.
We begin with Eq. (12), which we multiply with the
static limit of the bubble ∞G2k′ and integrate over k
′, then
we add 1 on both sides,
1 +
∫
k′
∞Fkk′ ∞G2k′ (B1)
=1 +
∫
k′
0Fkk′
∞G2k′ +
∫∫
k′k′′
0Fkk′′Rk′′
∞Fk′′k′ ∞G2k′ .
We have dropped the label α. We identify the static
three-leg vertex ∞Λk = 1 +
∫
k′
∞Fkk′ ∞G2k′ on the left-
hand-side. In the second term of the right-hand-side we
express the static limit ∞G2 through the discontinuity R
and the dynamic limit 0G2 [cf. Eq. (9)], ∞G2k′ =
0G2k′ +
Rk′ , leading to
∞Λk =1 +
∫
k′
0Fkk′
0G2k′
+
∫
k′
0Fkk′Rk′ +
∫∫
k′k′′
0Fkk′′Rk′′
∞Fk′′k′ ∞G2k′ .
In the first line we identify the dynamic three-leg vertex
0Λk = 1 +
∫
k′
0Fkk′
0G2k′ , in the second line we exchange
the labels k′ ↔ k′′ of the double integral and factor out
a term 0Fkk′Rk′ ,
∞Λk = 0Λk +
∫
k′
0Fkk′Rk′
(
1 +
∫
k′′
∞Fk′k′′ ∞G2k′′
)
.
(B2)
The braces yield ∞Λk′ , which leads to Eq. (20) in the
main text.
We multiply Eq. (B2) by ∞G2k, this yields the static
fermion-boson response function ∞Lk = ∞G2k
∞Λk on the
left-hand-side,
∞Lk =∞G2k
0Λk +
∞G2k
∫
k′
0Fkk′Rk′
∞Λk′ .
We use ∞G2k =
0G2k+Rk in both terms on the right-hand-
side,
∞Lk = 0G2k
0Λk +
0G2k
∫
k′
0Fkk′Rk′
∞Λk′
+Rk
0Λk +Rk
∫
k′
0Fkk′Rk′
∞Λk′ .
The dynamic fermion-boson response 0Lk =
0G2k
0Λk
arises in the first line, in the second line we use Eq. (20),
which simply yields Rk
∞Λk, hence,
∞Lk = 0Lk +Rk∞Λk + 0G2k
∫
k′
0Fkk′Rk′
∞Λk′
We introduce a trivial integration and factor out a term
Rk′
∞Λk′ ,
∞Lk = 0Lk +
∫
k′
(
δkk′ +
0G2k
0Fkk′
)
Rk′
∞Λk′ , (B3)
this is Eq. (21) in the main text. Note that δkk′ implies
a factor 2piN .
Appendix C: The static response in DMFT
We derive Eq. (34) for the static response ∞Lk in
DMFT. To this end, we insert the expression for the dis-
continuity Rk in Eq. (9) into Eq. (B3) (note that the
label α is dropped),
∞Lkν = 0Lkν +
1
2piN
∫
ν′
∑
k′
(
2piNδkk′δνν′ +
0G2kν
0Fνν′
)
× [−2piıZ2δ(ν′)δ(ε˜k′ − µ)]∞Λν′ . (C1)
Here we have made all energy-momentum dependencies
k = (k, ν) and the prefactors of
∫
k
= 12piN
∫
ν
∑
k and
δkk′ = 2piNδkk′δνν′ explicit. We used that Z, Λ and F
do not depend on k (or k′) in DMFT. We perform the
integration/summation in Eq. (C1),
∞Lkν = 0Lkν − 2piıZ2δν0δ(ε˜k − µ)∞Λ0 (C2)
−ıZ2D∗(0) 0G2kν 0Fν0∞Λ0,
where we used the definition of the quasi-particle DOS,
D∗(0) = 1N
∑
k δ(ε˜k − µ). According to Eqs. (32)
and (33) the static three-leg vertex at the Fermi level
can be expressed in terms of the total response, ∞Λ0 =∞X[−2ıZD∗(0)]−1. Using this expression in Eq. (C2)
and factoring out ∞XZ/2 leads to Eq. (34).
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Appendix D: Ward identity and analytical
continuation of three-point functions
We derive an exact relation between the Matsubara
and real axis notation of three-point correlation functions
by means of the Ward identity. For further information
see also Refs. [91] and [92].
Firstly, we note that the last line of Eq. (A6) demon-
strates that the causal Green’s function Gc(ν) can be
decomposed into two functions that are analytical ei-
ther in the upper or lower complex half-plane, Gc(ν) =
nf (−ν)Gr(ν) + nf (ν)Ga(ν). The analytic regions of Gr
and Ga combined cover the entire complex plane C and
their prefactors are given by the Fermi function nf . G
r
and Ga can be obtained from the Matsubara Green’s
function Gm(νn) by analytical continuation into the up-
per or lower half-plane. Eq. (A6) therefore allows to re-
cover Gc from Gm.
Our strategy is to find a similar decomposition of the
causal fermion-boson response function Lc(ν, ω) into sev-
eral component functions, whose analytic regions cover
the entire C2-space spanned by their two complex argu-
ments. These component functions are supposed to arise
by analytical continuation of the Matsubara correlation
function Lm(νn, ωm). In principle, this task could be ap-
proached from the Lehmann representations of Lc and
Lm [91, 105], which is however tedious. We choose a
simpler approach here using the Ward identity.
1. Fermion-boson response function
We define the causal fermion-boson response function,
Lc,αkq (t1, t2, t3) =
ı〈n〉
2
∑
σ
Gckσ(t1 − t2)δqδα,ch (D1)
+(ı)2
1
2
∑
σσ′
sασ′σ
〈
Ttckσ(t1)c
†
k+q,σ′(t2)ρ
α
q(t3)
〉
,
where sα are the Pauli matrices (α = ch, x, y, z) and
ραq =
1
N
∑
k c
†
kσs
α
σσ′ck+q,σ′ is the respective density op-
erator, 〈n〉 = 〈n↑〉 + 〈n↓〉. The correlation function in
Eq. (D1) depends on three real times ti. One obtains the
Matsubara response Lm by replacing ti → τi, Gc → Gm,
and omitting the factor ı in the first line and the factor
ı2 in the second line of Eq. (D1). We note that the term
in the first line cancels an uncorrelated part of the charge
(α = ch) correlation function. The (connected) suscepti-
bility is given by Xc,αq (t− t′) = 2N
∑
k L
c,α
kq (t
′, t′, t).
The transformation of Lc in Eq. (D1) to the frequency
domain is defined as,
Lc(t1, t2, t3) =
1
(2pi)2
+∞∫∫
−∞
Lcνωe
−ı[νt1−(ν+ω)t2+ωt3]dνdω.
(D2)
The analogous transform of Lm follows by the replace-
ment (2pi)−1
∫ +∞
−∞ dν → T
∑
νn
, where νn is a fermionic
Matsubara frequency, and likewise for the bosonic fre-
quencies ω and ωm.
2. Ward identity
The Ward identity is an exact relation between the re-
sponse function Lc in Eq. (D1) and the single-particle
Green’s function Gc. It arises from the continuity
equation ∂tρ
α(t) = ı[ρα(t), H] of the density operator
ρα [106]. For the Matsubara response Lm this derivation
is exercised in Ref. [73], here we merely state the re-
sult for the causal response Lc in the homogeneous limit
q = q0 = 0,
−ωLc,αkν (q0, ω) = Gck,ν+ω−Gckν
= nf (−ν − ω)Grk,ν+ω+nf (ν + ω)Gak,ν+ω
−nf (−ν)Grkν−nf (ν)Gakν . (D3)
Note that the correlation functions in the first line are
causal. From the first to the second line we used Eq. (A6)
to express the causal Green’s function Gc through the
retarded and advanced Green’s functions Gr, Ga, and
the Fermi function nf . Note that the limit ω → 0 of
Eq. (D3) implies Eq. (17) in the main text.
We like to relate the expression in Eq. (D3) to the
Matsubara response Lm. As shown in Appendix A of
Ref. [73], a similar Ward identity holds for Lm,
−ıωmLm,αkνn (q0, ωm) = Gmk,νn+ωm −Gmkνn , (D4)
which is a relation between Matsubara correlation func-
tions, note however the similarity to Eq. (D3).
3. Analytical continuation
The analytic continuation of the right-hand-side of
Eq. (D4) can be performed into four analytic regions by
replacing ı(νn + ωm)→ ν + ω ± ı0+ and ıνn → ν ± ı0+.
On the right-hand-side this gives rise to the retarded and
advanced Green’s functions Gr and Ga, respectively. We
denote the four combinations explicitly as,
−ωLrr,αkν (q0, ω) =Grk,ν+ω −Grkν ,
−ωLra,αkν (q0, ω) =Grk,ν+ω −Gakν ,
−ωLar,αkν (q0, ω) =Gak,ν+ω −Grkν ,
−ωLaa,αkν (q0, ω) =Gak,ν+ω −Gakν . (D5)
We use these expressions to rewrite Eq. (D3) as,
− ωLc,αkν (q0, ω)
=− ω {nf (−ν − ω)Lrr,αkν (q0, ω)
+ [nf (ν + ω) + nf (−ν)− 1]Lar,αkν (q0, ω)
+ nf (ν)L
aa,α
kν (q0, ω)} . (D6)
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We have decomposed the causal response Lc into re-
tarded and advanced component functions, Lrr, Lar, and
Laa, which can be readily obtained from the Matsubara
response Lm [107]. We are thus able to recover Lc from
the latter by analytical continuation.
4. Static homogeneous limit
Strictly speaking, Eq. (D6) can only be used to perform
the analytic continuation for q = q0 = 0 and ω 6= 0, the
dynamic homogeneous limit. However, it is possible to
show that that Eq. (D6) also holds in the static homoge-
neous limit ω = 0. We demonstrate this here explicitly
for the homogeneous magnetic response.
To this end, we assume an infinitesimal magnetic field
δh along the z-axis, the Ward identity in Eq. (D3) can
then be written in the transversal channels α = x, y
as [108],
(2σδh− ω)Lc,α=x,ykν (q0, ω) = Gck,ν+ω,−σ −Gckνσ. (D7)
We can now safely set ω = 0, leading to the static homo-
geneous limit ∞Lckν = limq→0
lim
ω→0
Lckν(q, ω), divide by δh
on both sides, and obtain for σ =↑,
∞Lc,α=x,ykν =
Gckν↓ −Gckν↑
2δh
(D8)
=
Gckν↓ −Gckν(h = 0)
2δh
− G
c
kν↑ −Gckν(h = 0)
2δh
=− dG
c
kν↑
dh
= −nf (−ν)
dGrkν↑
dh
− nf (ν)
Gakν↑
dh
.
In the second line we added and subtracted Green’s func-
tion at vanishing field h = 0, leading to the zero-field
derivative dGσdh =
Gσ(δh)−Gσ(h=0)
δh . In the first step of the
last line we used that both spin species respond in oppo-
site ways to the magnetic field,
dG↑
dh = −dG↓dh . In the last
step we used again Eq. (A6).
An analogous calculation for the Matsubara response
Lm leads to,
∞Lm,α=x,ykνn =−
dGmkνn↑
dh
. (D9)
By rotational invariance Eqs. (D8) and (D9) also hold
in the longitudinal spin channel α = z. Furthermore,
similar results hold for the charge channel α = ch [28],
where one has to replace the magnetic field h by the
chemical potential µ.
The analytical continuation of Eq. (D9) is straightfor-
ward. There are only two distinct options, ıνn → ν±ı0+,
giving rise to the retarded and advanced Green’s func-
tions, e.g., ∞Lrr,sp = −dGrdh and ∞Laa,sp = −dG
a
dh .
Using Eq. (D9) we can write Eq. (D8) as,
∞Lc,αkν = nf (−ν)∞Lrr,αkν + nf (ν)∞Laa,αkν . (D10)
We are therefore allowed to divide Eq. (D6) by −ω and
use the result also in the static homogeneous limit ω = 0.
We verified from the Lehmann representation of Lc and
Lm of the Hubbard atom [cf. Appendix F] that Eq. (D6)
yields the correct causal response Lc. This equation was
derived for the homogeneous limit q = q0 of L but we
suspect that it displays the analytical continuation of any
fermion-boson response function.
Appendix E: Dynamic limit of the three-leg vertex
We derive Eq. (46) for the homogeneous three-leg ver-
tex Λαν (q0, ω 6= 0) in the DMFT approximation from the
Ward identity (45) of the AIM. In this section ν and ω
are Matsubara frequencies.
Making use of the DMFT self-consistency condi-
tion (25), gν =
1
N
∑
kGkν , one writes Eq. (45) as,
Σν+ω − Σν
=
T
N
∑
k′ν′
γανν′ωGk′ν′Gk′,ν′+ω
[
G−1k′ν′ −G−1k′,ν′+ω
]
.
In the brackets on the right-hand-side we insert the def-
inition of the DMFT Green’s function in Eq. (26) and
divide both sides by −ıω,
−Σν+ω − Σν
ıω
(E1)
=
T
N
∑
k′ν′
γανν′ωGk′ν′Gk′,ν′+ω
[
1− Σν′+ω − Σν′
ıω
]
.
We now consider the Bethe-Salpeter equation for the ver-
tex function,
Fανν′(q, ω) (E2)
=γανν′ω +
T
N
∑
k′′ν′′
γανν′′ωGk′′ν′′Gk′′+q,ν′′+ωF
α
ν′′ν′(q, ω),
which is equivalent to Eq. (41), [72]. We multiply
Eq. (E2) with the bubble Gk′Gk′+q, sum over k
′ =
(k′, ν′), and evaluate the resulting equation at q = (q0 =
0, ω), leading to
T
N
∑
k′ν′
Fανν′(q0, ω)Gk′ν′Gk′,ν′+ω (E3)
=
T
N
∑
k′ν′
γανν′ωGk′ν′Gk′,ν′+ω
×
[
1 +
T
N
∑
k′′ν′′
Fαν′ν′′(q0, ω)Gk′′ν′′Gk′′,ν′′+ω
]
.
In the steps leading to Eq. (E3) the summation labels ν′
and ν′′ on the right-hand-side were exchanged. By com-
parison of Eqs. (E1) and (E3) we find that they actually
express the same integral equation. We can therefore
identify,
−Σν+ω − Σν
ıω
=
T
N
∑
k′ν′
Fανν′(q0, ω)Gk′ν′Gk′,ν′+ω. (E4)
Adding 1 on both sides and using the definition of the
three-leg vertex in Eq. (42) we arrive at Eq. (46).
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Appendix F: Hubbard atom
We derive the static and dynamic limits of the response
function L for the Hubbard atom with Hamiltonian H =
Un↑n↓ − µ(n↑ + n↓)− h(n↑ − n↓).
1. Correlation functions
Using the basis set {|0〉, | ↑〉, | ↓〉, | l〉} we can calcu-
late the causal Green’s function Gc using the Lehmann
representation in Sec. A (we drop the label c),
Gσ(ν) =
1
Z
[
e−βµ
ν + µ+ σh+ ı0+
+
e−βσh
ν − U + µ+ σh+ ı0+
+
e+βσh
ν + µ+ σh− ı0+ +
e−β(U−µ)
ν − U + µ+ σh− ı0+
]
, (F1)
where Z = e−hβ+e+hβ+e−µβ+e−(U−µ)β is the partition
function, β = 1T the inverse temperature.
The response function L(ν, ω) can be calculated from
the Lehmann representation of Eq. (D1), [91]. However,
to evaluate this function at ω = 0 (static) and in the
limit ω → 0 (dynamic), which are in general not equiv-
alent, it is much more convenient to use the Ward iden-
tities (15), (16), and (17). These yield the static limits
∞Lch, ∞Lsp and the dynamic limit 0Lch = 0Lsp = 0L as
derivatives of Green’s function with respect to µ, h, and
ν, respectively. For µ = U2 and h = 0 we obtain for the
dynamic limit,
0L(ν) = −dGσ(ν)
dν
(F2)
=
1
Z
[
e−
U
2 β
(ν + U2 + ı0
+)2
+
1
(ν − U2 + ı0+)2
+
1
(ν + U2 − ı0+)2
+
e−
U
2 β
(ν − U2 − ı0+)2
]
.
According to Eq. (21) the static limit can be expressed
through the dynamic one and a remainder, ∞Lα =
0L + Lα. In the Hubbard atom we can indeed express
the static limit in this way. We obtain the following re-
mainder functions for the charge and spin channel,
Lch(ν) = βe
−U2 β
Z
[
1
ν + U2 + ı0
+
− 1
ν − U2 − ı0+
]
,
Lsp(ν) = βZ
[
1
ν − U2 + ı0+
− 1
ν + U2 − ı0+
]
. (F3)
In the charge channel the remainder Lch vanishes as
β → ∞, in this limit therefore ∞Lch(ν) = 0L(ν), as ex-
pected. Hence, also the charge susceptibility vanishes,
∞Xch = 22pi
∫ +∞
−∞ dν
∞Lch(ν) = −ı2βe−β U2 Z−1 → 0. The
remaining charge response of the Hubbard peaks is given
by 0L(ν). It does not lead to a response of the density 〈n〉,
since the integral 0X = 22pi
∫ +∞
−∞ dν
0L(ν) is zero. Note
that Lch does not vanish for T > 0, where the charge
susceptibility is finite.
In the spin channel the remainder Lsp diverges ∝ β,
which gives rise to the divergence of the spin suscepti-
bility ∞Xsp = −ı2βZ−1, corresponding to the local mo-
ment. Since Lsp is not zero, it can not be the case that
∞Lsp(ν) and 0L(ν) coincide.
2. Causal fermion-boson response
Black lines in Figs. 11 and 12 show the causal Green’s
function G(ν) for a value of U = 1 and temperatures
T = 0.2 (top panels) and T = 0.1 (bottom panels) in
units of U . For visibility we use a broadening of |η| =
(piT )2. We note that the lower Hubbard peak lies below
the Fermi level and is therefore hole-like (advanced), giv-
ing the peak positive spectral weight, whereas the upper
Hubbard peak is particle-like (retarded) and has negative
spectral weight [cf. also Eq. (2)]. At half-filling Gσ(ν)
integrates to 12pi
∫ +∞
−∞ Gσ(ν) = ı[〈nσ〉 − 12 ] = 0.
The red lines show the imaginary part of the charge
response dGdµ = −∞Lch in Fig. 11 and of the magnetic
response dGdh = −∞Lsp in Fig. 12. Straight and wiggly
arrows indicate where according to ∞Lch and ∞Lsp spec-
tral weight of Green’s function is enhanced or suppressed
upon a change δµ or δh of the respective conjugate field.
Note that a net increase/decrease of spectral weight of
the causal Green’s function is possible. In fact, the inte-
gral under the red curves yields the static susceptibility,
2
2pi
∫ +∞
−∞ dν
∞Lα(ν) = ∞Xα. Blue lines indicate the dy-
namic response function dGdν = − 0L, which is the same
for α = ch and α = sp. The integral of 0L, the dynamic
susceptibility 0X, is exactly zero because a periodic field,
however slowly varying, does not lead to a net change of
the particle number or magnetization [48].
We first discuss the charge response ∞Lch for T = 0.2
in the top panel of Fig. 11. ∞Lch changes the spectral
weight in such a way that the two Hubbard peaks are
effectively shifted to the left when the chemical potential
µ increases. At the high temperature T = 0.2 also the
occupation number 〈n〉 changes due to δµ. Therefore, the
integral over ∞Lch(ν) is finite, representing a net increase
of spectral weight due to δµ > 0. The resultant charge
susceptibility is shown in the inset of the top panel on
the Matsubara axis, ∞Xch is marked at ω0 = 0. The top
panel of Fig. 11 also shows that the static and dynamic
charge response ∞Lch (red) and 0L (blue) are similar but
not equivalent at T = 0.2.
We observe the same correlation functions in the lower
panel of Fig. 11 for a lower temperature T = 0.1. Still,
∞Lch indicates a shift of the Hubbard peaks to the left
due to δµ. However, charge excitations are suppressed
exponentially with decreasing T , leading to an almost
vanishing charge response ∞Xch.
On the same note, ∞Lch and 0L have become virtually
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FIG. 11. (Color online) The causal Green’s function G
(black), the static charge response dG
dµ
(red), and the dynamic
response dG
dν
(blue) of the half-filled Hubbard atom as a func-
tion of the real frequency ν. Top: T = 0.2, the static and
dynamic response differ appreciably. Bottom: T = 0.1, the
limits almost coincide, at the same time the charge suscep-
tibility is suppressed (see insets), the latter is given as the
integral under the red curve (× − pi−1). Arrows indicate the
enhancement/decrease of Green’s function according to the
red curve due to δµ > 0.
equivalent. The integral over the former hence (almost)
vanishes, since this is exactly the case for the latter. We
note that ∞Lch = 0L holds exactly at T = 0. For its
integral we have likewise ∞Xch = 0 at T = 0.
We now turn to the spin channel, whose response func-
tion is drawn into Fig. 12. A small magnetic field δh leads
to a shift in spectral weight according to ∞Lsp, its effect
is qualitatively different from the charge channel. As in-
dicated by the wiggly arrows, the magnetic field enhances
the lower Hubbard peak and suppresses the upper one.
(Note that G↑ is shown, the shift is reversed for G↓.)
We observe that ∞Lsp and 0L are quite different, both
at T = 0.2 and at T = 0.1. The analytical result (F3)
shows that they do not become equivalent at T = 0. In
fact, the spin susceptibility ∞Xsp diverges in this limit,
whereas the equivalence of ∞Lsp and 0L would imply a
vanishing spin susceptibility. It follows that ∞Lsp 6= 0L.
The integral ∞Xsp represents the response of the Hub-
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FIG. 12. (Color online) The static magnetic response dG
dh
(red). Note that the causal Green’s function (black) and
the dynamic response (blue) are the same as in Fig. 11 for
T = 0.2 (top) and T = 0.1 (bottom), respectively. The differ-
ence between the static and dynamic response grows at low
temperatures. Wiggly arrows indicate the response to δh > 0.
The integral under the red curve yields the spin susceptibility
(×− pi−1), see insets, which diverges as T → 0. The integral
under the blue curve is zero [see text].
bard peaks to the magnetic field that leads to a net
change in the magnetization, −δh∞Xsp.
We note that the scenario ∞Lch = 0Lch and ∞Lsp 6=
0Lsp at T = 0 that we find for the Hubbard atom is
similar to the one that we found in Sec. III D for the
Mott insulator.
Appendix G: Proper definition of the static
homogeneous limit
We discuss several technical difficulties that arise in
the rigorous evaluation of the static homogeneous limit.
As explained in Sec. II B, the static homogeneous limit of
the the bubble ∞G2 describes the propagation of quasi-
particle-hole pairs. In most of this work we use the no-
tation GkGk+q for the bubble, because it is widespread
in the DMFT literature. However, in this notation the
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FIG. 13. a) In the non-symmetrized notation GkGk+q the
vector kF lies on the Fermi surface (dashed line) and kF+q in-
side or outside. b) In the symmetrized notationGk+q/2Gk−q/2
one of the vectors kF +q/2 and kF −q/2 lies inside, the other
outside of the Fermi surface, except for pathological cases. c)
Pathological case q ⊥ nkF where even in the limit q → 0
both kF + q/2 and kF −q/2 lie outside of the Fermi surface.
static homogeneous limit seems to be ill-defined,
lim
q→0
lim
ω→0
GkνGk+q,ν+ω = lim
q→0
GkνGk+q,ν ,
since for some vector k = kF on the Fermi surface the
vector kF + q may lie within or outside of the Fermi
surface, depending on the path of q, see Fig. 13 a).
We can resolve the ambiguity by adopting the sym-
metrized notation Gk−q/2Gk+q/2 of Ref. [28], which was
used in Sec. II B, such that kF−q/2 and kF +q/2 in gen-
eral lie inside/outside (outside/inside) of the Fermi sur-
face, respectively, see Fig. 13 b). However, even in this
notation there arise pathological exceptions, for example,
if kF points to some convex region of the Fermi surface
and q ⊥ nkF , where nkF is the normal of the Fermi sur-
face at kF . In this case kF − q/2 and kF + q/2 both
lie outside of the Fermi surface, as depicted in Fig. 13
c). For given kF this problem concerns however only few
pathological paths of q to zero and it can be resolved by
requiring q 6⊥ nkF .
A further question is raised due to the non-
symmetrized notation used in this work for the vertex
function Fkk′q and the fermion-boson response Lkq. For
example, in the latter case the relation (14) to the three-
leg vertex Λkq seems problematic, Lkq = GkGk+qΛkq,
due to the ambiguous static homogeneous limit of the
non-symmetrized bubble GkGk+q. To resolve the issue,
we define the symmetrized static homogeneous limit of L
and F as follows,
∞Lk = lim
q→0
lim
ω→0
Lk−q/2,q, (G1)
∞Fkk′ = lim
q→0
lim
ω→0
Fk−q/2,k′−q/2,q, (G2)
where we require q 6⊥ nkF ,nk′F when k = kF or k′ = k′F
lie on the Fermi surface.
One should note that ∞L can be calculated using the
Ward identities (15) and (16). We derived the latter one
in Appendix D 4 by formally taking the non-symmetrized
limit lim
q→0
lim
ω→0
Lspkq, which leads to the same, unambigu-
ous result as definition (G1), see also Ref. [7]. It therefore
seems that a symmetrized notation can serve mathemat-
ical rigor but does not have physical implications.
[1] L. Landau, Zh. Eksp. Teor. Fiz. 30, 1058 (1956).
[2] P. Wo¨lfle, Reports on Progress in Physics 81, 032501
(2018).
[3] Y. Kwon, D. M. Ceperley, and R. M. Martin, Phys.
Rev. B 50, 1684 (1994).
[4] K. Lee, J. Shao, E.-A. Kim, F. D. M. Haldane, and
E. H. Rezayi, Phys. Rev. Lett. 121, 147601 (2018).
[5] Y. Fuseya, H. Maebashi, S. Yotsuhashi, and K. Miyake,
Journal of the Physical Society of Japan 69, 2158
(2000), https://doi.org/10.1143/JPSJ.69.2158.
[6] P. Frigeri, C. Honerkamp, and T. Rice, The European
Physical Journal B - Condensed Matter and Complex
Systems 28, 61 (2002).
[7] A. V. Chubukov, A. Klein, and D. L. Maslov, Journal of
Experimental and Theoretical Physics 127, 826 (2018).
[8] M. C. Gutzwiller, Phys. Rev. Lett. 10, 159 (1963).
[9] G. Kotliar and A. E. Ruckenstein, Phys. Rev. Lett. 57,
1362 (1986).
[10] T. Li and P. Be´nard, Phys. Rev. B 50, 17837 (1994).
[11] D. Vollhardt, Rev. Mod. Phys. 56, 99 (1984).
[12] R. Fre´sard and T. Kopp, Annalen der Physik 524, 175.
[13] E. I. Kiselev, M. S. Scheurer, P. Wo¨lfle, and
J. Schmalian, Phys. Rev. B 95, 125122 (2017).
[14] G. Lhoutellier, R. Fre´sard, and A. M. Oles´, Phys. Rev.
B 91, 224410 (2015).
[15] L. de’Medici, A. Georges, and S. Biermann, Phys. Rev.
B 72, 205124 (2005).
[16] L. de’ Medici and M. Capone, “Modeling many-body
physics with slave-spin mean-field: Mott and hund’s
physics in fe-superconductors,” in The Iron Pnictide Su-
perconductors: An Introduction and Overview , edited
by F. Mancini and R. Citro (Springer International Pub-
lishing, Cham, 2017) pp. 115–185.
[17] L. de’ Medici, Phys. Rev. Lett. 118, 167003 (2017).
[18] P. Villar Arribi and L. de’ Medici, Phys. Rev. Lett. 121,
197001 (2018).
[19] N. Furukawa and M. Imada, Journal of the
Physical Society of Japan 60, 3604 (1991),
https://doi.org/10.1143/JPSJ.60.3604.
[20] N. Furukawa and M. Imada, Journal of the
Physical Society of Japan 62, 2557 (1993),
https://doi.org/10.1143/JPSJ.62.2557.
[21] R. Nourafkan, M. Coˆte´, and A.-M. S. Tremblay, Phys.
Rev. B 99, 035161 (2019).
[22] W. Metzner and D. Vollhardt, Phys. Rev. Lett. 62, 324
(1989).
[23] A. Georges, G. Kotliar, W. Krauth, and M. J. Rozen-
berg, Rev. Mod. Phys. 68, 13 (1996).
[24] G. Kotliar, The European Physical Journal B - Con-
densed Matter and Complex Systems 11, 27 (1999).
[25] G. Kotliar, E. Lange, and M. J. Rozenberg, Phys. Rev.
Lett. 84, 5180 (2000).
[26] M. Capone, M. Fabrizio, C. Castellani, and E. Tosatti,
Science 296, 2364 (2002).
24
[27] L. Landau, E. Lifshitz, and L. Pitaevskij, Statistical
Physics: Part 2 : Theory of Condensed State, Lan-
dau and Lifshitz Course of theoretical physics (Oxford,
1980).
[28] P. Nozie`res, Theory Of Interacting Fermi Systems, Ad-
vanced Books Classics (Avalon Publishing, 1997).
[29] C. Mora, C. P. Moca, J. von Delft, and G. Zara´nd,
Phys. Rev. B 92, 075120 (2015).
[30] A. J. Leggett, Phys. Rev. 140, A1869 (1965).
[31] Y.-M. Wu, A. Klein, and A. V. Chubukov, Phys. Rev.
B 97, 165101 (2018).
[32] A. N. Rubtsov, V. V. Savkin, and A. I. Lichtenstein,
Phys. Rev. B 72, 035122 (2005).
[33] P. Werner, A. Comanac, L. de’ Medici, M. Troyer, and
A. J. Millis, Phys. Rev. Lett. 97, 076405 (2006).
[34] E. Gull, A. J. Millis, A. I. Lichtenstein, A. N. Rubtsov,
M. Troyer, and P. Werner, Rev. Mod. Phys. 83, 349
(2011).
[35] H. Hafermann, K. R. Patton, and P. Werner, Phys.
Rev. B 85, 205106 (2012).
[36] H. Hafermann, Phys. Rev. B 89, 235128 (2014).
[37] P. Gunacker, M. Wallerberger, T. Ribic, A. Hausoel,
G. Sangiovanni, and K. Held, Phys. Rev. B 94, 125153
(2016).
[38] T. Pruschke, Q. Qin, T. Obermeier, and J. Keller, Jour-
nal of Physics: Condensed Matter 8, 3161 (1996).
[39] A. N. Rubtsov, M. I. Katsnelson, and A. I. Lichtenstein,
Annals of Physics 327, 1320 (2012).
[40] E. G. C. P. van Loon, H. Hafermann, A. I. Lichtenstein,
and M. I. Katsnelson, Phys. Rev. B 92, 085106 (2015).
[41] E. G. C. P. van Loon, F. Krien, H. Hafermann, E. A.
Stepanov, A. I. Lichtenstein, and M. I. Katsnelson,
Phys. Rev. B 93, 155162 (2016).
[42] F. Krien, Phys. Rev. B 99, 235106 (2019).
[43] J. Kunesˇ, Phys. Rev. B 83, 085102 (2011).
[44] N. Wentzell, G. Li, A. Tagliavini, C. Taranto,
G. Rohringer, K. Held, A. Toschi, and S. Andergassen,
“High-frequency asymptotics of the vertex function:
diagrammatic parametrization and algorithmic imple-
mentation,” (2016), arXiv:1610.06520.
[45] For a recent review, see: G. Rohringer, H. Hafermann,
A. Toschi, A. A. Katanin, A. E. Antipov, M. I. Katsnel-
son, A. I. Lichtenstein, A. N. Rubtsov, and K. Held,
Rev. Mod. Phys. 90, 025003 (2018).
[46] T. Scha¨fer, G. Rohringer, O. Gunnarsson, S. Ciuchi,
G. Sangiovanni, and A. Toschi, Phys. Rev. Lett. 110,
246405 (2013).
[47] G. Rohringer, A. Valli, and A. Toschi, Phys. Rev. B
86, 125114 (2012).
[48] E. G. C. P. van Loon, F. Krien, H. Hafermann, A. I.
Lichtenstein, and M. I. Katsnelson, Phys. Rev. B 98,
205148 (2018).
[49] P. Chalupa, P. Gunacker, T. Scha¨fer, K. Held, and
A. Toschi, Phys. Rev. B 97, 245136 (2018).
[50] P. Thunstro¨m, O. Gunnarsson, S. Ciuchi, and
G. Rohringer, Phys. Rev. B 98, 235107 (2018).
[51] E. Kozik, M. Ferrero, and A. Georges, Phys. Rev. Lett.
114, 156402 (2015).
[52] O. Gunnarsson, G. Rohringer, T. Scha¨fer, G. Sangio-
vanni, and A. Toschi, Phys. Rev. Lett. 119, 056402
(2017).
[53] J. Vucˇicˇevic´, N. Wentzell, M. Ferrero, and O. Parcollet,
Phys. Rev. B 97, 125141 (2018).
[54] R. Chitra and G. Kotliar, Phys. Rev. B 63, 115110
(2001).
[55] A. C. Cosentini, M. Capone, L. Guidoni, and G. B.
Bachelet, Phys. Rev. B 58, R14685 (1998).
[56] S. Sorella, Phys. Rev. B 91, 241116(R) (2015).
[57] S. Caprara, C. Di Castro, G. Seibold, and M. Grilli,
Phys. Rev. B 95, 224511 (2017).
[58] C. Castellani, C. Di Castro, and M. Grilli, Phys. Rev.
Lett. 75, 4650 (1995).
[59] V. Emery and S. Kivelson, Physica C: Superconductiv-
ity 209, 597 (1993).
[60] G. Kotliar, S. Murthy, and M. J. Rozenberg, Phys. Rev.
Lett. 89, 046401 (2002).
[61] M. J. Rozenberg, G. Kotliar, and X. Y. Zhang, Phys.
Rev. B 49, 10181 (1994).
[62] A. C. Hewson, Phys. Rev. B 94, 195152 (2016).
[63] A. A. Abrikosov, I. Dzyaloshinskii, and L. P. Gorkov,
Methods of quantum field theory in statistical physics
(Dover, New York, NY, 1975).
[64] P. Nozie`res and J. M. Luttinger, Phys. Rev. 127, 1423
(1962).
[65] J. M. Luttinger and P. Nozie`res, Phys. Rev. 127, 1431
(1962).
[66] This is a ’left-handed’ three-leg vertex, with the tapered
Green’s function legs in Fig. 1 a) pointing to the left.
In the limit q → 0 it is equivalent to the ’right-handed’
vertex due to the crossing symmetry.
[67] B. Bauer, L. D. Carr, H. G. Evertz, A. Feiguin,
J. Freire, S. Fuchs, L. Gamper, J. Gukelberger, E. Gull,
S. Guertler, A. Hehn, R. Igarashi, S. V. Isakov, D. Koop,
P. N. Ma, P. Mates, H. Matsuo, O. Parcollet, G. Pa-
wowski, J. D. Picon, L. Pollet, E. Santos, V. W. Scarola,
U. Schollwo¨ck, C. Silva, B. Surer, S. Todo, S. Trebst,
M. Troyer, M. L. Wall, P. Werner, and S. Wessel, Jour-
nal of Statistical Mechanics: Theory and Experiment
2011, P05001 (2011).
[68] T. Scha¨fer, F. Geles, D. Rost, G. Rohringer, E. Arrigoni,
K. Held, N. Blu¨mer, M. Aichhorn, and A. Toschi, Phys.
Rev. B 91, 125109 (2015).
[69] E. G. C. P. van Loon, H. Hafermann, and M. I. Kat-
snelson, Phys. Rev. B 97, 085125 (2018).
[70] M. Potthoff, Condensed Matter Physics 9, 557 (2006).
[71] G. Baym, Phys. Rev. 127, 1391 (1962).
[72] H. Hafermann, E. G. C. P. van Loon, M. I. Katsnelson,
A. I. Lichtenstein, and O. Parcollet, Phys. Rev. B 90,
235105 (2014).
[73] F. Krien, E. G. C. P. van Loon, H. Hafermann, J. Ot-
suki, M. I. Katsnelson, and A. I. Lichtenstein, Phys.
Rev. B 96, 075155 (2017).
[74] V. Janiˇs, A. Kauch, and V. Pokorny´, Phys. Rev. B 95,
045108 (2017).
[75] M. Caffarel and W. Krauth, Phys. Rev. Lett. 72, 1545
(1994).
[76] Due to this simplification the DMFT approximation
may violate exact statements about the vertex Fkk′q
that depend on the direction of k and k′, such as the
forward scattering sum rule [109].
[77] E. Mu¨ller-Hartmann, Zeitschrift fu¨r Physik B Con-
densed Matter 76, 211 (1989).
[78] J. Kokalj and R. H. McKenzie, Phys. Rev. Lett. 110,
206402 (2013).
[79] I. Pomeranchuk, Sov. Phys. JETP 8, 361 (1959).
[80] At zero temperature the total magnetic response of the
Mott insulator is commonly believed to be finite, due
to the effective exchange t˜ 2/U [23, 61, 62]. However,
25
calculations are hindered practically because the self-
consistent DMFT equations are unstable in presence of
a magnetic field [62]. A modification of the impurity
problem has been suggested to circumvent this prob-
lem [110].
[81] The vertex function f and the two-particle self-
energy γ of the impurity are related via the im-
purity Bethe-Salpeter equation, fανν′ω = γ
α
νν′ω +
T
∑
ν′′ γ
α
νν′′ωgν′′gν′′+ωf
α
ν′′ν′ω.
[82] A. N. Rubtsov, M. I. Katsnelson, and A. I. Lichtenstein,
Phys. Rev. B 77, 033101 (2008).
[83] J. W. Serene and D. W. Hess, Phys. Rev. B 44, 3391
(1991).
[84] L.-F. Arsenault, P. Se´mon, and A.-M. S. Tremblay,
Phys. Rev. B 86, 085133 (2012).
[85] E. G. C. P. van Loon, A. I. Lichtenstein, M. I. Katsnel-
son, O. Parcollet, and H. Hafermann, Phys. Rev. B 90,
235135 (2014).
[86] P. Werner and A. J. Millis, Phys. Rev. B 75, 085108
(2007).
[87] M. Balzer, B. Kyung, D. Se´ne´chal, A.-M. S. Tremblay,
and M. Potthoff, EPL (Europhysics Letters) 85, 17002
(2009).
[88] For T > 0 the interacting density of states D(0) of the
Fermi liquid is in general very different from the non-
interacting one, since the pinning of its value to the non-
interacting DOS according to the Luttinger theorem is
realized only at very low T .
[89] K. Aryanpour, W. E. Pickett, and R. T. Scalettar,
Phys. Rev. B 74, 085117 (2006).
[90] A. Mezio and R. H. McKenzie, Phys. Rev. B 96, 035121
(2017).
[91] A. Oguri, Journal of the Physical Society of Japan 70,
2666 (2001), https://doi.org/10.1143/JPSJ.70.2666.
[92] G. Eliashberg, Zh. Eksp. Teor. Fiz. 41, 1241 (1961).
[93] T. Scha¨fer, S. Ciuchi, M. Wallerberger, P. Thunstro¨m,
O. Gunnarsson, G. Sangiovanni, G. Rohringer, and
A. Toschi, Phys. Rev. B 94, 235108 (2016).
[94] H. J. Vidberg and J. W. Serene, Journal of Low Tem-
perature Physics 29, 179 (1977).
[95] J. Scho¨tt, I. L. M. Locht, E. Lundin, O. Gr˚ana¨s,
O. Eriksson, and I. Di Marco, Phys. Rev. B 93, 075104
(2016).
[96] We keep the number of Pade´ coefficients fixed to the
number of input points, whereas Ref. [95] explores more
sophisticated options to improve the Pade´ spectra.
[97] K. G. Wilson, Rev. Mod. Phys. 47, 773 (1975).
[98] J. Skolimowski, Y. Gerasimenko, and R. Zˇitko, Phys.
Rev. Lett. 122, 036802 (2019).
[99] The integral over the retarded response is zero but the
integral over the causal response yields the total re-
sponse. See also Eq. (D10) for the relation between re-
tarded and causal response.
[100] A relation of the dynamic three-leg vertex to quasi-
particle criticality also exists at finite wave-vectors [111,
112].
[101] A conjugate field and order parameter for the Mott tran-
sition are known in the limit of infinite dimensions [113].
[102] T. Pruschke and R. Zitzler, Journal of Physics: Con-
densed Matter 15, 7867 (2003).
[103] H. U. R. Strand, A. Sabashvili, M. Granath, B. Hellsing,
and S. O¨stlund, Phys. Rev. B 83, 205136 (2011).
[104] Y. Yamakawa and H. Kontani, Phys. Rev. Lett. 114,
257001 (2015).
[105] A. Tagliavini, S. Hummel, N. Wentzell, S. Andergassen,
A. Toschi, and G. Rohringer, Phys. Rev. B 97, 235140
(2018).
[106] U. Behn, physica status solidi (b) 88, 699 (1978).
[107] Lra is redundant, since Lrak,ν+ω(−ω) = Larkν(ω).
[108] The derivation of Eq. (D8) needs to be done from the
transversal spin channels: Bubbles of type G↑G↓ are
used to construct the transversal magnetic response Lx,y
from the Bethe-Salpeter equation. The magnetic field δh
lifts the degeneracy of the poles of G↑ and G↓. There-
fore, the limits q→ 0 and ω → 0 of the bubble G↑G↓
commute for δh 6= 0, which can be seen easily in the
non-interacting case. Taking the limits q→ 0, ω → 0
and subsequently the limit δh → 0 then leads to the
static homogeneous limit, lim
q→0
lim
ω→0
Lx,ykν (q, ω). Hence, in
Eq. (D7) ω goes effectively to zero before q, which can
not be achieved without a symmetry-breaking field [cf.
Eq. (D3)]. This trick does not work in the channel α = z,
in this channel the response function Lz is constructed
from bubbles of the type GσGσ, hence δh does not lift
the degeneracy of the poles.
[109] N. D. Mermin, Phys. Rev. 159, 161 (1967).
[110] D. Guerci, M. Capone, and M. Fabrizio, Phys. Rev.
Materials 3, 054605 (2019).
[111] E. Abrahams, J. Schmalian, and P. Wo¨lfle, Phys. Rev.
B 90, 045105 (2014).
[112] P. Wo¨lfle and E. Abrahams, Phys. Rev. B 93, 075128
(2016).
[113] R. Zˇitko and M. Fabrizio, Phys. Rev. B 91, 245130
(2015).
