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Abstract—This paper focuses on the unsupervised clustering
of large partially observed graphs. We propose a provable
randomized framework in which a clustering algorithm is applied
to a graph’s adjacency matrix generated from a stochastic block
model. A sub-matrix is constructed using random sampling, and
the low rank component is found using a convex-optimization-
based matrix completion algorithm. The clusters are then iden-
tified based on this low rank component using a correlation-
based retrieval step. Additionally, a new random node sampling
algorithm is presented which significantly improves upon the per-
formance of the clustering algorithm with unbalanced data. Given
a partially observed graph with adjacency matrix A ∈ RN×N ,
the proposed approach can reduce the computational complexity
from O(N2) to O(N).
Index Terms—Clustering, Community Detection, Matrix Com-
pletion, Randomized Methods
I. INTRODUCTION
Community detection concerns identifying clusters (com-
munities) that are more densely connected in graph-structured
data, a central task of many important problems in data min-
ing and modern network science (see [1]–[3] and references
therein). Real-world applications of the community detection
problem abound, including ones in social networking [4], [5],
biology (e.g., to study brain connectivity [6]), and machine
learning (e.g., recommendation systems [7]).
Various techniques have been proposed to this end includ-
ing, but not to limited to, approaches leveraging random walks
[8], spectral clustering [9], semidefinite programming [10],
matrix decomposition [11]–[13], and word embedding [14],
[15].
As in much of the prior work, we consider graph-structured
data randomly generated from the canonical Stochastic Block
Model (SBM), a popular probabilistic generative model for
random graphs with latent structure (planted clusters) [16],
[17]. The nodes are connected with intra-cluster and inter-
cluster probabilities p and q, respectively. Due to partial
observability, some of the existing edges are unobserved.
The fully-observed case, known as correlation clustering, was
introduced in [18].
To detect densely connected clusters, the authors in [11]
devised a decomposition-based approach [19]–[22] to correla-
tion clustering, in which the adjacency matrix of the graph is
decomposed as a sum of a low rank and a sparse component.
The low rank component captures the non-overlapping full
cliques, and the sparse component captures missing edges
within clusters and extra edges across clusters. The validity
of the low rank plus sparse structure emerges from the fact
that p q, i.e., the higher density of intra-cluster over inter-
cluster connections. The use of matrix decomposition was later
extended to the partially observed case [12], [13].
Our work is motivated by two main limitations of
decomposition-based approaches (and most other community
detection algorithms). First, existing algorithms work with
the adjacency matrix of the full graph, which limits their
scalability to large graph sizes. Second, they often fall short of
discovering small clusters in unbalanced graphs (i.e., graphs in
which the largest and smallest clusters differ greatly in size).
We build on the previous works of [12], [13] by presenting
and analyzing a randomized scalable framework, which sig-
nificantly reduces the complexity of the clustering algorithm.
Randomized sketching techniques have been instrumental in
devising scalable solutions to many high-dimensional unsu-
pervised learning problems, such as Principal Component
Analysis (PCA) [20], matrix decomposition [23]–[25], outlier
detection [26], [27], low rank matrix approximation [28]–[30],
data summarization [28], [31], [32], and clustering [33]–[36].
There are major distinctions between the approach proposed
herein and existing randomized data clustering algorithms. For
example, the approach in [37] uses random node sampling,
but considers altogether different scenarios in which the data
feature matrices are known. In sharp contrast, our setup only
assumes availability of similarity and dissimilarity informa-
tion given the partially observed topology, otherwise no data
features are available. The work in [35] targets the graph
clustering problem, but uses a very different edge sampling
mechanism as opposed to node sampling. We focus on node
sampling to obtain balanced sub-graphs. As pointed out earlier,
the primary focus of this paper is to devise a scalable solution
to the graph clustering problem leveraging the decomposition-
based approach presented in [12] along with graph sketching,
and to provide robustness to data unbalancedness.
The adjacency matrix is assumed to follow the Planted Par-
tition/Stochastic Block Model [16], [17], with a modification
to account for partial observations. This data model, originally
found in [12], is defined as follows.
Data Model 1. The graph consists of N nodes partitioned into
r clusters. Any two nodes within a cluster are connected with
probability p, and two nodes belonging to different clusters
are connected with probability q. Any given edge is observed
with probability ρ.
ar
X
iv
:1
80
5.
10
92
7v
2 
 [c
s.S
I] 
 26
 D
ec
 20
18
Given an adjacency matrix A, the decomposition into the
low rank L and sparse S matrices takes the form A = L+S.
The matrix L captures the connectivity of the nodes within
a cluster and has no inter-cluster edges, while S indicates
the missing intra-cluster and extra inter-cluster edges. The
diagonal elements of A are assumed to be all ones. We note
that for an ideal adjacency matrix A with p = 1, q = 0, and
ρ = 1 we have L = A and S = 0.
A. Summary of contributions
We develop and analyze a scalable graph clustering al-
gorithm in which matrix recovery and completion are ap-
plied to the adjacency matrix of a small random sub-graph
obtained from the original graph through random sampling.
We establish performance guarantees for the presented ran-
domized approach to yield exact clustering. Moreover, we
present a new node sampling method, dubbed Sparsity-based
Sampling, which significantly enhances the performance of
the clustering algorithm with unbalanced graphs. Setting the
sampling probabilities inversely proportional to the node de-
grees (equivalently, proportional to the sparsity levels of the
columns of the adjacency matrix), Sparsity-based Sampling
achieves the twin objective of capturing smaller clusters and
yielding balanced sketches which enhance the success of the
subsequent completion and clustering.
The algorithms in [12], [13] require clusters of minimum
size Ω
(√
N logN
)
to guarantee a high probability of success,
while at the same time requiring the high computational cost of
working with the full matrix. In contrast, our proposed random
sampling method maintains similar performance guarantees
while only requiring Ω
(
N2
n2min
log2N
)
samples to be made,
where nmin is the size of the smallest cluster (assuming the
number of clusters r, and the SBM parameters p, q, ρ are
fixed). Furthermore, the use of Sparsity-based Sampling im-
proves the probability of sampling from the smallest clusters,
thus allowing the restriction on minimum cluster size to be
relaxed.
II. PROPOSED APPROACH
In this section, we propose a randomized framework which
provides a scalable solution for the community detection
problem with big data. We focus on the convex-optimization-
based method analyzed in [12], [13] which translates the
problem of clustering a partially observed graph to one of
robust low rank matrix completion. As discussed in Section
I, the two main shortcomings of existing methods we seek
to address are the computational complexity and the inability
of these algorithms to detect the small clusters in unbalanced
graphs. First, the randomized approach proposed is presented
and analyzed with uniform random sampling where it is
shown to significantly reduce the computational complexity.
Subsequently, Sparsity-based Sampling is presented to handle
unbalanced high-dimensional data. The proofs of all stated
results are deferred to an extended version of this work.
A. Randomized graph clustering using random node sampling
The proposed method is detailed in Algorithm 1. It consists
of three main steps: node sampling, sub-graph clustering, and
full data clustering.
1) Uniform random node sampling: The basic idea un-
derlying the proposed randomized approach is to apply the
clustering algorithm to a random sketch rather than the full
data. The clustering method is applied to a random sub-graph
obtained by sampling N ′ nodes. The sub-graph is equivalently
represented by a sub-matrix A′ ∈ RN ′×N ′ (referred to as
the sketch matrix) of the full adjacency matrix A. As with
the full adjacency matrix, the sketch can be decomposed into
low rank L′ and sparse S′ matrices. The random selection is
performed using uniform random sampling. It is important to
ensure that at least one node is sampled from each cluster, i.e.,
the columns of L′ span the column space of L. The following
lemma shows that the sufficient number of random samples is
linear with Nnmin , where nmin is the number of nodes in the
smallest cluster.
Lemma 1. Suppose the adjacency matrix follows Data
Model 1. Define L
′ ∈ RN ′×N ′ as the low rank compo-
nent of the sketched adjacency matrix, constructed using N
′
randomly sampled (uniformly without replacement) nodes. If
N
′ ≥ 2
(
N
nmin
)
log(rN) then the rank of L
′
is equal to the
rank of L with probability at least 1−N−1.
2) Robust sub-graph clustering: In the second step, we
apply the robust matrix completion algorithm (3) to cluster
the sampled nodes by finding the low rank component of
A′. The following lemma, which is based in part on [12,
Theorem 4], provides sufficient conditions for the convex
matrix completion algorithm to yield the correct L′.
Lemma 2. Let f = N/nmin, γ = p − q, and ζ = C log
2N
ργ2 ,
where C is a constant real number. If
N ′ ≤ min{n2min/ζ , N} (1)
N ′ ≥ 4f [fζ + log (2rN)] , (2)
then the optimal point of (3) yields the exact low rank
component of A
′
with probability at least 1− cN−10−N−1,
where c is a constant real number.
The term f can be thought as an indicator of the ‘bal-
ancedness’ of the clusters, where a larger value indicates less
balance. In fact, for uniform random sampling f is the inverse
of the probability of sampling from the smallest cluster.
3) Full data clustering: In the last step, we compare the
connectivity of each node of the full graph to the clusters
obtained in the second step from the sketch. For an exact
description of the last step, we refer the reader to the third
step of Algorithm 1. The operator Ωobs(·) returns the observed
values of its vector or matrix argument.
We can readily state the following theorem which estab-
lishes a sufficient condition for Algorithm 1 to yield exact
clustering with high probability.
Algorithm 1 Structure of Proposed Approach
Input: Given adjacency matrix A ∈ RN×N
1. Random Node Sampling:
1.1 Form the set I consisting of indices of N ′ randomly sampled nodes with-
out replacement. Sampling is accomplished using either Random Sampling,
or Sparsity-based Sampling.
1.2 Construct A
′ ∈ RN
′×N′ as the sub-matrix of A corresponding to the
sampled nodes.
2. Sub-graph Clustering:
2.1 Define L
′
∗ and S
′
∗ as the optimal point of
min
L˙
′
,S˙
′ λ‖S˙
′‖1 + ‖L˙
′‖∗
subject to Ωobs
(
S˙
′
+ L˙
′)
= Ωobs(A
′
).
(3)
as described in [12]. In the experiments, the problem is solved using λ =
1√
N′
.
2.2 Cluster the sub-graph corresponding to A
′
using L
′
∗ (we use Spectral
Clustering in our experiments).
2.3 If rˆ is the number of detected clusters, define
{
vi ∈ RN
′×1
}rˆ
i=1
as
the set of columns of L
′
∗, which span the column space of L
′
∗ (each vector
essentially represents the connectivities within a certain cluster).
3. Full Data Clustering:
Define akI ∈ RN
′
as the vector of elements of ak (kth column of A)
indexed by set I. Let nˆ′i be the number of elements in the ith cluster of the
sketch (as identified in Step 2 of the algorithm).
For k from 1 to N
u = arg maxi
(akI)
T
vi
nˆ′i
Assign the kth node to the uth cluster.
End For
Theorem 3. Suppose the adjacency matrix A follows Data
Model 1, and that N
′
satisfies (1) and (2). If additionally
nmin ≥ 8p
γ2
log
(
rN2
)
(4)
N ′ ≥ 16pf
γ2
log
(
rN2
)
+ 4f log (2rN) , (5)
then Algorithm 1 exactly clusters the graph with probability
at least 1− cN−10− 3N−1, where f , ζ, and γ are as defined
in Lemma 2.
One can observe that the sufficient number of sampled
nodes depends on the size of the graph through the factor
f2. However, if the graph is balanced, then f ≈ r. Thus, for
balanced graphs, the sufficient number of randomly sampled
nodes is almost independent of the size of the graph.
B. Sparsity-based Sampling
While the clustering algorithm that uses the full-scale data
has quadratic computational complexity O(N2) in the graph
size, the complexity of Algorithm 1 is only linear in N when
the data is balanced. This affords substantial speedup for
high-dimensional graphs. Nevertheless, according to Lemma 1,
if the data is unbalanced and uniform random sampling is
utilized, the sketch will be similarly unbalanced and a large
number of samples will be needed to ensure the small clusters
are sufficiently represented in the sketch. At the same time, the
existing clustering algorithms can hardly capture small clusters
when the data is unbalanced, a fact that is also confirmed by
results from the theory developed in [12].
In this section, a new sampling method which can yield a
more balanced sketch of unbalanced data is presented. The
basic idea is to sample the sparser columns of the adjacency
matrix, which represent nodes with fewer connections, with
a higher probability, hence the appellation ‘Sparsity-based
Sampling’. Specifically, the probability of the ith node being
selected is set proportional to 1‖ai‖0 , a factor which is used as
a measure of sparsity, where ‖.‖0 denotes the `0-norm. Here,
the entries corresponding to unobserved edges are set to zero.
Note that ‖ai‖0 ≥ 1 since the diagonal entries of the adjacency
matrix are set to one. The sampling probabilities are properly
normalized so that they sum up to one.
For ease of exposition, suppose the graph is composed of
two clusters with population sizes nmin and nmax (nmin 
nmax). In the case where the adjacency matrix is clean and
complete, i.e., A = L, the following lemma shows that the
probabilities of sampling from the different clusters are equal
if we use the Sparsity-based Sampling scheme, independent
of their relative population sizes.
Lemma 4. Suppose r = 2, A = L, and all edges are
observed. Then, using Sparsity-based Sampling, the sampling
probabilities from both clusters are equal.
According to Lemma 4, the new sampling algorithm can
efficiently yield perfectly balanced sketches. Now, we will
show that the Sparsity-based Sampling scheme can improve
the balancedness of the sketched data even if the graph-
structured data is corrupted.
Recall that we are sampling without replacement. To accom-
plish this, suppose that the probability of sampling each col-
umn is fixed throughout the sampling process. Columns may
be sampled more than once, but duplicates will be discarded
and not counted towards the budget of N ′ samples. Now, let
Pmin be the probability of sampling from the smallest cluster.
For a randomly generated graph, the following lemma places
a lower bound on Pmin which holds with high probability.
Lemma 5. Suppose the adjacency matrix follows Data
Model 1, has two clusters with sizes n1, n2, and all the
conditions in the statement of Lemma 2 hold. Define
α =
√
6 log(2N)
µmin
, (6)
where µmin = ρmin{pn1 + qn2, pn2 + qn1}. If sampling
is performed using Sparsity-based Sampling, then Pmin ≥
1−α
1+α
(
2 + qpf
)−1
with probability at least 1−N−1.
If α and q/p are small, then Pmin will be close to 1/2,
indicating that both clusters have a roughly equal chance of
being sampled. Contrast this with uniform random sampling,
where the probability of sampling from the smallest cluster
is exactly nmin/N . This means that under proper conditions,
Sparsity-based Sampling will tend to produce more balanced
sketches than uniform random sampling. In Section III, we
TABLE I
RUN TIME IN SECONDS
N Randomized approach Full-scale decomposition
500 1.2 s 3.3 s
1000 1.2 s 15.0 s
5000 1.2 s 174.0 s
10000 1.3 s 647.0 s
show through numerical experiments that Sparsity-based Sam-
pling indeed significantly enhances the performance of the
randomized approach, and can even outperform the full-scale
decomposition of the full adjacency matrix A.
III. NUMERICAL EXPERIMENTS
A set of numerical simulations are presented to study the
performance of the proposed randomized framework. First,
it is shown that the proposed approach brings about sub-
stantial speedups. Then, an experiment with unbalanced data
is presented to showcase the effectiveness of the Sparsity-
based Sampling scheme. We show that in some cases the
proposed method with Sparsity-based Sampling can even out-
perform full-scale decomposition. An experiment is considered
successful if the algorithm reconstructs the exact low rank
matrix L. We estimate the number of clusters using Spectral
Clustering [38] applied to the obtained low rank component.
Each point in the presented phase transition results is obtained
by averaging over 20 independent runs.
A. Running time
We compare the running time of the proposed randomized
method with the full-scale decomposition algorithm. The ad-
jacency matrix follows Data Model 1 with r = 2, p = 0.8,
q = 0.1, ρ = 0.7, and n1 = n2 = N/2. In this experiment,
N
′
= 200. Table I compares the running time in seconds
for different values of N . In all cases, both the full-scale and
sketching-based decompositions cluster the data accurately, but
the randomized method is substantially faster. The main reason
is that the matrix completion algorithm is applied to the much
smaller sketch matrix. Since the complexity of the last step of
Algorithm 1 is linear with N , it does not have a significant
impact on the run time.
B. Clustering unbalanced graphs
In this experiment, we study the performance of the pro-
posed randomized approach with Sparsity-based Sampling.
The adjacency matrix adheres to Data Model 1 with p = 0.8,
q = 0.1, ρ = 0.7, and N = 5000. The graph consists of
two small clusters and one dominant cluster, with population
sizes n1 = n2 = nmin and n3 = 5000 − 2nmin. Fig. 1
compares the phase transition plots of the proposed random-
ized methods in the sample complexity and minimum cluster
size plane. Results with uniform random sampling are shown
on the left and with Sparsity-based Sampling on the right.
The phase transitions are shown for 50 ≤ N ′ ≤ 700 and
50 ≤ nmin ≤ 700. One can observe that the algorithm which
uses Sparsity-based Sampling can yield exact clustering even
Fig. 1. Phase transition plots for a) uniform random sampling and b) Sparsity-
based Sampling. White regions indicate success and black regions failure.
when the data is highly unbalanced in which case the uniform
random sampling based algorithm fails. For instance, when
nmin = 250, the Sparsity-based Sampling algorithm can yield
accurate clustering with only N ′ = 200 randomly sampled
nodes (only 4% of the total number of nodes). The main reason
is that the probability of sampling from the small clusters
using Sparsity-based Sampling is larger than the corresponding
probability with uniform random sampling, which results in a
more balanced sketch.
Interestingly, in addition to being significantly faster than
the full-scale decomposition algorithm, the proposed ran-
domized approach (with Sparsity-based Sampling) can even
outperform full-scale decomposition in terms of success rate
when the inter-cluster probability q is sufficiently small. We
remark that this does not violate the data processing inequality
which indicates that post-processing cannot increase informa-
tion [39]. Rather, the full-scale decomposition algorithm is
not robust to data unbalancedness in the sense that it often
fails to yield accurate clustering with unbalanced data. For
example, consider p = 0.6, q = 0.01, ρ = 0.4, N = 5000,
with a graph composed of three clusters with population sizes
n1 = n2 = nmin and n3 = 5000 − 2nmin. Fig. 2a shows the
probability of success of the proposed randomized approach
and the full-scale decomposition algorithm versus nmin. The
proposed method uses 500 sampled nodes (only 10% of the
total number nodes). As shown, the full-scale algorithm fails
to yield accurate clustering for nmin ≤ 240. Meanwhile,
the randomized approach with Sparsity-based Sampling yields
exact clustering even when nmin = 140. Fig. 2b shows the
phase transition of the randomized approach with Sparsity-
based Sampling under the same setup.
IV. CONCLUSION
We presented and analyzed a randomized framework for the
community detection problem with partially observed graphs.
It was shown that the proposed method can substantially
reduce the computational complexity from O(N2) to O(N)
with balanced data. We also developed a new node sampling
scheme, Sparsity-based Sampling, which efficiently obtains a
descriptive sketch of unbalanced graphs. It was shown that
the new sampling method can improve the performance of
Fig. 2. a) Success probability for full-scale decomposition and the randomized
approach with Sparsity-based Sampling versus nmin. b) Phase transition with
Sparsity-based Sampling.
the clustering algorithm by enhancing the balancedness of the
data.
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