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Abstract- In this study, we develop some deterministic 
metamodels to quickly and precisely predict the future of a 
technically complex system. The underlying system is essentially 
a stochastic, discrete event simulation model of a big baggage 
handling system. The highly detailed simulation model of this is 
used for conducting some experiments and logging data which 
are then used for training artificial neural network metamodels. 
Demonstrated results show that the developed metamodels are 
well able to predict different performance measures related to 
the travel time of bags within this system. In contrast to the 
simulation models which are computationally expensive and 
expertise extensive to be developed, run, and maintained, the 
artificial neural network metamodels could serve as real time 
decision aiding tools which are considerably fast, precise, simple 
to use, and reliable. 
 
I. INTRODUCTION 
Motivations for this research are the trends in both 
academia and industry in recent years towards analysis of 
complex systems and more integration of simulation 
modeling techniques in system design and operation 
planning. In massively complex systems with many 
inextricably intertwined constituent entities, decision makers 
and managers do require insights into systems and their 
operation. A reliable understanding of key design factors, 
their interactions, and their impacts on the system 
performance measures is essential to run the whole system 
more effectively and smoothly.  
What we seek in this research is to adopt some powerful 
modeling techniques for approximating relationships between 
important design factors (or key system parameters) and 
performance measures which are matter of importance for 
system decision makers and schedulers. Such an abstract 
model could be an invaluable decision aiding tool for 
schedulers in complex systems, such as big manufacturing 
enterprises, to quickly examine their tentative plans and avoid 
catastrophic consequences of their decisions. As we will 
explain and discuss in more details latter, this could not be 
done through detailed simulation models as they are not only 
expert extensive and problematic to be developed, but also 
computationally expensive to be run. Observing increasing 
interest in and promising results of Artificial Neural Network 
(ANN) metamodeling applications, an ANN will be adopted 
to learn nonlinear relationships between selected inputs and 
outputs. After being validated, this speedy model will provide 
the same information and results that one gets from the 
detailed simulation model, with almost no cost.  
Although some researchers have used metamodels in 
manufacturing and in particular semiconductor industry to 
estimate throughput of the system or lead times  [6]  [8]  [10], 
to the best of our knowledge, no research in the aviation 
industry has been conducted to model and analyze the type of 
systems which are focus of this study. 
The paper is laid out as follows. Section 2 gives an 
overview of the problem we are aiming to solve, describes 
our objectives, and discusses techniques we are going to 
adopt to achieve those objective. In section 3, the Baggage 
Handling System (BHS) and its components are briefly 
introduced. Section 4 includes the results for experiments and 
tests carried out for estimation of some performance 
measures, while section 5 concludes the paper with a 
summary of the work and some guidelines for further 
research. 
II. OVERVIEW OF PROBLEM AND PROPOSED SOLUTIONS 
Following the recovery from the 11 September 2001 
terrorist attacks, the number of passengers carried by airlines 
has shown a continued growth in recent years. And as stated 
in  [1], it is expected that this growth will remain almost stable 
in the upcoming years. Such a growth not only requires huge 
investments in aviation infrastructures, but also puts 
increasing pressure on managers and decision-makers to 
handle and run their systems more optimally. Playing a 
crucial role in the smooth operation of an airport, BHS is one 
of the most complex man-made systems that includes many 
processes, machines, and operators. Operation of BHS as a 
very huge enterprise directly affects overall level of service in 
airport complex and passengers’ satisfaction. The primary 
source of opening breakdown in big airports such as Hong 
Kong and Denver has been failure in BHS. Therefore, system 
designers and planners continuously work on all issues 
related to this system to improve its performance. Baggage 
travel time and time required for processing a specific 
percentile of bags are of the most important performance 
measures used by experts for BHS operation assessment. 
Predicting bags’ travel time or their time-in-system is not 
only a critical task for BHS itself, but also to its customers 
(airlines and subsequently passengers). Several managerial 
goals (like those ones explained in  [2] for manufacturing 
enterprises) may be achieved based on accurate prediction of 
total baggage processing time for each flight. But this 
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Fig. 1, Stochastic discrete-event simulation model of baggage handling system developed and validated based on real data 
approximation is not a straightforward task which could be 
done through summating a couple of a priori known 
processing times. As a time-varying series, travel time of 
bags in BHS nonlinearly depends on plenty of 
internal/external factors that are partially and even totally 
unknown for system designers and operational managers. 
As there are many vexing constraints on the extent to 
which analyzers and system operation planners can predict 
performance of a complex system such as manufacturing 
enterprises or BHS using pen and paper based approaches 
(e.g., analytical models), simulation has become the ultimate 
tool for analysis of systems with many interconnected 
components. Almost from one decade ago, simulation 
packages have been used for developing some virtual 
environments that exactly resemble what happens in BHS in 
reality  [3]  [4]. These simulation models then are exploited for 
system analysis, operation optimization, reconfiguration, and 
prediction. They are the most accurate tools for analyzing 
performance of a system and often serve as benchmarks for 
evaluating the effectiveness of other approaches. But this 
ability comes with the cost of spending too much 
computation resources. Requiring a large amount of data and 
being excessively time-consuming are of major shortcomings 
of this approach for travel time prediction or, in general, 
estimation of any performance measures of the underlying 
system  [5]  [6]. Furthermore, maintaining validity of these 
models is a big issue which requires a high level of expertise 
for continuously applying updates. Due to all these 
drawbacks and vexing issues, applications of detailed 
simulation models for planning, scheduling, and optimizing 
systems’ operation in real time have been hindered.  
Motivated by the massive costs of maintaining simulation 
models as well as their considerable time and computation 
requirements, this research will investigate the viability of 
developing some tools for rapid, yet accurate performance 
prediction of complex systems such as BHS. As there are 
many stakeholders/parties involved in operation of BHS with 
diverse objectives, an analysis will be conducted over the 
measurable variables/factors for identification of those 
informative ones that most possibly affect the performance 
indexes of the underlying system (e.g., throughput, travel 
time). A metamodel then will be trained using the set of 
selected variables for the purpose of accurate approximation 
of bags’ travel time, system throughput, or any other 
performance index which is matter of importance for the 
system decision makers and schedulers.  
Generally, a metamodel is a supplementary model which 
operates in conjugation with some more detailed models. It is 
generated through integration of simulation and modeling 
techniques in those regions of inputs’ space that some 
experiments and simulation replications have been completed 
for data collection. Highlighting significance of design 
factors, enhancing the overall effectiveness of decision 
making process, and reducing the amount of time and cost for 
analysis of complex systems are some benefits of metamodels 
mentioned in literature  [7]. Regression metamodeling and 
response surface approaches have been widely used in 
literature for estimating performance indexes in 
manufacturing enterprises  [9]  [14], although many have 
considered the lack of accuracy as their Achilles heel  [5]  [8]. 
We refer interested readers to  [6] for further discussion about 
drawback of regression techniques for metamodeling. 
From a couple of years ago and concurrent with 
proliferation of applications of ANN in other areas of science 
and engineering such as pattern recognition, production 
planning and control, researchers have started to use and 
adopt them as an abstract model of the detailed simulation 
models.  [6],  [8],  [10],  [12] and references within are 
successful applications of ANN as metamodels for both 
predicting performance measures and optimizing complex 
systems’ operations and processes. In all those cases, 
researchers aim to develop an ANN metamodel which can 
totally or partially replace the detailed simulation model in 
order to predict the performance of the underlying system. 
Instead of using regression and response surface 
approaches which are the easiest way for building 
Authorized licensed use limited to: DEAKIN UNIVERSITY LIBRARY. Downloaded on March 01,2010 at 00:40:01 EST from IEEE Xplore.  Restrictions apply. 
metamodels, we will adapt ANNs for this purpose. This 
preference mainly lies on the reputation of ANNs as powerful 
universal approximators  [15]  [16]. Generally, they require 
fewer assumptions and less precise information about the 
target system when compared with the aforementioned 
traditional techniques.  [6] describes in details stages required 
for adopting an ANN as a metamodel in details. Generally 
analytical approaches cannot describe and mimic all 
nonlinear time variant dynamics that one observes in complex 
enterprises, and, therefore, are prone to error.  
In the training phase, a variety of common practices will be 
taught to the ANN metamodel to enhance its generality in 
term of covering different operation circumstances. 
Expectedly there will be different distributions among 
datasets yielded by the simulation model.  
Once the training stage of the metamodel is complete 
(could be done off-line), decision-makers and schedule 
planners may use it to plan, adjust, or modify the daily 
schedule of BHS operation. They can easily judge 
effectiveness and practicality of their decisions in a few 
seconds through analyzing results produced by the 
metamodel. This allows them to examine a wide variety of 
plans/scenarios in a short time and choose the most 
appropriate one based on the current conditions of the 
underlying system. 
III. BAGGAGE HANDLING SYSTEM 
Figure 1 is an outline of a BHS and represents its internal 
components. It includes a multitude of entities and processes 
such as pushers for load balancing and redundancy under 
failure conditions (often considered and installed before 
screening machines), belt and tilt conveyors for carrying 
bags, screening machines, laterals and make-up loops, 
operators and baggage handlers in different sections (e.g., 
picture review, exit points, hand searching, etc).  
Since the aviation industry is highly vulnerable to activities 
such as terrorism and smuggling, all bags are screened at the 
origins. In the first stage in the BHS, the X-ray screening 
machines check all pieces of baggage entered the BHS to 
ensure that no dangerous goods or threats are loaded onto a 
plane. If the X-ray machines can not make a decision about a 
piece of baggage, operators will look at the picture taken by 
X-ray machines. Suspicious items are diverted to the higher 
levels of security for more checks. If both machines and 
operators can not pass a particular item, it eventually goes to 
the hand searching stations. The security green bags go 
through some Automatic Tag Readers (ATRs) that read the 
tag attached to each bag (in some designs, ATRs are before 
screening machines like the one shown in Fig. 1). These tags 
include some information such as a 10-digit bar code which is 
unique to the bag, departure flight that the bag has been 
destined for, destination, and some other information. The 
barcode reading of tags acknowledges the location of the bag 
in the system. Whenever a bag arrives at the appropriate exit 
point, it is pushed by the pusher to the expected output 
(lateral or makeup loop). Finally bags are loaded into the 
aircraft by baggage handler. As bags are loaded their 
barcodes are scanned to acknowledge their loading and to 
provide an audit trail. In literature and for the purpose of 
improving performance of this technically complex system, 
detailed simulation models have been developed and 
validated  [3]  [4]. 
All hardware and phisycal resources in a BHS are operated 
and controlled by a central controller. It either performs or 
supervises all issues for successfully completing different 
tasks, such as routing and tracking bags, or gathering and 
sharing information. The purpose of routing is to direct bags 
to their planned destinations and laterals in the shortest 
possible time. Whenever a bag hits a resource and its states 
changes (e.g, its tag is not read, or it does not pass the 
security level), the central controller reroutes and directs it to 
the appropriate location for further process and check. To 
give real time feedback to operators and to update each bag 
conditions in real time, data are logged on several locations in 
the baggage handling system by sensors mounted along 
conveyors or by operators (e.g., manual encoding stations). 
What we have explained so far is just the internal operation 
of BHS which includes many machines and operators. A 
large number of stockholders (e.g., airport managers, 
schedulers and operation planners, airlines, ground service, 
etc) take part in the journey of a single bag, from check-in 
counters in origin to the reclaim area in the destination.  
IV. SIMULATION RESULTS 
A highly detailed discrete event simulation model, which is 
essentially a virtual representation of a real world BHS, is 
used to generate data required for this study. This three 
dimensional model has been previously developed, validated, 
and used for assessing the underlying system performance 
and conducting some “what-if” analyses. 
The BHS model was used to simulate one day operation of 
the underlying BHS with 272 flights. Around 50,000 bags are 
processed during seventeen hours of BHS operation. Two 
types of distribution are used for passengers’ arrivals to the 
airport which in fact are distributions for bags entering to the 
system. Displayed in Fig. 2, they almost hold the same 
patterns that one observes in passengers’ arrival in reality. In 
our simulation, we have assumed that check-ins are open 
ninety minutes prior to flight Standard Departure Time (STD) 
and closes twenty minutes before the flight time. Ample 
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Fig. 2, Passengers’ arrival distribution based on flight seat 
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Fig. 3, profile of bags per five minutes processed by screening machines for one of the experiment done in this study 
 
pressure has been put on BHS which in some periods exceeds 
its nominal capacity. Profile of bags processed by three X-ray 
machines has been shown in Fig. 3. There are morning and 
afternoon peaks in number of bags processed which is a direct 
results of more flights in these periods.  
We first form an initial set of design factors and variables 
that are potentially useful for construction of the metamodel 
and estimation of performance indexes. Starting with a pretty 
big set of them, we built metamodels and measure their 
performance for estimating outputs through some cross 
validation tests. Those design factors that poorly contribute to 
the estimation accuracy of performance indexes are removed 
from our analysis and modelling process.  
After completing some pilot experiments, it was found that 
the following factors and parameters are the most important 
ones which highly contribute to the performance of trained 
metamodels: flight type (economy or economy-business), 
check-in point, exit point (lateral or makeup loop number), 
and predicted Work-In-Process (WIP). For calculating WIP, 
we multiply the time overlaps between each two flights (if the 
time difference between departure times is bigger than 120 
minutes, we assume that they do not have any overlap) by 
number of passengers of each flight and then add them up.  
Besides those ones considered as inputs to our metamodel, 
there are many parameters and design factors that are critical 
for smooth and unproblematic operation of BHS. Screening 
capacity of X-ray machines (bags per minute), number of 
screening machines in operation, capacity of buffers, and 
dispatching rules applied for load balancing before screening 
machines are some of these important factors. As these are a 
priori determined and almost fixed by system developers and 
designers, operators and even central controller do not have 
much freedom to change them adaptively based on system 
operation conditions. Therefore, we ignore these parameters 
and remove them from input set of metamodel, despite their 
substantial influence on system performance indexes. 
Statics related to time-in system of bags and time required 
for processing a particular percentile of each flight bags are 
performance measures matter of importance for us in this 
study. We train the metamodel to learn nonlinear 
relationships between them and those four inputs introduced 
before. 
To explain relations between selected inputs and outputs, 
an ANN metamodel with one hidden layer is constructed. The 
reason for choosing ANN as the metamodeling approach 
rather than linear regression lies in ANN substantial learning 
and estimation abilities, much beyond what a linear 
regression metamodel can do. Route blockages caused by 
machine breakdowns or overloaded conveyors, stochastic 
nature of processes (all decision making processes), and time 
variant dependencies amongst sequential and separate 
components of BHS increase the difference in performance 
between ANN and linear regression in favor of the former. 
Besides, its recent applications in other domains, especially in 
semiconductor industry (composed of a huge network of 
conveyors between many diverse processes and machines)  [6] 
introduce it as an appropriate technique for metamodeling of 
complex systems. 
To investigate the performance of the method, a four fold 
cross validation experiment is conducted through splitting 
recorded datasets into training and testing subsets. In each 
fold, we consider 75% of all samples for training the 
metamodel and the rest, 25%, as not-yet-seen samples for 
testing the developed metamodel (each sample is used three 
times for training the metamodel and once for evaluating the 
constructed metamodel). To make sure that samples in both 
training and test sets are completely unrelated to each other, 
we first randomly change the order of them in the datasets 
and organize them by chance. 
The ANN metamodel was trained only for one hundred 
epochs. This takes less than five seconds for each fold to be 
completed. The ANN training converges quickly and error is 
pretty small. Table 1 demonstrates the averaged results for 
estimating performance measures after applying the four fold 
cross validation scheme. Three experiments were conducted 
where all flights were economy type, economy-business type, 
and a mix of them. Each row of the table shows the averaged 
results for one experiment. Estimation accuracy for all cases 
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is around 90% which is acceptable for decision makers and 
operation schedulers of BHS. Elapsed time for estimating the 
performance index for each fold is less than one millisecond 
which means that the trained metamodel is much faster than 
the detailed simulation model for estimating and predicting 
BHS operation. Minimum time required for running 
simulation model for each of the three experiments is ninety 
minutes.  
It is worthy to mention that performance of NN 
metamodels for predicting outputs slightly declines as 
percentile of processed bags increases. For instance, in both 
economy and economy-business experiments, prediction 
performance is best for time required for processing 50% of 
each flight bags and is worst for time required for processing 
90% of each flight bags. Such a drop in performance of 
metamodel may be attributed to the stochastic nature of BHS 
operations. As effects of probabilistic events on time required 
for processing higher percentiles of bags is bigger than their 
lower percentiles, predictions of the former group becomes 
more problematic. In these cases, increasing the network size, 
either through considering more hidden layers or adding more 
neurons, does not help to improve the metamodel prediction 
performance and even may decrease it. 
A difference between the work done in this study with 
those ones conducted previously in the area of metamodeling 
 [5]  [8]  [13] is that our metamodel gets inputs that all of them 
are dynamic than static. While others have only focused on 
the underlying system structure and properties, we have tried 
to model its behaviour based on different inputs (flight 
schedule) and variables of the system. 
It is also worth mentioning that often the developed 
metamodels are only able to represent and describe behaviour 
of the steady state of the underlying systems, not its transient 
one. Often to drive simulation models to their steady state, 
some initial warm-up periods are considered  [5]  [10]  [11]. 
Estimation accuracy in those periods that BHS starts and 
stops its operation is also matter of importance (early in the 
morning and late in the evening). When choosing inputs for 
the metamodel, we have made provision against this and 
defined appropriate inputs (e.g., WIP) that well reflect system 
operation condition even in transient states. 
From the practical application standpoint, one of the 
usefulness of the developed metamodel is to realize a flight 
schedule while running the BHS activities smoothly with 
minimum risk of conveyor blockage and rout congestion and 
less idleness of screening machines. As there is a stringent 
11pm-6am curfew at the airport that we did this study for its 
BHS, flight schedulers are under pressure to plan flight 
schedule and run the BHS as robustly as possible to avoid any 
problem due to the commence of curfew restriction. Through 
quickly yet accurately estimation of the performance 
measures for one day and even one week operation of BHS, 
the developed metamodel can serve as a very valuable 
decision-aiding tool for system planners and schedulers. 
To further improve the approximation precision of 
metamodels, a technique may be employed for classifying the 
input variables before feeding them into metamodels. 
Through this way, not only the excellent performance of 
metamodels is guaranteed as each one is trained for a specific 
operation mode of the BHS, but also they will be kept small 
in dimension which this, in turn, makes their training, 
utilization, and update tasks much easier. Ultimately, the 
metamodels will provide a great deal of information as 
simulation model does, but with much less effort and 
computation requirements. These stunning features will 
introduce them as computationally cheap approximation tools 
quite useful for real time applications, where simulation 
models fail to assist due to the lack of resources necessary for 
their operation. 
To guarantee reliable performance of the metamodel in real 
world applications, a mechanism could also be developed to 
identify those new cases that have not been involved in the 
initial data sets used for training the metamodels. This 
mechanism will perform on-line training on the previously 
generated metamodel in these occasions, constantly 
improving its precision. 
TABLE I 
RESULT SUMMARY FOR A 5 FOLD CROSS VALIDATION TEST 
Estimation Accuracy 
Time Required for Processing 
Specific Percentiles of each 
Flight Bags 
Flight 
Type 
Min of 
Travel 
Time 
Average 
of 
Travel 
Time 50% 80% 90% 
Economy 91.77 89.15 91.27 88.34 87.25 
Economy-
Business 92.12 90.39 90.23 87.88 88.76 
Both 90.05 90.27 90.26 88.23 87.56 
 
V. CONCLUSION 
As an emerging research direction, metamodeling has 
attracted many researchers in recent years to overcome 
drawbacks of detailed and computationally expensive 
simulation models. Due to the importance of baggage 
handling system for smooth operation of an airport complex, 
its operation planners and schedulers always look for some 
robust, quick, and reliable decision-aiding tools that can be 
used in real time. Motivated by all these issues, in this study 
we developed a metamodel for estimation of those 
performance measures which are matter of importance for 
system decision makers and schedulers of baggage handling 
system. A detailed, stochastic, discrete event simulation 
model of the underlying system was used and modified for 
logging data required for constructing the metamodel. An 
artificial neural network with one hidden layer was trained 
using recorded data and used as a metamodel. Some pilot 
experiments were conducted to identify the most informative 
design factors and parameters. Demonstrated results in this 
paper showed that the proposed metamodel can accurately 
predict performance measures such as statics related to travel 
time of bags through the system (from check-ins to laterals or 
makeup loops). Accuracy and little computation mass makes 
this metamodel a great decision aiding tool for operation 
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planners. Without requiring any especial expertise, they can 
quickly evaluate and modify preliminary operation schedules 
that they have prepared for BHS, before finalizing their 
decisions. 
Although results obtained in this paper are acceptable, 
research is undergoing to enhance the estimation accuracy of 
metamodels. This can be achieved through either identifying 
more influential parameters on performance measures and 
using them for creating the metamodel or pre-classifying the 
logged data in a couple of categories and then training a 
metamodel for each category. 
Another research direction is to develop some transparent 
models which clearly represent and mathematically describe 
dependencies amongst inputs and performance measures. 
Such a model will provide invaluable insights into the system 
operation. Dynamic Bayesian network with its capability to 
identify dependencies from data and represent them in its 
structure is a potential tool for accomplishing this task.  
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