Reconfigurable computing is that the logical resources in the system can be reconfigured according to the real-time changing data flow to achieve different calculation functions. The reconfigurable computing system has both high efficiency on hardware and universality of software. The field programmable gate array (FPGA)-based real-time simulator for active distribution networks (ADNs) requires a long compilation time for case modification, with low efficiency and low versatility, making it inconvenient and difficult for users. To solve the problem of long compile time with a new case, a universal design of the FPGA-based real-time simulator for ADNs based on reconfigurable computing is proposed in this paper. It includes the universal design of the simulation parameter configuration, the simulation initial value setting, the linear equations solving module and the simulation result output module. The proposed universal design of the simulator makes the modification and change of the cases and parameters without recompiling and further improves the simulation efficiency. Simulation results are conducted and compared with PSCAD/EMTDC to validate the correctness and effectiveness of the universal design.
Introduction
In recent years, with fast development and maturity of distributed generators (DGs) and microgrids [1] , the structures and operation modes of distribution networks are undergoing tremendous changes [2] . Gradually, traditional distribution networks are transformed into active distribution networks (ADNs) [3] . The dynamic characteristics of ADNs are complicated, due to the integration of new devices and the application of new technologies [4] . Thus, researchers prefer to use transient simulation tools with detailed models to explore the dynamic characteristics and operation mechanisms of ADNs [5] . Compared with off-line transient simulation [6] , real-time simulation of ADNs can not only simulate the complex dynamic and static characteristics of various equipment components within the system, but also perform hardware-in-the-loop (HIL) simulation with external physical devices. HIL simulation is of significance in online tests of hardware devices, such as the control and protection devices of ADNs [7] .
At present, commercial real-time simulators, mainly represented by RTDS (real time digital simulator) [8] , eMEGAsim [9] , HYPERSIM [10] and NETOMAC [11] , have been widely applied in various fields of power systems. Application scenarios include system stability research [12, 13] , relay compilation time after the modification in the design. Moreover, it is difficult to realize the universal design of the FPGA-based real-time simulator by simply transplanting the method to the serial programs because of the parallel structure and design. Therefore, it is necessary to study the universal design method of the FPGA-based real-time simulator from the perspective of hardware design.
In the 1960s, Gerald Estrin first put forward the concept of reconfigurable computing [32] , which has both high efficiency of hardware and programmability of software. With the progress of hardware technology, reconfigurable computing has become a research hotspot, and is gradually put into practical application in the field of high-performance computing. Its recognized definition was proposed in 1999 [33] . Due to different application fields, how to design a corresponding universal structure based on reconfigurable computing for a specific application domain is a crucial issue.
In this paper, in order to solve the problem of a time-consuming compilation process in the FPGA-based real-time simulator, and to fully consider the hardware architecture of FPGAs and algorithmic process of transient simulation, universal design of the FPGA-based real-time simulator is proposed based on the idea of reconfigurable computing. The simulator using the proposed universal design does not need to be recompiled when modifying cases, completely eliminating the time-consuming and inconvenient compilation process in the EDA tools. The efficiency of simulation calculation is greatly improved, and for users, the simulator can be used friendly without having to learn how to use the EDA tools of FPGA.
The rest of this paper is organized as follows. In Section 2, the idea of reconfigurable computing is introduced briefly, and the architecture of the FPGA-based real-time simulator is presented based on reconfigurable computing. From the aspects of limiting versatility, Section 3 puts forward the detailed universal design to the related module to make the simulator have the capabilities of reconfigurable computing. Several cases are simulated and validated in Section 4, and by comparing with the simulation results of the commercial software PSCAD/EMTDC [34] , the correctness and the effectiveness of the universal design proposed in this paper are fully verified. Conclusions are presented in Section 5.
Overall Architecture of the FPGA-Based Real-Time Simulator Based on Reconfigurable Computing

Reconfigurable Computing
The typical structure of a reconfigurable computing system includes reconfigurable computing parts, operation control parts and software environment. Reconfigurable computing parts are responsible for data calculation, and these parts are reconfigurable and can realize different functions through programming. The operation control parts are responsible for the system control, which is used for programming the reconfigurable computing parts. The software environment is responsible for data management and scheduling [35] . Moreover, the obvious feature of most reconfigurable computing systems is that the control flow is effectively separated from the data flow, the control flow is used to change the function of the reconfigurable computing part, and the data flow is transmitted to the reconfigurable computing part for calculation.
The operation of a reconfigurable computing system is divided into two phases: Configuration and execution [36] . Under the control of the main processor, the configuration control flow is transmitted to the reconfigurable hardware operation part, which is used to determine the actual operation mode of the hardware. The configuration phase is loaded at program startup, and after the configuration phase, the execution phase begins.
The implementation of computing functions can be regarded as a two-dimensional structure composed of time and space. Compared with the hardware special circuit in which the time dimension and space dimension are both invariable and the general processor in which only the time dimension is variable, the reconfigurable computing system realizes the programmability of time and space dimensions, and can change the computing solution time and enable each part of the module to participate in the calculation according to different requirements. Considering the requirements on the universal FPGA-based real-time simulator and the idea of reconfigurable computing, the structure of the simulator is proposed, as shown in Figure 1 .
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1.
Global Control is mainly used to control the simulator operation.
2.
Data Storage is mainly used to store the parameters of the simulation case, including simulation parameters, such as simulation time-step and numbers of the elements, and element parameters, such as equivalent conductance and element node number.
3.
Simulation Calculation is mainly responsible for the operation and processing of the calculation. The calculation processing logic is irrelevant with the case to be simulated, but can be controlled and reconfigured by simulation parameters.
4.
In addition, the host PC, as a software environment, is responsible for scheduling FPGA start and reset, and is responsible for managing and downloading case data.
In order to reconfigure Simulation Calculation, the preload process is set before the simulation. In the preload process, the simulation parameters, as the control flow, are read to Simulation Calculation to configure its logic. It includes three aspects: (a) enabling different modules to participate in the calculation according to the types of elements to be simulated; (b) controlling the pipeline length of the element modules according to the numbers of the elements to be simulated; (c) controlling the number of clock cycles required for each step calculation according to the solution time step set by users. The element parameters, as the data stream, are read directly from the memories to participate in the simulation calculation. For Data Storage, in order to avoid the timing error and fan out problems that may be caused by the long-distance transmission of data signals across multi-layer modules, this paper adopts the form of distributed storage. In each element module, several memories are set to store the parameters of this type of element, and the parameters are read out to participate in the real-time simulation calculation in their own element module.
The universal real-time simulator, based on the idea of reconfigurable computing, has both advantages on the efficiency of hardware and the programmability of software. It should be noted that the reconfigurable computing implemented in this paper does not rewire the FPGA chip with the cache logic inherent in the dynamic reconfigurable FPGA itself. This paper is aimed at solving the problem of the time-consuming compilation process affecting simulation efficiency and proposes a universal design. Using the idea of reconfigurable computing, a new design of the structure of the FPGA-based real-time simulator is proposed, and according to the case to be simulated, Global Control realizes different control logic. Therefore, the simulator has the performance of high-speed real-time simulation and the universality of modifying cases online without recompiling. The dynamic reconfiguration of FPGA is mainly used to solve the resource issue and achieve more functions with limited FPGA resources. In the future work, we will consider the application of dynamic reconfiguration in the development of the FPGA-based real-time simulator, so that a larger scale power system can be simulated in a single FPGA.
Detailed Implementation of the Universal Design of the FPGA-Based Real-Time Simulator
In this section, the detailed implementation of universal design is carried out for the modules that follow the universality. Then Simulation Calculation can be reconfigured by the control flow of Global Control and Data Storage, and Simulation Calculation does not need to be changed with the case to be simulated. It mainly includes the following four aspects.
1.
Before the start of the simulation, according to the simulation parameters as the control flow, the relevant operation control logic in Simulation Calculation is reconfigured so that different cases can be calculated in this part.
2.
Before the start of the simulation, the initial values of the simulation calculation are set so that the initialization of Simulation Calculation is completed.
3.
The linear equations solving module in Simulation Calculation is designed so that it is compatible with equations of different dimensions without changing with the simulation case.
4.
The simulation result output module in Simulation Calculation is designed so that the output results can be adaptive to change with the user's choice as the control flow.
Universal Design of the Simulation Parameter Configuration
As mentioned above, the preload process is set before the simulation calculation begins. The simulation parameters in Data Storage are read, and the relevant operation control logic in Simulation Calculation is reconfigured according to the parameters. Then, the reconfigurable computing of Simulation Calculation is realized.
The preload process is illustrated with the basic passive element (RLC element) module in the electrical system solution module as an example. The design of the electrical system parameter information configuration is shown in Figure 2 . All the clock signals in the figure are connected to the global clock clk_sim, which will not be marked for the sake of simplicity.
To achieve the above functions, the preload control module is set. According to levels of the three signals of this module, the preload process includes the following three stages:
1.
The signal pre_start is set to the high level: The parameter reading start signal pre_start is entered by the user button to start the preload process. At the same time, the signal is transmitted to the simulation parameter storage module. The reading of parameters is controlled by the finite state machine. When the high level of pre_start is detected, the finite state machine operates. At each state, one parameter is read out from the memory and assigned to the corresponding register. Then, the parameter is transmitted to the relevant module through the port.
2.
The signal pre_end is set to the high level: After t pre1 time, the simulation parameter reading has been completed, and the parameter configuration start signal pre_end is set to the high level. The signal is transmitted into sub-modules of the element modules (such as the historical quantity solution module in the basic passive element module). When the high level of pre_end is detected, the input simulation parameter data signals are assigned to the corresponding register.
3.
The signal pre_over is set to the high level: After t pre2 time, the simulation parameter configuration has been completed, and the real-time simulation start signal pre_over is set to the high level. The signal is transmitted to the simulation control module, and the simulation control module begins to generate the control signals of each time step periodically according to the simulation time step. At this point, the preload process has been completed.
The two time intervals, t pre1 and t pre2 , are present in the FPGA design. The value of t pre1 depends on the number of simulation parameters to be read, with an appropriate margin. The value of t pre2 needs only to be sufficient to complete the read and write operations of transmitting to the submodules, and they don't need to be changed with different cases.
For the basic passive elements, there are three simulation parameters, namely, the state containing basic passive elements (represented by a binary number, if yes, it is "1", otherwise "0"), the number of basic passive elements and the number of nodes of basic passive elements. The first parameter determines whether the basic passive element module in Simulation Calculation is enabled and can participate in the calculation, and the last two parameters are used to control the pipeline length of the basic passive element solution. The same is true for other elements.
In this way, the online programming reconfiguration of Simulation Calculation is implemented through the control flow of Global Control and Data Storage.
Control realizes different control logic. Therefore, the simulator has the performance of high-speed real-time simulation and the universality of modifying cases online without recompiling. The dynamic reconfiguration of FPGA is mainly used to solve the resource issue and achieve more functions with limited FPGA resources. In the future work, we will consider the application of dynamic reconfiguration in the development of the FPGA-based real-time simulator, so that a larger scale power system can be simulated in a single FPGA.
Detailed Implementation of the Universal Design of the FPGA-Based Real-Time Simulator
1. Before the start of the simulation, according to the simulation parameters as the control flow, the relevant operation control logic in Simulation Calculation is reconfigured so that different cases can be calculated in this part. 2. Before the start of the simulation, the initial values of the simulation calculation are set so that the initialization of Simulation Calculation is completed. 3. The linear equations solving module in Simulation Calculation is designed so that it is compatible with equations of different dimensions without changing with the simulation case. 4. The simulation result output module in Simulation Calculation is designed so that the output results can be adaptive to change with the user's choice as the control flow.
Universal Design of the Simulation Parameter Configuration
The preload process is illustrated with the basic passive element (RLC element) module in the electrical system solution module as an example. The design of the electrical system parameter information configuration is shown in Figure 2 . All the clock signals in the figure are connected to the global clock clk_sim, which will not be marked for the sake of simplicity. Figure 2 . Design of electrical system parameter information configuration.
Universal Design of the Simulation Initial Value Setting
In order to make Simulation Calculation reconfigurable, it is necessary to initialize it before simulation calculation so that the calculation is not affected by the previous simulation results.
In the running process of the real-time simulator, a large number of RAMs (random-access memory) are needed to store the intermediate simulation results so that these results can participate in the simulation calculation of the next time-step. The global reset button of the FPGA will reset the registers but not the data stored in RAMs. The calculation results of the element modules are stored in RAMs, which will result in the calculation initial values of the latter case are actually the calculation results at the last moment of the previous simulation, so the values in RAMs must be reset.
The implementation method of simulation initial value setting is to set a ROM (read-only memory) corresponding to each RAM that needs to be set as initial values. During the preload process, the initial values stored in the ROM are read out and written to the corresponding RAM. Initial values are Energies 2019, 12, 2086 7 of 16 mainly divided into two categories: One is the initial values of transient numerical calculation, and the other is the element parameters related to the calculation case. The former, such as the initial values of the voltages and currents of the basic passive elements, are generally set to 0 of the corresponding numbers (consistent with the numbers of the elements). The latter, such as the amplitudes and initial phases of the source elements, can be set to the initial values of the relevant parameters of a new case.
The design of the simulation initial value setting is shown in Figure 3 . The main process of the simulation initial value setting is to connect the write address signal wr_addr and the write data signal wr_data of the RAM with the read address signal rd_addr and the read data signal rd_data of the ROM respectively. The initial value setting process is also controlled by the finite state machine. Since the read data signal of the ROM has a delay of 2 clocks relative to the read address signal, a delay module is set between the write address signal of the RAM and the read address signal of the ROM to delay 2 clocks as well, so that the data stored at the same address in the ROM and the RAM are consistent. Considering that the RAM needs to participate in simulation calculation, four multi-channel data selectors MUX are set. When the preload process is carried out, the preload flag bit pre_flag is set to the high level, at this time the RAM is connected to the ROM. When the simulation calculation is carried out, the preload flag bit pre_flag is set to the low level, at this time the RAM is connected with the relevant calculation signals. By setting the multi-channel data selectors, simulation initial values can be reset without affecting the correctness of simulation calculation. The design of the simulation initial value setting is shown in Figure 3 . The main process of the simulation initial value setting is to connect the write address signal wr_addr and the write data signal wr_data of the RAM with the read address signal rd_addr and the read data signal rd_data of the ROM respectively. The initial value setting process is also controlled by the finite state machine. Since the read data signal of the ROM has a delay of 2 clocks relative to the read address signal, a delay module is set between the write address signal of the RAM and the read address signal of the ROM to delay 2 clocks as well, so that the data stored at the same address in the ROM and the RAM are consistent. Considering that the RAM needs to participate in simulation calculation, four multi-channel data selectors MUX are set. When the preload process is carried out, the preload flag bit pre_flag is set to the high level, at this time the RAM is connected to the ROM. When the simulation calculation is carried out, the preload flag bit pre_flag is set to the low level, at this time the RAM is connected with the relevant calculation signals. By setting the multi-channel data selectors, simulation initial values can be reset without affecting the correctness of simulation calculation. 
Universal Design of the Linear Equations Solving Module
The linear equations solving module is the core module of Simulation Calculation, which is located in the electrical system solution module. The FPGA-based real-time simulator for ADNs adopts the simulation framework of node analysis [38] , and the linear equations, shown in Equation (1), need to be solved in each simulation time-step. Linear equations are solved by the method of prestoring the inverse matrix of the nodal conductance matrix, and then highly parallel matrix-vector multiplication is used [37] , as shown in Equation (2):
where denotes the vector of node injected currents, denotes the nodal conductance matrix, denotes the vector of node voltages, and = −1 denotes the inverse matrix of the nodal conductance matrix.
The dimensions of linear equations are often different in different ADNs. Each time a new case is simulated, the number of matrix-vector multiplication units in the FPGA hardware design needs to be modified. Then the FPGA design needs to be recompiled, which is time-consuming and extremely inconvenient for users.
On the basis of Reference [37] , universal design of the linear equations solving module is proposed in this paper. The n-dimensional matrix-vector multiplication (3) is expanded by adding 0, as shown in Equations (4-6). The dimension of the vectors and the matrix is increased from the dimension of an ADN case to a fixed value , as shown in Equation (7). The fixed value is the maximum dimension of the linear equations that can be calculated by the FPGA chip used in the realtime simulator. The matrix-vector multiplication calculated in this module is always Equation (7), and the corresponding hardware circuit is always vector inner-product units. In this way, the solution of equations of any dimension less than can be realized, and the linear equations solving 
The linear equations solving module is the core module of Simulation Calculation, which is located in the electrical system solution module. The FPGA-based real-time simulator for ADNs adopts the simulation framework of node analysis [38] , and the linear equations, shown in Equation (1), need to be solved in each simulation time-step. Linear equations are solved by the method of pre-storing the inverse matrix of the nodal conductance matrix, and then highly parallel matrix-vector multiplication is used [37] , as shown in Equation (2):
where i denotes the vector of node injected currents, G denotes the nodal conductance matrix, u denotes the vector of node voltages, and R = G −1 denotes the inverse matrix of the nodal conductance matrix. The dimensions of linear equations are often different in different ADNs. Each time a new case is simulated, the number of matrix-vector multiplication units in the FPGA hardware design needs to be modified. Then the FPGA design needs to be recompiled, which is time-consuming and extremely inconvenient for users.
On the basis of Reference [37] , universal design of the linear equations solving module is proposed in this paper. The n-dimensional matrix-vector multiplication (3) is expanded by adding 0, as shown in Equations (4)-(6). The dimension of the vectors and the matrix is increased from the dimension of an ADN case n to a fixed value N, as shown in Equation (7) . The fixed value N is the maximum dimension of the linear equations that can be calculated by the FPGA chip used in the real-time simulator. The matrix-vector multiplication calculated in this module is always Equation (7), and the corresponding hardware circuit is always N vector inner-product units. In this way, the solution of equations of any dimension less than N can be realized, and the linear equations solving module does not need to be changed with cases.
According to block multiplication of matrix, the former n rows of Equation (7) are the actual effective part of the ADN with dimension n, and the vector of node voltages u is transmitted to the subsequent modules for Simulation Calculation. Since the element node numbers are all less than or equal to n, the data of the latter N − n rows will never be read, which will not affect the simulation calculation.
The value of the maximum dimension N mainly depends on the numbers of the resources of the selected FPGA chip. For the determination of the value of N, after the FPGA chip is selected, the cases with different dimensions are compiled to obtain the occupation of the resources. When one kind of resources reaches an upper limit of 100%, the dimension is the maximum dimension that can be calculated. In order to ensure the success of layout and wiring, an appropriate margin can be left.
Universal Design of the Simulation Result Output Module
For each step, the simulation results are transmitted to the host PC after simulation. In order to adapt user's choices without modifying the output module in Simulation Calculation, the module should be designed in universality.
The simulation results uploaded to the host PC can be set by the users, including electrical system results and control system results. The electrical system results include node voltages and branch currents. The control system results include the voltages and currents in DG outlet, the active and reactive power, and the voltage in the DC side of the power electronic converter, etc. For the electrical system results, in this paper, the modified augmented nodal analysis [39] is applied to solve the electrical system. Both node voltages and branch currents can be obtained by solving the nodal equation. In the FPGA-based real-time simulator, they can be obtained by reading the corresponding node numbers. The number of each node is often different, due to the different structure of ADNs, and therefore the electrical system simulation result output module needs to be universally designed, as shown in Figure 4 . In the preload process, the corresponding node numbers are read out from the ROM of the measurement element. Then, the electrical system results corresponding to the node numbers are taken out to form a register set. In this way, the results of the electrical system are obtained, and the universal design of the electrical system result output module can be realized. For the control system results, the register set of the control system can be obtained by drawing the corresponding registers directly. In the ADNs with the same DGs, the registers don't need to be modified in different simulation cases.
The design of the simulation result output module is shown in Figure 5 . The numbers at the port in the figure represent the bit widths of the data signals. The parameters that can be set include the number of the electrical system output results n e , the number of the control system output results n c , the maximum number of the output results that can be transmitted to the host PC via Ethernet module n t , satisfying 0 ≤ n e + n c ≤ n t . N s denotes the output results sampling interval. For the electrical system results, in this paper, the modified augmented nodal analysis [39] is applied to solve the electrical system. Both node voltages and branch currents can be obtained by solving the nodal equation. In the FPGA-based real-time simulator, they can be obtained by reading the corresponding node numbers. The number of each node is often different, due to the different structure of ADNs, and therefore the electrical system simulation result output module needs to be universally designed, as shown in Figure 4 . In the preload process, the corresponding node numbers are read out from the ROM of the measurement element. Then, the electrical system results corresponding to the node numbers are taken out to form a register set. In this way, the results of the electrical system are obtained, and the universal design of the electrical system result output module can be realized. For the control system results, the register set of the control system can be obtained by drawing the corresponding registers directly. In the ADNs with the same DGs, the registers don't need to be modified in different simulation cases.
Vector of node voltages
The design of the simulation result output module is shown in Figure 5 . The numbers at the port in the figure represent the bit widths of the data signals. The parameters that can be set include the number of the electrical system output results , the number of the control system output results , the maximum number of the output results that can be transmitted to the host PC via Ethernet module , satisfying 0 ≤ + ≤ . denotes the output results sampling interval. The electrical system output results elec_out and the control system output results ctrl_out are transmitted to the simulation result output module in the form of register sets. The sampling counter counts the completed step number since the last sampling. The sampling signal sample is set to the high level when the counter value is equal to . At this point, the double-precision floating-point electrical system output results are converted to single-precision floating-point by the floating-point conversion module Convert. Then, the output register set can be formed by combining the output results of the electrical system and the control system in the module Generate. The finite state machine is used to store the output results in the FIFO (first in first out) cache in the form of the pipeline. Finally, the output results are sent to the host PC via Ethernet.
Case Study
Simulation Platform
The FPGA-based real-time simulator for ADNs is shown in Figure 6 . Stratix ® V Edition DSP development kit from Altera ® is utilized as the carrier of the real-time simulator, and the manufacturing part number of the FPGA device is 5SGSMD5K2F40C2N. The FPGA-based real-time simulator is driven by a 125 MHz clock. The host PC is a microcomputer with conventional configuration, and the hardware environment is Intel ® Xeon ® E5-2630 v3 2.40 GHz processor and 24.0 GB memory. The electrical system output results elec_out and the control system output results ctrl_out are transmitted to the simulation result output module in the form of register sets. The sampling counter counts the completed step number since the last sampling. The sampling signal sample is set to the high level when the counter value is equal to N s . At this point, the double-precision floating-point electrical system output results are converted to single-precision floating-point by the floating-point conversion module Convert. Then, the output register set can be formed by combining the output results of the electrical system and the control system in the module Generate. The finite state machine is used to store the output results in the FIFO (first in first out) cache in the form of the pipeline. Finally, the output results are sent to the host PC via Ethernet.
Case Study
Simulation Platform
The FPGA-based real-time simulator for ADNs is shown in Figure 6 . Stratix ® V Edition DSP development kit from Altera ® is utilized as the carrier of the real-time simulator, and the manufacturing part number of the FPGA device is 5SGSMD5K2F40C2N. The FPGA-based real-time simulator is driven by a 125 MHz clock. The host PC is a microcomputer with conventional configuration, and the hardware environment is Intel ® Xeon ® E5-2630 v3 2.40 GHz processor and 24.0 GB memory.
When a case is modified online, the file storing the information of the case is downloaded to the FPGA via the USB interface. The simulation results are uploaded to the host PC via Ethernet interface for real-time storage and display, or displayed on an oscilloscope via an HSMC interface via a digital-to-analog (DA) converter.
The FPGA-based real-time simulator for ADNs is shown in Figure 6 . Stratix ® V Edition DSP development kit from Altera ® is utilized as the carrier of the real-time simulator, and the manufacturing part number of the FPGA device is 5SGSMD5K2F40C2N. The FPGA-based real-time simulator is driven by a 125 MHz clock. The host PC is a microcomputer with conventional configuration, and the hardware environment is Intel ® Xeon ® E5-2630 v3 2.40 GHz processor and 24.0 GB memory. 
Test Case 1
To verify the correctness and effectiveness of the universal design of the FPGA-based real-time simulator for ADNs, the simulator is adapted to conduct the multi-scene transient simulation of the distribution network in this test case. The IEEE 33-node system [40] is shown in Figure 7 . 
To verify the correctness and effectiveness of the universal design of the FPGA-based real-time simulator for ADNs, the simulator is adapted to conduct the multi-scene transient simulation of the distribution network in this test case. The IEEE 33-node system [40] is shown in Figure 7 . In Scenario 1, it is assumed that an A-phase grounding short circuit fault occurs at 2.0 s on node 22, and the fault is removed at 2.2 s. A simulation time-step of 5 μs is specified. In Scenario 2, it is assumed that a C-phase grounding short circuit fault occurs at 1.6 s on node 18, and the fault is removed at 1.8 s. A simulation time-step of 8 μs is specified. All the faults are simulated by breaker elements. The dimensions of linear equations are both 108 dimensions. With different simulation steps, element parameters and node numbers of the two scenarios, the correctness and effectiveness of the universal design without recompiling proposed in this paper can be verified.
For distribution network without DGs and their control systems, when the dimension of linear equations is 110, it occupies 98% of logic resources, 16% of memory resources and 30% of DSP modules. Therefore, the maximum dimension of the system of linear equations that can be simulated is set to 110 dimensions. It is worth mentioning that, for the simulation of larger systems, the multi-FPGA-based real-time simulator [25] can be used. The proposed universal design is extensible, and it will be applied in the multi-FPGA-based real-time simulator in future work.
The simulation results of the proposed universal FPGA-based real-time simulator and commercial software PSCAD/EMTDC are compared, as shown in Figure 8 . The simulation time-steps of 5 μs and 8 μs are adopted respectively in PSCAD/EMTDC. The simulation calculation time is set to 4 s. Firstly, Scenario 1 is implemented in both real-time simulators. The simulation results are shown in Figure 8a . It can be seen that the results obtained by the two simulators are basically the same, which proves the correctness of the proposed universal design of the FPGA-based simulator. Then, without modifying the design of the simulator and recompiling, the case run in the simulator is updated online as Scenario 2. The simulation results are shown in Figure 8b . It is shown that the simulation results are identical, which verifies the effectiveness of the universal function of the simulator. The results further demonstrate that the FPGA-based real-time simulator has the ability of reconfigurable computing, and users can simulate new cases without recompiling. In Scenario 1, it is assumed that an A-phase grounding short circuit fault occurs at 2.0 s on node 22, and the fault is removed at 2.2 s. A simulation time-step of 5 µs is specified. In Scenario 2, it is assumed that a C-phase grounding short circuit fault occurs at 1.6 s on node 18, and the fault is removed at 1.8 s. A simulation time-step of 8 µs is specified. All the faults are simulated by breaker elements. The dimensions of linear equations are both 108 dimensions. With different simulation steps, element parameters and node numbers of the two scenarios, the correctness and effectiveness of the universal design without recompiling proposed in this paper can be verified.
For distribution network without DGs and their control systems, when the dimension of linear equations is 110, it occupies 98% of logic resources, 16% of memory resources and 30% of DSP modules. Therefore, the maximum dimension N of the system of linear equations that can be simulated is set to 110 dimensions. It is worth mentioning that, for the simulation of larger systems, the multi-FPGA-based real-time simulator [25] can be used. The proposed universal design is extensible, and it will be applied in the multi-FPGA-based real-time simulator in future work.
The simulation results of the proposed universal FPGA-based real-time simulator and commercial software PSCAD/EMTDC are compared, as shown in Figure 8 . The simulation time-steps of 5 µs and 8 µs are adopted respectively in PSCAD/EMTDC. The simulation calculation time is set to 4 s. Firstly, Scenario 1 is implemented in both real-time simulators. The simulation results are shown in Figure 8a . It can be seen that the results obtained by the two simulators are basically the same, which proves the correctness of the proposed universal design of the FPGA-based simulator. Then, without modifying the design of the simulator and recompiling, the case run in the simulator is updated online as Scenario 2. The simulation results are shown in Figure 8b . It is shown that the simulation results are identical, which verifies the effectiveness of the universal function of the simulator. The results further demonstrate that the FPGA-based real-time simulator has the ability of reconfigurable computing, and users can simulate new cases without recompiling.
The simulation results of the proposed universal FPGA-based real-time simulator and commercial software PSCAD/EMTDC are compared, as shown in Figure 8 . The simulation time-steps of 5 μs and 8 μs are adopted respectively in PSCAD/EMTDC. The simulation calculation time is set to 4 s. Firstly, Scenario 1 is implemented in both real-time simulators. The simulation results are shown in Figure 8a . It can be seen that the results obtained by the two simulators are basically the same, which proves the correctness of the proposed universal design of the FPGA-based simulator. Then, without modifying the design of the simulator and recompiling, the case run in the simulator is updated online as Scenario 2. The simulation results are shown in Figure 8b . It is shown that the simulation results are identical, which verifies the effectiveness of the universal function of the simulator. The results further demonstrate that the FPGA-based real-time simulator has the ability of reconfigurable computing, and users can simulate new cases without recompiling. The comparison of simulation time between the universal FPGA-based real-time simulator and the conventional FPGA-based real-time simulator is shown in Table 1 . The above test is carried out in both simulators. It can be seen that the adoption of the universal FPGA-base real-time simulator can save user's time and greatly improve the simulation efficiency. This case test process can be mainly used for fault scanning and other cases where multiple scenarios need to be simulated. When more scenes need to be simulated, the universal simulator can save more time. In contrast, for the conventional simulator, it takes several hours to compile every time the simulation scenario is changed. Therefore, the simulation efficiency can be better improved by the proposed universal real-time simulator.
Test Case 2
In this test case, the transient process of the distributed generator and the active distribution network is analyzed based on the simulator. For active distribution networks with a PV, when the dimension of the linear equations is 88, 99% of logic resources, 14% of memory resources and 26% of DSP modules are occupied. Thus, the maximum dimension of the linear equations that can be simulated is 88. 2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1 2.2  -1 The comparison of simulation time between the universal FPGA-based real-time simulator and the conventional FPGA-based real-time simulator is shown in Table 1 . The above test is carried out in both simulators. It can be seen that the adoption of the universal FPGA-base real-time simulator can save user's time and greatly improve the simulation efficiency. This case test process can be mainly used for fault scanning and other cases where multiple scenarios need to be simulated. When more scenes need to be simulated, the universal simulator can save more time. In contrast, for the conventional simulator, it takes several hours to compile every time the simulation scenario is changed. Therefore, the simulation efficiency can be better improved by the proposed universal real-time simulator.
In this test case, the transient process of the distributed generator and the active distribution network is analyzed based on the simulator. For active distribution networks with a PV, when the dimension of the linear equations is 88, 99% of logic resources, 14% of memory resources and 26% of DSP modules are occupied. Thus, the maximum dimension N of the linear equations that can be simulated is 88. Figure 9 shows the structure of the ADNs. The same simulation time-steps as the FPGA-based real-time simulator is adopted by PSCAD/EMTDC, respectively.
The transient process of the PV in scenario 1 is simulated firstly. As shown in Figure 9a , a unipolar photovoltaic unit is connected to an infinite bus in scenario 1. In the photovoltaic unit, the inverter is controlled by the V dc -Q control strategy. The reference value of the photovoltaic voltage V ref is 350 V, the temperature is 298 K, and the Q ref is 0var, which ensures the operation of unit power factor. The simulation time-step is 2 µs, and the dimension of linear equations is 21 dimension. It is assumed that C-phase grounding fault occurs at the grid-connected point of the photovoltaic cell at 0.9 s and the fault is removed at 1.1 s. The simulation results are shown in Figure 10a . The transient process of the PV in scenario 1 is simulated firstly. As shown in Figure 9a , a unipolar photovoltaic unit is connected to an infinite bus in scenario 1. In the photovoltaic unit, the inverter is controlled by the -control strategy. The reference value of the photovoltaic voltage ref is 350 V, the temperature is 298 K, and the ref is 0var, which ensures the operation of unit power factor. The simulation time-step is 2 μs, and the dimension of linear equations is 21 dimension. It is assumed that C-phase grounding fault occurs at the grid-connected point of the photovoltaic cell at 0.9 s and the fault is removed at 1.1 s. The simulation results are shown in Figure 10a .
Then, the transient grid connecting process in Scenario 2 is simulated. As shown in Figure 9b , the test system is an active distribution network with a PV. The transformer and source are represented by a constant impedance in series with a voltage source. The detailed parameters of the distribution network can refer to Reference [41] . The simulation time-step is 3 μs, and the dimension of linear equations is 85 dimension. In the beginning, the circuit breaker between the PV and the distribution network is disconnected, and the PV is connected to the grid at 2.1 s. The simulation results are shown in Figure 10b . The comparison of simulation time between the universal FPGA-based real-time simulator and the conventional FPGA-based real-time simulator is shown in Table 2 . It can be seen that the proposed universal FPGA-base real-time simulator has high simulation efficiency. The transient process of the PV in scenario 1 is simulated firstly. As shown in Figure 9a , a unipolar photovoltaic unit is connected to an infinite bus in scenario 1. In the photovoltaic unit, the inverter is controlled by the -control strategy. The reference value of the photovoltaic voltage ref is 350 V, the temperature is 298 K, and the ref is 0var, which ensures the operation of unit power factor. The simulation time-step is 2 μs, and the dimension of linear equations is 21 dimension. It is assumed that C-phase grounding fault occurs at the grid-connected point of the photovoltaic cell at 0.9 s and the fault is removed at 1.1 s. The simulation results are shown in Figure 10a .
Then, the transient grid connecting process in Scenario 2 is simulated. As shown in Figure 9b , the test system is an active distribution network with a PV. The transformer and source are represented by a constant impedance in series with a voltage source. The detailed parameters of the distribution network can refer to Reference [41] . The simulation time-step is 3 μs, and the dimension of linear equations is 85 dimension. In the beginning, the circuit breaker between the PV and the distribution network is disconnected, and the PV is connected to the grid at 2.1 s. The simulation results are shown in Figure 10b . The comparison of simulation time between the universal FPGA-based real-time simulator and the conventional FPGA-based real-time simulator is shown in Table 2 . It can be seen that the proposed universal FPGA-base real-time simulator has high simulation efficiency. Then, the transient grid connecting process in Scenario 2 is simulated. As shown in Figure 9b , the test system is an active distribution network with a PV. The transformer and source are represented by a constant impedance in series with a voltage source. The detailed parameters of the distribution network can refer to Reference [41] . The simulation time-step is 3 µs, and the dimension of linear equations is 85 dimension. In the beginning, the circuit breaker between the PV and the distribution network is disconnected, and the PV is connected to the grid at 2.1 s. The simulation results are shown in Figure 10b .
The comparison of simulation time between the universal FPGA-based real-time simulator and the conventional FPGA-based real-time simulator is shown in Table 2 . It can be seen that the proposed universal FPGA-base real-time simulator has high simulation efficiency. On this basis, the parameters of the test case can be modified and updated online without recompiling to study the dynamic of the whole ADN after the DG is connected to the distribution network. This is beyond the scope of this paper and will not be further presented.
Test Case 3
In this test case, another type of application of the universal FPGA-based real-time simulator is presented. As a DG with detailed modeling, there are many parameters that need to be continuously debugged, especially when the hardware-in-the-loop simulation is required. It is necessary to repeatedly modify the parameters for debugging according to the simulation results. To illustrate the application of parameter debugging, test cases of the PV are simulated in the simulator, as is shown in Figure 11 . On this basis, the parameters of the test case can be modified and updated online without recompiling to study the dynamic of the whole ADN after the DG is connected to the distribution network. This is beyond the scope of this paper and will not be further presented.
In this test case, another type of application of the universal FPGA-based real-time simulator is presented. As a DG with detailed modeling, there are many parameters that need to be continuously debugged, especially when the hardware-in-the-loop simulation is required. It is necessary to repeatedly modify the parameters for debugging according to the simulation results. To illustrate the application of parameter debugging, test cases of the PV are simulated in the simulator, as is shown in Figure 11 . Two scenarios are given in this test case. (1) The simulation time-steps of the two scenarios are different. The simulation time-step of Scenario 1 is 3 μs, and the simulation time-step of Scenario 2 is 5 μs, which means that users can modify the simulation time-step as needed during debugging. (2) The two scenarios have different fault conditions. Scenario 1 has no faults, and Scenario 2 has a fault, which means that users can add faults to the system at any time according to needs, and can modify the fault occurrence time in real time. (3) The topologies of the two scenarios are different. A section of the transmission line is added in Scenario 2, which can help us observe the situation of the DG access to different topologies. Modifying the simulation time-step, modifying the location and occurrence time of the fault, and adjusting the topology are the functions we need to debug parameters of DGs. These functions can be achieved in the real-time simulator using this universal design method. Users can instantly adjust the parameters according to the simulation results and obtain the simulation results immediately.
The comparison of simulation time is the same as that in Test Case 2. The simulation results are shown in Figure 12 . It can be seen that the simulation results of the two simulation tools are nearly the same, which verifies the correctness and effectiveness of the proposed universal design. Two scenarios are given in this test case. (1) The simulation time-steps of the two scenarios are different. The simulation time-step of Scenario 1 is 3 µs, and the simulation time-step of Scenario 2 is 5 µs, which means that users can modify the simulation time-step as needed during debugging.
(2) The two scenarios have different fault conditions. Scenario 1 has no faults, and Scenario 2 has a fault, which means that users can add faults to the system at any time according to needs, and can modify the fault occurrence time in real time. (3) The topologies of the two scenarios are different. A section of the transmission line is added in Scenario 2, which can help us observe the situation of the DG access to different topologies. Modifying the simulation time-step, modifying the location and occurrence time of the fault, and adjusting the topology are the functions we need to debug parameters of DGs. These functions can be achieved in the real-time simulator using this universal design method. Users can instantly adjust the parameters according to the simulation results and obtain the simulation results immediately.
The comparison of simulation time is the same as that in Test Case 2. The simulation results are shown in Figure 12 . It can be seen that the simulation results of the two simulation tools are nearly the same, which verifies the correctness and effectiveness of the proposed universal design. What needs to be mentioned is that the cost of the simulators is indeed an important factor to consider. We selected the widely-used simulator RTDS as a representative of commercial real-time simulators. The real-time simulator based on single-chip FPGA in this paper can simulate up to three PV units, and the same work needs to consume multiple gigabit processor cards (GPCs) in RTDS. Therefore, the FPGA-based real-time simulator is more cost-effective. What needs to be mentioned is that the cost of the simulators is indeed an important factor to consider. We selected the widely-used simulator RTDS as a representative of commercial real-time simulators. The real-time simulator based on single-chip FPGA in this paper can simulate up to three PV units, and the same work needs to consume multiple gigabit processor cards (GPCs) in RTDS. Therefore, the FPGA-based real-time simulator is more cost-effective.
Conclusions
The FPGA-based real-time simulator for active distribution networks makes full use of the advantage of parallel computation of FPGA, which can well meet the demand of real-time simulation of ADNs. In this paper, the idea of reconfigurable computing is used to realize the universality of the FPGA-based real-time simulator. This paper aims to optimize the offline preparation process so that the recompiling time is saved, which enhances the flexibility of the usage. The universal design is carried out in detail for the modules that limit the universality. It mainly includes the following aspects.
1.
The universal design of the parameter configuration and the initial value setting is proposed. In the preload process, the simulation parameters are configured, and the memories are initialized. Therefore, it's unnecessary to compile the FPGA design when the simulation case is modified or changed.
2.
The universal design of the linear equations solving module is proposed. A margin for the linear equation solving module is introduced, so that the cases can be modified to some extent and simulated consecutively without recompiling.
3.
The universal design of the simulation result output module is proposed. The output results can be obtained by reading the corresponding node numbers from the ROM of the measurement element, and the output results can be adaptive to change with the user's choice.
The proposed universal design enables the simulator to have the ability of reconfigurable computing. The simulation cases can be modified and updated online without changing the FPGA design and recompiling, which improves the simulation efficiency of the FPGA-based real-time simulator. The correctness and effectiveness of the universal design are verified by the simulation cases of the ADNs.
