vide estimates that are on average closest to the population parameters? The answer is "not always". In this chapter, we propose an alternative estimation procedure for MCA, called regularized MCA (RMCA), and demonstrate that in some cases it provides estimates that are on average closer to population parameters than the conventional estimation method. This method is easy to apply and is also computationally simple, in fact almost as simple as the conventional method.
The basic idea of RMCA comes from ridge regression, proven useful to mitigate multi-collinearity problems often encountered in multiple regression analysis (Hoerl & Kennard, 1970) . Let X and y denote a matrix of predictor variables and an observed criterion vector, respectively, and let b denote a vector of regression coefficients. 
In ridge regression, on the other hand, regression coefficients are estimated by
where the additional quantity, λ, is a regularization (or ridge) parameter, which typically takes a small positive value. The LS estimation provides the best (minimum variance) estimates among all linear unbiased estimates (BLUE) under mild distributional assumptions on errors. However, it may provide poor estimates of regression coefficients (associated with large variances) when the matrix X X is ill-conditioned (nearly singular) due to multi-collinearity (high correlations among the predictor variables). The ridge estimator, on the other hand, is biased but is more robust against multi-collinearity. A small positive number added to the diagonals of X X works almost magically to provide estimates that are more stable than the ordinary LS
estimates.
The quality of parameter estimates is measured by the squared Euclidean distance between the estimates and parameters. If we take the expected value of the squared distance over replicated samples of data, we obtain mean squared error (MSE). MSE can be decomposed into two distinct parts. One is the squared bias (the squared distance between the population parameters and the mean of the estimates over replications), and the other is the variance (the average distance between individual estimates and the mean of the estimates). The LS squares estimates have zero bias, but they may have large variances (as is typically the case in the presence of multi-collinearity). The ridge estimates, on the other hand, although often biased, are also typically associated with a smaller variance, and most importantly, if the variance is small enough, ridge estimates may well have a smaller MSE than their LS counterparts. That is, in spite of their bias, they are on average closer to the population values. Indeed, for a certain range of values of λ, it is known that ridge estimators always have a smaller MSE than the ordinary LS estimates (Hoerl & Ken-nard, 1970 ) regardless of the existence of multi-collinearity problems. We exploit this fact to obtain better estimates in MCA.
To see the effect of regularization in MCA, let us look at Figure 1 as an example.
This figure displays a two-dimensional configuration of response categories obtained by the usual (non-regularized) MCA of Nishisato's (1994) small survey data. In this data set, 23 subjects responded to four multiple-choice items each having three response categories. The questionnaire items, the associated response categories, and the data are given in Appendix (A). In this figure, each response category is labelled using an alphabet/number pairing; the alphabet indicates an item, and the number indicates a category number within the item. Ellipses surrounding the points are 95%
confidence regions obtained by the bootstrap procedure (Efron, 1979) . The smaller the ellipse, the more reliably the point is estimated. The ellipses are fairly large in all cases, indicating that the category points are not very reliably estimated. This is understandable from the fact that the sample size is rather small in this data set. This chapter is organized as follows. In the next section, we present the proposed method of regularized MCA (RMCA) in some detail. We first (section 2.1) briefly discuss ordinary (non-regularized) MCA to provide a context for introducing regularization (section 2.2). We then discuss how to choose an optimal value of the regularization parameter (section 2.3). In section 3, we give some examples that illustrate the use of RMCA. We first (section 3.1) follow up on Nishisato's data and complete our discussion given above, and then (section 3.2) consider a large data set from Greenacre (1993; pp. 124-125) to demonstrate the conditions under which RMCA is most effective. Appendices give descriptions of the data used for illustration.
2 The Method
Multiple Correspondence Analysis (MCA)
In this section we briefly discuss ordinary MCA as an introduction to regularized MCA (RMCA), which we develop in the next section. 
X denote a column-wise centered data matrix obtained from the raw data matrix by X = Q n Z = ZQ 1 p /D , where Q n is the centering matrix of order n (i.e.,
Q n = I n − 1 n 1 n /n, where 1 n is the n-element vector of ones), and Q 1p/D is the block diagonal matrix with
1 p k is the p k -element vector of ones. We assume X is partitioned in the same way as
, which is the block diagonal matrix
In MCA, we find the matrix of column scores (weights)
partitioned in the same way as X, that maximizes
subject to the ortho-normalization restriction that W DW = I A , where A is the dimensionality of the representation space. This leads to the following generalized eigen-equation, 
Regularized MCA
We now introduce a regularization procedure. Definẽ
where λ is a regularization parameter (whose value is determined by some cross validation method, as will be discussed in the next section), and J p is a block diagonal matrix with
Note that
with respect to W, subject to the ortho-normalization restriction that W D(λ)W = I A . This criterion is an extension of (3). The above criterion leads to the following generalized eigen equation analogous to (4):
In order to derive the GSVD equivalent to the above generalized eigen-equation, we need to define a special metric matrix, M(λ), as follows:
where (XX ) + indicates the Moore-Penrose inverse of XX . Note that using M(λ), X X + λJ p can be rewritten as, , respectively. Again, this simplifies the computation. The exact rationale that allows this replacement can again be found in Takane & Hwang (2004) .
The criterion, (7), can be further generalized into:
which is maximized with respect to W, subject to the restriction that
Matrix L k could be any symmetric nnd (non-negative definite) matrix such that 
where
This generalization is often useful when we need a regularization term more complicated than λJ p . Such cases arise, for example, when we want to incorporate, by way of regularization, certain degrees of smoothness in the function to be approximated (e.g., Ramsay & Silverman, 1997) . Adachi (2002) used this form of regularization to modulate the degree of smoothness of the trajectory describing changes in responses to a categorical variable over a period of time. In this case, M(λ) defined in (9) should also be generalized into:
Properties similar to those for
(λ) as well.
The Choice of λ
In this section, we first discuss a cross validation procedure for selecting an optimal value of the regularization (ridge) parameter, λ. We then briefly discuss other nonparametric procedures that help make MCA more inferential.
We should note at the outset that a wide range of values of λ exists for which the regularization method works reasonably well, so that we do not have to be overly concerned about its choice. As will be shown in section 3.2, any value between 2 and 20 works substantially better than λ = 0, and they all give similar results. In this sense, the proposed regularization method is robust. Having said that, we may still want to have an objective procedure that can determine a near optimal value of λ. We may use some kind of cross validation method such as the bootstrap or the G-fold cross validation method. We use the latter without any good reason to favor one over the other. In this method the data set at hand are randomly divided into G sub-samples. One of the sub-samples is set aside, and estimates of parameters are obtained from the remaining data. These estimates are then used to predict the cases in the sample set aside to assess the amount of prediction error. We repeat this process G times, each time setting aside one of the G sub-samples in turn.
Let X (−g) denote the data matrix with data in sample g eliminated from X. We denote the data in sample g (that are eliminated) by X
. We apply RMCA to
, from which we calculate X (g)
. This gives the
We repeat this for all G sub-samples, and collect all cross validated predictions, X
as an index of prediction error, where
We compare the value of ε(λ) for different values of λ (e.g., λ = 0, 1, 2, 5, 10, 20, 30), and choose the value of λ associated with the smallest value of ε(λ).
When G is taken equal to the size of the original data set, this procedure is called leaving-one-out (LOO) or jackknife method. The LOO method may be avoided for large data sets because it requires G = N solutions of RMCA and could be quite time consuming, although for smaller sized data, it may still be used. In most cases, however, the G-fold cross validation method with G < N gives similar results to the LOO method.
The above procedure for determining an optimal value of λ presupposes that we already know the number of dimensions in the RMCA solution. For dimensionality selection, we may use permutation tests similar to the one used by Takane & Hwang (2002) in generalized constrained canonical correlation analysis. Although the permutation tests may also be affected by the value of λ, our experience indicates that the best dimensionality is rarely, if ever, affected by the value of the regularization parameter. Thus, the permutation tests may be applied initially with λ = 0, by which a tentative dimensionality is selected, and the G-fold cross validation method is applied to select an optimal value of λ. We may then reapply the permutation tests with the selected optimal value of λ to make sure that the best dimensionality remains the same. General descriptions of the permutation tests for dimensionality selection can be found in Legendre & Legendre (1998) , and ter Braak (1990) .
We may also use a bootstrap method (Efron, 1979) to assess the reliability of parameter estimates derived by RMCA. In this procedure, random samples (called bootstrap samples) of the same size as the original sample are repeatedly sampled from the original sample with replacement. RMCA is applied to each bootstrap sample to obtain estimates of parameters each time. We then calculate the mean and the variance-covariance of the estimates across the bootstrap samples, from which we calculate estimates of standard errors of the parameter estimates, or draw confidence regions to indicate how reliably parameters are estimated. The latter is done under the assumption of asymptotic multivariate normality of the parameter estimates.
Figures 1 and 2 presented earlier for Nishisato's data were obtained in this way.
When the assumption of asymptotic normality is suspect, we may use a nonparametric method for constructing confidence regions (e.g., Markus, 1994) . Alternatively, we may simply plot as many point estimates (as we obtained by the bootstrap procedure) in the configuration of category points (Greenacre, 1984; 1993) . This is usually good enough to give a rough indication of how tightly or loosely category points are estimated. See Figures 8 and 9 in section 3.2.
Significance tests of the elements of W, may also be performed as byproducts of the bootstrap method described above. We simply count the number of times bootstrap estimates "cross" the value of zero (i.e., if the original estimate obtained from the original sample is positive, we count the number of times the corresponding bootstrap estimates turn out to be negative, and vice versa). If the relative frequency (the p-value) of the cross-over is smaller than a prescribed α level, we conclude that the corresponding parameter is significantly different from zero.
Examples
We report two sets of numerical results in this section. One involves Nishisato's (1994) small survey data we have discussed previously in the introduction section.
The other pertains to Greenacre's (1993) car purchase data. This is a huge data set (over half a million cases) representing the total population of car purchases made in some country during a certain period of time. Because it is a population data set, we can sample data of varying sizes from the population, and directly estimate MSE as well as bias and variance of the estimates that result from a certain estimation procedure. We can directly compare these quantities across different values of λ by systematically varying its value.
Analysis of Nishisato's Data Continued
As mentioned earlier, these data consist of 23 subjects responding to four items each having three response categories. Information regarding this data set is given in Appendix (A).
Permutation tests indicated that the first dimension (corresponding to the singular value of 2.59) was highly significant (p = 0), while the second dimension (corresponding to the singular value of 1.79) was only marginally so (p = .07). The p-values were reported only for λ = 2 found to be optimal for this data set. However, a similar pattern of significance (p-values) was observed for other values of λ. All subsequent analyses on this data set assumed A = 2.
The LOO method was then applied to find an optimal value of the regularization parameter. (The LOO method was feasible because this was a small data set.) The estimate of prediction error (ε) was found to be .391 for λ = 0, .383 for λ = 1, .382
for λ = 2, and .391 for λ = 5. Thus, an optimal value of λ was found to be 2.
A bootstrap method was used to assess the reliability of the parameter estimates.
This was done for both λ = 0 (non-regularized MCA) and the optimal value of λ = 2 (RMCA) for comparison. One thousand bootstrap samples were generated, parameter estimates were obtained for each sample, and the mean and the variancecovariance estimates of the estimated parameters were calculated, from which the 95% confidence regions depicted in Figures 1 and 2 were drawn. As we have seen already, confidence regions are almost uniformly smaller for the parameter estimates obtained by RMCA (with the optimal value of λ = 2) than those obtained by non-regularized MCA (under λ = 0), indicating that the parameters are more reliably estimated in the former. The regularization tends to shrink the estimates. To avoid getting smaller confidence regions just because of the shrinking effects, the configuration obtained by RMCA was sized up to match the size of the configuration obtained by the ordinary MCA, and the variance-covariance estimates of the former were adjusted accordingly.
Confidence regions were also drawn for subject points (row scores). This was done as follows. The column scores (W) derived from each bootstrap sample were applied to the original data to derive estimates of the coordinates of subject points. The mean and the variance-covariance estimates of the subject points were calculated over the bootstrap samples, and the confidence regions were drawn in the same way as before. 
Analysis of Greenacre's Car Purchase Data
The second data set we analyze comes from Greenacre (1993, pp. 124-125) . The total number of 581,515 cars purchased in the USA during the last quarter of year 1988 were cross classified in terms of 14 size classes of car and purchaser profiles, and are reported in the form of a two-way contingency table. The purchaser profiles were defined by the age of the oldest person in the household of the purchaser, and the income of the household. The age variable was classified into 7 groups, and the income variable into 9 levels, which are factorially combined to create 63 categories.
More detailed descriptions of the categories in the three variables (size classes, age and income) can be found in Appendix (B).
Because the data are population data, there is no inferential problem arising.
On the other hand, this provides a golden opportunity to perform various sampling experiments on the data to examine the quality of estimates against population parameters. In particular, we can directly estimate MSE as well as its breakdown into squared bias and variance by applying RMCA to data sampled from this population.
We may compare MSE across different values of the regularization parameter including the non-regularized case (λ = 0) to assess the effect of regularization. We may also systematically vary the sample size.
In order to apply MCA, the data were first rearranged into a multiple-choice data format. We took the three variables (size classes, age and income) all constituting column categories defining profiles of purchases. Rows of this data represent 882 (= 14 × 63) distinct profiles of purchases indicated by patterns of size classes of cars purchased, age groups and income levels of the household of purchasers. Figure   5 presents the two-dimensional population configuration of the 30 (= 14 + 7 + 9) category points obtained by applying the ordinary MCA to this data set. Size classes of car are indicated by upper case alphabetic characters (A through N), age groups by small "a" followed by the number indicating the age group (a1 through a7), and income levels by small "i" followed by the number indicating the income level (i1 through i9). Age groups are connected by dotted line segments, and so are income 
where I is the number of sampled data sets within each condition. In the present case, I = 100 in all conditions. First of all, if we do not regularize, we need a much larger sample size to achieve the same degree of MSE than when we regularize with a near optimal value of the regularization parameter. For example, to achieve without regularization the level of MSE (with λ = 20) achieved for a sample size of N = 500, we roughly need four times as many observations (N = 2000) . This ratio diminishes as the sample size increases. However, it can still be substantially larger than 1 for the sample size as large as N = 5000. Secondly, MSE does not go up drastically even if we overshoot its value, that is, if we happen to choose too large a value of λ by mistake. This indicates that we do not have to be overly concerned about the choice of the value of the regularization parameter. This tendency holds across different sample sizes.
The computation of MSE in Figure 6 presupposed a two-dimensional configuration of category points. However, essentially the same results hold for other dimensionalities, including the single dimensional case.
***** Insert Figure 6 about here ***** Figure 7 breaks down the MSE presented in Figure 6 into squared bias and variance components for N = 500. The squared bias tends to go up, while the variance goes down, as the value of λ increases. The sum of these quantities, MSE, takes the smallest value somewhere in the mid range. This is the characteristic of the MSE function that Hoerl and Kennard (1970) theoretically derived in the context of ridge regression. It is reassuring to find a similar tendency in RMSA, although the curves depicted in Figure 6 were derived empirically, and not theoretically. Although only the results for N = 500 are presented, essentially the same tendency was observed for other sample sizes. Also, these curves were derived in all cases from two-dimensional solutions. As before, a similar tendency holds for other dimensionalities.
***** Insert Figure 7 about here *****
To compare the quality of estimates obtained from RMCA with those obtained from the non-regularized MCA, two categories of the size class variable were picked out and subjected to further examination. Those two categories are Class C and Class A cars. The former has a relatively small marginal frequency (9,626 purchases out of 581,515), the latter a relatively large observed frequency (68,977). These translate into less than 2% and nearly 12% of the total purchases, respectively. It is anticipated that the sampling error is much larger in the small frequency category. 
Concluding Remarks
Regularization techniques similar to the one developed in this chapter have been investigated in many other statistical methods including regression analysis (Hoerl & Kennard, 1970 ; see also Groß, 2003) , canonical correlation analysis (Vinod, 1976; Ramsay & Silverman, 1999) , discriminant analysis (Dipillo, 1976; Friedman, 1989 ; see also Hastie, Tibshirani, & Friedman, 2001) , PCA (Principal Component Analysis),
etc. This chapter is the first demonstration of its usefulness in MCA. Its usefulness was demonstrated through numerical experiments involving actual data sets. A similar regularization technique may be incorporated into many other multivariate data analysis techniques, for example, generalized canonical correlation analysis (Takane & Hwang, 2004) , redundancy analysis (Takane & Yanai, 2003) , hierarchical linear models (HLM), logistic regression and discrimination, generalized linear models, log-linear models, and structural equation models (SEM), etc.
Incorporating prior knowledge is essential in many data analysis situations. Information obtained from the data is never sufficient, and must be supplemented by prior information. In regression analysis, for example, the regression curves or surfaces (the conditional expectation of the criterion variable, y, as a function of predictor variables, X) are estimated for the entire range of X based on a finite number of observations. In linear regression analysis, this is enabled by the prior knowledge (assumption) that the regression curves and surfaces are linear within a certain range of X. Regularization may be viewed as a way of incorporating prior knowledge in data analysis. In the ridge type of regularization, the prior knowledge takes the form that any parameters in the model (category points in MCA) should not be too far away from 0 (the origin). That is, the effect of λ is to shrink the estimates toward zero in the light of this prior knowledge.
In a broader perspective, the results presented in this chapter cast serious doubts about the adequacy of the conventional estimation methods (such as the maximum likelihood estimation method) that rely on asymptotic rationale. For problems with small to moderate sample sizes, there are better estimation procedures in the sense of achieving smaller MSE. It is not easy to theoretically prove the superiority of the regularization method, and little theoretical work has been done outside regression analysis. However, the kind of numerical experiments used in the present chapter is easy to implement in a variety of contexts other than MCA, and it is expected that similar results will be obtained.
Software Notes
MATLAB programs used to obtain the results reported in this paper can be obtained by sending a request to takane@takane2.psych.mcgill.ca
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