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Актуальность работы
Многие задачи дискретной оптимизации могут быть решены при помощи
моделей и методов теории графов. Важным разделом теории графов явля-
ется теория потоков Форда–Фалкерсона1. Наиболее известная задача теории
потоков – задача о нахождении максимального потока в транспортной се-
ти. Сведение к задаче о наибольшем потоке используется при решении ряда
задач, одной из которых является задача целочисленного сбалансирования
двумерной матрицы.
Различные задачи целочисленного сбалансирования возникают в сфере
управления, экономики, финансов. В частности, подобная задача ставится
при планировании железнодорожных грузоперевозок. Имеется матричный
план по отправке вагонов, который группируется по некоторым показате-
лям (например, направление, тип вагона, владелец вагона и т. п.). Данный
план составляется на месяц и естественно является целочисленным. Однако
вагоны необходимо отправлять ежедневно. При делении на количество дней
в месяце план перестает быть целочисленным. Поэтому возникает проблема
такого округления основных параметров, чтобы суммирующие показатели не
выходили за определенные рамки. Данный план может быть представлен в
виде k-мерной матрицы, где k – это число показателей, по которым ведется
суммирование.
Другой областью применения задач целочисленного сбалансирования яв-
ляется округление экономического плана (представленного, как некоторая
«шахматка»), в котором ведется суммирование по разным показателям каких-
либо удельных характеристик (нецелочисленных) и требуется округление до
ближайших целых значений с сохранением балансовых округлений.
Также задачи целочисленного сбалансирования возникают в банковской
сфере, например, в задаче оптимального округления плана валютных счетов.
Имеется некий план валютных счетов, которые группируются по нескольким
показателям (например, вид валюты, клиент, дата). Такой план при k показа-
телях может быть представлен в виде k-мерной сбалансированной матрицы,
внутренними элементами которой являются величины счетов, а на боковых
гранях стоят суммы по соответствующим показателям. При переводе одной
1Форд Л. Р., Фалкерсон Д. Р. Потоки в сетях. М.: Мир, 1966. 276 с.
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валюты в другую возникает проблема округления величин счетов до целых
чисел. Округление до ближайшего целого может привести к значительному
расхождению в итоговой сумме, что ведет к определенным финансовым по-
терям. Поэтому необходим такой алгоритм целочисленного сбалансирования
матрицы плана, чтобы расхождение в общей сумме было минимальным.
Задача целочисленного сбалансирования двумерной матрицы ставится сле-
дующим образом2. Пусть имеется матрица A размерности (n+1)× (m+1) с
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Ищется такая целочисленная матрица D, что выполняются условия:
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Эта целочисленная матрица D называется сбалансированной для матри-
цы A. Без ограничения общности можно считать, что элементы исходной
нецелочисленной матрицы A принадлежат полуинтервалу [0, 1).
Задача целочисленного сбалансирования двумерного матричного плана
может быть сведена к задаче нахождения максимального потока в транспорт-
ной сети. Максимальный поток в этой сети, найденный при помощи алгорит-
ма Форда–Фалкерсона, будет индуцировать решение задачи целочисленного
сбалансирования двумерной матрицы. Таким образом, задача целочисленно-
го сбалансирования двумерной матрицы может быть решена за полиноми-
альное время.
Аналогичная задача сбалансирования может быть поставлена и в трех-
мерном случае. Имеется трехмерная вещественная матрица A с неотрица-
тельными элементами aijp (i ∈ 0, n, j ∈ 0,m, p ∈ 0, t), для которых выполне-
ны условия баланса:
2Коршунова Н. М., Рублев В. С. Задача целочисленного сбалансирования матрицы // Современные
проблемы математики и информатики, вып. 3. Ярославль: ЯрГУ им. П.Г. Демидова, 2000. C. 145–150.
Кондаков А. С., Рублев В. С. Задача сбалансирования матрицы плана // Доклады Одесского Семи-
нара по дискретной математике. Южный научный центр НАН и МОН Украины. Вып. 2 (июль 2005).
Одесса: Астропринт, 2005. C. 24–26.
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каждый элемент с некоторыми нулевыми индексами равен сумме всех
элементов, для которых ненулевые индексы оставлены неизменными, а ну-
левые индексы заменены всеми возможными ненулевыми значениями диа-
пазонов соответствующих индексов.
Требуется так округлить элементы матрицы до целых значений сверху
или снизу (элемент a000 округляется до ближайшего целого), чтобы остались
неизменными условия баланса.
Построение модели, аналогичной двумерному случаю, здесь уже невоз-
можно. В данной диссертационной работе рассмотрено обобщение теории по-
токов Форда–Фалкерсона, названное кратными потоками и задачей о нахож-
дении максимального кратного потока. Показано, что задача целочисленно-
го сбалансирования трехмерной матрицы может быть сведена к задаче о на-
хождении максимального кратного потока, удовлетворяющего определенным
условиям разрешимости. Построен и обоснован алгоритм нахождения такого
потока. Кроме того, доказана NP -полнота задачи сбалансирования.
Также в работе рассмотрена задача минимизации ошибок округления в
задаче целочисленного сбалансирования трехмерной матрицы. Данная за-
дача является актуальной во многих практических задачах, где возникает
необходимость целочисленного сбалансирования. Для задачи минимизации
построен алгоритм решения и обоснованы все результаты.
Цель и задачи работы
Целью данной работы является исследование задачи целочисленного сба-
лансирования трехмерной матрицы. Среди основных задач выделяются:
1) исследование возможности простого сведения к потоковой задаче;
2) исследование вопроса разрешимости задачи сбалансирования;
3) построение алгоритма, который мог бы находить решение возможно бо-
лее эффективным методом, чем общий метод решения задач целочисленного
линейного программирования;
4) решение задачи минимизации ошибок округления при целочисленном
сбалансировании;
5) изучение вопроса о сложности задачи сбалансирования.
Методы исследования
В диссертационной работе используются методы теории графов, теории
линейного программирования. Также используются аналитические методы
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доказательства сводимости дискретных задач.
Научная новизна
Все основные результаты являются новыми:
1) введены основные понятия теории кратных сетей и кратных потоков,
обоснована теорема о разности двух полных потоков в сети кратности 2;
2) получено сведение задачи целочисленного сбалансирования к задаче о
наибольшем кратном потоке в сети сбалансирования, удовлетворяющем усло-
виям разрешимости;
3) получен и обоснован алгоритм нахождения максимального кратного
потока указанного вида;
4) доказана NP -полнота задачи целочисленного сбалансирования трех-
мерной матрицы;
5) построен и обоснован алгоритм минимизации ошибок округления в за-
даче целочисленного сбалансирования трехмерной матрицы.
Практическая значимость работы
Задача целочисленного сбалансирования трехмерной матрицы возникает
в сфере управления, экономики, финансов. Построенные в данной работе ал-
горитмы позволят решать данные задачи. Кратные сети и кратные потоки
могут быть приложимы к ряду задач дискретной оптимизации. В данной ра-
боте исследован класс кратных сетей целочисленного сбалансирования крат-
ности 2, результаты могут в дальнейшем быть обобщены для сетей произ-
вольной кратности k.
Апробация работы
Основные результаты работы докладывались на научном семинаре, про-
водимом на кафедре теоретической информатики ЯрГУ «Моделирование и
анализ информационных систем» и обсуждались на научных конференциях:
1. «Дискретные модели в теории управляющих систем», VII международ-
ная конференция, Москва, 2006.
2. Одесский Семинар по дискретной математике, Одесса, 2006.
3. «Дискретная математика и ее приложения», IX Международный семи-
нар, посвященный 75-летию со дня рождения академика О. Б. Лупано-
ва, Москва, 2007.
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4. Одесский Семинар по дискретной математике, Одесса, 2007.
5. «Кибернетика и высокие технологии XXI века», IX международная
научно-техническая конференция, Воронеж, 2008.
6. «Синтез и сложность управляющих систем», XVII Международная
школа-семинар имени академика О. Б. Лупанова, Новосибирск, 2008.
7. «Дискретные модели в теории управляющих систем», VIII междуна-
родная конференция, Москва, 2009.
8. «Молодежь. Наука. Инновации – 2009», 62 региональная научно-
техническая конференция студентов, магистрантов и аспирантов выс-
ших учебных заведений с международным участием, Ярославль, 2009.
9. «Дискретная математика и ее приложения», X Международный семи-
нар, Москва, 2010.
10. «Синтаксис и семантика логических систем», 3-я Российская школа-
семинар, Иркутск, 2010.
11. Одесский Семинар по дискретной математике, Одесса, 2010.
12. Семинар кафедры информатики и автоматизации научных исследова-
ний Нижегородского государственного университета им. Н. И. Лобачев-
ского, Нижний Новгород, 2010.
Кроме того, программа MatrixBalancing для нахождения решения зада-
чи целочисленного сбалансирования трехмерной матрицы получила свиде-
тельство о государственной регистрации программы для ЭВМ (свидетельство
№2010611519).
Работа «Задача целочисленного сбалансирования трехмерной матрицы»
была награждена медалью «За лучшую научную студенческую работу» на
Открытом конкурсе лучших научных работ студентов в области естествен-
ных, технических и гуманитарных наук (приказ Рособразования от 15 июня
2009 г. №641).
Исследования по теме диссертационной работы были отмечены дипломом
за победу во Внутривузовском конкурсе лучших поисковых работ аспирантов
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«Подготовка научно-педагогических кадров в научно-образовательных цен-
трах вуза» 2009 года по направлению «Информатика».
Работа соискателя по теме диссертации поддержана ФЦП «Научные и
научно-педагогические кадры инновационной России» на 2009-2013 годы (го-
сударственный контракт № П161).
Публикации
По теме диссертации опубликовано 15 научных работ, из них 3 в жур-
налах из перечня ВАК. Список публикаций приведен в конце авторефера-
та. В работах, написанных совместно с научным руководителем, соискателем
полностью самостоятельно были получены следующие результаты: идея по-
слойного алгоритма; алгоритм нахождения максимального кратного потока,
отвечающего условиям разрешимости задачи сбалансирования, и его обосно-
вание; алгоритм минимизации ошибок округления, основанный на обобщен-
ном алгоритме пометок; сравнительный анализ алгоритмов целочисленного
сбалансирования. Все остальные результаты получены в нераздельном соав-
торстве.
Структура и объем диссертации
Диссертационная работа состоит из введения, шести глав, заключения,
двух приложений и списка литературы, содержащего 83 наименования. Дис-
сертация содержит 17 рисунков. Объем диссертации без приложений и списка
литературы составляет 86 страниц, общий объем – 177 страниц.
СОДЕРЖАНИЕ РАБОТЫ
Во введении дается обзор родственных задач (задача целочисленно-
го сбалансирования двумерной матрицы, задачи оптимального округления).
Для задачи целочисленного сбалансирования двумерной матрицы приводит-
ся схема сведения ее к задаче о наибольшем потоке в сети. Также рассмат-
ривается задача минимизации ошибок округления в задаче сбалансирования
двумерной матрицы.
Кроме того, во введении приведены примеры практических задач, для
решения которых необходимо найти решение задачи целочисленного сбалан-
сирования матрицы.
В первой главе дается постановка задачи целочисленного сбалансиро-
вания трехмерной матрицы. Дана вещественная трехмерная матрица A раз-






























aijp (i ∈ 1, n, j ∈ 1,m); ai0p =
m∑
j=1




aijp (j ∈ 1,m, p ∈ 1, t).
Ищется целочисленная сбалансированная матрицаD той же размерности,
для которой выполнены условия:




























dijp (i ∈ 1, n, j ∈ 1,m); di0p =
m∑
j=1




dijp (j ∈ 1,m, p ∈ 1, t).
Постановку задачи целочисленного сбалансирования трехмерной матри-
цы можно также дать в виде трехиндексной задачи линейного программи-
рования. Пусть имеется вещественная трехмерная матрица A размерности
(n + 1) × (m + 1) × (t + 1) с неотрицательными элементами aijp, для кото-
рой выполнены условия баланса. Ищется целочисленная сбалансированная






































dijp ≤ da0jpe (j ∈ 1,m, p ∈ 1, t);
baijpc ≤ dijp ≤ daijpe (i ∈ 1, n, j ∈ 1,m, p ∈ 1, t);








Обе постановки являются эквивалентными.
Построение модели, аналогичной двумерному случаю, для трехмерной
матрицы уже невозможно, в связи с чем рассмотрен вопрос о сводимости
в смысле «естественного» сведения. Это такое сведение, при котором по
исходной трехмерной матрице будет строиться сеть; при этом каждому эле-
менту aijp матрицы будет соответствовать вершина сети, а пропускные спо-
собности дуг будут устанавливаться в зависимости от значений aijp, причем
все пропускные способности дуг должны быть целочисленными. Потребуем
также, чтобы некоторое подмножество компонент оптимального решения по-
токовой задачи образовывало оптимальное решение задачи сбалансирования
и задача сбалансирования не имела допустимого решения, если не имеет до-
пустимого решения потоковая задача.
Теорема 1. Пусть n ≥ 2, m ≥ 2, p ≥ 2. Тогда для задачи целочисленно-
го сбалансирования трехмерной матрицы не существует «естественного»
сведения к задаче о нахождении наибольшего потока.
10
Во второй главе вводится понятие кратных сетей и кратных потоков,
производится сведение задачи целочисленного сбалансирования к задаче о
наибольшем кратном потоке. Также доказывается теорема о разности двух
полных кратных потоков в сети кратности 2.
Кратные потоки являются обобщением теории потоков Форда–Фалкерсона.
При этом вводится целое k > 1, которое называется кратностью потока. В ка-
честве сети рассматривается ориентированный мультиграф G(X,U), между
вершинами которого могут быть дуги одного из 3 видов:
1) обычная дуга uo с пропускной способностью c(uo), поток по которой не
связан с потоком по другим дугам; множество обычных дуг обозначим через
U o;
2) кратная дуга uk между двумя вершинами, которая состоит из k дуг
одной ориентации с одинаковой пропускной способностью c(uk) и одинаковым
потоком по каждой из них; множество кратных дуг обозначим через Uk;
3) связанная дуга u между двумя вершинами, которая связана с еще k−1
дугой, имеющих одинаковый один из концов; множество связанных дуг, вы-
ходящих из одной вершины или входящих в одну вершину, будем называть
мультидугой um; пропускная способность всех связанных дуг одной мульти-
дуги одинакова; поток по каждой связанной дуге из мультидуги одинаков;
множество мультидуг обозначим через Um.
Множество выходящих из вершины дуг может быть либо только кратны-
ми дугами, либо только одной мультидугой (k связанных дуг), либо только
обычными дугами.
Из источника x0 сети выходят только кратные дуги, а в сток z сети вхо-
дит только одна мультидуга. Если из вершины выходят связанные дуги муль-
тидуги, то в нее обязательно входит кратная дуга. Если в вершину входит
мультидуга, то из нее может выходить только кратная дуга. Определенный
таким образом мультиграф G(X,U) с пропускными способностями дуг назо-
вем кратной (транспортной) сетью.
Кратным потоком по сети называется целочисленная функция, опреде-
ленная на множестве дуг U = U o ∪ Uk ∪ Um, для которой выполнены усло-
вия неотрицательности, ограниченности (пропускными способностями дуг) и
неразрывности потока (в каждой вершине).
Величиной кратного потока называется сумма ϕz входящего потока для
стока z, равная сумме выходящего из источника потока.
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Отметим, что при k = 1 кратная сеть превращается в обычную транс-
портную сеть, а кратный поток превращается в обычный поток по этой сети.
Задача о наибольшем кратном потоке для кратной сети является обобщением
задачи о наибольшем потоке для обычной транспортной сети.
Покажем теперь, каким образом задача целочисленного сбалансирования
трехмерной матрицы может быть сведена к задаче о наибольшем кратном
потоке.
Заметим, что без ограничения общности в задаче о целочисленном сба-
лансировании можно считать, что aijp < 1 для всех ненулевых значений
индексов i, j, p. В противном случае исходную матрицу A можно разло-
жить на сумму матриц B + F , где B образована целыми частями элемен-
тов aijp (i ∈ 1, n, j ∈ 1,m, p ∈ 1, t) и значения элементов bijp с нулевыми
индексами находятся из условий баланса, а F = B − A. Если H – цело-
численная сбалансированная матрица для F , то D = B + H – целочислен-
ная сбалансированная матрица для A. Это замечание позволяет считать, что
dijp ∈ {0, 1} (i ∈ 1, n, j ∈ 1,m, p ∈ 1, t).
Кратная сеть G(X,U) целочисленного сбалансирования представлена на
рис. 1 на следующей странице. Каждому элементу aijp матрицы A соответ-
ствует вершина сети xijp (на рисунке показаны только вершины со значения-
ми индексов 0, 1 и n,m, t соответственно для индексов i, j, p). Кратные дуги
отмечены жирными стрелками (для наглядности кратные дуги вместе с вер-
шинами, которые они соединяют, показаны на рисунке дважды – в частях G1
и G2 сети G). Связанные дуги мультидуг отмечены двойными стрелками и
при этом вторая стрелка стоит у вершины, которая является общим концом
связанных дуг мультидуги (в сток z входит мультидуга, образованная свя-
занными дугами из z1 и z2, а из каждой вершины xijp (i > 0, j > 0, p > 0)
выходит мультидуга, образованная связанными дугами, одна из которых на-
ходится в части G1, а другая – в части G2). Каждой вершине xijp, где более
чем 1 индекс имеет нулевые значения, соответствует дополнительная вер-
шина x′ijp, а также вершинам zk (k = 1, 2) соответствуют дополнительные
вершины z′k. Пропускные способности кратных дуг:
c(x000, xi00) = 2bai00c (i ∈ 1, n); c(x000, x′000) = 2
(






c(x′000, xi00) = 2(dai00e − bai00c) (i ∈ 1, n);
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Рис. 1. Кратная сеть целочисленного сбалансирования трехмерной матрицы
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(i ∈ 1, n);
c(x′i00, xij0) = 2(daij0e − baij0c) (i ∈ 1, n, j ∈ 1,m);
c(xij0, xijp) = 2daijpe (i ∈ 1, n, j ∈ 1,m, p ∈ 1, t).
Пропускные способности связанных дуг для всех мультидуг из вершин
xijp равны daijpe, а пропускные способности связанных дуг, входящих в вер-
шину z : c(zk, z) = ba000 + 0.5c (k = 1, 2).
Пропускные способности обычных дуг:
c(x0jp, x0j0) = ba0jpc (j ∈ 1,m, p ∈ 1, t);
c(x0jp, x
′
0j0) = da0jpe − ba0jpc (j ∈ 1,m, p ∈ 1, t);
c(x′0j0, x0j0) = da0j0e −
t∑
p=1
ba0jpc (j ∈ 1,m); c(x0j0, z1) = ba0j0c (j ∈ 1,m);
c(x0j0, z
′




c(xi0p, x00p) = bai0pc (i ∈ 1, n, p ∈ 1, t);
c(xi0p, x
′
00p) = dai0pe − bai0pc (i ∈ 1, n, p ∈ 1, t);
c(x′00p, x00p) = da00pe −
n∑
i=1
bai0pc (p ∈ 1, t); c(x00p, z2) = ba00pc (p ∈ 1, t);
c(x00p, z
′




Связь задачи целочисленного сбалансирования и задачи о максимальном
кратном потоке устанавливается следующей теоремой.
Теорема 2. Если задача целочисленного сбалансирования трехмерной мат-
рицы имеет решение, то оно индуцирует максимальный поток в кратной
сети G следующим образом:
1) для каждой вершины xijp, являющейся концом кратной дуги, прохо-
дящий через нее поток равен 2dijp;
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2) для каждой вершины xijp, являющейся концом обычной дуги, прохо-
дящий через нее поток равен dijp;
3) для вершины x′000 проходящий через нее поток равен c(x000, x′000);
4) для каждой вершины zk (k = 1, 2) проходящий через нее поток равен
ba000 + 0.5c;
5) для каждой вершины z′k (k = 1, 2) проходящий через нее поток равен
c(z′k, zk).
Справедливость теоремы 2 следует непосредственно из правил построения
кратной сети целочисленного сбалансирования. Однако обратное утвержде-
ние неверно: не всякому максимальному кратному потоку величины 2ba000+
0.5c соответствует решение задачи целочисленного сбалансирования матри-
цы. Поэтому дополнительно потребуем выполнение следующих условий, ко-
торые в дальнейшем мы будем называть условиями разрешимости:
f(xi00, xij0) + f(x
′
i00, xij0) ≥ c(xi00, xij0) (i ∈ 1, n, j ∈ 1,m);
f(x0jp, x0j0) + f(x0jp, x
′
0j0) ≥ c(x0jp, x0j0) (j ∈ 1,m, p ∈ 1, t);
f(xi0p, x00p) + f(xi0p, x
′
00p) ≥ c(xi0p, x00p) (i ∈ 1, n, p ∈ 1, t).
(1)
Здесь f(a, b) – это поток на соответствующей дуге. В дальнейшем дуги
(xi00, xij0), (x0jp, x0j0), (xi0p, x00p) (i ∈ 1, n, j ∈ 1,m, p ∈ 1, t) мы будем





00p, x00p) (i ∈ 1, n, j ∈ 1,m, p ∈ 1, t) мы будем называть
дополнительными.
Справедливо следующее утверждение.
Теорема 3. Пусть максимальный кратный поток ϕ для сети G имеет
величину ϕz = 2ba000 + 0.5c и выполнены условия разрешимости (1). Тогда
данный поток индуцирует решение задачи целочисленного сбалансирования
трехмерной матрицы следующим образом: положим dijp равным
1) половине величины потока, проходящего через вершину xijp, если она
является концом кратной дуги;
2) величине потока, проходящего через вершину xijp, если она является
концом обычной дуги.
Объединяя вышесказанное, получаем следующий критерий разрешимости
задачи сбалансирования.
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Теорема 4. Для того, чтобы задача целочисленного сбалансирования имела
решение, необходимо и достаточно, чтобы в сети целочисленного сбалан-
сирования существовал максимальный кратный поток ϕ величины ϕz =
2ba000 + 0.5c, для которого выполняются условия разрешимости (1).
Теорема 4 устанавливает сведение задачи целочисленного сбалансирова-
ния к задаче о максимальном кратном потоке.
Объединение мультидуги umz , идущей из вершин z1, z2 в z и двух путей
µr (r = 1, 2), каждый из которых является ориентированным путем в соот-
ветствующей части Gr из вершины x000 в вершину zr, назовем обобщенным
путем, если каждый из путей µr проходит через одну и ту же вершину xijp
с ненулевыми индексами i > 0, j > 0, p > 0.
Кратный поток назовем полным, если любой обобщенный путь из x000 в
z имеет дугу u (обычную, кратную или мультидугу), поток по которой равен
ее пропускной способности f(u) = c(u).
Проекция Ci (i = 1, 2) подграфа C на часть сети Gi – это часть подграфа
C, образованная его вершинами и дугами, принадлежащими Gi.
Так как части Gi (i = 1, 2) сети G представляют собой обычные транс-
портные сети с источником x000 и стоком zi, то будем называть некоторый
путь из x000 в zi путем прорыва в части Gi, если f(u) < c(u) на прямых
дугах и f(u) > 0 на обратных дугах этого пути.
Разрезом R в кратной сети G(X,U), отделяющим x000 и z, назовем мно-
жество вершин R, где x000 ∈ R, а z ∈ R (R = X\R). Число c(R) =∑
x∈R,y∈R c(x, y) назовем пропускной способностью разреза R. Разрез R0 =
argminR c(R) назовем минимальным разрезом.
Пусть в кратной сети определен некоторый поток ϕ величины ϕz ≥ 0.
Кратным циклом в сети G(X,U), где X – множество вершин, U – множество
дуг (обычных, кратных или мультидуг), назовем такой подграф C(X ′, U ′),
X ′ ⊂ X , U ′ ⊂ U , для которого:
1) проекции C1 и C2 на части G1 и G2 соответственно есть объединение
некоторых циклов, причем дуги, поток по которым ненулевой, могут прохо-
диться в обратном направлении;
2) проекции C1 и C2 согласованы (одинаковы) на общей части подграфов
G1 и G2;
3) C1 представим в виде C1 = ∪{Cj1}, где Cj1 – некоторые циклы и Cj1 6⊂
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Ck1 ∀j 6= k; при этом для любой дуги u из G1 выполняется неравенство
0 ≤ f(u) + a+(u)− a−(u) ≤ c(u),
где a+(u) – это число циклов Cj1 , в которых дуга u проходится в прямом
направлении, а a−(u) – это число циклов Cj1 , в которых дуга u проходится в
обратном направлении. Такое же условие должно выполняться и для C2.
Обобщенным путем прорыва в сети G(X,U) для некоторого кратного
потока ϕ назовем такой подграф S(X ′, U ′), X ′ ⊂ X, U ′ ⊂ U , для которого:
1) каждая из проекций S1 и S2 на части G1 и G2 соответственно есть
объединение ровно одного пути прорыва из x000 в z и некоторых циклов,
причем дуги, поток по которым ненулевой, могут проходиться в обратном
направлении;
2) проекции S1 и S2 согласованы (одинаковы) на общей части подграфов
G1 и G2;
3) S1 представим в виде S1 = µ1 ∪ {Cj1}, где µ1 – путь прорыва, Cj1 –
некоторые циклы и Cj1 6⊂ Ck1 ∀j 6= k; при этом для любой дуги u из G1
выполняется неравенство
0 ≤ f(u) + a+(u)− a−(u) ≤ c(u),
где a+(u) – это число элементов множества µ1 ∪ {Cj1}, в которых дуга u
проходится в прямом направлении, а a−(u) – это число элементов множества
µ1 ∪ {Cj1}, в которых дуга u проходится в обратном направлении. Такое же
условие должно выполняться и для S2;
4) S не содержит кратного цикла.
Рассмотрим теперь обычную сеть G(X,U); X – множество вершин, U
– множество дуг. ϕ(U) – поток в сети G(X,U), ϕz – его величина. c(u) –
пропускная способность дуги u; c(u) ≥ f(u) ≥ 0 – поток на дуге. fx(u) –
поток, входящий или исходящий из вершины по дуге u. Пусть x0 – источник,
z – сток сети G(X,U).
Gϕ = G(X,Uϕ); Uϕ = {u|f(u) 6= 0}.
Лемма 1. Пусть ϕ1(U), ϕ2(U) – потоки в сети G(X,U), причем ϕ1z < ϕ2z.
Пусть ϕ0(U) = ϕ2(U) − ϕ1(U). Тогда граф Gϕ0 = {Si} ∪ {Cj}, где {Si} –
множество всех путей прорыва из x0 в z для потока ϕ1, {Si} 6= ∅, а {Cj}
– множество всех циклов.
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Лемма 2. Пусть ϕ1(U), ϕ2(U) – потоки в сети G(X,U), причем ϕ1z = ϕ2z.
Пусть найдутся такие дуги сети G(X,U), что потоки ϕ1(U), ϕ2(U) на
этих дугах различны. Пусть ϕ0(U) = ϕ2(U)−ϕ1(U). Тогда граф Gϕ0 = {Cj},
где {Cj} – множество всех циклов.
Перейдем теперь к кратным сетям. Так же, как и в случае обычной сети,
обозначим Gϕ = G(X,Uϕ); Uϕ = {u|f(u) 6= 0}.
Теорема 5. Пусть ϕ1(U), ϕ2(U) – два полных потока в кратной сети
G(X,U), причем ϕ1z ≤ ϕ2z. Пусть ϕ0(U) = ϕ2(U)− ϕ1(U). Тогда граф Gϕ0 =
{Si} ∪ {Cj}, где {Si} – множество всех обобщенных путей прорыва из x000
в z, а {Cj} – множество всех кратных циклов. В случае, когда ϕ1z = ϕ2z =
ϕmaxz , {Si} = ∅.
В третьей главе приведен и обоснован алгоритм нахождения макси-
мального кратного потока для решения задачи целочисленного сбалансиро-
вания, рассмотрены примеры работы алгоритма.
Выполнение алгоритма разбивается на три больших этапа:
1) этап построения полного потока;
2) этап увеличения потока. Если полученный полный поток не является
максимальным, то увеличиваем поток при помощи обобщенного алгоритма
пометок (см. ниже) до тех пор, пока поток не станет максимальным;
3) этап коррекции потока. Если полученный максимальный поток имеет
величину 2ba000 + 0.5c, но не удовлетворяет условиям разрешимости (1), то
выполняем коррекцию потока при помощи обобщенного алгоритма пометок
до тех пор, пока не будут выполнятся условия разрешимости (1), либо не
будет показано, что подобная коррекция невозможна.
Алгоритм нахождения полного потока прост. На данном этапе увеличения
потока можно добиваться, находя все возможные обобщенные пути прорыва
из x000 в z через вершины xijp (i ∈ 1, n, j ∈ 1,m, p ∈ 1, t) без обратных дуг
и увеличивая поток по ним. В итоге будет получен полный поток.
Рассмотрим обобщенный алгоритм пометок. Идея алгоритма состоит в
следующем: в проекциях G1 и G2 поочередно строятся пути прорыва µ1 и µ2
(возможно, в объединении с некоторыми циклами) до тех пор, пока пути в
обеих проекциях не станут согласованными, либо же не останется вариантов
для продолжения построения пути. В первом случае объединение µ1 и µ2 с
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мультидугой с концом в z даст обобщенный путь прорыва, во втором случае
производится откат до «точки ветвления», после чего выполнение алгоритма
возобновляется. Если точкой ветвления оказывается x000 и при этом x000 не
помечена, то задача целочисленного сбалансирования не имеет решения.
Идея алгоритма этапа коррекции состоит в поиске кратных циклов в сети
с максимальным потоком и изменении величины потока на дугах этих цик-
лов. Каждый из этих циклов должен содержать хотя бы одну дугу, поток
по которой не максимален. При построении очередного цикла запрещается
уменьшать поток по насыщенным основным дугам (т.е. по тем основным ду-
гам u, для которых f(u) = c(u)). Для нахождения такого цикла выбирается
произвольная ненасыщенная основная дуга и с помощью обобщенного алго-
ритма пометок находится обобщенный путь прорыва из конца этой дуги в
ее начало. Объединение выбранной дуги и построенного пути прорыва дает
искомый кратный цикл. Процесс построения циклов и изменения потока по
ним происходит до тех пор, пока не будут выполнены условия разрешимо-
сти (1), либо же не будет установлена невозможность построения очередного
цикла.
Теорема 6. Если задача целочисленного сбалансирования трехмерной мат-
рицы имеет решение, то оно может быть найдено при помощи алгоритма
нахождения максимального кратного потока для решения задачи сбаланси-
рования.
В четвертой главе обосновывается NP -полнота задачи целочисленного
сбалансирования трехмерной матрицы.
Для доказательства NP -полноты задачи целочисленного сбалансирова-
ния трехмерной матрицы рассматривается следующее сужение класса задач
целочисленного сбалансирования:

















aijp ≤ 1 (p ∈ 1, n).
Задачу распознавания целочисленного сбалансирования, удовлетворяю-
щего указанным соотношениям, назовем задачей ЦС3.
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Мы покажем полиномиальное сведение к задаче ЦС3 следующей класси-
ческой NP -полной задачи о 3-сочетаниях3 (назовем ее 3С):
Задано 3 множества I, J , P c n элементами (можно считать, что I =
J = P = {1, . . . , n}) и подмножество M прямого произведения I × J ×
P . Требуется определить, можно ли из M выбрать подмножество M ′, у
элементов которого значение каждой координаты i, j или p присутствует
ровно один раз.
Индивидуальную задачу, определяемую множеством M , назовем 3СМ.
Для задачи 3СМ, определяемой множеством M , построим систему линейных
неравенств:
xijp = 0, (i, j, p) 6∈M ; (2)
































где δ = 14n3 .
Особенностью построения полиномиального сведения является то, что мы
не будем задавать функцию сведения индивидуальной задачи 3С к индиви-
дуальной задаче ЦС3 в явном виде, а в качестве такой функции возьмем
полиномиальный алгоритм решения системы линейных неравенств.
Лемма 3. Если индивидуальная задача 3СМ имеет решение, то система
3Гэри М., Джонсон Д. Вычислительные машины и труднорешаемые задачи. М.: Мир, 1982. 416 с.
Karp R. Reducibility among combinatorial problems // R. E. Miller and J. W. Thatcher (editors).
Complexity of Computer Computations. New York: Plenum, 1972. Р. 85-103.
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(2)-(7) разрешима. Ее решение имеет вид:
xijp = 1− (n2 − 1)δ, (i, j, p) ∈M ′; (8)
xijp = δ, (i, j, p) ∈M \M ′; (9)
xijp = 0, (i, j, p) 6∈M. (10)
Следствие. Если система (2)-(7), построенная по задаче 3СМ, нераз-
решима, то задача 3СМ также не имеет решения.
Лемма 4. Решение (8)-(10) системы (2)-(7) определяет одну из задач ЦС3,
если положить aijp = xijp (i ∈ 1, n; j ∈ 1, n; p ∈ 1, n). Эта задача имеет
решение:
D′ = {dijp = 1 | (i, j, p) ∈M ′}. (11)
Лемма 5. Если задача 3СМ имеет решение M ′, то любое решение системы
(2)-(7) определяет задачу ЦС3, которая имеет решение (11).
Лемма 6. Пусть индивидуальная задача ЦС3 (назовем ее ЦС3М) имеет
решением матрицу D. Положим M = {(i, j, p) | aijp > 0}. Тогда индиви-
дуальная задача 3СМ, определяемая множеством M , имеет решение M ′ =
{(i, j, p) | dijp = 1}.
Лемма 7. Индивидуальная задача 3СМ имеет решение тогда и только то-
гда, когда имеет решение задача ЦС3М, полученная как решение системы
линейных неравенств (2)-(7) для данного множества M задачи 3СМ.
Теорема 7. Задача целочисленного сбалансирования трехмерной матрицы
является NP -полной.
В пятой главе проводится сравнительный анализ алгоритмов целочис-
ленного сбалансирования (алгоритма нахождения максимального кратного
потока, удовлетворяющего условиям разрешимости (1) (называемого в дан-
ной главе для удобства изложения обобщенным алгоритмом пометок), и пер-
вого алгоритма Гомори4) на основании результатов вычислительных экспе-
риментов для различных классов тестов. На основании анализа статистики
по проведенным вычислительным экспериментам делается вывод о том, что
обобщенный алгоритм пометок является более эффективным на большинстве
4см., напр., Корбут А. А., Финкельштейн Ю. Ю. Дискретное программирование. М.: Наука, 1969. 368 с.
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примеров. Кроме того, можно отметить, что алгоритм пометок, как правило,
работает лучше метода Гомори в случаях, когда целых сумм относительно
мало, хотя полный перебор может возникнуть и в этих ситуациях. В случае
же, когда целых сумм достаточно много, предпочтительнее оказывается ал-
горитм Гомори. Также лучше оказывается метод Гомори в тех случаях, когда
решений нет (в методе пометок тогда неизбежен полный перебор).
Рекомендация по практическому применению рассмотренных алгоритмов
может быть следующей:
1. Устанавливаем максимальное допустимое время выполнения алгорит-
ма, зависящее от размерности матрицы и от производительности ком-
пьютера.
2. Определяем, какой из алгоритмов будет запущен первым. В случае на-
личия большого числа целых сумм целесообразно выбрать метод Гомо-
ри, в противном случае – алгоритм пометок.
3. Выполняем выбранный алгоритм до тех пор, пока не будет получен
ответ, либо не будет превышено максимальное допустимое время.
4. Если было превышено допустимое время, то выполняем шаг 3 для вто-
рого алгоритма; если время опять превышается, выдаем ошибку.
В шестой главе рассмотрена задача минимизации ошибок округления
в задаче целочисленного сбалансирования трехмерной матрицы, приведен и
обоснован алгоритм ее решения. Также рассмотрен пример выполнения этого
алгоритма.
В случае, когда задача целочисленного сбалансирования имеет несколько
решений, возникает вопрос о поиске оптимального решения, то есть такого
решения, сумма ошибок округления для которого будет минимальной.
Поставим задачу минимизации ошибок округления в задаче целочислен-
ного сбалансирования трехмерной матрицы как задачу поиска такой целочис-







|dijp − aijp| (12)
будет минимальной.
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Пусть в кратной сети целочисленного сбалансирования G(X,U), соответ-
ствующей некоторой матрице A, имеется максимальный кратный поток ϕ(U)
величины ϕz = 2d000, удовлетворяющий условиям разрешимости (1). Для




aijp, f(xij0, xijp) = 0;
1− aijp, f(xij0, xijp) = 2.









Заметим, что значение S(ϕ) совпадает со значением функционала (12) для
соответствующей матрицы D.
Определим теперь стоимость прохода через вершину xijp (i ∈ 1, n, j ∈
1,m, p ∈ 1, t):
s(xijp) =
{
1− 2aijp, f(xij0, xijp) = 0;
2aijp − 1, f(xij0, xijp) = 2.
Пусть в сети G(X,U) определен максимальный кратный поток ϕ(U) вели-
чины ϕz = 2d000, удовлетворяющий условиям разрешимости (1). Пусть име-
ется кратный цикл C(X ′, U ′) в сети G(X,U), проходящий насыщенные дуги
в обратном направлении, а ненасыщенные – в прямом направлении. Цикл





При этом при добавлении к потоку ϕ(U) цикла C(X ′, U ′) суммарная ошибка
S(ϕ) уменьшится на величину |∆S|.
Теорема 8. Пусть в кратной сети целочисленного сбалансирования G(X,U),
соответствующей некоторой матрице A, существуют два максимальных
потока ϕ1(U) и ϕ2(U), причем ϕ1z = ϕ2z = 2d000 и для обоих потоков вы-
полнены условия разрешимости (1). Пусть S(ϕ1) > S(ϕ2). Тогда в сети
G(X,U) с потоком ϕ1(U) существует цикл отрицательной стоимости.
Алгоритм решения задачи минимизации ошибок округления заключается
в поиске циклов отрицательной стоимости в кратной сети целочисленного
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сбалансирования, в которой определен максимальный поток, и добавлении
этих циклов к потоку. Для поиска таких циклов используется модификация
алгоритма этапа коррекции потока, введенного в главе 3. Процесс идет до тех
пор, пока стоимости прохода через все вершины не станут неотрицательными,
либо же не будет показана невозможность построения цикла отрицательной
стоимости.
Теорема 9. Если задача целочисленного сбалансирования трехмерной мат-
рицы имеет решение, то имеет решение и задача минимизации ошибок
округления. Это решение может быть найдено при помощи указанного ал-
горитма.
В заключении приведены основные результаты, полученные в диссер-
тационной работе.
В приложении A приводится и обосновывается утверждение о том, что
пропускная способность минимального разреза в частяхG1 иG2 кратной сети
для задачи целочисленного сбалансирования трехмерной матрицы равна d000.
В приложении B дается листинг программы MatrixBalancing, реализу-
ющей два способа нахождения решения задачи целочисленного сбалансиро-
вания – алгоритм нахождения максимального кратного потока, удовлетворя-
ющего условиям разрешимости (1), и первый алгоритм Гомори.
ОСНОВНЫЕ РЕЗУЛЬТАТЫ РАБОТЫ
В данной диссертационной работе получены следующие результаты:
1) показано, что для задачи целочисленного сбалансирования трехмерной
матрицы не существует эффективного сведения к задаче о максимальном
потоке;
2) построено обобщение теории потоков Форда–Фалкерсона, названное
кратными сетями и кратными потоками;
3) установлена сводимость задачи сбалансирования к задаче о нахождении
максимального кратного потока, удовлетворяющего определенным условиям
разрешимости. Показано, что выполнение данных условий разрешимости для
максимального потока необходимо и достаточно для существования решения
в задаче сбалансирования;
4) получен и обоснован алгоритм решения задачи о наибольшем кратном
потоке данного вида;
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5) доказана NP -полнота задачи целочисленного сбалансирования трех-
мерной матрицы;
6) рассмотрена задача минимизации ошибок округления в задаче цело-
численного сбалансирования, приведен и обоснован алгоритм ее решения;
Таким образом, все цели, поставленные перед данным исследованием, до-
стигнуты.
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