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Abstract  
This article aims to critically explore how qualitative case study research that is founded on 
realist principles can fundamentally enhance social policy evaluation methodologies and, in 
turn, provide improved learning for policy makers and practitioners.  We suggest these 
methodological advantages are accrued through the careful construction of theory-based 
explanations of 'how' policy programmes work thereby addressing the limitations of quasi-
experimental methods - namely a focus on and prioritisation of outcome measures.  The 
paper situates this key argument within wider, long-standing debates about evidence-based 
policy-making and what constitutes 'evidence' of impact in social policy.  It does so through 
reflection on the contentious and contradictory knowledge claims that surround the Troubled 
Families Programme and evaluative claims regarding its efficacy.  In conclusion and looking 
forward, we suggest that there remains much scope to combine 'intensive' qualitative case 
studies with 'extensive' quantitative measures within local and national evaluations of 
complex, multi-dimensional social policies, such as the Troubled Families Programme.   




There has been nearly 20 years of research in the UK, including several official evaluations, 
concerned with evaluating what are commonly referred to as ‘family intervention services’ 
(FIS).  Yet there is little consensus on what the evidence base tells us, with distinctly 
opposing views among and between policy makers, practitioners and academics.  Most 
recently, highly charged debates concerning the high profile Troubled Families Programme 
(TFP) have added fuel to these opposing positions.  While there have been important and 
robust critiques of the TFP on ideological grounds (Crossley, 2018), much of the controversy 
surrounding it has oscillated around the nature of the 'evidence' that informed the policy 
programme and assessments made regarding its efficacy.  The much publicised research 
findings that emerged from the independent evaluation of phase one (spring 2012 to spring 
2015) of the TFP (Day et al, 2016), and found it wanting, has added another significant 
dimension to this evidence debate.   
 
The TFP provides a particularly compelling example through which to bring into focus 
longstanding debates about the nature of different kinds of knowledge claims and what 
constitutes ‘evidence’ of impact in social policy.  In this paper, we draw attention to the 
continued predominance of quasi-experimental methods within evaluation methodologies and 
the shortcomings of this approach.  We are centrally concerned with the ways in which 
methodologies, often based on the prioritisation of quantifiable outcome measures, have 
limitations in terms of explanatory value and middle-range theorising, which inhibits 
potential policy and practice development. We reframe the methodological debate about 
‘evidence’ by examining the role of case study research in social policy evaluation.  Despite 
this approach being commonplace in evaluation methodologies, we suggest that the 
explanatory potential of case studies has not been fully realised.  We critically explore the 
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key claim that case study methods have the potential to open up the ‘black box of 
implementation’ and generate context-sensitive theorising that extrapolates 'mechanisms of 
change' in order to better understand outcomes.   
The first section of the paper presents an overview of the policy context and the gathering 
momentum in favour of the adoption of FIS models which informed the TFP. The second 
section summarises the key findings from formal evaluations of prior FIS initiatives which 
formed a core part of the 'evidence' base for the TFP.  This section also reviews the critical 
commentary that surrounded these knowledge claims (Crossley, 2018; Gregg, 2010; Garrett, 
2007; Fletcher et al, 2012).  We then discuss the evaluation of the first phase of the TFP 
(2012-2015) in section three, raising critical issues about its methodological approach.  In 
section four, we situate these reflections within wider debates about evidence-based policy 
making (EBPM) before arguing in section five for greater emphasis on multi-method 
theoretically generative evaluation research that includes realist case studies. We suggest 
there remains much scope to combine 'intensive' qualitative case studies with 'extensive' 
quantitative measures within local and national evaluations of complex, multi-dimensional 
social policies such as the TFP. 
 
The Troubled Families Programme: the social, political and historical context 
 
The TFP was launched by the UK Coalition government in late 2011 following the riots that 
took place in cities across England months earlier.  Through a focus on the failings of 
families and parents, a narrative of blame and individual deficit and culpability attributed the 
problems of rioting, minimally to structural issues of poverty and inequality, and mainly to 
behavioural causes (Cameron, 2011). This narrative gave impetus to the TFP in which the 
152 upper tier local authorities (LAs) in England were expected to ‘turn around’ the lives of 
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an estimated 120,000 families in order to help them out ‘of this cycle of despair and give their 
children a better chance in the future’ (DCLG, 2014: 6).  
 
£448 million of cross-department central government funding was allocated to the 
programme with the Department of Communities and Local Government (DCLG) having the 
lead responsibility for the programme. The DCLG allocated much of this funding to LAs 
tasked with ‘turning around’ a specified number of ‘troubled families’ by 2015.  While LAs 
were provided with capital up-front to help establish the programme, funding was mainly 
provided on a payment by results (PbR) basis whereby LAs received a payment for engaging 
each family to the programme and further funding for families achieving specified 
‘outcomes'.  Rather than prescribing a definitive model of intervention, the TFP largely 
constituted a national framework of data/outcomes governance and funding targeted at 
families with specific co-occurring ‘problems’ namely: household welfare reliance; school 
exclusion, truancy and persistence school absence problems; and youth convictions or youth 
and/or adult anti-social behaviour problems. Beyond this, LAs were to decide service 
provision priorities and delivery approaches. Central government guidance, however, 
advocated “the family intervention approach” as “the most compelling method of 
intervention” (DCLG, 2012a: 4).   
 
Controversially, by June 2013 the Coalition announced the TFP would be significantly 
expanded. The ‘Extended TFP’ has been in operation since early 2015 and funded until 
spring 2020.  It targets a larger and more diverse group of ‘troubled families’ (an additional 
400,000) including those affected by severe health problems, domestic abuse, family conflict, 
household debt and ‘children in need’ as defined by the 1989 Children Act. The expanded 
programme was also accompanied by a revised financial framework while the terminology of 
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‘significant and sustained progress or continuous employment’ replaced the ‘turned around’ 
terminology of phase one (Bates and Bellis, 2018).  
Although the national framework for the TFP is distinctive, the 'family intervention approach' 
reflected strong similarities with New Labour Government’s ‘family intervention projects’ 
(FIPs) introduced in the early 2000s (Flint et al, 2011).  This national network of FIPs had 
been preceded and inspired by a number of longer-established local initiatives including the 
well-known Dundee Families Project (DFP).  What all of these projects ostensibly had in 
common was a commitment to a model of working premised on a key worker providing 
intensive support to a family over a prolonged period, taking a ‘whole family’ approach, 
appraising need, providing one-to-one support but also procuring and co-ordinating the work 
of other services and agencies.   
 
The scale and speed with which family intervention as a broad model of working has been 
adopted across England since the late 1990s, along with the substantial resources committed 
to it, is remarkable. The reasons for the adoption of the approach are multifaceted, including 
the prevailing political climate, ideological commitment, financial imperatives, public 
opinion as well as ‘evidence’ (Cairney, 2019).  We are concerned here with the latter and 
with the status of evidence derived from evaluation research specifically.    
 
Claims and counter claims   
A key part of the evidence claims that informed and justified the TFP derived from 
independent, formal evaluations of the family intervention pilots and programmes introduced 
under New Labour (see Dillane et al., 2001; Nixon et al., 2006 and 2008; Jones et al., 2006).  
These evaluations included both qualitative and quantitative methods and measures of 
success as well as cost-benefit analyses.  While mindful of limitations, such as in relation to 
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longer-term outcomes and the extent to which more traditional family support might achieve 
similar results, the authors of these evaluations pointed to significant positive outcomes for 
between 59% (Dillane et al, 2001) and 80% (Nixon et al, 2006) of families.  They also 
reported affirmative views of the support from a range of 'stakeholders', together with cost 
savings for the tax payer:  "There is general consensus that the FIP model is ‘fit for purpose’ 
and is required to deal with the families they are targeting" (White et al, 2008: 146).  Despite 
important differences between the projects, the evaluations likewise identified several 
common factors and practice principles associated with positive outcomes (Flint et al, 2011).  
 
For the TFP, the DCLG (2012a) claimed to have brought together this academic evaluative 
evidence yet arguably promoted a ‘diluted, limited’ view of services and practice (Crossley, 
2018).  While some limitations to the evidence-base were recognised – such as the absence of 
studies that have employed control (or comparison) groups and a lack of studies 
incorporating outcome assessments based on 'objective external data sources' – it was 
concluded “there is compelling evidence that it works” (DCLG 2012a: 11).  The DCLG side-
lined some evidence however and overlooked important caveats to evaluation findings as 
well as marginalising more critical ‘conceptions of the problem' (Crossley, 2018; Ball et al, 
2012).  Many families' difficulties were disregarded while others overstated; poverty was 
never mentioned (Sayer, 2017; Hayden and Jenkins, 2014).  In contrast to our discussion of 
case study research below, official TFP publications also tended to include highly anecdotal 
summarises of ‘family cases’ to support the stark deficit view of ‘troubled families’ and the 
ways in which family intervention workers can facilitate positive changes (e.g. DCLG 




While framed as ‘strong' by policy makers, the evidence base to support the broader 
parameters and ways of working promoted by the TFP has been widely criticised by others 
and accused of failing to provide reliable ‘evidence’. Crossley (2018) and Garrett (2007), for 
instance, have contested the positive FIP evaluation claims drawing attention to the 
ambiguous nature of ‘success’ in the DFP evaluation, highlighting the number of families re-
referred in the sample, the potential for accepted referrals to have been cherry picked and the 
dissatisfaction of some families and stakeholders. The evaluation by Nixon et al (2006) was 
critiqued on grounds of sample size, misleading findings that measured impact primarily for 
those families which ‘engaged’, and an apparent over-interpretation of data which 
purportedly overlooked important facets of families’ narratives.  According to Garrett (2007: 
223) the evaluation was ‘far too buoyant and emphatic’ which in turn legitimated policy and 
programme inadequacies.  
Writing from a different standpoint, one that privileges rigorous quantitative measures and 
evidence of impacts, Gregg (2010) strongly critiqued the claims of ’success’ reported in some 
of the FIP evaluations.  For him, the evaluations were flawed because measurement of 
'behaviour outcomes' were limited, findings were ‘opinion-based’ (qualitative), with small 
sample sizes (biased towards those who engaged) and no control groups.  Fletcher et al 
(2012) also reported grave concerns about the limited scope, scale and quality of UK-funded 
and conducted programme evaluation research and systematic reviews.  In contrast to 
endorsing FIS as ‘evidence-based’ and therefore by implication desirable and cost-effective, 
they raised concerns about the potential for harmful impacts, in part due to their limited 
evidence-base and therefore by implication potential poor and varied quality.  They also point 
to the potential risks associated with key features of their design, in particular, their use of 
‘assertive, coercive and conditional’ modes of engagement and delivery which endorse 
statutory and professional dominance over families and potentially restrict family and social 
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rights.  The TFP has been consequently depicted by critical commentators as an archetypal 
example of ‘policy based evidence’ whereby policy makers’ prior agendas construct the 
problem and shape the preferred solution and ‘evidence’ operates to support these decisions 
(Cairney, 2019; Gregg, 2010). 
The TFP evaluation: a narrative of failure  
The unease among critical commentators regarding the evidence on which the TFP has been 
legitimated has intensified as the programme has evolved.  An early source of dispute was its 
initial claims of unprecedented success.  Alongside the crude use of ‘family case’ stories, 
‘policy success’ for the first phase of the TFP was achieved when family-level data collected 
by LAs indicated specified problems within families had reduced to specified levels over 
specified and short-term timeframes. These ‘outcomes’ were taken to provide evidence that 
the lives and prospects of troubled families had been ‘turned around’ (NAO, 2016).  In June 
2015, according to DCLG data (NAO, 2016), the programme had succeeded in 'turning 
around' 99% of the families worked with, which Crossley (2015) critiqued as ‘unbelievable’ 
success – the TFP appeared to be ‘a perfect social policy’.  Not only does ‘turned around’ 
overstate the kinds of changes families might have made and fails to recognise the fluid, 
fragile and non-linear nature of change within families but the financial incentives under the 
PbRs system led LAs to demonstrate family outcomes via data matching exercises rather than 
the delivery of any actual TFP intervention (Crossley, 2018).   
The national evaluation of phase one of the TFP (Day et al, 2016) is the most recent key 
development in the debate about the efficacy of the policy1 which, in comparison to the 
above, sought to more extensively evaluate policy and programme impact.  As an 
independent national evaluation study it was based on a more rigorous approach to ‘evidence’ 
                                            




and ‘evaluation’. It included: a ‘process evaluation’ comprising qualitative research with case 
study LAs and TFP co-ordinators; an ‘impact evaluation’ which employed a quasi-
experimental research design and used outcome data from linked national administrative 
datasets as well as a large-scale survey of families; and an ‘economic’ or ‘cost-benefit 
analysis’ (CBA) which was designed to draw on data from the other two strands, although the 
results from the impact evaluation in fact disallowed a full CBA (Bewley et al, 2016; Blades 
et al, 2016; Purdon et al, 2016; White and Day, 2016).  
 
The study was late in providing evidence, with allegations that publication had been held 
back for a year, due to the null effect in ‘turning around’ the lives of families:  
 
Across a wide range of outcomes, covering the key objectives of the programme - 
employment, benefit receipt, school attendance, safeguarding and child welfare - we 
were unable to find consistent evidence that the Troubled Families Programme had 
any significant or systematic impact (Day et al, 2016: 69).  
 
Although the evaluation was complex both the press release (NIESR, 2016) and the media 
reporting that it triggered focussed on specific statements within the report - the evaluation 
was unable to provide any evidence that any significant impacts for families were attributable 
to the TFP.  In a mainly negative debate in which the TFP was described as a ‘monumental 
failure’ (Bonell, 2016) and the evaluation as ‘devastating’ (Butler, 2016), the positive aspects 
of the evaluation findings, caveats to the methodology and findings about practise were lost. 




The impact evaluation identified statistically significant impacts on families’ 
satisfaction with the service; their confidence, and optimism about being able to 
cope in the future, compared with a matched comparison group of families (Day et 
al, 2016: 68). 
 
Although the TFP evaluation presented a more mixed picture of TFP effects than media and 
commentator reporting suggested, it fell short of providing an account of why the TFP did not 
appear to work.  This is because the study was predominantly an outcomes-focused 
evaluation in the sense that it was centrally concerned with assessing the extent to which 
there had been evidence of progress in relation to the objectives that the program was meant 
to achieve.   Although the evaluation told us some things about ‘process’ in addition to the 
direction of effects, issues around implementation and context were considered discretely and 
not theorised in relation to outcomes (Day et al, 2016). One challenge was the TFP 
encompassed diverse local approaches.  The lack of comparability of these services critically 
limited the capacity of the national evaluation to arrive at meaningful outcomes-orientated 
assessments at the national level. The evaluation acknowledged it potentially amalgamated 
TFP services that may have produced positive outcomes with those that did not:   
 
Averaging effects between local areas may therefore have influenced the impact 
results at a programme level - that is, in principle it is possible that positive impacts in 
some areas were obscured by negative impacts elsewhere, so average impacts were 
not significantly different from zero (Day et al, 2016: 77). 
 
Within the remit of the TFP evaluation little analytical attention could be paid to the 
circumstances within which positive impacts might have been produced nor the possibility 
11 
 
that family support provision in the comparison groups may have fostered ways of working 
and outcomes similar to the TFP (Canavan et al, 2016).  Although the evaluation provided 
some understanding of the different TFP operating models and how certain practice 
principles are embedded in practice, the evaluation was not able to impart knowledge about 
how the specifics of TFP services impact on a diverse range of outcomes. It is also important 
to note that the outcome-orientated approach measures success in very particular, 
standardised ways and, in the case of the TFP, largely, according to the dictates of the PbR 
framework.  Such measures are not neutral however but imbued with values and ethical 
considerations, and only those who regard the intended goals as just and desirable are likely 
to perceive their achievement as indicative of ‘success’ or ‘effectiveness’ (McConnel, 2010).    
 
These caveats have not been fully acknowledged within national policy debates and to some 
extent the critical literature.  It could be suggested that the findings from the TFP evaluation 
have been used to bolster socio-political critique of intensive family interventions, such that 
ideological and empirical evaluation have become conflated (Cairney, 2019).  There is a 
certain irony here however that although academic commentators have been keen to dispel 
‘myths’ around the evidence base that informed the TFP, there has been less enthusiasm to 
mobilise the same methodological and epistemological circumspection to the TFP evaluation 
and its data collection methods, in order, for example, to offer a more nuanced understanding 
of the findings.  This raises questions regarding what the evaluation tells us about the TFP 
and what use this knowledge is to researchers, practitioners and policy makers for improving 
the lives of multiply disadvantaged families. For many, the evaluation has been read as telling 
us that the TFP represents a policy failure, despite the very different contexts of practice 




An uncritical acceptance of the negative programme impact findings within the national 
evaluation of the TFP also risks reproducing an ‘evidence hierarchy’ in which quantitative 
and experimental methods are privileged (Canavan et al, 2016).  This has ethical as well as 
methodological implications.  Despite a justified concern among critics of the way in which 
the TFP problematically frames families, evaluations that give value to “subjective 
assessment” (Gregg, 2010) through listening to the voices of families and other 
‘stakeholders’, are construed as less significant; children and parents are not considered 
legitimate ‘subjects of knowledge’ (Skeggs, 1997).  This seems somewhat paradoxical.  As 
many commentators have argued, families targeted by FIS and deemed 'troublesome' have a 
stigmatised and excluded status.  In evaluating the success of TFP policy, this ‘symbolic 
violence’ (Sayer, 2017) and exclusion is reinforced in the sense that the status of their views 
are also framed as inferior and their evidence remains largely unheard (Squires and Measor, 
2005). In the TFP process evaluation, there was only limited ‘snap shot’ qualitative research 
with families positioning their knowledge less worthwhile than standardised and service-
based measures.   
 
In several ways in-depth qualitative evidence and service user perspectives have been 
marginalised in these debates. However, several smaller scale studies have generated and 
examined the positive sentiments expressed by service users engaged with FIS, including 
those funded by the TFP  (Hoggart, et al, 2014; Davies, 2012; Hargreaves et al, 2013; 
Hayden and Jenkins, 2014; Hoggett and Frost 2017).  Many of these offer a more nuanced 
understanding of the instantiation of FIS at a local level.  They often also retain a more 
reflective stance in regard to the TFP and, in particular, the way in which the policy problem, 
aims, outcomes for families and concepts of ‘success’ are conceptualised.  These have often 
told positive stories about the impact of intensive interventions.  They point to key practice 
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principles, local agency and evidence of discretion displayed by practitioners, and frequently 
report positive assessments by families who appreciate at least some of the support provided.  
Notwithstanding this growing evidence base of small-scale studies of local practice, what 
collectively these studies might tell us about TFP remains under-examined.  It is one example 
of Ball et al’s (2012: 272) concern that the TFP reflects the ‘latest instalment in the historical 
failure to adequately utilise acquired learning’. 
 
What counts as policy 'evidence'?  
Questions remain about how to reconcile the contradictory messages arising from large-scale 
FIP evaluations, the TFP evaluation, and small-scale local service case studies.  We address 
this question through a discussion of the role of the case study in evaluation research.  While 
it is essential to avoid false claims of effectiveness as critics of the FIP evidence base suggest, 
it is equally important to avoid false or exaggerated claims of ineffectiveness (McConnel, 
2010; Tunstill et al, 2005). As noted by the national evaluation team, their study “presented a 
mixed picture with regard to the effectiveness and impact of the Troubled Families 
Programme" (Day et al, 2016: 86). Rather than abandoning policy outright, nuanced 
understanding of how and why FIS achieve or fail to achieve desired outcomes is required 
(Houston, 2010).  In this section, we consider the ways in which different claims to 
knowledge can be utilised to expand the evidence base and better achieve cumulative 
learning.  We focus here on the value of case studies for understanding the 'success' of the 
TFP (and FIS more generally) and in providing useful knowledge for policy makers.   
Debates about the nature of the evidence regarding the TFP are of course presaged by 
longstanding debates about EBPM.  The latter is a contested term and much has been written 
about the nature of 'evidence' and the movement for EBPM, and we do not attempt to 
summarise in detail the arguments here (see instead e.g. Boaz et al, 2008; Weiss, 1997; 
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Sanderson, 2002). Particularly relevant for this discussion are political and epistemological 
tendencies to prioritise positivistic approaches to evidence within EBPM.  Compared to the 
former New Labour era (Boaz et al, 2008; Sanderson, 2002; Wells, 2007; 2018), in some 
regards, EBPM has shifted direction with the Coalition and Conservative Governments. 
However, for several official evaluations the emphasis has remained on the use of 
quantitative outcome measures and to some extent the valorisation of outcomes evaluation 
evidence gathered using the 'gold standard' of randomized control trials (RCTs) (Axford and 
Morpeth, 2013; Haynes et al, 2012).  This has been accompanied by a corresponding 
scepticism towards qualitative research (Wells, 2018).   
The TFP evaluation (Day et al, 2016) reflected this ambition to develop a ‘scientific 
approach’ to evaluating FIS in its attempts to discern ‘truths’ that would be applicable across 
the different LAs within which the TFP is operating.  The introduction of PbR in public 
service reform also reflects this focus on quantifiably measured ‘success’ in the sense that it 
serves as a real-time monitoring process of a programme’s performance (Durose et al, 2017).  
There are methodological counter-arguments, however, regarding the ‘right’ evidence that 
should be used to inform policy such that standardised approaches to EBP and evaluative 
research have been subject to trenchant criticism.   
Within the social sciences, since the 1980s, there have been moves to address the short-
comings of evaluation methodologies founded on RCT or quasi-experimental designs to 
improve the range and quality of evidence about complex and dynamic social programmes 
(Sanderson, 2002., 2009; Marchal et al, 2012; Pawson and Tilley, 1997). When social policy 
programs that include multiple interventions are evaluated, RCT (even if practically possible) 
or quasi-experimental research studies are not designed to generate extensive evidence to 
explain how and why outcomes vary according to different contexts of implementation 
which, ‘leaves us none the wiser about where to target resources or how to maximise impact’ 
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(Greenhalgh et al, 2015: 1).  As already noted, this was the case with the TFP evaluation 
which failed to provide sufficient insight into how the TFP works as a complex, multi-
dimensional programme; the ‘black box’. The focus was not so much imparting knowledge 
about how the different initiatives that comprise the programme worked, but providing 
outcome data on how they performed in relation to pre-defined targets.   
These critiques have given rise to an ever-growing debate about what constitutes ‘evidence’ 
for the purpose of policy evaluation and development.  With that, there has been an 
increasing drive for what has been broadly called ‘theory driven evaluation’ which pays 
greater attention to the causal mechanisms and the contextual factors that generate change 
(Marchal et al, 2012).  It is in this vein that case study research has been championed as a 
way to provide robust contextualised explanation.  To date however, while ‘theory driven 
evaluation’ (often) in the guise of ‘logic models’ (or operational programme theory) has 
gained widespread currency within the evaluation community (Sanderson, 2009; Chen, 1990; 
Weiss, 1997), the case study, as a broad methodological approach, has failed to gain 
credibility as a means of providing useful knowledge for policy makers.   
It is not the intention to rehearse arguments about the strengths and limitations of case study 
research (there is a large body of work that offers guidance on case study methodology e.g. 
Yin, 2014).  Suffice to say, that a core argument is that case studies provide in-depth and rich 
understanding of that which is under study. In social policy evaluation research, case study 
methodologies focus analytical attention on the diversity and complexity of implementation.  
Studies of local practice are sensitive to the dynamics that give rise to particular outcomes, 
paying close attention to the power and role of agency (Welch et al, 2011).  Given this focus 
on human agency, case study research will usually take account of the views of those 
involved in the programme through detailed qualitative enquiry.   
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The argument that the unique contribution of cases studies is in the provision of rich, and 
context-sensitive data often goes hand in hand with assumptions that research findings cannot 
be generalised, and, by implication, have limited value in evaluative studies. While 
quantitative research is steeped within a positivist tradition in which the external validity of 
quasi-experimental research designs can be assessed against fairly standard criteria, the 
validity of case study research has no comparable (universally accepted) quality criteria.  It is 
of course not the case that that qualitative researchers feel that the knowledge they produce is 
so idiosyncratic that it has no relevance beyond the specific. Certainly many researchers, and 
particularly those working within policy orientated research and evaluation, would claim that 
their findings have relevance beyond the particular and can assist in the process of 
accumulating knowledge of relevance for policy makers. For example, TFP case studies have 
reported notable similarities in terms of the types of families referred, their circumstances and 
support needs, the forms of intervention delivered, and outcomes achieved.  That said, it is 
also commonplace for qualitative researchers in their reflective discussions of methodology 
to promote caution in regards of generalisations (Welch et al, 2011).   
This reluctance to make a claim for ‘generalisation’ is because the term invokes the positivist 
tradition of statistical significance and hypothesis-testing, something at odds with the small 
sample sizes and the context-specific nature of case study findings. This sentiment is 
reflected in social policy evaluations in which case studies are fairly common but tend to play 
second fiddle to quantitative measures reflected in a distinction between ‘impact’ and 
‘process’ evaluation.  In the latter, case study findings often provide limited understanding 
however by illustrating what has been termed the ‘grey box’, whereby descriptors of practices 
might be discerned but their inner workings or ways of operating, and, with that, how they 
generate change, not fully revealed (Axford and Morpeth, 2013). We suggest that this was the 
case with the TFP evaluation.  At other times, case studies are limited to the initial, 
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‘exploratory’ phase of evaluation after which large-scale quantitative testing is undertaken to 
look for generalisable patterns (Welch et al, 2011).  Furthermore, when qualitative data from 
across numerous case studies become subject to (cross-case study) thematic analysis, the 
context specific nature of findings can also be lost.2     
 
While case studies cannot claim to be representative, they can provide more than 
idiosyncratic understanding.  If case studies are to help overcome the limitations of quasi-
experimental evaluation designs and help build knowledge about FIS, it is important to be 
explicit about their explanatory potential, what value they add and how this is to be achieved.  
This means thinking carefully about how small, localised studies of practice can be used to 
explain how social policies work ‘on the ground’; generate and evaluate ‘causal’ explanations 
across contexts and target groups; and consider how explanations can be transferred to 
different contexts (Ragin, 2014; Welch et al, 2011). While this means questioning widely 
accepted evidence hierarchies it does not amount to endorsing an evidence relativism where 
one case study is as explanatory as the next (Clegg, 2005). Case study research, while 
admittedly less precise and formulaic, is by no means a less scientific and robust process.  
 
Theory-driven and mixed method evaluation 
In order to better explicate how studies of local practice, fundamentally of context, can be 
useful for impact evaluation, researchers have drawn on the philosophical insights of realism.  
Realist inspired case study research involves paying attention to the influence of context by 
identifying underlying mechanisms of change and how they operate within spatial-temporal 
contexts (Astbury and Leeuw, 2010).  This sort of methodological approach in case study 
                                            
2 Analysis of local provision is included in the ongoing evaluation of phase two of the TFP but reflecting the 
point above, the case studies here form part of a 'process evaluation' with the intention 'to better understand the 
delivery of the programme and to provide descriptive accounts of how the programme is being received by 
families and delivered by staff' (MHCLG, 2018) 
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research is explicitly concerned with how and why, with generating causal explanation.  In the 
parlance of realistic evaluation (Pawson and Tilley, 1997), the aim is to explain ‘what works, 
how, in which conditions and for whom’, and so goes beyond and spans the distinction 
between ‘impact’ and ‘process’ evaluation referred to above. 
 
In line with a realist understanding, the TFP (and other social policies) can be conceived of as 
being capable of doing certain things or as having ‘tendencies’ to work in particular ways but 
their effects (outcomes) will be contingent on the context within which they operate.  This 
speaks to a ‘generative’ theory of causality, which stands in contrast to a ‘successionist’ 
understanding.  The latter refers to a theory of behaviour change at the heart of experimental 
approaches which presuppose that it is through interventions or ‘treatments’ (e.g. the TFP) 
designed to change individual behaviour that particular outcomes (e.g. crime prevention) can 
be achieved and measured (Mason and Prior, 2008).  A realist position recognises that social 
programmes are interventions in, and attempts to exert control within, the social world; they 
are delivered by and to active subjects, in open systems and therefore susceptible to 
interpretation and adaptation (Batty and Flint, 2012).  Causality and causal pathways are 
therefore considered to be complex and dynamic, with causal power attributed to human 
agency, as well as the social structures in which they operate.  The approach seeks therefore 
to identify mechanisms of change at individual, group, organisational and societal levels. To 
achieve this, qualitative empirical data (or respondents’ accounts of their personal 
experiences) are taken seriously and situated within their wider social circumstances, thereby 
linking the individual with wider structures (Crouch and McKenzie, 2006).  Although 
‘outcomes’ are still the focus of evaluation, realist case studies incorporate a consideration of 
the range of outcomes generated (intended or otherwise), including those identified from the 
perspectives of parents and children (Canavan et al, 2016).   
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Given this generative view of causality, attending to context is central in realist case study 
research; ‘context’ is an essential component of explanation.  Realism brings with it 
particular ways of understanding and attending to context however.  In case study research, 
context can sometimes be treated more or less descriptively rather than analytically, giving 
rise to evidence that does not amount to context-sensitive explanation (the ‘grey box’ referred 
to earlier) (Welch et al, 2011).  For case studies to be properly explanatory they need to be 
rooted in and aligned with clear theoretical foundations and argumentation; they require 
conceptual depth (Clegg, 2005).  Explicit attention to the utilisation, refinement and 
development of theory in case study research, informs and underpins realist perspectives of 
causality.   
 
In arguing for the central importance of ‘theory’, we are referring to two different types of 
theory – programme theory and substantive theory (Weiss, 2000).  A realist approach 
assumes that implementing a policy/practice equates to testing a theory about what might 
cause change (a theory of change) - although that theory is not always explicitly articulated.  
A central objective of social policy evaluations driven by realism is to make these programme 
theories explicit and focal to evaluation (Greenhalgh et al, 2015; Cornes et al, 2015).  
Although limited, there are case study examples of where evaluators have explicitly 
developed theories of change to understand FIS and similar types of intervention (See e.g. 
Cornes, 2015; NEF consulting, 2015).  In addition, substantive theory provides realist 
evaluation with indications to the mechanisms through which programs work, the contexts 
within which they will work as well as their effects.  Conceptualisation (of the policy 
‘problem’ together with its complex causes, methods of intervention and indicators of 
‘success’) is an integral part of this.  This recognises that research and policy are not value 
free and promotes debate about the assumptions that underpin policy.  In the case of the TFP, 
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critical assessments of the construction of ‘troubled families’ and more progressive, 
evidence-informed conceptions of family support and family intervention are needed 
(Canavan et al. 2016; Crossley 2018).  The ensuing account is formulated as a middle-range 
theory - theorising which is positioned between universal social laws and description, and so 
provides something more than a logic model (Astbury and Leeuw, 2010).  It is the theorising 
potential of case study research that has the potential to add real value to the evidence base 
around FIS.     
 
Small-scale research that provides strong contextualised explanation and is clearly embedded 
within extant theoretical knowledge is not stand-alone and definitive but rather ‘conceptually 
generative’ (Crouch and McKenzie, 2006). The expectation is that meaningful theoretical 
conceptualisation can be followed up and built upon in academic colleagues’ own work and 
therefore transferred to different contexts, feeding into the collective process of knowledge 
accumulation. ‘Generalisation’ is understood not as universal therefore but a limited 
‘contingent generalisation’ (Welch et al, 2011; Sanderson, 2009).  As such each policy 
evaluation does not proceed ‘from scratch’.  Doing realist evaluation means building on 
theories that have been tested in previous social policy research and evaluation.  This entails 
‘communal knowledge-building labour’ and brings with it a collectivist attitude to knowledge 
but one that moves beyond simply citing others work (Westhorpe et al, 2011; Crouch and 
McKenzie, 2005).  An evidence base which draws on this kind of knowledge is not simply 
additive.  What counts as ‘evidence’ is that which can give us insight into the generative 
mechanisms and tendencies that help us understand how policies work.  This is closely tied to 
Pawson's realist synthesis which ‘assumes that the transmission of lessons occurs through a 
process of theory building rather than assembling empirical generalisations’ (Pawson, 2002: 




If we consider the evidence of the success of TFP and other family interventions, priority 
need not be limited to programme evaluations and quantitative monitoring data.  There is 
already a substantial body of case study work on the TFP and similar types of FIS.  These 
have drawn attention to similar conceptions of ‘good practice’ and the ways of working that 
effect change, echoed in the TFP process evaluation too.  This includes: low case-loads; 
whole-family approaches; relationship-based practice; generous time and flexibility; the 
recruitment and retention of high quality staff; and long-term commitment to families.  These 
working practices might usefully be thought of as ‘generative mechanisms’ (Hoggart et al, 
2014; Batty, 2013; Batty and Flint 2012; Boddy et al, 2016; Bond-Taylor 2017; Flint et al, 
2011; Hayden and Jenkins 2014; Hoggett and Frost 2017; Sen, 2016), yet often these are not 
backed by good theory about how they work.  There is a growing body of work that has 
begun to address the complexity of the TFP and theorise in more depth the ways in which 
these key mechanisms of change operate.  Flint (2012) for instance has provided an empirical 
and theoretical account of ‘the domestic visit’ at the heart of FIP suggesting how and why 
this ‘surveillance’ has progressive as well as punitive dimensions.  Bond-Taylor (2017) has 
suggested that ‘ethics of care’ provides a useful framework through which to understand and 
evaluate different aspects of frontline TFP practice.  Parr (2016) has contributed to studies 
about relationship-based practice and ‘the therapeutic alliance’ through inductive theorising 
of the ways in which ‘the family-worker relationship’ engenders positive behaviour change 
within families.  To bring more coherence to what is currently a fragmented body of 
knowledge, we need to learn from the findings of local evaluations, focusing on the core 
features of the TFP and the impact of these in specific contexts.  We also need to engage 
meaningfully with a broader UK-wide and international evidence-base about promising 




In making a claim for realist cases studies, we appreciate realist case study research is not 
without its problems. Evaluations adopting this approach are likely to not only be resource 
intensive (Weiss, 1997) but complicated to execute effectively. On the one hand, realist case 
study research is particularly relevant to multi-dimensional social programmes such as TFP 
applied under different circumstances. On the other, because such programmes comprise 
many different elements and packages of practices designed to produce a range of different 
outcomes, by implication, they also comprise an amalgamation of theories about what 
mechanisms might work to effect change (Cornes et al, 2015; Sanderson, 2003).  It is 
impossible to focus evaluative attention on all such aspects of a programme and so careful 
choices need to be made about where resources should be directed and what elements of 
programmes (or what potential ‘causal links’) should be focal to research.    
 
There is also an argument that the language of some realist social research can feel overly 
technical and mechanistic e.g. the language of ‘context-mechanism-outcome’ configurations 
(Weiss, 2000., 1997). For it to be a feasible option for researchers, realist evaluation is best 
considered not as a very formal or standardised model of evaluation but as a way of thinking, 
a kind of logic within which certain core ideas need to be included in evaluation designs.  
This is also not a disinterested endeavour but rather a critical one; an intellectual effort 
focussed on uncovering implicit value assumptions underpinning social policy and an 
intention to drive action to change and improve social policy, according to key ethical 
principles (Eurochild, 2015).  This can incorporate other existing and complementary 
evaluation approaches however.  There are examples, of integrating realist ideas with action 
research approaches and Qualitative Comparative Analysis (QCA) for instance (Houston, 
2010; Befani et al, 2007).  It may also be the case that realistic evaluation is most compatible 
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with evidence-informed practice or the practice-based evidence paradigm which examines 
interventions within routine practice drawing on practical and community experience 
(Eurochild, 2015; Westhorpe et al, 2011; Sanderson, 2009; Webb, 2001).  
 
These realist insights can shift current thinking towards more sophisticated social policy 
evaluation research designs.  A new model for evaluation is required that accommodates 
alternative methods with realist case study research as a fundamental component.  Such a 
model would reject the evidence hierarchy and seek to adopt a versatile, mixed–method 
research approach and include multiple, linked case studies of practice.  While qualitative 
methods will have a crucial role to play with their distinct and indispensable strengths in case 
study research, it is important to recognise that quantitative techniques will also be important 
according to the specific questions being posed and the outcomes being evaluated (Canavan 
et al,2016).  The latter may be used in parallel or sequentially within evaluations.  
Quantitative methods can be employed to develop reliable descriptions and provide accurate 
comparative data (McEvoy et al, 2006).  They can also both assist in theory development.  
While quantitative measures do not in themselves establish causation, statistical associations 
help examine causal relationships (Bramley and Fitzpatrick, 2018).  Mixed methods 
approaches are of course not new but realist evaluation provides a coherent epistemological 
rationale for their use.  Beyond the TFP, several developments in evaluation research take 
forward these approaches. The work of the Centre for Evaluating Complexity across the 
Nexus (CECAN) seeks to improve policy evaluation in ways that are in accordance with the 
complexity of causation. A realist orientation is also being developed by the What Works 
Centre for Children’s Social Care. In its initial work, the Centre, has sought to adapt Johnson 
et al’s (2014) realist approach to reviewing and developing the evidence-base for children’s 






After over 20 years of research into family interventions, what collectively the evidence base 
tells us is uncertain.  The first TFP national evaluation was not designed to address this 
knowledge vacuum and the uncertainties LAs face in deciphering what works, for whom, 
why and in what context.  While not denying that the TFP fails to address the structural 
causes that underpin the many problems families face (Hargreaves et al, 2018), 
disadvantaged families still remain likely to benefit from short, medium and long-term 
support to improve their well-being.  Ideological critique should not therefore lead to an 
abandonment of family support nor necessarily the TFP (Axford and Morpeth, 2013).  
Rather, there is a need to provide learning for TFP practitioners.  There is a need to challenge 
the epistemological and methodological underpinnings to the TFP (and the ETFP) outcomes 
framework as well as to commission a broader range of, and more complex approach to, 
evaluation study designs in order to pose more insightful research questions and generate 
more extensive and inclusive evaluation findings.  Case study research founded on realist 
principles offers a way forward and can potentially be instructive for policy development, 
particularly for policies and practices such as the TFP that are multidimensional, complex and 
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