Abstract This paper summarizes the main elements of four IPYprojects that examine the Arctic Atmosphere. All four projects focus on present conditions with a view to anticipating possible climate change. All four investigate the Arctic atmosphere, ocean, ice, and land interfacial surfaces. One project uses computer models to simulate the dynamics of the Arctic atmosphere, storms, and their interactions with the ocean and ice interface. Another project uses statistical methods to infer transports of pollutants as simulated in large-scale global atmospheric and oceanic models verifying results with available observations. A third project focuses on measurements of pollutants at the ice-ocean-atmosphere interface, with reference to model estimates. The fourth project is concerned with multiple, high accuracy measurements at Eureka in the Canadian Archipelago. While these projects are distinctly different, led by different teams and interdisciplinary collaborators, with different technical approaches and methodologies, and differing objectives, they all strive to understand the processes of the Arctic atmosphere and climate, and to lay the basis for projections of future changes. Key findings include:
Impacts of Severe Arctic Storms and climate change on the coastal ocean (ImSAS)
Storms can modify the transport of heat, moisture and contaminants between the Arctic and lower latitudes, and their dynamics occupy the atmospheric column from the ocean-ice surface to the top of the troposphere. While storms may be driven by upper level atmospheric processes, their development, intensities and tracks are modulated by air-sea fluxes and the sea ice distribution, which they influence through storm-generated waves, currents and winds. Thus, Arctic cyclones and their role in atmospheric dynamics and climate constitute a potential link to the other three IPY projects considered in this paper. The importance of understanding these dynamics is further enhanced in the context of changing climate, in particular the significant decline in sea ice cover. Simmonds and Keay (2009; see also Simmonds et al. 2008) suggest that there is a trend for Arctic cyclones to have increasing size and intensity, with no detectable change in frequency.
The ImSAS IPY project focused on severe Arctic storms, with central sea level pressure (SLP) less than 980 hPa, and their impact on the upper ocean and coastal zone. Changing climate has led to declining sea ice cover and large open water areas, with changes in ocean surface fluxes. In turn, these influence the Arctic storm climate and have impact on the upper ocean and sea ice. These effects are largest in the summer and autumn due to the combined intense cyclonic activity occurring at that time, sea ice retreat, and the greater availability of enhanced heat and moisture fluxes from the open-water portion of the ocean.
To represent differences in sea ice and climate scenarios, two moderately strong cyclones are considered: one in 1999 when the open water was relatively modest, and the other in 2008, when a large area of open water was available. Together, they serve to increase our understanding of the effect of the ocean surface on intense Arctic cyclones.
1999 summer storm
On 21 September 1999 a cyclone (hereafter, the 1999 storm), originated over the Northeast Pacific, intensified explosively in the Gulf of Alaska, developed into a meteorological bomb, and made landfall with surface winds in excess of 25 ms −1 at Cape Newenham, Alaska, on 23 September. Moving to the north-northeast, it crossed the Rocky Mountains and reintensified over coastal waters of the southern Beaufort Sea, between the coast and pack ice, creating a storm surge and coastal flooding with extensive ecological damage, unmatched in the past 1,000 years (Pisaric et al. 2011) . It then moved northeastward, dissipating over the Canadian Archipelago by 26 September.
The 1999 storm is notable because of its storm surge. During this storm, winds ranged from southeasterly on 22 September, ahead of the storm, to northwesterly on 26 September, behind the storm on the southern Beaufort coast. In an analysis of data from a field experiment by S. Solomon, funded by collaborating projects, Mulligan et al. (2010) , considered a similar wind event in August 2007. They used in situ and remotely sensed data (see Supplementary File #1, Figure S1 ) to investigate the nearshore Mackenzie Delta water levels and currents and their rapid response to local winds. Southeasterly winds give negative surge, or set-down, whereas northwesterly winds give positive surge, or set-up. During the 1999 storm, during the negative surge (set-down), relatively fresh water left the nearshore areas; as the storm passed northwesterly, winds created a positive surge with higher salinity, flooding coastal areas, and killing vegetation as far as 30 km inland (Pisaric et al. 2011; Melling et al. 2011 , this issue; see also Supplementary File #2).
Such severe impacts beg the question: what are the climatological precursors that tend to generate storm surges? Small et al. (2011) note that storm surge in the Mackenzie Delta region tends to occur during persistent northwesterly winds in the late summer when sea ice is minimal. They suggest that if conditions favor strong northwesterly geostrophic winds with relatively low static stability, then strong persistent northwesterly winds are possible at the surface, associated with an anomalously low pressure centre northeast of the Mackenzie Delta and a high pressure centre over the Bering Sea and eastern Siberia; storm surges can occur. Analysis of the 1999 storm, by Small et al. (2011) , show that winds at the Delta were from the northwest on September 23. At the same time, an anticyclone located along the Beaufort coast of west Alaska, created a deformation zone over the Beaufort Sea, with a confluence zone between the cyclone-anticyclone dipole over the Chukchi with strong northerly surface winds. From the 950 hPa potential temperature field, Small et al. suggest the formation of an area of cold air north of the mountains, and U-shaped ridging of SLP, creating a tight pressure gradient and strong northwesterly geostrophic winds along the Beaufort coast. As the cyclone moved eastward, followed by the cold air pool that followed the coastal topography, the SLP increased along the northern edge of the topography, causing the pressure gradient to increase to the north, and the surface northwesterlies to strengthen.
Two experiments were conducted using a coupled atmosphere-ice-ocean model to explore the interactions between the storm, the ocean and the ice, and the role of surface fluxes on the storm's life cycle. In the "coupled" experiment, the coupling processes were enabled, whereas in the "uncoupled" experiment, the coupling processes were disabled. The coupled model system consisted of a modern mesoscale atmospheric model and an ice-ocean model (Perrie et al. 2004; Long et al. 2011) . SSTs, ice concentration and thickness are passed from the ocean surface to the atmospheric model, while surface air temperature, winds, SLP, clouds, precipitation and specific humidity from the atmospheric model are passed to the coupled ice-ocean model, at each coupling time step. For the atmospheric part, a relatively high horizontal resolution was used (30 km, 30 vertical layers, 25 min time steps), taking initial and boundary conditions from Canadian Meteorological Centre analyses. The iceocean part used 23 vertical sigma levels with higher resolution in the upper mixed layer, lower resolution in the deep ocean, and~27 km horizontal resolution (Mellor and Kantha 1989; Hibler 1980) . Polar Science Center Hydrographic Climatology data are used for initial and boundary conditions (Steele et al. 2001) , with prescribed inflow/outflow conditions at Bering Strait, Canadian Archipelago, Norwegian Sea and along Greenland's east coast (Long et al. 2011) . The ice-ocean part was spun-up for 7 years using NCEP monthly reanalysis data, and another 14 years to 1999 with daily NCEP reanalysis data. In "uncoupled" simulations, feedbacks from the ice-ocean surface are not passed back to the atmosphere.
Model results indicate that the 1999 storm coincided with an initially warm, shallow (thin) oceanic mixed layer in the southern Beaufort Sea, overlying cold Arctic waters. Feedbacks from the ocean surface to the storm were enhanced by the thin oceanic mixed layer, slow storm propagation speed, and strong thermal stratification below the mixed layer. Although the extent of the open water is relatively modest (Fig. 1) , a weak cool SST wake did form and surface heat fluxes resulted in slight reductions to storm intensity (Fig. 2 ) consistent with studies of tropical storms (Schade and Emanuel 1999) . The influence of relatively strong winds (>20 m·s −1 ) distributed the cool SST wake widely along Beaufort coastal areas. This was accentuated when the storm's propagation slowed and it lingered over the southern Beaufort, as near-surface winds dramatically intensified. Maximum SST cooling (~1.5°C) involved entrainment of cooler water from beneath the mixed layer, and mixing related to strong vertical shear. Ocean surface feedbacks weakened the storm, reducing winds by up to~1 m/s (Fig. 2) .
The main ocean-ice-atmosphere feedbacks during the storm occur over open water, where SST cooling and ocean mixed layer currents are induced by winds ( Fig. 1) , extending to 15 m vertically, particularly in southern Beaufort waters ( Figure S2 ). Related surface currents reached~0.4 ms −1 , extending to~100 skm in the cross-track direction. In addition to currents, storm winds can affect sea ice, the ice edge and ice distribution. In return, sea ice and the ice edge can modulate air-sea fluxes (heat, moisture, and momentum) from the ocean, thereby defining a baroclinic zone that can influence storm activity (Serreze et al. ) from the Coupled (blue white triangle) and Uncoupled (red ×) model simulations, in comparison with NARR estimates. The 1999 storm re-intensified during its time over the southern Beaufort, from about 06Z on 24 Sep. until 00Z on 26 Sep., and the maximum values for U 10 for the "Coupled" model system have smaller values than those of the "Uncoupled" model system. For coupled and uncoupled simulations, the time series of maximum U 10 is calculated for each 3-hourly map, following the propagation of the central vortex-core of the storm. North American Regional Reanalysis (NARR) data is used for comparisons, which are high quality climate reanalysis data produced by the National Centers for Environmental Prediction (NCEP). U 10 winds are marine winds corrected to standard 10 m reference elevation in neutral boundary layer conditions 2001; Simmonds et al. 2008) . Thus, sea ice can retard storm progression into the Arctic by creating a cold friction zone where storms lose energy-over ice-whereas over southern Beaufort waters they can intensify.
Air-sea feedbacks during the 1999 storm cause the atmospheric boundary layer to become cooler and more stable, slightly de-intensifying the storm (Fig. 2) , compared to scenarios where no feedbacks occur. Although the impacts on the maximum surface winds are small, they can cause reductions in sensible and latent heat fluxes, accompanied by cooling of the near-surface and lower atmosphere air temperatures. Reduced air-sea heat fluxes tend to cool and dry the atmospheric boundary layer, weakening the cyclone, resulting in decreases in surface winds.
Synoptic-scale processes drove the 1999 storm's baroclinic development, with the cooled ocean surface fluxes playing a secondary role, modifying the atmospheric boundary layer. When warm air moved over cold water, the atmospheric boundary layer stabilized because of negative sensible surface heat fluxes. Vertical mixing was suppressed as vertical wind shears increased, as surface drag decreased, and winds aloft increased. In contrast to the boundary layer, where ocean surface feedbacks and atmosphere-ocean coupling weakened, the cyclone became more intense in the mid-troposphere, with stronger winds surrounding the storm center.
2008 summer storm
The second example is a storm that occurred in the summer of 2008 (hereafter, the 2008 storm), when there was a large area of open water with a near record summer ice minimum. Thus the effect of air-sea fluxes was notable, influencing storm development. The storm originated in northern Siberia and slowly moved towards the Beaufort Sea. Intensifying from a relatively weak system over the Chukchi Sea, with minimum (SLP) of 990 hPa on 29 July, it reached its maximum intensity (minimum SLP, 976 hPa) the next day, as it slowly moved eastward near the ice edge ( Fig. 3(i) ). After lingering over open water over Canada Basin, it moved northeastward, slowly weakened and dissipated.
As with the 1999 storm, two experiments were performed with the atmosphere-ice-ocean model system. Here, the atmospheric portion of the coupled model system consisted of the Canadian Regional Climate Model (CRCM; see Caya and Laprise 1999; Laprise et al. 2003) , because related studies look at climate change scenarios, and secondly, it is test for model-dependency in results from the two storms. CRCM is based on the same dynamical formulation as the mesoscale atmospheric model described in the previous section. In the "uncoupled" simulation, sea ice cover is prescribed by its climatology, and therefore the ocean does not respond with feedbacks to the atmosphere that evolve as the storm develops. In the "coupled" model system, the sea ice is predicted by the ice-ocean model, which is coupled to CRCM, and simulated air-sea feedbacks change as the storm grows and evolves. From climatology, the "uncoupled" simulation assumes ice cover over most of the Chukchi and Beaufort Seas, with only a narrow open-water region near the coast, as in past decades. The "coupled" simulation uses the ice-ocean model component to simulate the open water area, at the time of the 2008 storm.
In terms of minimum SLPs, results from the coupled and uncoupled simulations are similar, with differences within~1 hPA of Canadian Meteorological Centre results (Fig. 3  (i) ). For storm track, intensity, and observed ice edge, no large impacts of increased open water are initially evident. However, with respect to surface winds, the simulations do have significant differences. Figure 3 (ii) compares results from coupled and uncoupled simulations to high-quality re-analysis winds, when the storm had intensified to its maximum winds of~16 m/s. These results suggest that the effect of surface fluxes from increased open water area is a stronger, larger storm, in agreement with re-analysis wind data, and in accord with Simmonds et al. (2008) . By comparison, the uncoupled simulation, assuming climatology for ice cover, results in a smaller, less intense storm (by about 4 m/s), compared to the coupled simulation. The reduced sea ice in the coupled simulation causes an increase in solar radiation received by water, with lower albedo, and with warming mainly limited to the atmospheric boundary layer (Fig. 4) . This reduces stability within the boundary layer, increasing momentum exchanges between the boundary layer and higher troposphere levels and increasing surface winds. However, as this process does not significantly change the atmospheric mass balance, changes in the central SLP remain small, compared to changes in surface winds (Fig. 3) .
Surface air temperature is an important factor in estimating long-wave radiation and surface sensible heat flux. Because of high albedo, sea ice receives much less short-wave radiation than sea water. Thus, the surface air temperature is much warmer, in coupled model (Morey et al. 2006) . QSCAT is the satellite Quick Scatterometer data. NCEP is the National Centers for Environmental Prediction. The results show that the coupled model simulation with extensive open water is a better simulation of the best re-analysis result, the blended QSCAT-NCEP winds. Black line in a is used in vertical section in Figure 5 simulations where a storm passes through over open water, than when the storm passes over ice. For this particular storm, the maximum difference in surface warming is up to 8°C due to the net impacts of increased solar radiation and surface mixing. In the atmosphere, the warming is largely confined to the boundary layer (<925 hPa), with difference in warming reaching~5°C between the two simulations ( Fig. 4a ). For the 2008 storm, warming did reach upper levels, for example as much~1°C near 600 hPa, suggesting increased boundary turbulence and reduction of stability.
Compared to more ice-covered conditions, increased winds associated with surface fluxes from the open water, are mainly limited to the boundary layer, with associated reductions in winds at upper levels, at about 250~500 hPa (Fig. 4b) . Thus, reduced ice, and increased surface winds result in enhanced boundary layer instability and momentum exchange between the boundary layer and the mid-and upper troposphere levels. As with the 1999 storm, the 2008 storm resulted in a reduced sea surface temperature in the open waters of the Beaufort Sea, by up to 2°C, and essentially no temperature change in ice covered areas. Analysis of winds, temperature and currents show that the storm resulted in enhanced vertical upper-ocean mixing, bringing cold water to the surface and deepening the mixed layer.
Summary
Modeling studies were the focus of ImSAS, verified by in situ and remotely sensed data collected during collaborating projects. Results demonstrate that factors such as open water, ice, and ocean surface fluxes can modulate, and be modulated by, storms. Increased open water changes the air-sea fluxes and processes related to sea ice, relative to other processes, such as short and long wave radiation, seawater albedo, Arctic storm dynamics, moisture differences, cloudiness, ocean waves, and upper ocean dynamics including vertical mixing and upwelling. Large expanses of open water allow enhanced air-sea fluxes, of heat and momentum. The two storms presented in this paper are intended to describe the possible 
Atmospheric transport and behaviour of toxic pollutants in the Arctic
POPs, e.g. polychlorinated biphenyls (PCBs), organochlorine pesticides (OCPs) and combustion by-products, and mercury (Hg) are toxic chemicals that persist in the environment and can be carried by air and water over long distances from emission sources (Hung et al. 2005; Macdonald et al. 2000) . In the cold Arctic, these chemicals can be deposited onto surfaces and accumulate in wildlife, country foods and in people, and possibly have negative health impacts. The presence of these anthropogenic pollutants in the Arctic ecosystem has raised significant international concerns in recent years, especially in circumpolar countries. IPY-INCATPA was designed to assess the atmospheric input of these pollutants from external sources to the Arctic, focusing on intercontinental transport from the Pacific Rim, extending the existing international air monitoring network of the Arctic Monitoring and Assessment Programme (AMAP). One component of INCATPA was to couple measured atmospheric data from AMAP long-term monitoring stations with statistical analysis and model simulations, to elucidate how climate change would affect pollutant transport to, and behaviour within, the Arctic. Some of the major findings are summarized here.
The atmosphere is considered to be the primary and most rapid pathway of pollutant transport to the Arctic. Most legacy POPs have no sources in the Arctic. Therefore, their presence in the Arctic environment has been generally regarded as evidence of long-range transport (LRT). Atmospheric LRT events are able to move polluted air masses within a few days from source regions into the central Arctic region. For example, Eckhardt et al. (2007) reported PCBs released from biomass burning were observed in air at the Zeppelin Arctic station (Svalbard/Norway) after a travel time of a few days (from agricultural fires in Eastern Europe) to a few weeks (from boreal forest fires in North America). Measurements at the Polar Environment Atmospheric Research Laboratory (PEARL, see below) confirm transport from Southeast Russia to 80ºN in about 5 days . There is also evidence of LRT of Hg from industrial pollution from Asian sources to the north western United States (Weiss-Penzia et al. 2003) .
POPs can partition to air, water, soil, snow/ice and other environmental media according to their physical-chemical properties. Cold temperatures can induce their deposition and accumulation in Arctic environmental media, thus resulting in the so-called cold-trapping effect (Rahn and Heidam 1981) . Since their physical-chemical properties vary with temperature, climate change will affect their fate in the environment, influencing the observed concentrations and trends in the Arctic.
Discovery of atmospheric mercury depletion events (AMDEs) in the Arctic in spring (Schroeder et al. 1998 ) revolutionized the understanding of the atmospheric behaviour of Hg. During an AMDE, atmospheric conversion of gaseous elemental mercury (GEM) or Hg 0 creates increased amounts of reactive Hg + or Hg 2+ and particulate -bound mercury deposited in the Arctic. Once deposited, mercury can be converted to highly toxic bioaccumulating methylmercury. Methylation can occur in aqueous environments such as oceans (Sunderland et al. 2009 ), freshwater wetlands (Loseto et al. 2004; Goulet et al. 2007 ) and peatlands (Mitchell et al. 2008) . It is speculated that factors affected by climate change, such as earlier ice breakup, increased snowmelt and warmer temperatures, may influence these conversion processes and, thus, the overall input of Hg to the Arctic environment and the bioaccumulation in wildlife and humans.
Here, long-term time series of POPs and mercury collected at AMAP stations were inspected using statistical methods to try to unveil evidence of climate change impacts in observed atmospheric levels and trends. Models were developed and parameterizations were improved to elucidate and forecast the climate change effects on these pollutants.
Evidence of climate change impacts on air concentrations of POPs and mercury

POPs
AMAP initiated atmospheric monitoring of POPs in the Arctic at 4 long-term air monitoring stations in the early 1990s (Hung et al. 2010 ). Measurements at Zeppelin, Svalbard (78°55′ N, 11°56′E) and Alert (82°30′N, 62°20′ W) are the longest datasets available to investigate climate change impact on POPs behaviour in the Arctic. Using a statistical Digital Filtration Technique to develop atmospheric time trends for POPs at AMAP stations, Hung et al. (2010) showed that from 1993 to 2005/2006 most POPs consistently exhibit declining trends in the air, and the decline has slowed at some stations in recent years. Since the 1970s, many countries have restricted the production, and usage of POPs (United States banned DDT in 1972), and these chemicals are now banned globally according to the Stockholm Convention on POPs of 2001. Thus, reduced air concentrations at specific Arctic locations could result from international controls, proximity to sources, environmental degradation and reactions, environmental transport pathways and residence times of a specific chemical in various media. Ma et al. (2011) suggest that apparently declining trends may have overwhelmed any effect that climate change may have on POPs in Arctic air. To reveal the underlying climate change impact, the decline due to factors other than climate change must first be removed.
It is expected that as the Arctic warms and sea ice retreats, previously deposited POPs may be re-mobilized from environmental repositories, e.g. snow/ice, soil and water, back into the atmosphere. Indeed, Wong et al. (2011) and Gioia et al. (2008) showed evidence of α-hexachlorocyclohexane (α-HCH, a pesticide) evading over open water in Hudson Bay and the Beaufort Sea, and increases in PCB air concentration at the ice edge in the Atlantic Arctic. For some POPs, e.g. hexachlorobenzene (HCB), and some PCBs, increasing atmospheric trends were observed at Zeppelin and Alert in early-to mid-2000s which may result from enhanced volatilization from the ocean due to ice retreat (Hung et al. 2010) . Increasing trends were only observed for these chemicals but not others, implying higher tendencies to volatilize from water. In search of climate change impacts on POPs distributions in the Arctic, Ma et al. (2011) used a statistical de-trending method to remove the dominant declining trends from the time series of 10 selected POPs measured at Alert and Zeppelin, which did not show apparent increasing trends. After detrending, most POPs show increasing tendencies that correspond well to surface air temperature (SAT) and sea ice concentration. An example of the detrended and observed data for α-HCH at Zeppelin is shown in Fig. 5 . After 2000, when sea ice retreat sped up, detrended POPs air concentration began to have positive correlations with SAT and negative correlations with sea ice concentration at significance levels of ≥90 % in the summertime (June-August), when ice-melt is maximal and atmospheric input from southerly sources is less important. Ma et al.'s findings imply that chemical repositories in water, snow/ice and soil may return these toxic chemicals to the air under climate change, making them once again available for circulation. Arctic warming potentially may undermine global efforts to reduce environmental and human exposure to POPs.
Mercury
Long-term monitoring of atmospheric mercury at Alert is the longest continuous dataset collected in the Arctic. Cole and Steffen (2010) attempted to identify climate change effects by analyzing statistical changes in concentrations from 1995 to 2007 at this site. They showed that Arctic springtime AMDEs were occurring earlier in the spring in recent years ( Figure S4 ). On average, AMDEs during 1996 to 2002 occurred 14 % of the time in March, 36 % in April, and 45 % in May, with a small number in February and June. During 2003-2009 , 26 % of AMDEs occurred in March, 40 % in April, and 29 % in May. The total number of AMDEs did not change significantly. The cause of this AMDE shift to earlier spring occurrences is not clear; however, the chemistry that drives these events has been linked to fresh sea ice and low air temperatures. Therefore, climate change may be driving the shift-and changing patterns of mercury deposition to the Arctic ecosystem-through trends in air temperatures, changes in sea ice composition and extent, earlier snowmelt, changes in atmospheric transport patterns, or related processes.
In addition to trends in AMDE timing, the analysis of the long-term mercury data sets at Alert and Amderma (Russia), show that mercury concentrations at both locations correlate with the local temperature within each of the spring months ( Fig. 6 ; Cole and Steffen 2010) . While this is consistent with earlier reports that some of the steps involved in AMDE chemistry may be temperature-dependent, there are many factors that affect atmospheric mercury concentrations. Therefore it is too soon to predict the net effect of climate change on future mercury deposition to the Arctic. However, these results show that continued study of AMDE chemistry and continued monitoring of Arctic mercury is necessary in a changing climate. Fig. 1a) 3.3 Modelling climate change impact on toxic pollutants and implications
POPs
From long-term measurements at Alert and Zeppelin, Ma et al. (2011) showed that POPs may be volatilizing from Arctic environmental reservoirs as a result of climate change. To further elucidate this enhancement in secondary sources and to understand the difference in extent of volatilization, a perturbation model for POPs concentrations in closed air-water/airsoil systems was developed to quantify the effects of climate change perturbation (Ma and Cao 2010) . This model was then extended to illustrate exchange in a closed air-snow/ice system (see Ma et al. 2011 for details).
The model was designated to simulate the response of POPs to climate change by assuming that chemical concentration in an environmental compartment is equal to the sum of mean concentration and perturbed concentrations induced by climate change. The mean concentration in the model is allowed to change, subject to degradation under a mean temperature, and the perturbed concentration is simulated through environmental removal and air-surface exchange dynamics, subject to temperature and precipitation anomalies incurred by climate change. The perturbed air concentrations have been evaluated extensively by comparison with detrended POP air concentrations measured over the Great Lakes and the Arctic (Ma and Cao 2010; Ma et al. 2011) . Results show that perturbed atmospheric α-HCH concentration increases and remains high till 2037, then decreases due to degradation (Fig. 7) . Modeled results of perturbed α-HCH air concentrations correlate well with the detrended time series between 1999 and 2009 at Zeppelin (r00.66; p00.028), indicating reasonable projected perturbations of POPs under the 21st century IPCC A1B climate change scenarios. PCB 153 and γ-HCH showed apparently different trends than the other PCBs and α-HCH. PCB 153 is more hydrophobic and γ-HCH is more water soluble than most of the other compounds. These properties allow them to stay in environmental reservoirs (e.g. sediment/soil and water) for longer periods of time.
Mercury
Once emitted, mercury can be transported via the atmosphere, undergo atmospheric transformation and deposit on the Earth's surface. Mercury deposited onto the cryosphere (snow/ ice) may revolatilize back to the air, remain in long-term cryospheric records (firn/glaciers) or be entrained into meltwater. Mercury in meltwater may enter Arctic lakes and oceans where it can be converted to methylmercury and bioaccumulate through the food chain. There are great uncertainties in what fraction of mercury deposited onto the cryosphere is emitted back to the atmosphere and what fraction goes to meltwater. In order to reliably predict the effect of climate change on mercury input and circulation in the Arctic, physical and chemical processes involved in the deposition, chemical transformation within the cryosphere and emission must be depicted accurately in environmental models. To date, the only model to represent dynamically the physical and chemical processes that determine the fate of mercury deposited onto snowpacks was described by Durnford et al. (2012b) . The model was able to reproduce observed concentrations of mercury in snowpacks and snowpack meltwater runoff. The inclusion of the dynamic snowpack mercury model improved the simulation of the Global/Regional Atmospheric Heavy Metals (GRAHM) Model for the wintertime atmospheric mercury concentrations, including high-latitude AMDEs. Durnford and Dastoor (2011) reviewed published observations of cryospheric mercury concentrations and found that GEM deposited onto the cryosphere is likely revolatilized immediately; deposited particulate mercury is likely retained by the snowpack. Deposited reactive gaseous mercury (Hg + or Hg 2+ ) may be reduced to GEM which is partially emitted and partially reoxidized and retained by the snowpack. Durnford et al. (2012a) cryospheric mercury significantly. Cryospheric mercury observations were found to be most strongly controlled by the dry and wet depositions of oxidized mercury, with burial by fresh snowfalls and wind driven ventilation of snowpacks being important processes. The complexity of these processes makes it difficult to speculate on the net effect of climate change on the deposition and accumulation of mercury in Arctic ecosystems. For example, it is uncertain whether AMDEs would occur more or less frequently (Durnford and Dastoor 2011) . In a warming Arctic, the optimal season for AMDEs to occur will become shorter, when sea ice refreezes in the presence of sunlight, resulting in fewer AMDEs. Yet, during this shorter AMDE season, thinner and more dynamic sea ice, forming leads and refreezing more frequently, may result in more frequent AMDEs. Development of physical and chemical processes of mercury in the cryosphere and at the atmosphere-cryosphere interface in mercury fate models needs to continue in order to better understand/quantify how climate change may affect mercury input to the Arctic.
Ocean Atmosphere Sea Ice and Snow interactions in polar regions (OASIS)
The IPY project OASIS focused on the atmosphere-ice-ocean interface; it was conceived to address deficiencies in the understanding of the chemistry that occurs over the Arctic Ocean surface, and the lack of measurements. The changing nature and extent of sea ice (Maslanik et al. 2007; Nghiem et al. 2007 ), dramatic shift from multi-year to more saline seasonal ice, and increased density of open leads, increasing the heat flux from ocean to atmosphere, could have a profound impact on the physical and chemical processes that occur in the ice, and on its surface and overlaying atmosphere.
Two surprising discoveries were made in the late 20th century at the world's most northerly atmospheric observatory at Alert, Nunavut. Firstly, it was observed at Alert (Bottenheim et al. 1986 ) and Barrow, Alaska (Oltmans and Komhyr 1986 ) that ozone (O 3 ), a toxic greenhouse gas, occasionally completely disappeared from the lower atmosphere during in the spring. These so-called ozone depletion events (ODEs) have been shown to be related to bromine chemistry (Barrie et al. 1988) . The second surprise, in the mid-1990s, was the concurrent decrease of GEM during ODEs (Schroeder et al. 1998) . Ongoing research at Alert and other Arctic observatories has made it clear that bromine involved in these disappearing acts came from sea salt in a process that most likely started over the ocean (Simpson et al. 2007a) . However many of the details of the chemical processes at play were not well understood, and this was not helped by the scarcity of actual in-situ measurements over the Arctic Ocean. Furthermore, there was virtually no information on the behavior and abundance of carbon dioxide (CO 2 ) over the frozen ocean. While satellite remote sensing has provided extensive spatial coverage of the concentrations of some pollutants over the Arctic Ocean, the detection of CO 2 , O 3 and GEM at a spatial and temporal resolution required to investigate their chemical processes is beyond the capabilities of satellites, and thus, in-situ measurements are indispensable.
One focus of OASIS was to develop methods to measure O 3 , GEM, bromine oxide (BrO, a convenient, measurable tracer for bromine chemistry) and a set of meteorological parameters including flux and radiation, over the ocean, and deploying the equipment from ships, icebreakers, fixed wing aircraft and helicopters. Thus, the Out On The Ice (OOTI) concept was developed, consisting of a specially designed miniature atmospheric chemistry and physics laboratory, mounted on a sled for rapid snowmobile deployment, for measurements on the ice. Also, an ice-tethered buoy, the "O-buoy", was designed in cooperation with Knepp et al. (2010) to make long term autonomous measurements (>1 year). The O-buoys contain an accurate CO 2 detector, and O3 and BrO instrumentation. With OOTI, O-buoys, and more standard equipment, a large dataset was obtained that will improve the understanding of physical and chemical processes in the air over the Arctic Ocean, help constrain models used for predicting change and permit development of scenarios for the future in the face of a changing climate. The first results from the OASIS activities during IPY are summarized below.
Ozone
IPY brought unprecedented opportunities to expand the previously limited record of O 3 depletions over the Arctic Ocean (Hopper et al. 1992 (Hopper et al. , 1998 Ridley et al. 2007; Morin et al. 2005; Jacobi et al. 2006) . Platforms for measurements included a sail boat frozen into the ice to make 16 month-long O 3 observations (Bottenheim et al. 2009 ), O-buoys , the Canadian Coast Guard Ship Amundsen, collaborating with the IPY Circumpolar Flaw Lead study (Barber et al. 2010 ), a sea ice camp near Kuujjuarapik/Whapmagoostui, Quebec as part of the Impact of Combined Iodine and Bromine Release on the Arctic Atmosphere (COBRA) campaign (NERC 2009) a sea ice camp near Barrow, Alaska, as part of OASIS-09, and the Polar-5 aircraft as part of the Polar Airborne Measurements and Arctic Regional Climate Model Intercomparison Project (PAM-ARCMIP), collaborating with the Alfred Wegener Institute, Germany, (Herber et al. 2012) .
Among the most profound results was confirmation that the normal state of (ground level) O 3 over the springtime Arctic Ocean is a depleted state (Bottenheim et al. 2009 ). However, the synoptic meteorological conditions required for ODEs were still not resolved. Jacobi et al. (2010) investigated the correlation between these widespread depletions and mesoscale synoptic conditions and found that they are frequently associated with high pressure systems. While the correlation of O 3 with pressure in their study was stronger than that with temperature, the Amundsen data show a strong temperature correlation (Seabrook et al. 2011) .
One controversy pertains to the question where the depletion chemistry starts, and whether decreases in the O 3 (and GEM) concentration observed at a fixed location is due to local depletion chemistry, or reflects a change in air mass with different levels of O 3 (and GEM). In-situ flux experiments with the OOTI sled near and right over frost flowers did not show any noticeable decrease in the O 3 concentration close to the surface (~10 cm) in comparison to that at 2 m above the surface. This suggests no tendency to depletion near frost flowers, in agreement with Piot and von Glasow (2008) . Eddy covariance experiments with a fast ozone detector on the ice near the Amundsen ice breaker, and at an ice camp near Barrow showed a similar negligible O 3 "deposition" rate. Some anecdotal evidence obtained during the Polar-5 flights in 2009 suggested that suspended ice particles ("diamond dust", possibly generated from frost flowers by wind erosion) were negatively correlated with O 3 , implying that some of the chemistry may occur in the troposphere rather than at the surface. What is certain is that either the destruction itself happens on the surface, or that the precursors of the destruction mechanism originate from there (Seabrook et al. 2011 ).
Mercury
GEM is known to deplete in the atmosphere but, unlike O 3 , is not destroyed but converted into another chemical state of mercury (Hg). As a result of similar halogen chemistry that destroys ozone, GEM is oxidized to an inorganic reactive gaseous mercury (RGM) species (Steffen et al. 2008) . RGM is very 'sticky' and therefore can readily deposit on snow and ice surfaces through dry deposition. It can also easily associate to particles in the air and deposit on a surface as "particulate Hg" (PHg). However, it was found that after deposition, RGM and PHg can be reduced back to GEM and re-emitted from a snow surface back into the atmosphere to be transported or oxidized again (Lalonde et al. 2003; Poulain et al. 2004 ). This cycle of reduction and re-emission has been found to occur at the near snow/ice surface (Steffen et al. 2002) . OASIS set out to determine whether this Hg cycle, observed at inland snow packs (from where all previous studies have been reported), differs on the sea ice and close to ice leads.
Results show that there is significantly more PHg over sea ice than is generally observed inland, implying a greater impact on exposure of the Arctic Ocean to Hg deposition. If most deposited Hg is re-emitted to the atmosphere, as suggested by Kirk et al. (2006) , then Hg deposition would not constitute a great contribution to the Arctic ecosystem as previously suggested (Lu et al. 2001) . However, real time measurements from OASIS found that the reemission of GEM is substantially suppressed over sea ice when simultaneously compared to emissions over the inland snow pack. Thus, much more deposited Hg appears to be retained over sea ice than over land-based snow pack. Consequently, models estimating the contribution of Hg from the atmosphere to the Arctic Ocean and the Arctic as a whole may need to be reassessed.
Bromine monoxide (BrO)
BrO is exclusively produced from the reaction between O 3 and bromine atoms (Br). As this reaction is assumed to be the main driver for O 3 depletion, BrO is a prime marker for the occurrence of this depletion. Regions of enhanced total column of BrO captured by satellites and aircraft over Polar Regions (Wagner and Platt 1998; Richter et al. 1998 Richter et al. , 2002 McElroy et al. 1999 ) have been associated with bromine emission from sea-salt aerosols, frost flowers, ice leads and salt covered snow (Kaleschke et al. 2004; Simpson et al. 2007b ). So-called BrO clouds have been observed for many days over large areas, suggesting an efficient air mass transport mechanism (Begoin et al. 2010) . However, it is not clear if largescale elevated BrO clouds are due to continuous generation from the surface as the air traverses the source region, or if high BrO is sustained in the air during transportation away from a surface source. In fact it has recently been argued that much of the BrO seen by satellites is not related to lower tropospheric BrO (Salawitch et al. 2010) . Thus, it is important to determine the presence of in-situ lower troposphere BrO.
With the OOTI sled, ground-based measurements were made at two High Artic locations (Amundsen Gulf and Barrow) and one sub-Arctic location (Kuujjuarapik/Whapmagoostui, Quebec). Previous ground based observations at Alert showed a strong negative correlation between measured O 3 and BrO (Hönninger and Platt 2002) . In these IPY campaigns, the OOTI studies also showed that in many cases O 3 levels were negatively correlated with BrO. However, elevated BrO levels were observed during periods when no ODE was present or O 3 concentrations increased to background level. Furthermore, O 3 wasn't always entirely destroyed in the presence of very high BrO levels; in fact ODEs were recorded with BrO below the detection limit of the instrument (Pöhler et al. 2010) . It was also observed that O 3 often decreased quickly while BrO increased when a low pressure system center moved over the measurement site. Ongoing analysis focuses on the extent that these variations agree with satellite data (Netcheva, in preparation 2012).
Surface-Atmosphere exchange
Surface-atmosphere interactions over the Arctic Ocean are modulated by unusual dynamic conditions. The absence of direct insolation during the polar night, coupled with radiative cooling of the surface, results in stable stratification of the boundary layer and therefore suppression of turbulence and vertical mixing. This condition persists well after polar sunrise because of the low sun angles at these latitudes and has profound implications for transports of atmospheric constituents towards or away from the surface.
Under stable conditions, surface fluxes are difficult to determine because commonly used empirical relationships between vertical gradients and the turbulent fluxes of wind (momentum), temperature and atmospheric constituents are not well defined. Prior to IPY, only a handful of studies addressed these difficulties which calls into question how representative each study was of general conditions in polar regions (cf. Yagüe et al. 2001; Grachev et al. 2005 Grachev et al. , 2007 Sodemann and Foken 2005; Lüers and Bareiss 2010) .
Results from IPY indicate that as long as gradient and turbulent flux measurements are within a few meters of the surface, prevailing winds produce enough momentum to provide mixing at least 60 % of the time (Staebler, to be submitted 2012). At 0.6 m height, very stable conditions are observed only 10 % of the time. At higher altitudes, flux divergence results in more severe underestimations of surface fluxes. From the surface layer (~10 m) to the top of the boundary layer (~200 m), dynamically stable stratification with Richardson numbers well above 1 usually persist. IPY ozone profiles helped clarify the part of the atmosphere in direct contact with the surface on time scales of hours or less. Typical ozonedepleted layer depths at Barrow in 2009 were 100~800 m with an average very close to the average inversion height, 380 m.
IPY legacy: OOTI, O-Buoy, PAM-ARCMIP
To obtain insight to the atmospheric composition of the surface boundary layer over the Arctic Ocean, it was necessary to develop methodologies to make fully autonomous observations. This required that the equipment operate on batteries, be very economic in power consumption, and be controlled by remote access. The development of the OOTI technology was highly successful in this regard. These concepts proved very helpful in overcoming initial reservations towards the development of the O-buoys that would have to operate over much longer periods of time (fully autonomous for periods of up to 2 years). The major new aspect of O-buoys is the capability to make chemical composition measurements of the atmosphere, which posed a very complicated engineering undertaking, substantially different from existing ice-tethered buoys in the Arctic.
The OOTI system has successfully operated during OASIS-CANADA campaigns and has been invited to participate in future Arctic campaigns. The first O-buoys were deployed and operated successfully for up to 10 months in the Beaufort Sea as a "proof of concept". A much expanded deployment program was recently funded by US partners with construction and deployment of 15 additional O-buoys over the next few years. Another IPY legacy is a collaborative international pan-Arctic flights program in the spring with the Polar-5 aircraft (Herber et al. 2012) . The 1st prototype campaign incorporating flights from Longyearbyen (Svalbard) via Alert to Barrow took place in spring 2009 with OASIS-CANADA participation; a 2nd campaign was conducted in spring 2011. The success of those flights resulted in the extension of several years of similar projects, hopefully eventually encompassing a complete circum-polar flight plan.
Our PEARL near the pole
The Polar Environment Atmospheric Research Laboratory (PEARL) is located at Eureka ( Figure S5 ) in Nunavut (80°N, 86°W). In 2005, the Canadian Network for the Detection of Atmospheric Change (CANDAC), a collaboration between universities and government departments, began operations, which were intensified during IPY.
PEARL is a "whole atmosphere" laboratory containing instrumentation to study the atmosphere from the ground to about 100 km. It comprises three sites: (1) the Ridge Laboratory 600 m above sea level is used mainly for upward-looking remote sounding experiments, (2) the zero altitude PEARL auxiliary laboratory (ØPAL) at approximately sea level is mainly used for boundary layer and near-surface measurements, and (3) the Surface Atmospheric Flux and Irradiance Remote Extension (SAFIRE) site used for experiments that need to be far from any outside human interference.
The PEARL equipment roster includes lidars, radars, spectrometers, and optical instruments suitable for active and passive probing of the atmosphere, its physical and radiative states, and its composition. Several of the PEARL instruments have been certified as part of international networks of instruments. In addition to the instruments located at PEARL, researchers have been able to take advantage of PEARL's location as a favoured site for satellite over-flights to expand the available data for this location ( Figure S6 ). One IPY research project measured clouds, rain and snow in the Arctic via satellites, where precipitation is much different from lower latitudes. High-quality data collection can occur if a synoptic storm passes over the laboratory. Ground-based data guided the development of specific Arctic algorithms, e.g. verifying the importance of the attenuation correction of the CloudSat W-band radar data. It was also possible to improve the inputs into atmospheric models by better understanding the atmosphere's composition above Eureka by measuring the absorption of solar radiation by the atmosphere. Ozone and related gases have been regularly measured by this method throughout IPY.
Being able to acquire a lengthy period of data during IPY allows comparison with measurements taken in different parts of the Arctic. This was the first time that upper atmosphere mean winds, and diurnal and semi-diurnal atmospheric tides were studied at true Polar Arctic locations using contemporaneous longitudinally spaced systems. It was found that the winds and tides are asymmetric, or vary with longitude, indicating the presence in the monthly means of relatively large stationary planetary waves at middle atmospheric heights (20-80 km) . Their nonlinear interactions with the tides created large non-migrating tides. Studies of the variability and possible couplings of the semi-diurnal tides in the Northern and Southern Hemispheres provided some unexpected results. For example, Northern Hemispheric winter stationary planetary waves provide non-migrating tides for Antarctica, but the reverse is not true (Xu et al. 2009a, b; Manson et al. 2009 ).
A working relationship and collaborative projects were developed with members of Eureka's sister observatory in the European Arctic, whereby researchers from the Alfred Wegener Institute (AWI) carry out regular lidar, sunphotometry and starphotometry measurements at Ny Alesund, Spitsbergen (78°55′24″N, 11°55′15″E) and similar measurements were made at Eureka. A preliminary initiative to characterize polar winter and polar spring aerosols at both sites using lidar and starphotometry, supported by a circumpolar, AWI-led airborne lidar program and pan-Arctic, 2D CALIOP profiles, was begun in 2009 with the implementation of a starphotometer at Eureka alongside the Arctic High Spectral Resolution Lidar (AHSRL). The collaborative program has led to significant findings related to the panArctic characterization of the abundance and size of (a) spring-time Arctic Haze aerosols using airborne sunphotometry data from multi-altitude circumpolar flights and (b) stratospheric sulphate aerosols from the Russian Sarychev volcano that erupted in June of .
PEARL research also improved our ability to track the spread of smoke and pollution from the lower part of the atmosphere to the upper part, where they can affect weather and climate. This is important because presently there is only a generic, phenomenological understanding of the sources and nature of the complex upper-tropospheric turbidity patterns that develop when aerosols are transported into the Arctic. Detection of plumes over PEARL from fires at more southern latitudes show significant atmospheric transport towards the poles. A spectacular illustration of such polar meridional transport and the attendant altitudedependent complexity of tropospheric turbidity patterns can be seen in Fig. 8 . A mosaic of MODIS images was employed to capture a pan-Arctic smoke plume that had been transported from southeast Russia to Eureka in about 5 days ). An AEROCAN/ AERONET sunphotometer and the Arctic High Spectral Resolution Lidar (AHSRL) simultaneously captured this plume as it passed over Eureka at altitudes between about 5 and 9 km. Optical signatures in this data, notably the dominance of sub-micron particles (red trace in the upper left-hand plot) and low AHSRL depolarization ratio (bottom left-hand figure) confirm other supporting data in establishing that this plume consisted of Russian smoke particles. Our ability to trace and deconvolve the aerosol properties of such plumes is an essential element in understanding the dynamics of Arctic aerosol intrusions and the climatic influences of the fundamental radiative forcing constituents. Stratospheric aerosol analysis software was developed and applied to several years of Polar sunrise (FebruaryMarch) lidar measurements taken at Eureka. From statistics of the layering, it was found that aerosol layers in the lower stratosphere are typically ice while in the middle stratosphere they are particles of volcanic, or possibly forest fire origin.
One of the advantages of the intense operation of PEARL was the collection of data during the polar night. There is much less data available during night conditions than day, as it is much more difficult to acquire. Analysis shows differences in temporal trends between summer and winter, which are not uniform throughout the year (Lesins et al. 2010) , and evidence of strong water vapour intrusions into the Arctic in winter (Doyle et al. 2011) . Bourdages et al. (2009) used lidar and radar to measure cloud properties. Different cloud types were identified and regimes included boundary layer ice crystals and ice clouds. Mixed-phase clouds and supercooled layers were also observed in March when temperatures were still extremely low (surface temperature of~−44°C).
The development of PEARL allowed a much wider range of atmospheric research at these extremely high latitudes than would have been possible otherwise. In addition, the year-round nature of the measurements corrects an inherent bias towards the summer months in most Polar data. PEARL also directly addresses the IPY objective of leaving a legacy of observing sites, and facilities to support ongoing polar research and monitoring.
Concluding remarks
Considerable new research is emerging on the role of climate, and its variations, on all components of the Arctic environmental system. For example, ImSAS demonstrated the importance of links between climate change, sea ice, cyclone properties, and the impacts of surface fluxes of momentum and enthalpy on cyclones that need better understanding. Further studies of wind and storm regimes will assist in gaining realistic assessments of possible changes in coastal impacts along the Beaufort and related Archipelago coasts. Studies of synoptic circulations, surface fluxes and the upper ocean are keys to better simulations and forecasts, on synoptic to decadal time-scales.
Results from INCATPA, studying intercontinental atmospheric transport of anthropogenic pollutants to the Arctic, were remarkable in finding that Arctic warming might remobilize POPs and augment mercury deposition/retention in the environment, undermining global efforts to reduce environmental and human exposure to these toxic chemicals. This was achieved through long-term atmospheric monitoring datasets, and climate change studies. Climate change may alter the risks of these toxic chemicals to different environmental media, humans and wildlife. Continued study of the relevant physical and chemical processes is essential to understand the role of climate change, and the impact of contaminant fate and risks, beyond time scales of present data.
OASIS established key baselines and methodologies to provide insights into the composition, properties and basic dynamics of the atmospheric surface boundary layer over the Arctic Ocean. Development of needed methodologies and technology is ongoing and will continue with new campaigns, for example, further development of the OOTI technology and the O-buoys, to operate autonomously for long time periods. Airborne pan-Arctic experiments will expand the observations, and lead to better modeling and forecast capability.
PEARL at Eureka has provided year-round monitoring of the entire atmospheric column from ocean surface to stratosphere, its physical and radiative states, composition, and tele-connections to lower latitudes, providing important in situ and atmospheric column data for comparisons with satellite data. Data sets include clouds, rain and snow, ozone and other gases, solar radiation, in the Arctic where these variables and parameters are much different from mid-latitudes, or tropics. These measurements provide extensive, multi-element datasets throughout the year for further atmospheric studies.
