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Wavelet reconstruction almost always reduces to the study of
certain algebraic identities for polynomials. Typically, one poly-
nomial is chosen and another is found which satisfies an identity
appropriate for the desired wavelet construction. In this paper we
explore one such equation and give applications of it to wavelet
construction. The specific equation we study here comes to us
from our recent work on iterative interpolation by exponentials.
Through this equation we strive to unify several related questions
concerning wavelet construction and provide in each case consid-
ered estimates for the decay of the Fourier transform of both the
refinable functions and corresponding wavelets. c© 1997 Academic
Press
1. INTRODUCTION
For each positive integer N the polynomials
PN(z) := (1 − z)N; z 2 C; (1.1)
and
QN−1(z) :=
N−1∑
j=0
(
N+ j − 1
j
)
zj; z 2 C; (1.2)
were shown in [3] to play a central role in wavelet con-
struction. Specifically, if BN−1 is the (unique) polynomial
of degree N− 1 with all its zeros outside the unit disc that
satisfies the equation
jBN−1(ei!)j2 = QN−1(sin2 !=2); ! 2 R; (1.3)
and normalized so that BN−1(1) = 1, then the polynomial
A2N−1(z) =
2N−1∑
j=0
ajz
j = 21−N(1 + z)NBN−1(z); z 2 C;
(1.4)
gives the coefficients of a refinement equation
’N(x) =
2N−1∑
j=0
aj’N(2x− j); x 2 R; (1.5)
which has a solution ’N that vanishes outside of the interval
(0; 2N−1), has O(N) continuous derivatives as N ! 1 and
orthonormal integer translates [3]∫
R
’N(x)’N(x− j)dx = j; j 2 Z: (1.6)
This refinable function ’N leads to an orthonormal
wavelet
 N(x) =
1∑
j=−2N+2
(−1)ja1−j’N(2x− j); x 2 R; (1.7)
which has N vanishing moments∫
R
 N(x)xidx = 0; i = 0; 1; : : : ; N− 1: (1.8)
Recall that an orthonormal wavelet  is any function in
L2(R) for which the functions  j;k = 2j=2 (2j −k); j; k 2 Z
form a complete orthonormal basis in L2(R).
The polynomials (PN;QN−1) also arise in the work [2].
In that paper they are used to construct biorthogonal pairs
of refinable functions which lead to biorthogonal wavelet
bases of L2(R).
A key fact behind the usefulness of these polynomials is
the algebraic identity
PN(z)QN−1(z) + PN(1 − z)QN−1(1 − z) = 1; z 2 C: (1.9)
In fact, QN−1 is a unique polynomial of degree N−1 which
satisfies this equation.
Recently, because of our interest in iterative interpolation,
we introduced in [6] a family of polynomial pairs which in-
clude (PN;QN−1) as a special case. To recall this construc-
tion, we let  = (1; 2; : : : ; N)T be a given real vector and
set
PN(z; ) :=
N∏
i=1
(1 − (cosh i=4)−2z); z 2 C; (1.10)
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where
cosh x :=
ex + e−x
2
; x 2 R:
In the special case  = 0; PN(; ) is the polynomial PN
given in (1.1). In general, since cosh x Æ 1 for x 2 R we
see that PN(; ) has zeros only in [1;1) and so there is a
unique companion polynomial QN−1(; ) of degree N − 1
which satisfies the equation
PN(z; )QN−1(z; ) + PN(1 − z; )QN−1(1 − z; ) = 1;
z 2 C: (1.11)
Note that when 0 2 f1; 2; : : : ; Ng it follows from (1.10)
that PN(0; ) = 1 and PN(1; ) = 0. Hence, from (1.11) (and
also (1.10)) with z = 0 we conclude that QN−1(0; ) = 1.
Corresponding to the pair of polynomials (PN(; );
QN−1(; )) we constructed in [6] an orthonormal wavelet
and a refinable function with the same intervals of support
for the case considered in [3], but in this general case, the
wavelet in [6] has a Fourier transform which vanishes on
the imaginary axis at the points i1; i2; : : : ; iN. This latter
set of N conditions replaces the vanishing moments (1.8)
satisfied by the wavelet considered in [3].
The purpose of this paper is to give several further ap-
plications of this filter pair (PN(; ); QN−1(; )) and in addi-
tion to comment on the regularity of the wavelet appearing
in [6].
In the second section of the paper we develop proper-
ties of the filter pair (PN(; ); QN−1(; )) which will be used
later. The third section contains a review of the wavelet con-
structed in [6] which has prescribed zeros on the imaginary
axis and an estimate for its regularity as N ! 1 is given.
Section 4 contains a construction of a biorthogonal pair of
wavelets based on a refinable function studied in [5]. The
regularity of the dual refinable function is also estimated as
N ! 1. These results improve upon similar conclusions
derived in [2]. In the fifth section, we review and extend
the range of applicability of the results in the recent paper
[1] on orthonormal wavelets of compact support with any
given regularity in Sobolev spaces, highlighting throughout
our discussion the role of the filter pair (PN(; ); QN−1(; )).
2. MONOTONICITY OF QN−1(, λ)
The purpose of this section is to develop certain mono-
tonicity properties of QN−1(x; ) as a function of  for each
fixed x 2 [0; 1]. To this end, we find it convenient to in-
troduce different normalizations and independent variables.
Specifically, we let
ti = (cosh i=4)2; i = 1; 2; : : : ; N; (2.1)
RN(z; t) =
N∏
i=1
(
ti
2ti − 1
)
PN(z; ); z 2 C; (2.2)
and
SN−1(z; t) =
N∏
i=1
(
2ti − 1
ti
)
QN−1(z; ); z 2 C: (2.3)
Therefore this polynomial pair (RN(; t); SN−1(; t)) still sat-
isfies Eq. (1.11). In other words, we have
RN(z; t)SN−1(z; t) + RN(1 − z; t)SN−1(1 − z; t) = 1; z 2 C:
(2.4)
In this parameterization we shall prove the following fact.
Theorem 2.1. For x 2 [0; 1] n f1=2g, the function
SN−1(x; t)=(1 − 2x) of t = (t1; t2; : : : ; tN) has in each of its
variables t1; t2; : : : ; tN 2 [1;1) a derivative which is com-
pletely monotonic.
Recall that a function f is completely monotonic on
[1;1) provided that f 2 C1[1;1) and
(−1)jf(j)(t) Æ 0; t 2 [1;1); j = 0; 1; : : : :
The proof of this result is based on some ancillary results
of some independent interest. We start with any polynomial
p of degree N with zeros only in [1;1) and normalized to
have a leading coefficient with sign (−1)N (This insures that
p is positive on (0, 1)). Then there exists a unique polyno-
mial q of degree N− 1 such that
p(z)q(z) + p(1 − z)q(1 − z) = 1; z 2 C: (2.5)
We introduce a (unique) one parameter family of polynomi-
als q(z; t); t 2 C n f1=2g (a polynomial in z), each of degree
N satisfying the equation
(t− z)p(z)q(z; t) + (t− 1 + z)
p(1 − z)q(1 − z; t) = 2t− 1; z 2 C: (2.6)
The purpose of studying this family of polynomials is to
assist us in constructing a proof of Theorem 2.1 based on
induction on N. As a first step, we establish
Proposition 2.2. Let p; q and q(; t) be as described
above. Then
lim
t!1 q(z; t) = 2q(z); z 2 C: (2.7)
Moreover, for x 2 [0; 1]n f1=2g the function q(x; t)=(1−2x)
of t 2 [1;1) has a derivative which is completely mono-
tonic.
Proof. For any positive integer m choose any distinct
points t0; t1; : : : ; tm 2 [1;1), set
wm(z) =
m∏
i=0
(z− ti); z 2 C; (2.8)
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and recall that the divided difference of a function f at
t0; t1; : : : ; tm is given by the formula
[t0; t1; : : : ; tm]f =
m∑
j=0
f(tj)
w0m(tj)
: (2.9)
Consider the function
v(z) :=
wm(z)p(z)
1 − 2z [t0; t1; : : : ; tm]q(z; ); z 2 C: (2.10)
Here it is to be understood that the divided difference of
q(; t) as a function of t at t = t0; t1; : : : ; tm appears in (2.10).
From equation (2.6) with z = 1=2 we get for all t 2
C n f1=2g that
q(1=2; t) =
1
p(1=2)
:
The right side of this equation is independent of t. Hence
v(z) defined in (2.10) is a polynomial of degree 2N + m.
It has m + N + 1 zeros in [1;1) at t0; t1; : : : ; tm and
x1; x2; : : : ; xN where we suppose that p has the factored form
p(z) = γ(x1 − z)(x2 − z)    (xN − z); z 2 C; (2.11)
for some γ > 0 and x1; x2; : : : ; xN 2 [1;1).
Again, from Eq. (2.6), now with z = 1 − xi, for some
i = 1; 2; : : : ; N we get
q(z; t) =
1 − 2t
(z− t)p(z) ; z = 1 − xi; i = 1; 2; : : : ; N: (2.12)
We concentrate on this identity in the parameter t for a
fixed i and combine it with (2.10) to obtain
v(z) =
wm(z)p(z)
1 − 2z [t0; t1; : : : ; tm]
1 − 2
(z− )p(z)
=
wm(z)
1 − 2z [t0; t1; : : : ; tm]
1 − 2
(z− ) :
To simplify this equation further we use Eq. (2.9) on the
function
f(y) :=
1 − 2y
z− y ; y 2 R n fzg;
to obtain the formula
v(z) =
wm(z)
1 − 2z
m∑
j=0
1 − 2tj
w0(tj)(z− tj) :
But the polynomial of degree m given by
r() :=
m∑
j=0
(1 − 2tj)wm()
(− tj)w0m(tj) ;  2 C;
interpolates the polynomial 1 − 2y at y = t0; t1; : : : ; tm.
Hence it must be 1 − 2y and so v(z) = 1.
In other words, we have demonstrated that v(1 − ri) =
1; i = 1; 2; : : : ; N. Consequently, the derivative of v has all
of its m + 2N − 1 zeros outside (0, 1). Note that to the
left of zero v has a value one and to the right of one the
value zero. We conclude for x 2 (0; 1) that both v0(x) <
0 and v(x) > 0. In other words, we have verified for all
t0; t1; : : : ; tm 2 [1;1) and x 2 (0; 1) n f1=2g that
(−1)m+1
1 − 2x [t0; t1; : : : ; tm]q(x; ) > 0: (2.13)
This conclusion proves the last claim because for each
z 2 C; q(z; t) is a rational function of t with poles on the
negative real axis. This fact will be proved next. But first
let us mention in passing that our remarks given so far
for the proof of Proposition 2.2 are similar to ones given
in [4, Lemma 2.4] which, by the way, also prove that the
polynomial p(x)q(x) is positive and decreasing for x 2 (0; 1)
(and likewise (t−x)p(x)q(x; t) is positive and decreasing for
x 2 (0; 1) whenever t Æ 1).
Let us now examine in some detail the analytic form of
q(z; t); z 2 C as a function of t. So, fix t 2 C n f1=2g, and
observe from Eq. (2.6) that the polynomial of degree N+ 1
(in the independent variable z)
t− z
2t− 1q(z; t)
also solves Eq. (2.5). We conclude that there is a constant
c (depending on t) such that for all z 2 C
t− z
2t− 1q(z; t) = q(z) + cp(1 − z)(1 − 2z):
Choosing z = t in this equation yields the formula
t− z
2t− 1q(z; t) = q(z) −
p(1 − z)q(t)
p(1 − t)(1 − 2t) (1 − 2z)
for the function q(z; t). Upon simplification we get
q(z; t) =
p(1 − z)q(t)(1 − 2z) − p(1 − t)q(z)(1 − 2t)
(t− z)p(1 − t)
and therefore
q(z; t) = 2q(z) + (1 − 2z)p(1 − z)
q(z)
p(1−z) − q(t)p(1−t)
z− t : (2.14)
From this formula we obtain the limit relation
lim
t!1 q(z; t) = 2q(z); z 2 C: (2.15)
Also, from formula (2.14) it follows that q(z; t) is a rational
function of t 2 [1;1). In fact the right-hand side of (2.14)
shows that q(z; t) has poles only on the negative real axis.
Formula (2.14) suggests that the rational function
U(z) :=
q(z)
p(1 − z) ; z 2 C;
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should be considered. In terms of this function we may
rewrite (2.14) in the form
q(z; t) = 2q(z) + (1 − 2z)p(1 − z)[z; t]U: (2.16)
Using this equation it follows from (2.13) for all
t0; t1; : : : ; tm 2 [1;1); m Æ 1 and x 2 (0; 1) n f1=2g that
(−1)m+1[x; t0; : : : ; tm]U > 0: (2.17)
Since U has all its poles on the negative real axis we can
choose x = t0 =    = tm = 1 in (2.17) above and conclude
that
(−1)jU(j)(1) Æ 0; j = 2; 3; : : : :
Recalling that p(0) > 0; q(1) Æ 0 this equation also holds
for j = 0.
Finally, we note that when the zeros x1; x2; : : : ; xN of p
are distinct, we can express U in the form
q(z)
p(1 − z) = −
N∑
j=1
q(1 − xj)
p0(xj)(z− 1 + xj)
= −
N∑
j=1
1
p(1 − xj)p0(xj)(z− 1 + xj)
for z 2 C n f1 − x1; : : : ; 1 − xNg.
Let us now return to Theorem 2.1 and present the proof
of this result.
Proof (Theorem 2.1). For N = 1 we have from Eq.
(2.4) that SN−1(x; t) = 1; x 2 R; t 2 RN and so the re-
sult is true in this case. In general, we see that for all
z 2 C; SN−1(z; t) is a symmetric function of its variables
t1; t2; : : : ; tN, since PN(z; t) is obviously so. Thus it suffices
to prove that SN−1(x; t)=(1 − 2x) has a completely mono-
tonic derivative in its first variable t1. To this end, we set
y = (t2; t3; : : : ; tN) and note by Eq. (2.2) that
RN(z; t) =
t1 − z
2t1 − 1RN−1(z; y); z 2 C:
Hence, if we identify p in Eq. (2.5) with RN−1(; y) we see
that q(; t1) = SN−1(; t) in Eq. (2.6). Thus the result follows
from Proposition 2.2.
3. ORTHONORMAL WAVELETS WHOSE FOURIER
TRANSFORM HAS PRESCRIBED ZEROS
In this section we will study the regularity of the wavelet
introduced in [6]. Let us recall this construction. We be-
gin with the polynomials PN(; ) and QN−1(; ) defined by
equations (1.10) and (1.11), respectively. It was shown in
[6] that QN−1(x; ) > 0; x 2 (0; 1). Therefore there exists
a unique polynomial VN−1(; ) of degree N− 1 with zeros
outside the unit disc, normalized to be one at one such that
QN−1(sin2 w=2; ) = jVN−1(eiw; )j2; w 2 R: (3.1)
Let
UN(z; ) =
N∏
i=1
z+ e−i=2
1 + e−i=2
; z 2 C; (3.2)
so that
PN(sin
2 w=2; ) = jUN(eiw; )j2; w 2 R;
and define the polynomial of degree 2N−1 by the equation
A2N−1(z; ) :=
2N−1∑
j=0
aj()zj = 2UN(z; )VN−1(z; ); z 2 C:
(3.3)
Under the additional condition
0 2 f1; 2; : : : ; Ng (3.4)
it was shown in [6] that there is a function ’N(; ) 2 L2(R)
with support on the interval [0; 2N− 1] such that
’N(x; ) =
2N−1∑
j=0
aj()’N(2x− j; ); x 2 R; (3.5)
and ∫
R
’N(x; )’N(x− j; )dx = j; j 2 Z: (3.6)
Moreover, the corresponding wavelet
 N(x; ) :=
1∑
j=−2N+2
(−1)ja1−j’N(2x− j; ); x 2 R; (3.7)
has the property that
 ˆN(ij : ) = 0; j = 1; 2; : : : ; N: (3.8)
In the remainder of this section, we will use the results in
Section 2 to estimate the regularity of the refinable function
’N(; ) and thereby also the wavelet  N(; ).
The regularity of the solution of a refinement equation
(3.5), which satisfies (3.6), forces the corresponding Laurent
polynomial A2N−1(; ) to have a multiple zero at z = −1.
As we want the regularity of ’N(; ) to increase as N ! 1,
we portion N into two parts: N = C+M where C is a xed
integer and M ! 1. In addition, we demand that i =
0; i = C + 1; : : : ; N and now demonstrate that independent
of 1; 2; : : : ; C; ’N(; ) has O(N) continuous derivatives as
N ! 1.
Our first step to achieve this goal is to provide estimates
for the polynomial QN−1(; ) in the case that  has the form
described above. To this end, let us again look to RN(; t) and
recall that
RN(z; t) =
t1 − z
2t1 − 1RN−1(z; t˜); z 2 C;
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where t˜ := (t2; t3; : : : ; tN)T 2 RN−1. Hence we may use
Proposition 2.2 (where we identify p with RN−1(; t˜); q with
SN−2(; t˜), and q(; t1) with SN−1(; t)) to conclude that for
0 à x à 1=2 and N Æ 2
SN−1(x; t0) à SN−1(x; t) à 2SN−2(x; t˜);
where t0 := (1; t2; : : : ; tN)T 2 RN, while for 12 à x à 1
2SN−2(x; t˜) à SN−1(x; t) à SN−1(x; t0):
Using this idea inductively, we easily obtain
Lemma 3.1. Let  2 RN. Set  = (C+1; : : : ; N)T;N =
C+M and
 = (0; 0; : : : ; 0;︸ ︷︷ ︸
C
C+1; : : : ; N)T:
Then for 0 à x à 1=2
C∏
i=1
ti
2ti − 1QN−1(x;) à QN−1(x; )
à 2C
C∏
i=1
ti
2ti − 1QM−1(x; ); (3.9)
while for 1=2 à x à 1 we have
2C
C∏
i=1
ti
2ti − 1QM−1(x; ) à QN−1(x; )
à
C∏
i=1
ti
2ti − 1QN−1(x;): (3.10)
We now specialize this result to the situation described
above and adopt notation appropriate for it. We start with
a real vector  = (1; 2; : : : ; C) 2 RC and extend it to the
vector
 = (1; 2; : : : ; C; 0; 0; : : : ; 0︸ ︷︷ ︸
M
)T 2 RN:
The corresponding polynomial QN−1(z; ) will be denoted
byQN−1(z;). Likewise we use PN(z;); UN(z;); VN−1(z;);
A2N−1(z;); ’N(x;), and  N(x;) for the polynomials
(1.10), (3.2), (3.1), (3.3), refinable function (3.5), and wavelet
(3.7), respectively. In this way, we have extended the mean-
ing of these objects whenever  is a vector having at most
N components by extending this vector to one in RN whose
last components are set to zero.
The next lemma will be especially helpful.
Lemma 3.2. For every integer N;C with N > C Æ 0
and vectors ;  2 RC we have
QN−1(x;) à 22(N−1); 0 à x à 1; (3.11)
QN−1(x;) à 3N−1; 0 à x à 3=4 (3.12)
and
QN−1(x;)QN−1(4x(1 − x);) à 32(N−1); 3=4 à x à 1:
(3.13)
Proof. The first inequality follows from (3.9) and (3.10)
with  = 0 and the bound QN−1(x) à 22(N−1); x 2 [0; 1],
taken from [3, p. 219]. To prove (3.12) we first consider
x 2 [0; 1=2] and observe from (3.9) for the case  = 0 that
we have
QN−1(x;) à 2C
C∏
i=1
ti
2ti − 1QM−1(x):
From [3, p. 219] we recall that
QM−1(x) à 2M−1 sup(1; 2x)M−1; x 2 [0; 1]; (3.14)
and so specializing this inequality to the interval [0, 1/2]
and recalling that ti Æ 1; i = 1; 2; : : : ; C we get
QN−1(x;) à 2N−1; 0 à x à 1=2;
which proves (3.12) for the case that x 2 [0; 1=2]. When
1=2 à x à 3=4 we use (3.10), again with  = 0, and
conclude from (3.14) that
QN−1(x;) à QN−1(x) à 2N−1 sup(1; 2x)N−1
à 3N−1;
which establishes (3.12).
As for (3.13) we let y 2 (3=4; 1) be defined by the equa-
tion 4y(1 − y) = 1=2. Then for x 2 [3=4; y] we have by
(3.10) with  = 0 and (3.14) with M = N that
QN−1(x;)QN−1(4x(1 − x);) à QN−1(x)QN−1(4x(1 − x))
à (4x)N−1(16x(1 − x))N−1 à 42(N−1):
Finally, if x 2 [y; 1] then (3.9), (3.10), and (3.14) give
QN−1(x;)QN−1(4x(1 − x);) à 2N−1QN−1(x;) à 23(N−1):
Our next lemma shall yield information on the regularity
of the refinable function ’N(;) as N ! 1. To this end, we
introduce the trigonometric polynomial of degree at most
N− 1
vN−1(w;) := VN−1(e−iw;); w 2 R;
for any  2 RC.
Lemma 3.3. For integers N;C with N > C Æ 0 and
any vectors p 2 RC; p = 1; 2; : : : we have∣∣∣∣∣ 1∏
p=1
vN−1(2−pw;p)
∣∣∣∣∣
à N(1 + jwj)((N−1)=2)(ln 3= ln 2); w 2 R; (3:15)
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where
N := 2N−1e(N−1)2
N−1
:
Proof. First observe that since vN−1(0;p) = VN−1
(1;p) = 1 and by (3.11) (keeping in mind Eq. (3.1))
we have by the Bernstein estimate for the derivative of a
trigonometric polynomial in terms of its absolute maximum
that
jvN−1(w;p) − 1j à (N− 1)2N−1jwj; w 2 R:
Thus we get for p = 1; 2; : : : and w 2 R that
jvN−1(w;p)j à e(N−1)2N−1jwj; w 2 R:
Consequently, for any vectors, 1; 2; : : : 2 RC we have∣∣∣∣∣ 1∏
p=1
vN−1(2−pw;p)
∣∣∣∣∣ à e(N−1)2N−1jwj; w 2 R: (3.16)
Moreover, according to (3.1), (3.11), (3.12), and (3.13) we
have for p = 1; 2; : : :
jvN−1(w;p)j à 2N−1; jwj à ;
jvN−1(w;p)j à 3(N−1)=2; jwj à 23 ;
and
jvN−1(w;p)vN−1(2w;p+1)j à 3N; 23 à jwj à :
Therefore, just as in the proof of Lemma 7.16 of [3, p. 221]
(choose q = 3(N−1)=2; q1 = 2N−1;M = 2 and D1 = fw :
jwj à 2=3g in that lemma) we conclude for j Æ 1 and
w 2 R that∣∣∣∣∣
j−1∏
p=0
vN−1(2−pw;p+1)
∣∣∣∣∣ à 2N−13((N−1)=2)(j−1): (3.17)
Following the proof of Lemma 7.1.1 of [3, p. 2.16] we sup-
pose that jwj Æ 1 and choose an integer J Æ 1 such that
2J−1 à jwj < 2J. Then from inequalities (3.16) and (3.17)
we get∣∣∣∣∣ 1∏
p=1
vN−1(2−pw; p)
∣∣∣∣∣
à 2N−13((N−1)=2)(J−1)
1∏
p=1
jvN−1(2−p2−Jw;J+p)j
à 2N−1e(N−1)2
N−1
3((N−1)=2)(J−1)
à N(1 + jwj)((N−1)=2)(log 3= log 2):
From (3.16) we conclude that this inequality also holds for
jwj à 1.
The last theorem of this section establishes that the reg-
ularity of ’N(;) grows at least as O(N) when N ! 1.
Theorem 3.1. Let  2 RC and N = C+M. Then
j’ˆN(w;)j à 3MN(1 + jwj)−M+(1=2)(N−1)(ln 3= ln 2); w 2 R:
(3.18)
Proof. According to (3.3) and (3.5) we have
’ˆN(w;) =
(
1 − e−iw
iw
)M 1∏
p=1
s(2−pw;); w 2 R;
where
s(w;) :=
C∏
i=1
(
e−iw + e−i=2
1 + e−i=2
)
vN−1(w;); w 2 R:
Thus (3.18) follows from (3.15).
This result shows that the regularity of the wavelet
 N(;) grows at least as O(N) when N ! 1.
4. BIORTHOGONALITY
In this section we will again demonstrate the usefulness
of the polynomial pairs (PN(; ); QN−1(; ) for the wavelet
construction. This time we will follow [2] and discuss the
generation of biorthogonal refinable pairs of functions.
We use the notation of the previous section and begin
with any real vector  2 RC, where C is a positive integer.
Let us consider the real symmetric Laurent polynomial of
degree C given by
d(w;) := 2UC(e−iw;)UC(eiw;)
= 2
C∏
i=1
(e−iw + e−i=2)(eiw + e−i=2)
(1 + e−i=2)2
; w 2 R;
(4.1)
and observe by Eq. (1.10) that
2PC(sin
2 w=2;) = d(w;); w 2 R: (4.2)
Moreover, under the condition that
0 2 f1; 2; : : : ; Cg (4.3)
a special case of Theorem 2.5 from [5, p. 76] implies the
existence of a continuous function γ = γ(;) which is
zero outside the interval (−C;C) and satisfies the refinement
equation
γ(x) =
C∑
j=−C
djγ(2x− j); x 2 R; (4.4)
where
d(w) :=
C∑
j=−C
dje
ijw := d(w;); w 2 R: (4.5)
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When  = 0; γ(;) reduces to the cardinal B-spline of
degree 2C− 1. In general, γ(;) shares many properties in
common with B-splines. This theme is elaborated upon in
detail in Chapter 2 of [5].
Here we consider the problem of finding an even refinable
function γ˜ = γ˜(;) of compact support with any prescribed
regularity and a symmetric Laurent polynomial d˜ = d˜(;)
such that
γ˜(x) =
∑
j2Z
d˜jγ˜(2x− j); x 2 R;
d˜(w) =
∑
j2Z
d˜je
−ijw; w 2 R; (4.6)
chosen so that the integer translates of the function γ˜ are
biorthogonal to γ, in the sense that∫
R
γ(x)γ˜(x− j)dx = j; j 2 Z: (4.7)
To this end, we use the symmetry of d˜(;) that is, d˜(w;) =
d˜(−w;), w 2 R to see that Eq. (4.7) implies that the alge-
braic equation
d˜(w;)d(w;) + d˜(w+ ;)d(w+ ;) = 4; w 2 R;(4.8)
must hold.
To affect the regularity of γ˜ we choose any positive in-
teger M and observe that the Laurent polynomial of degree
N˜ := C+ 2M− 1
d˜(w;) =
∑
j2Z
d˜je
ijw := 2c(w;)c(−w;); w 2 R; (4.9)
where
c(w;) :=
(
1 + eiw
2
)M
vN−1(w;); w 2 R; (4.10)
with N := C+M solves Eq. (4.8).
In view of the refinement equation (4.6) we define
ˆ˜γ(w;) =
1∏
p=1
1
2
d˜(2−pw;); w 2 R; (4.11)
and observe by Lemma 3.3 (and also the proof of Theorem
3.1) that
j ˆ˜γ(w;)j à 32M2M(1 + jwj)−2M+(N−1)(ln 3= ln 2); w 2 R:
(4.12)
We also add, in view of condition (4.3), that
jγˆ(w;)j à 9(1 + jwj)−2; w 2 R; (4.13)
and both γ and γ˜ are even functions.
Theorem 4.1. Suppose 2M > (N− 1)(ln 3= ln 2) + 1=2
then γ˜ constructed above has support in [−N˜; N˜], satises
the renement equation (4.6) and the biorthogonality rela-
tion (4.7). Moreover, the functions
 (x) =
∑
j2Z
(−1)jd˜1−jγ(2x− j); x 2 R;
 ˜(x) =
∑
j2Z
(−1)jd1−jγ˜(2x− j); x 2 R;
have the property that the family of function
 j;k(x) = 2j=2 (2jx− k); k; j 2 Z; x 2 R;
 ˜j;k(x) = 2j=2 ˜(2jx− k); k; j 2 Z; x 2 R;
are a Riesz bases in L2(R) such that for all j; j0; k; k0 2 Z,∫
R
 j;k(x) j0;k0 (x)dx = j;j0k;k0 :
Proof. Except for Eq. (4.7) these facts follow from The-
orem 3.2 of [2] because of inequalities (4.12) and (4.13).
As for (4.7), we consider the Laurent polynomial of degree
N˜+N
a(w) =
∑
j2Z
aje
−ijw = d(w;)c(w;)c(−w;); w 2 R:
Observe that because of (4.1) and (4.3) we have a(0) = 2 and
a() = 0. Also, it is obvious that a(w) Æ 0 with equality
for w 2 [−; ] if and only if w = −. Moreover, by
construction
a(w) + a(w+ ) = 2; w 2 R:
Therefore according to Corollary 4.1 of [6] the stationary
subdivision scheme
k+1j :=
∑
‘2Z
aj−2‘k‘; k = 0; 1; 2; : : : ; j 2 Z;
0j := j; j 2 Z;
converges; that is, there is a continuous function  of com-
pact support such that
(x) =
∑
j2Z
aj(2x− j); x 2 R; (4.14)
1 =
∑
j2Z
(x− j) =
∫
R
(t)dt; x 2 R; (4.15)
and
(j) = j; j 2 Z: (4.16)
Moreover,
lim
k!1
supfjkj − c(j2−k)j : j 2 Zg = 0
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for any  = (j)j2Z 2 ‘1(Z), where c(x) :=
∑
j2Z j
 (x− j).
In particular, from the refinement equation (4.14) we have
ˆ(w) =
1∏
p=1
1
2
a(2−pw); w 2 R:
Hence, by the definitions of γ and γ˜ it follows that
ˆ(w) = γˆ(w) ˆ˜γ(w); w 2 R;
and so
(x) =
∫
R
γ(y)γ˜(y − x)dy; x 2 R:
Combining this formula with (4.16) proves the result.
5. ORTHOGONALITY IN SOBOLEV SPACES
In this section we follow the paper [1] and study wavelet
construction in Sobolev spaces. Such a problem has been
previously studied by Tchamitchian, Sweden, and Wang.
As before, our point of view is to emphasize the role of
the filter pairs (PN(; ); QN−1(; )) in this problem. Our
results extend some aspects of the observations made in
[1]. In particular, they only deal with the norm kfk2 =∫
R(1 + jtj2)jfˆ(t)j2dt < 1. For further information on
wavelet construction in Sobolev spaces see [9] and [10].
The essential new issue that arises in the problem of
wavelet construction in Sobolev spaces is that although the
norm is translation invariant it is not scale invariant—a
property used for wavelet construction in L2(R). For in-
stance, given a functionW(x), positive for x 2 R, the Hilbert
space with inner product
hf; giW := 12
∫
R
W(t)fˆ(t) ¯ˆg(t)dt (5.1)
and corresponding norm
jfj2W := hf; fiW (5.2)
is translation invariant but generally not scale invariant.
This leads to the following problem.
For a fixed scale j 2 Z, the set of functions
’j;k(x) := 2j=2’(2jx− k); k 2 Z; x 2 R; (5.3)
where j’jW < 1 are orthonormal relative to the inner
product (5.1) if and only if∑
‘2Z
W(2j(x+ 2‘))j’ˆ(x+ 2‘)j2 = 1; a:e:; x 2 [−; ]:
(5.4)
Our goal is to construct a compactly supported orthonor-
mal wavelet of any given regularity in the closed subspace
HW := ff : jfjW < 1g (5.5)
of L2(R). As is usual, the wavelet we seek will be found
in Wj := the orthogonal complement of Vj in Vj+1; j 2 Z
where Vj := the closed linear span of the functions ’j;k; k 2
Z relative to the norm (5.2).
To carry out this program it is required that fVjgj2Z form
a multiresolution; that is,
Vj  Vj+1; j 2 Z; (5.6)
⋃
j2Z
Vj = HW; (5.7)
and ⋂
j2Z
Vj = f0g: (5.8)
Thus there should be a refinement equation which connects
’j to ’j+1. In other words, for each j 2 Z we need a
sequence of real numbers fcj‘g‘2Z such that
’j(x) =
∑
‘2Z
c
j
‘’
j+1(2x− ‘); x 2 R: (5.9)
This refinement equation ensures that (5.6) holds. For our
purpose here the following two comments about (5.7) and
(5.8) suffice. The first concerns (5.7) and for this matter we
let Pj be the orthogonal projection of HW onto Vj.
Lemma 5.1. Let W be an even weight function which
is strictly positive and nondecreasing on R+ such that
W−1=2 2 L1(R). Suppose that ’ = ’j 2 HW; j 2 Z, sat-
ises Eq. (5.4). Then for any f; g 2 HW
lim
j!1
{
hPj; f; giW − 12
∫
R
W2(t)fˆ(t)gˆ(t)j’ˆj(2−jx)j2dx
}
= 0:
(5.10)
Proof. Call the term in the bracket in Eq. (5.10) ff; ggj.
Then, because (5.4) implies that
j’ˆj(2−jx)j2 à W−1(x); x 2 R; (5.11)
we have
jff; ggjj à 2jfjWjgjW:
Thus it is sufficient to prove (5.10) for f and g in some
dense subset of HW. To this end, we introduce the function
Rˆ := 1=W: (5.12)
Since our hypothesis implies that W−1 2 L1(R) we see that
R is in C0(R) and moreover it is an even real function such
that
jRj2W = 12
∫
R
W−1(t)dt < 1:
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Furthermore, for every f 2 HW we have for a.e. x 2 R that
hf; R(x− )iW = f(x): (5.13)
In other words, the kernel
K(x; y) := R(x− y); x; y 2 R;
is a reproducing kernel for HW. Therefore the translates of
R are dense in HW and so it suffices to prove (5.10) when
f = R(x− ) and g = R(y − ) for some x; y 2 R.
In general, we observe that for f 2 HW
Å(Pjf)(w) = Tj(2−jw)’ˆj(2−jw); w 2 R; (5.14)
where Tj is the 2-periodic function
Tj(w) :=
∑
‘2Z
fˆ(2j(w+ 2‘))W(2j(w+ 2‘)) ¯ˆ’(w+ 2‘);
a:e:; w 2 R:
In particular, for f = R(x− ) we get
Å(Pjf)(w) = e−ixw∑
‘2Z
e−i2
j+1‘̂¯’j(2−jw+ 2‘)’̂j(2−jw)
and so
hPjf; giW = 12
∫
R
ei(y−x)w
∑
‘2Z
e−i2
j+1‘
 ’̂j(2−jw+ 2‘)’̂j(2−jw)dw; (5.15)
from which it follows that
jff; ggjj
à
2j
2
∫
R
∑
‘2Znf0g
j’ˆj(w+ 2‘)jj’ˆj(w)jdw
à
1
2
∫
R
 ∑
‘2Znf0g
W−1(!+ 2j+1‘)
1=2W−1=2(w)dw
à
1
2
 ∑
‘2Znf0g
W−1(2j+1‘)
1=2 ∫
R
W−1=2(w)dw
à
2−j=2−1
3=2
(∫
R
W−1(w)dw
)1=2 (∫
R
W−1=2(w)dw
)
:
The right-hand side of the above inequality goes to zero as
j ! −1.
Lemma 5.2. Suppose that W−1 2 L1(R) and ’ = ’j 2
HW; j 2 Z, satises Eq. (5.4). If, in addition, there are con-
stant A > 0 and  > 0 such that
j’ˆj(2w)j à A
(1 + jwj)1+ ; x 2 R; j 2 Z: (5.16)
Then for every f; g 2 HW
lim
j!−1
hPjf; giW = 0:
Proof. As in Lemma 5.1 we need only prove this fact
for f = R(x − ) and g = R(y − ). Referring to formula
(5.15) we conclude in this case that
jhPjf; giWj à 2
j
2
∫ 
−
(∑
‘2Z
j’ˆj(w+ 2‘)j
)2
dw
à 2j+2A2
( 1∑
‘=1
‘−1−
)2
;
which goes to zero as j ! −1.
To make use of these comments we will make a definitive
choice of the weight function. Given any real vector q =
(q0; q1; : : : ; qn)T with nonzero coordinates we set
p(z;q) :=
n∏
j=0
(1 + q−1j z); z 2 C; (5.17)
and consider the weight function
W(x;q) := jp(ix;q)j2 =
n∏
j=0
(1 + q−2j x2); x 2 R; (5.18)
that is, the norm we consider is given by
hf; giW =
n+1∑
j=0
cj
∫
R
f(j)(x)gj(x)dx; (5.19)
where
n+1∑
j=0
cjz
j :=
n∏
j=0
(1 + q−2j z); z 2 C: (5.20)
For this choice of weight function we set HW = Hn+1(R).
Corollary 5.1. Suppose that ’ = ’j 2 Hn+1(R)j 2 Z
satises Eq. (5.4), inequality (5.16), the renement equation
(5.9), and the condition that
lim
j!1
j’ˆj(2−jx)j = W−1=2(x;q); x 2 R: (5.21)
Then fVjgj2Z forms a multiresolution.
Proof. For n > 0 we see that the weight function W(;q)
satisfies the conditions of Lemmas 5.1 and 5.2. Hence we
conclude that limj!1 Pjf = f and limj!−1 Pjf = 0
weakly for all f 2 Hn+1(R). When n = 0 this conclusion
was proved in [1] for the weight function 1 + x2. Therefore
by a simple change of variables it also holds for W(x;q)
when n = 0.
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With this corollary in hand, we are ready to construct
an orthonormal wavelet of compact support of any given
regularity for Hn+1(R). To this end, we recall some facts
about the exponential B-spline studied in [7]. For any q 2
R n f0g we set
(x; q) =
{
qe−qx=(1 − e−q); 0 à x à 1
0; otherwise (5.22)
and for q = (q0; q1; : : : ; qn) 2 (R n f0g)n+1
n+1(;q) := (; q0)  (; q1)      (; qn); (5.23)
where  denotes the operation of convolution.
It is easy to see that
ˆn+1(w;q) =
1
p(iw;q)
n∏
j=0
1 − e−qje−iw
1 − e−qj ; w 2 R; (5.24)
and also that
n+1(x;q) =
n+1∑
j=0
uj(q)n+1(2x− j;q=2); x 2 R; (5.25)
where
n+1∑
j=0
uj(q)zj := 2Un+1(z;q); z 2 C: (5.26)
Therefore it follows that
ˆn+1(w;q) =
1∏
p=1
Un+1(e−i2
−pw; 2−p+1q): (5.27)
We are ready to introduce the set of functions
f’j(;q)gj2Z  Hn+1(R) which we shall use to generate a
multiresolution and as well compactly supported wavelets.
For this purpose we proceed as in section two with the vec-
tor
 = (q0; q1; : : : ; qn; 0; 0; : : : ; 0︸ ︷︷ ︸
M
)T;
where N = n+ 1 +M so that
A2N−1(z;q) =
2N−1∑
j=0
aj(q)zj = 2UN(z;q)VN−1(z;q); z 2 C;
(5.28)
= 2
(
1 + z
2
)M
Un+1(z;q)VN−1(z;q); z 2 C: (5.29)
Using this polynomial of degree 2N − 1 we introduce the
(real-valued) function ’(;q),
’ˆ(w;q) :=
1
p(iw;q)
h(w;q); w 2 R; (5.30)
where
h(w;q) :=
1∏
p=1
1
2
A2N−1(e−i2
−pw; 2−p+1q); w 2 R;
and for every j 2 Z we set ’j(;q) := ’(; 2−jq).
Theorem 5.1. Let N = M + n + 1. Then for q 2 (R n
f0g)n+1; w 2 R,
j’ˆ(w;q)j à 3
MN√
W(w;q)
(1 + jwj)−M+((N−1)=2)(ln 3= ln 2):
(5.31)
When  := 2M − (N − 1)(ln 3= ln 2) > 1 then ’(;q) 2
Hn+1(R) and the functions ’j;k(;q); k; j 2 Z, are orthonor-
mal. If  > 2 then the closed linear span Vj; j 2 Z of
the functions ’j;k(;q); k 2 Z forms a multiresolution in
Hn+1(R).
Proof. In view of Eqs. (5.27) and (5.28) we can express
’(w;q) alternatively as
’ˆ(w;q) :=
1
p(iw;q)
ˆn+1(w;q)

(
1 − e−iw
iw
)M 1∏
p=1
vN−1(2−pw; 2−p+1q):
Since jˆn+1(w;q)j à 1 for all q 2 Rn+1 we can apply
Lemma 3.3 to the right side of (5.30) and confirm (5.31).
From this inequality it follows that ’(;q) 2 Hn+1(R) when
 > 1.
To prove, for each j 2 Z, that the set of functions
f’j;k(;q)gk2Z form an orthonormal system in Hn+1(R) we
first observe that
h’j;k(;q); ’j;‘(;q)iW = 12
∫
R
jhj(w;q)j2ei(‘−k)wdw; (5.32)
where hj(;q) := h(; 2−jq).
The method of proof to show that the right-hand side of
(5.32) is ‘;k follows standard techniques. First, as is usual,
we introduce for r = 1; 2; : : :, the partial products
hr(w;q)
:= [−2r;2r](w)
r∏
p=1
1
2
A2N−1(e−i2
−pw; 2−p+1q); w 2 R:
Since we have arranged things so that
jA2N−1(z;q)j2 + jA2N−1(−z;q)j2 = 4
for all q 2 (R n f0g)n+1 and jzj = 1, we conclude (by
induction on r) that
1
2
∫
R
jhr(w;q)j2ei‘wdw = ‘; ‘ 2 Z; q 2 (R n f0g)n+1:
(5.33)
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Comparing (5.32) and (5.33) we see that the set of func-
tions f’j;k(;q)gj;k2Z are indeed orthonormal providing that
we may let r ! 1 in (5.33) and pass under the integral
sign, since clearly
lim
r!1 hr(w;q) = h(w;q); w 2 R; q 2 (R n f0g)
n+1:
(5.34)
To accomplish the passage beyond the integral sign re-
quires an application of the Lebesgue dominated conver-
gence theorem. To this end, we return to the definition of
A2N−1(z;q) and observe that for jwj à 
1
4
jA2N−1(eiw;q)j2 = PN(sin2 w=2;q)QN−1(sin2 w=2;q):
(5.35)
In general, for any  2 RN with xj = e−j=2; j = 1; 2; : : : ; N
we have for x = sin2 w=2
PN(x; ) =
N∏
j=1
(
1 − 4xj
(1 + xj)2
x
)
=
N∏
j=1
4xj
(1 + xj)2
1
2
{
1
2
(xj + x
−1
j ) + cosw
}
Æ (cos2N w=2)=
N∏
j=1
(cosh j=4)−2; w 2 R:
Thus, in particular, we have for q 2 (R n f0g)n+1
PN(sin
2 w=2;q) Æ (cos2N w=2)=
n∏
‘=0
(cosh q‘=4)−2: (5.36)
Also, from Lemma 3.1 we conclude that
QN−1(sin2 w=2;q) Æ
n∏
‘=0
cosh2 q‘=4
2 cosh2 q‘=4 − 1 ; w 2 R; (5.37)
since by Eq. (1.2) we have QN−1(x) Æ 1 for x 2 [0; 1].
Consequently, combining inequalities (5.36) and (5.37)
gives the required bound
1
2
jA2N−1(eiw;q)j Æ (cosw=2)N=
√√√√ n∏
‘=0
cosh q‘=2; jwj à :
(5.38)
We set
(q) :=
√√√√ n∏
‘=0
cosh q‘=2
and observe that
(q) :=
1∏
p=1
(2−p+1q) =
√√√√ n∏
‘=0
sinh q‘
q‘
;
where sinh x = 1=2(ex − e−x); x 2 R.
Let us now use inequality (5.38) to get a lower bound for
’ˆ(;q). Specifically, when jwj à  we have by (5.30) and
(5.38) that
j’ˆ(w;q)j Æ 1
(q)
1√
W(w;q)
(
sinw=2
w=2
)N
Æ
(
2

)N 1
(q)
1√
W(w;q)
:
For any w 2 R, we choose an r Æ 1 such that 2−rjwj à .
Since
hr(w;q)’ˆr(2−rw;q) = [−2r;2r](w)’ˆ(w;q)
we have
j’ˆ(w;q)j Æ jhr(w;q)’ˆr(2−rw;q)j
Æ
(
2

)N 1
(q)
1√
W(w;q)
jhr(w;q)j:
From this estimate we can appeal to the Lebesgue domi-
nated convergence theorem, pass under the integral sign in
Eq. (5.33) as r ! 1 and conclude for each j 2 Z that the
set of functions f’j;k(;q)gk2Z are orthonormal in Hn+1(R)
when  Æ 1:
It easily follows from the definition of ’ˆj(;q) that
2’ˆ(2w;q) = A2N−1(e−iw;q)’ˆ(w;q=2); w 2 R:
In other words, there holds the refinement equation
’(x;q) =
2N−1∑
‘=0
a‘(q)’(2x− ‘;q=2); x 2 R;
from which it follows that Vj  Vj+1; j 2 Z:
Also, because
j’ˆj(2−jw;q)j
√
W(w;q)
=
1∏
p=j+1
1
2
A2N−1(e−i2
−pw; 2−p+1q); w 2 R;
and the infinite product
h(w;q) =
1∏
p=1
1
2
A2N−1(e−i2
−pw; 2−p+1q); w 2 R;
converges we conclude that
lim
j!1
j’ˆj(2−jw;q)j
√
W(w;q) = 1; w 2 R:
Therefore Corollary 5.1 implies that⋃
j2Z
Vj = Hn+1(R):
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Finally, since the hypothesis of Lemma 5.2 is satisfied when
 > 2 we conclude that⋂
j2Z
Vj = f0g
in this case.
We make one additional observation about the function
’(;q): We will express this function as a convolution of two
functions and from this formula conclude that for each q 2
(Rn f0g)n+1; the function ’(;q) on the interval [2N−1;1]
is in the null space of the differential operator p(d=dx;q):
We begin by observing that in Theorem 5.1 we used the
fact that jp(iw;q)j = √W(w;q); w 2 R: This formula per-
sists even if we replace some qk; k = 0; 1; : : : ; n in the def-
inition of the polynomial p(;q) by it negative, −qk: Thus
in the defining equation (5.30) for the function ’(;q) we
can replace each qk by its absolute value and can still be
assured that the conclusion of Theorem 5.1 remains valid.
For this reason, we assume without loss of generality that
each qk; k = 0; 1; : : : ; n is nonnegative.
With this additional condition in hand, we recall from [7,
p. 220] that the Fourier transform of the function
!n+1(x;q) :=

(∏n
j=0 qj
)
[−q0;−q1; : : : ;−qn]ex;
x 2 R+
0;
otherwise
is given by
!ˆn+1(w;q) =
1
p(iw;q)
; w 2 R:
Corollary 5.2. Suppose  > 1. Then for each q 2
(R n f0g)n+1 there exists a function (;q) 2 L2(R) which
vanishes o of the interval [0; 2N − 1] such that ’(;q) =
!n+1(;q)  (;q). Consequently, the function ’(;q) is in
the null space of the dierential operator p(d=dx;q) on the
interval [2N− 1;1).
Proof. When  > 1 the proof of Theorem 5.1 implies
that there exists a function (;q) 2 L2(R) such that
ˆ(w;q) := h(w;q); w 2 R: (5.39)
Clearly, Eq. (5.30) implies that ’(;q) = !n+1(;q)  (;q),
and so it remains to prove that for all q 2 (Rnf0g)n+1; (;q)
has support on the interval [0; 2N−1]. This fact will follow
from the Paley–Wiener theorem, cf. [8, p. 187], provided
that ˆ(;q) can be shown to be entire function of a suitable
exponential type. For this purpose we recall the spirit of the
argument given in [3, Lemma 6.2.2, p. 176].
First, we record the easily verified bounds. When ! 2 C,
Im ! à 0 we have for all q 2 (R n f0g)n+1∣∣∣∣12A2N−1(e−i!;q) − 1
∣∣∣∣ à (2N)3=2 min(1; j!j);
while for Im ! Æ 0 we have∣∣∣∣12 A˜2N−1(ei!;q) − 1
∣∣∣∣ à (2N)3=2 min(1; j!j);
where
A˜2N−1(z;q) := z2N−1A2N−1(z−1;q); z 2 C n f0g:
From these bounds and the argument given in [3, p. 176]
follows the conclusion that there are constants A; B > 0
(which depend on N) such that for all q 2 (R n f0g)n+1
jh(!;q)j à
{
A(1 + j!j)B; Im ! à 0
A(1 + j!j)Be(2N−1)Im!; Im ! Æ 0:
We let  := N−1=2, set (;q) := (+;q), and observe
that the above bounds combine to prove that
jˆ(!;q)j à e−Im!jh(!;q)j à A(1+j!j)BeImj!j; ! 2 C:
Consequently, for each  > 0 there exists a positive constant
K (depending on  and N) such that for all ! 2 C;q 2
(R n f0g)n+1 we have
jˆ(!;q)j à Ke(+)j!j:
Hence, for function (;q) has support in the interval
[−; ].
Our last remark concerns the construction of the wavelet
in Hn+1(R). The standard choice is given by  j(;q) :=
 (; 2−jq); j 2 Z, where
 (x;q) =
1∑
r=−2N+2
a1−r(q)(−1)r’(2x−r;q=2); x 2 R; j 2 Z:
Clearly,  (;q) inherits its regularity form ’(;q=2). More-
over, as we shall see below in the proof of Corollary 5.3 it
vanishes off of the interval [−N+ 1; N].
Corollary 5.3. Suppose  > 2 then for any q 2 (R n
f0g)n+1 the functions  j;k(;q) := 2j=2 j(2j  −k;q); j; k 2 Z
form a complete orthonormal basis of compactly supported
functions in Hn+1(R).
Proof. Standard methods apply to yield the fact that for
each j 2 Z the functions  j;k(;q); k 2 Z are orthonormal in
Hn+1(R) and that their closed linear span is the orthogonal
complement of Vj in Vj+1. The only remark for which we
give further explanation is the claim that for all q 2 (R n
f0g)n+1 the function  (;q) has support in the interval [−N+
1; N]. To this end, we compute its Fourier transform and
obtain the formula
2 ˆ(2w;q) = −e−iw A2N−1(−e
iw;q)
p(iw;q=2)
ˆ(w;q=2); w 2 R:
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Note that
A2N−1(−eiw;q)
p(iw;q=2)
= 2
n∏
‘=0
tanh q‘=4
(
1 − eiw
2
)M
 vN−1(−w+ ;q)ˆn+1(−w;q=2); w 2 R;
where
tanh x =
sinh x
cosh x
:
To rewrite this expression in a convenient way we introduce
the trigonometric polynomial
N+M−2∑
‘=−1
c‘(q)ei‘w := −2e−iw
n∏
‘=0
tanh q‘=2
(
1 − eiw
2
)M
 vN−1(−w+ ;q); w 2 R;
and the function
(;q) = n+1(−;q)  (;q):
Since the function n+1(−;q) has support on the interval
[−n−1; 0] and the function (;q) has support on the interval
[0; 2N−1] we conclude that the function (;q) has support
on the interval [−n− 1; 2N− 1].
Moreover,
2 ˆ(2w;q) =
N+M−2∑
‘=−1
c‘(q)ei‘wˆ(w;q=2); w 2 R;
and so
 (x;q) =
N+M−2∑
‘=−1
c‘(q=2)(2x+ ‘;q=2); x 2 R;
from which it follows that  (;q) has support on the interval
[−N+ 1; N].
6. ADDENDUM
Since this paper was completed we have received an-
other paper by F. Bastin and P. Laubin titled “Compactly
supported wavelets in Sobolev spaces of integer order.” In
their new paper, they overcome the technical difficulties en-
countered in their first paper [1] and extend the results of
the first paper to Sobolev spaces of any positive integer or-
der. In our notation, the new paper deals with the class of
weight functions W(t) = (1 + jtj2)n; t 2 R, where n is a
positive integer. The analysis used in their new paper relies
on a special case of our Proposition 2.1, namely, the fact
that q(x; t)=(1 − 2x) is increasing in t. The idea of “sepa-
rating zeros” to avoid the difficulties encountered in [1] is
the key thought we use here to study wavelets in Sobolev
spaces. And, likewise, we suppose it is the main idea used
by F. Bastin and P. Laubin in their second paper. It is this
thought that emerged from my good fortune to discuss with
F. Bastin details of her lecture at Oberwolfach.
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