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ABSTRACT
THE THERMODYNAMICS OF POLYMER BLENDS BY
INVERSE GAS CHROMATOGRAPHY
February 1986
Michael Thomas Pottiger, B.S., Rensselaer Polytechnic Institute
M.S., University of Massachusetts, Ph.D., University of Massachusetts
Directed by: Dr. Robert L. Laurence
The growing use of polymer blends in fabricated items has led to increased interest
in their thermodynamic, mechanical, transport, and other properties. Thermodynamic
studies yield important information about the region of compatibility of the mixed polymers
alone and in solution.
A stumbling block in the increased use of polymer blends is the lack of an a priori
method by which to determine whether two polymers are miscible. This is largely due to
the dearth of thermodynamic data on polymer blends compared to systems of low
molecular weight molecules. A major reason for this dearth of thermodynamic data is the
absence of an analytical technique capable of directly measuring interactions in miscible
polymer blends. This is especially true for blends in which miscibility is a result of specific
interactions.
Inverse gas chromatography (IGC) has been shown to be a valuable technique for
measuring interactions in polymer/solvent systems. It offers many advantages over
traditional static techniques, namely speed and versatility. This has sparked considerable
interest in using IGC for measuring interactions in polymer blends via a ternary solution
approach. Early attempts at using IGC, or other static techniques, for indirectly
measuring
polymer-polymer interactions have been hindered by solution thermodynamic
theories
vi
which could not properly account for all of the interactions encountered in ternary
solutions. As a result, polymer-polymer interaction parameters determined from a ternary
solution approach are found to depend upon the solvent in which the measurements are
made.
A modified version of the Sanchez-Lacombe equation of state theory is presented
which is capable of simultaneously representing both activity and infinite polymer dilution
enthalpy of mixing data with only two adjustable parameters. The modifications include the
introduction of local volume fractions, the use of a two-fluid theory to derive the
intermolecular potential energy, the use of surface areas as non-adjustable parameters, and
the inclusion of a nonrandom combinatorial entropy expression. The modified theory
successfully represents both activity and infinite polymer dilution enthalpy of mixing data
with only two adjustable parameters for several polymer/solvent systems. The theory is
less successful in removing the observed solvent dependency of polymer-polymer
interaction parameters measured by a ternary solution approach. Based on the ability of the
theory to model experimental enthalpy of mixing data, the observed solvent dependency of
the polymer-polymer interaction parameter is a result of an inadequate expression for the
entropy of mixing of ternary mixtures.
vii
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CHAPTER I
INTRODUCTION
1.1 Polymer-Polymer Interaction Parameters
The blending of two or more polymers as a means of obtaining new polymer
systems is a rapidly expanding field. Blending provides a simpler and relatively less
expensive method by which to obtain polymeric systems with desired properties, compared
to the traditional method of synthesizing new homopolymers. The growing demand for
polymer blends has generated a need for a better understanding of the thermodynamics of
miscibility and phase separation in polymer systems. This in turn has created a tremendous
interest in techniques which can be used to characterize the thermodynamics of
polymer/polymer systems.
A knowledge of the thermodynamic properties of polymer blends entails having
both adequate data and theories to correlate, interpolate, and extrapolate this data.
Unfortunately, little data exist in the literature when compared to the wealth of data
available for systems of low molecular weight molecules. The reason for this dearth of data
is that the direct measurement of the thermodynamic properties of polymer blends (i.e.
density, activity, enthalpy of mixing, etc.) is either extremely difficult, due to the high
viscosities involved, or impossible using the analytical techniques presently available.
Conventional solution methods, which work well for low viscosity, low molecular weight
materials, do not work as well for high viscosity, high molecular weight polymer systems.
Often these techniques are useful over only a limited range of concentrations.
The usual
recourse is to study low molecular weight analog systems or the use of indirect
(i.e. theory
dependent) methods, such as studying interactions in ternary systems consisting of two
1
2polymers in a mutual solvent, and then inferring the polymer-polymer interactions from the
ternary system data.
The use of indirect methods is significantly hindered by the inadequacy of the
current solution thermodynamic theories for polymer systems when extended to mixtures
containing three or more components. Although the newer equation of state theories (Flory,
Orwoll, and Vrij, 1964a, 1964b; Sanchez and Lacombe, 1976, 1978) work well for binary
systems, ambiguous results are obtained when these theories are used to correlate
experimental data on ternary systems. As for the use of low molecular weight analogs,
questions still remain as to whether the results of these studies are truly representative of
the bulk properties of the corresponding high molecular weight polymer systems (Zhikuan
et al., 1983b; Allen et al., 1984).
The thermodynamic property of interest is the polymer-polymer interaction energy.
Interaction energies in low molecular weight systems have been measured successfully by
nuclear magnetic resonance (NMR). Unfortunately, due to the complex nature of polymer
systems, direct measurement of the polymer-polymer interaction energy is not yet possible.
Estimates of the polymer-polymer interaction energy are frequently obtained from a
determination of the polymer-polymer interaction parameter in a ternary system consisting
of the two polymers in a mutual solvent. Three polymer-solvent interaction parameters are
measured, one for each homopolymer in the solvent and one for the blend in the solvent.
The polymer-polymer interaction parameter is then inferred from the ternary data using an
appropriate solution thermodynamic theory. As mentioned above, these ternary solution
techniques are limited by the ability of the chosen theory to correlate the experimental data.
31.2 Experimental Determination of Interaction Parameters
There are several techniques which can be used to measure polymer-solvent (or
blend-solvent) interaction parameters. These include solvent vapor sorption, heat of mixing
measurements, small angle light scattering (SALS), small angle X-ray scattering (SAXS),
small angle neutron scattering (SANS), and inverse gas chromatography (IGC). In the case
of crystalline polymers, melting point depression can also be used (J. Plans et al., 1984).
Traditionally, the thermodynamic properties of polymer systems have been
determined by bulk equilibrium (static) techniques such as osmotic pressure or solvent
vapor sorption. An excellent review of these techniques is given by Bonner (1975). The
osmotic pressure technique is relatively simple; however, it is restricted to dilute solutions
and low molecular weight (<40000) polymers. Vapor sorption experiments have the
advantage of being able to provide thermodynamic properties over a wider range of
temperatures and penetrant concentrations. Unfortunately, there are several practical
limitations which make complete characterization of a polymer/solvent system by vapor
sorption both time consuming and laborious. These limitations include: relatively long
times required for a single measurement, changes in penetrant type and concentration are
not easily made, measurements at penetrant concentrations approaching infinite solvent
dilution can not be made readily, and the experimental apparatus may be cumbersome and
fragile. Also, numerous experimental difficulties limit the potential accuracy of the
measurements. In regions of low and high solvent concentration, experimental errors in
vapor sorption measurements are greatly increased due to the difficulty, in the former case,
of accurately determining the very low solvent concentration in a swollen polymer, and in
the latter case, of measuring the vapor pressure of the solvent with sufficient accuracy,
given that it is very close to the pure solvent vapor pressure. As a result, vapor
sorption
measurements below polymer volume fractions of 0.4 and above 0.8 are very difficult.
In
4addition, long times are required to ensure the establishment of equilibrium conditions,
necessitating demanding standards of temperature control. As a result of the requiste
temperature control, the temperature range over which vapor sorption measurements can be
made is limited (Tait and Abushihada, 1977).
Heats of mixing can be used to obtain polymer-solvent interaction parameters,
using a theoretical expression for the enthalpy of mixing, but direct measurement of the
heat of mixing of two polymers is not possible due to the high viscosities involved. The
general procedure for determining the heat of mixing of a polymer blend is to use Hess's
law to extract the heat of mixing for the blend from the heats of mixing of the two
homopolymers and the blend in a mutual solvent. Although in principle this approach is
very attractive, in practice it has been only partially successful possibly due to an
accumulation of experimental errors (Tager et al., 1975; Ryan, 1979). Other studies have
used oligomers or low molecular weight analogs to model high molecular weight polymers
(Zhikuan et al., 1983b). Besides differences which could result from steric and end effects
present in the polymer but not in the lower molecular weight analog, low molecular weight
analogs often have lower densities. The cohesive energy density (CED) is a strong function
of density, so in cases where dispersion forces are important, low molecular weight
analogs may not be representative of the polymer. In cases where forces other than
dispersion forces are important (i.e. specific interactions) the use of low molecular weight
analogs may be more reliable.
The use of scattering techniques to measure thermodynamic interaction parameters
of polymer systems is receiving a lot of interest (Huglin, 1972; Glater and Kratky, 1982).
Scattering techniques are used to determine A2, the second virial coefficient, which can be
related to the interaction parameter using an appropriate solution thermodynamic theory.
Small angle light scattering (SALS) has been used to determine polymer-solvent (Scholte,
1970a, 1970b, 1971; Einage et al., 1984) and polymer-polymer (Stockmayer and Stanley,
51950; Hyde and Tanner, 1968; Fukuda et al., 1984) interaction parameters. Polymer-
solvent (Jeleni et al., 1984) and polymer-polymer interaction parameters (Walsh et al,
1981a, 1981b; Maconnachie et al., 1984, Benoit et al., 1985; Murray et al., 1985) have
also been determined using small angle neutron scattering (SANS). In the past, SANS
measurements have been limited to dilute solutions where the majority of the
thermodynamic theories for polymer solutions are not valid. Recently, a new theoretical
treatment of SANS has made possible measurements of interaction parameters over the
entire concentration range (Russell and Stein, 1980, 1982; Hadziioannou and Stein, 1984;
Benoit et al., 1985; Murray et al., 1985). In principle, this treatment can also be used to
analyse data from SALS and SAXS to obtain information on interactions in polymer
mixtures. The major limitation of this approach is its restriction to polymer/polymer
systems in which a mean field approximation is valid, i.e. systems in which strong
interactions do not exist.
Inverse gas chromatography (IGC) (also called gas-liquid chromatography (GLC))
offers several advantages over the techniques discussed above; the principal advantage
being the relative speed of data collection. Typically, an IGC experiment requires on the
order of minutes to complete, compared to hours or days for other techniques. Other
advantages include application over a wide range of temperatures and in the case of infinite
solvent dilution experiments, the penetrant type can be easily changed. With the use of
finite concentration techniques (Conder and Purnell, 1968, 1969), IGC can be extended
into the region above which vapor pressure measurements are no longer feasible. The
combination of these advantages makes it possible to quickly and accurately characterize the
interactions of a polymer with a wide variety of solvents or penetrants over a wide range of
temperatures and concentrations.
The ability of IGC to determine the infinite solvent dilution activity coefficient of a
solvent in a polymer is well documented. Tait and Abushihada (1977) compared the ability
6of IGC and vapor sorption techniques to measure polymer-solvent interaction parameters.
Figure 1.1 shows their data for the system polystyrene/toluene. The low polymer
concentration data was obtained by vapor sorption measurements. The data at infinite
solvent dilution was obtained by IGC. Tait and Abushihada found that IGC is capable of
obtaining data in the region (concentration and temperature) above which vapor sorption
measurements become very difficult, and generally required less experimental time. These
conclusions were also reached by Ashworth et al. (1984) who state that
There is moreover little question today that, for example, activity and
partition coefficient data derived from the GLC method do in fact agree to
well within the experimental errors arising with more traditional (static)
apparatus of various designs.
in the absence of support or interfacial effects, the GLC method is in
fact capable of sufficient precision and accuracy to be of value in the
measurement of thermodynamic properties of polymer solutions and that,
given the particular ease and simplicity of the technique, it offers
considerable advantages as well.
Figure 1.1 illustrates the need for techniques which are capable of measuring the
thermodynamics of concentrated polymer systems. At polymer volume fractions above 0.8,
the dependence of the interaction parameter on concentration often undergoes a significant
change. Data from techniques such as solvent vapor sorption, which are generally
inaccurate at polymer volume fractions above 0.8, are inadequate to allow for extrapolation
to higher volume fractions. A single measurement of the activity at polymer volume
fractions approaching unity is therefore very valuable in helping to extend vapor sorption
data.
The term "inverse gas chromatography" refers to the reversal of the usual roles of
the stationary and mobile phases used in conventional gas chromatography. A typical IGC
experiment consists of injecting a pulse of a single solute (also refered to as the probe
or
penetrant) through a chromatographic column in which the stationary phase consists
of the
polymer to be studied. The polymer can be either coated directly on the wall of a
capillary
7FIGURE 1 . 1
POLYSTYRENE /TOLUENE AT 44.5°C
0
POLYMER VOLUME FRACTION
8column (Gray and Guillet, 1974; Pawlisch, 1984), or dissolved on a suitable inert support
which is then packed into a stainless steel column (Smidsrod and Guillet, 1969; Braun and
Guillet, 1976). The elution of the probe from the stationary phase is detected by means of
an appropriate detector, the most common being either thermal conductivity or flame
ionization detectors. From the elution characteristics of the probe, it is possible to calculate
a variety of chemical or physical properties which characterize either the stationary phase or
the interaction of the probe with the stationary phase. Applications to polymer systems are
listed in Table 1.1. Extensive reviews of these applications have been given by Braun and
Guillet (1976) and Gray (1977).
To date, the majority of solution thermodynamic studies by IGC have been
concerned with the interaction of a single solvent with a single polymer at infinite solvent
dilution. A listing of the polymers which have been studied at infinite solvent dilution is
given in Table 1.2. Brockmeier, McCoy, and Meyer (1972, 1973) have successfully
applied IGC to measurements of thermodynamic properties at finite concentrations. Lau
and coworkers (Lau et al., 1980; Glover and Lau, 1983) have used IGC to study ternary
systems involving two solvents and a single polymer. Maloney and Prausnitz (1976b) and
Brockmeier, Carlson, and McCoy (1973) have also examined several polymer/solvent
systems at elevated pressures.
The success of measuring interaction parameters in binary polymer/solvent systems
by IGC has generated considerable interest in its possible use for the study of polymer-
polymer interactions in ternary polymer/polymer/solvent systems. The initial work in this
area is often credited to Deshpande et al. (1974) who studied interactions in low molecular
weight oligomer systems. Olabisi (1975) was the first to apply IGC to the measurement of
polymer-polymer interactions in polymer blends. He studied a poly(e-caprolactone)/
polyvinyl chloride) blend. Since then, IGC has been used to investigate
9TABLE IJ
APPLICATIONS OF IGC TO POLYMER SYSTEMS
L Polymer solution thermodynamic parameters:
a. Partition coefficient
b. Activity coefficient
1. ) Infinite solvent dilution
2. ) Finite concentration
c. Polymer-solvent or polymer-polymer interaction parameter
1. ) Infinite solvent dilution
2. ) Finite concentration
d. Enthalpy of mixing
e. Solubility parameter
2. Glass transition and melting temperature
3. Crystallinity of polymer phase
4. Surface tension
5. Solute diffusion coefficient
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TABLE 1.2
HOMOPOLYMERS STUDIED BY IGC AT INFINITE SOLVENT DILUTION
Poly(butene-l)
DiPaola-Baranyi, Braun, and Guillet, 1978
Polycarbonate
Ward etal., 1981a, 1981b
Poly(dimethyl siloxane)
Summers et al., 1972; Deshpande et al., 1974; Lichtenthaler, Liu, and Prausnitz,
1974a, 1974b; Galin, 1977; Chien, Kopecni, and Laub, 1981; Ward et al., 1981a,
1981b; Chien et al., 1983; Ashworth et al., 1984
Poly(e-caprolactone)
Olabisi, 1975
Polyethylene
Brockmeier, McCoy, and Meyer, 1972, 1973; Schreiber, Tewari, and Patterson, 1973;
Brockmeier, Carlson, and McCoy, 1973; Maloney and Prausnitz, 1976a; Braun et al.,
1977; DiPaola-Baranyi, Braun, and Guillet, 1978; DiPaola-Baranyi et al., 1980
Poly(ethylene oxide)
Chang and Bonner, 1975; Galin, 1983
Polyisobutylene
Hammers and DeLigny, 1971, 1972; Newman and Prausnitz, 1972; Lichtenthaler, Liu
and Prausnitz, 1974a; Leung and Eichinger, 1974
Polyisoprene
Ito and Guillet, 1979
Poly(methyl aerylate)
DiPaola-Baranyi and Guillet, 1978; DiPaola-Baranyi, Braun, and Guillet, 1978; Walsh
andMcKeown, 1980; DiPaola-Baranyi, 1981
Poly(methyl methacrylate)
Lipatov and Nesterov, 1975; Tait and Abushihada, 1977, 1978; Walsh and McKeown,
1980
Polypropylene
, „ ...
Brockmeier, McCoy, and Meyer, 1972, 1973; DiPaola-Baranyi, Braun, and Guillet,
1978; Ito and Guillet, 1979
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Polystyrene
Covitz and King, 1972; Newman and Prausnitz, 1972; Brockmeier,McCoy, and
Meyer, 1972, 1973; Olabisi, 1975; Lipatov and Nesterov, 1975; Tait and Abushihada
1977, 1978; Galin and Rupprecht, 1978; DiPaola-Baranyi, Braun, and Guillet, 1978-
DiPaola-Baranyi and Guillet, 1978; Gunduz and Dincer, 1980; DiPaola-Baranyi' 1981*
Schuster etal., 1984
Poly(vinyl acetate)
Lichtenthaler, Liu, and Prausnitz, 1974a; Liu and Prausnitz, 1977; DiPaola-Baranyi et
al., 1980; Femandez-Berridi et al., 1983
Poly(vinyl chloride)
Olabisi, 1975; Tait and Abushihada, 1977,1978; DiPaola-Baranyi, Braun, and Guillet,
1978; Walsh and McKeown, 1980
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polymer-polymer interactions in not only polymer blends but copolymers as well. Tables
1.3 and 1.4 list the copolymers and blends respectively which have been studied by IGC.
1.3 Polymer Solution Thermodynamic Theories
The major limitation of indirect (i.e. theory dependent) techniques is the ability of
the chosen solution thermodynamic theory to correlate the experimental data. Good
agreement between theory and experiment is possible for binary systems, however,
extensions to ternary systems have generally failed. To date, the majority of experimental
studies have used the Flory-Huggins theory (Flory, 1941, 1942). Although the Flory-
Huggins theory can be forced to agree rather well with experimental activity data through
the use of several empirical modifications (Orofino and Flory, 1957; Koningsveld, 1967),
little insight is gained towards an understanding of the phenomena which give polymer
systems their unique properties and behavior.
Recognizing the problems with the Flory-Huggins theory, Flory and coworkers
(Flory, Orwoll, and Vrij, 1964a, 1964b) developed a new theory which demonstrates that
the characteristic behavior of polymer solutions is due to the differences in the properties of
the pure components. The Flory equation of state theory has been successfully applied to
several polymer/solvent systems (Eichinger and Flory, 1968; Flory and Hocker, 1971;
Hocker, Shih, and Flory, 1971; Flory and Shih, 1972). The major faults of the theory are
that characteristic parameters are required for each experimental temperature of interest, and
an empirical entropy correction term is required to provide agreement between theory and
experiment. Since the data required to determine the characteristic parameters for
the Flory
equation of state theory are rather difficult to obtain, the theory has not seen
widespread
use. Temperature dependent characteristic parameters present a severe
limitation for IGC
studies since unlike static techniques, where the activities are measured
as a function of
13
TABLE 1.3
COPOLYMERS STUDIED BY IGC
Dimethyl siloxane - carbonate
Ethylene - propylene
Ethylene - vinyl acetate
Styrene - butyl methacrylate
Styrene - dimethyl siloxane
Vinyl acetate - vinyl chloride
WardetaL, 1981b
Ito andGuillet, 1979
Liu and Prausnitz, 1976;
DiPaola-Baranyi etal., 1980
DiPaola-Baranyi, 1981
Galin and Rupprecht, 1979
Oishi and Prausnitz, 1979;
Heintz, Lichtenthaler, and Prausnitz, 1979;
Merk, Lichtenthaler, and Prausnitz, 1980
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TABLE 1.4
POLYMER BLENDS STUDIED BY IGC
Polyaerylates/poly (vinyl chloride)
Walsh and McKeown, 1980
Poly(dimethyl siloxane)/polycarbonate
Ward et al., 1981a, 1981b
Poly (e-caprolactone)/poly (vinyl chloride)
Su, Patterson, and Schreiber, 1976
Poly(methyl acrylate)/polyepichlorohydrin
Al-Saigh and Munk, 1984
Poly (methacrylates)/poly(vinyl chloride)
Walsh and McKeown, 1980
Polystyrene/poly(dimethyl siloxane)
Galin and Rupprecht, 1979
Polystyrene/poly(n-butyl methacrylate)
DiPaola-Baranyi, 1980; DiPaola-Baranyi and Degre, 1981
Polystyrene/poly (vinyl methyl ether)
Su and Patterson, 1977; Robard and Patterson, 1977
Polyvinyl chloride)/chlorinated polyethylene
Doube and Walsh, 1980
Poly(vinylidene fluoride)/poly(methyl metacrylate)
DiPaola-Baranyi, Fletcher, and Degre, 1982
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concentration, infinite solvent dilution activities obtained by IGC are measured as a
function of temperature. In addition, extension of the Flory equation of state theory to
ternary systems has not been successful (Walsh and Rostami, 1985b).
A newer equation of state theory has been developed by Sanchez and Lacombe
(1976, 1978). The characteristic parameters for the Sanchez-Lacombe theory are not
functions of temperature and pressure, therefore the Sanchez-Lacombe theory should be
better suited for use with IGC. However, other than the work of Sanchez and Lacombe
(1978) on polyisobutylene/solvent systems, a complete investigation of the Sanchez-
Lacombe has not appeared in the literature. Therefore, before attempting to use the
Sanchez-Lacombe theory to correlate IGC data, a thorough investigation of the theory is
warranted.
The goal of this research is to determine whether the Sanchez-Lacombe theory can
be modified to provide reasonable agreement between theory and experiment for ternary
systems. The remainder of this thesis is devoted to introducing the IGC technique, briefly
discussing polymer solution thermodynamics and solution thermodynamic theories, and the
results of the investigation of the Sanchez-Lacombe theory. Chapter II introduces the study
of polymer blends by IGC. The experimental technique is described and some of the
problems with interpreting the experimental data are discussed. Chapter III is a discussion
on the thermodynamics of polymer solutions. A brief historical review of solution
thermodynamic theories for polymer systems is presented. The Flory equation of state
theory is derived in Chapter IV. At the end of Chapter IV, some of the problems with the
Flory equation of state theory are discussed. The derivation of the Sanchez-Lacombe
equation of state theory is given in Chapter V. This derivation includes several
modifications suggested by the author and therefore differs from the derivation of Sanchez
and Lacombe. Chapter VI discusses the techniques for determining the characteristic
parameters of the Sanchez-Lacombe theory. The results for polymer/solvent systems using
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the modified Sanchez-Lacombe theory are presented in Chapter VH Finally, the potential
for studying interactions in polymer blends by IGC using the modified Sanchez-Lacombe
theory is discussed in Chapter VIII.
CHAPTER II
THE STUDY OF POLYMER BLENDS BY INVERSE GAS
CHROMATOGRAPHY
One of the many uses of IGC is the characterization of polymer-polymer
interactions via a ternary solution approach. As mentioned in the introduction, the study of
polymer-solvent interactions by IGC is well established and has been growing in popularity
because of the advantages it offers over conventional sorption techniques; namely speed,
convenience, and versatility. These advantages become particularly important in the study
of polymer-polymer interactions. The book by Olabisi, Robeson, and Shaw (1979)
provides a good discussion of ternary solution methods and the role of IGC.
2.1 Theory
The basic methodology is the same for any ternary solution study. The solvent
activity is measured for a binary solution of each polymer in the solvent, and for a ternary
solution of the two polymers plus the solvent. The polymer-solvent interaction parameters
X\2 and X13 are calculated from the binary solution data and then subtracted out of the
ternary solution data. The analysis requires a solution thermodynamic theory capable of
describing the various interactions in the mixture. In previous IGC studies, either the
modified Flory-Huggins theory (Scott, 1949) or the Flory equation of state theory (Flory,
Orwoll, and Vril, 1964a, 1964b) have been used.
In IGC studies, the experimentally measured quantity is the elution curve of the
solvent or probe. Specific retention volumes, Vg °, corrected to 0°C
are then determined
from the elution curve. The specific retention volume is related to the net
retention volume,
vN . by
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V
g
°
= 273.2VN/Tms (2.1)
where T is the absolute temperature and m
s
is the mass of the stationary phase. The net
retention volume is given by (Martin, 1961)
VN = KbVL + KaAL (2.2)
where and Ka are the bulk and surface partition coefficients, VL is the volume of the
stationary phase, and AL is the surface area of the stationary phase. To ensure that the net
retention volumes are those at equilibrium, retention volumes at a series of flow rates are
measured, and the data are then extrapolated to zero flow rate. The separate contributions to
the retention mechanism can be evaluated by obtaining zero flow rate retention volumes on
columns of varying loading (i.e. varying VL) and plotting VN/VL against 1/VL . The
intercept gives the desired quantity K5
VN/VL = Kb + KaAL/VL (2.3)
It is assumed in equation (2.3) that other retention mechanisms, such as adsorption at the
stationary phase/support interface, may be neglected.
In order to account for the effect of pressure drop on the volumetric flow rate,
James and Martin (1952) derived the following relation
VN = J23VR (2.4)
where
J23 = (3/2){[(Pi/P0)
2
-l]/[(Pi/P0)3 -1]} (2 -5 )
Vr = (tR-tM)Q (2-6)
Pj and PG are the inlet and outlet pressures, tM is the net retention time for a noninteracting
probe (i.e. the marker), usually methane, tR is the net retention time of the interacting
probe, and Q is the volumetric flow rate. The quantity (tR-tM ) is the correction for column
holdup. Combining equations (2.1), (2.4), (2.5), and (2.6) gives
Ve ° = 273.2J23(tM-tR)Q/Tms (2.7)
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The procedure outlined above is sufficient if thermodynamic information only is
desired. An additional application of IGC is the study of solute diffusion in polymers. The
shape of the elution curve is used to determine the solute diffusion coefficient. Fortunately,
the determination of diffusion coefficients uses the same data as required for themodynamic
studies. Pawlisch (Pawlisch and Laurence, 1983; Pawlisch, 1984) has derived a
modification of the above procedure in which the moments of the elution curve are
determined and the partition coefficient is calculated from the first moment (mean residence
time) of the elution curve. This procedure was developed for use with capillary columns in
which the film thickness is sufficient so that surface effects (K a) can be ignored. It can be
shown that first moment data suffices in packed column work as well. The first moment is
given by
m = (L/v)[l + 2h/rK] (2.8)
where L is the column length, v is the mean carrier gas velocity, h is the polymer film
thickness, r is the radius of the capillary, and K is the Henry's law constant (i.e. partition
coefficient). The specific retention volume is then determined from the (bulk) partition
coefficient
V
g
°
= 273.2K/Tp
p
(2.9)
where pp is the
density of the polymer.
The specific retention volume, (2.7) or (2.9), is related to the infinite dilution
activity coefficient through standard chromatographic relations (Braun and Guillet, 1976;
Gray, 1977)
HZ^r = ln^^R/VgpfM!] - Pl °(B 11-V 1 )/RT (2.10)
where k
x
is the activity of the solvent, wj is the weight fraction of the solvent in the
polymer phase, R is the universal gas constant, Pl ° and Vj are the vapor pressure and
molar volume of the solvent, B
,
j is the second virial coefficient of the
solvent, and Mj is
the molecular weight of the solvent Equations relating the
infinite solvent dilution activity
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coefficient to model parameters are then derived for the particular solution thermodynamic
theory of interest. By combining the two results, a relationship between measured retention
volumes and interaction parameters can be obtained. Measurements of retention volumes of
two binary and one ternary solution are then sufficient to calculate X23, the polymer-
polymer interaction parameter. These relationships have already been determined for the
Flory-Huggins theory (Patterson et al., 1971; Deshpande et al., 1974; Olabisi, 1975; Gray,
1977; Al-Saigh and Munk, 1984) and the Flory equation of state theory (Deshpande et al.,
1974; Braun and Guillet, 1976).
2.2 Experimental
The apparatus required for IGC studies of blends is no different than that used for
the traditional applications of IGC. In any ternary solution technique, a premium is placed
on obtaining data of high precision. The polymer-polymer interaction parameter represents
the difference between various polymer-probe interactions that are usually of the same
order of magnitude. Small absolute errors in these quantities can result in a large relative
error in the calculated polymer-polymer interaction parameter. The techniques for obtaining
high precision IGC measurements are discussed in some detail in the monographs of Laub
and Pecsok (1978) and Conder and Young (1979).
A second requirement of blend studies is that, a priori, the polymer system must be
known to be compatible in the region of the experimental conditions. Furthermore, in the
coating of columns, a solvent must be chosen to ensure that no phase separation of the
blend occurs during the coating and drying of the polymer film.
Traditionally, IGC work on blends has been concerned only with the use of packed
columns. However, recent advances (Pawlisch, 1984) suggest that it may be possible
to
use capillary columns for blend studies. The major advantages of using capillary columns
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are that they easily lend themselves to mathematical modeling, greatly increasing the
accuracy of the data interpretation, and that the mass of the polymer in the column can be
determined much more accurately than with packed columns. The determination of the
mass of polymer in the column is a key step in the calculation of the specific retention
volume.
2.3 Discussion
There are two aspects of the measurement of interaction parameters by IGC that
have received considerable attention in the literature. The first is that polymer- solvent
interaction parameters obtained by IGC for a particular polymer/solvent system often do not
agree with those obtained by other (static) methods. The second is that polymer-polymer
interaction parameters obtained by IGC often depend on the solvent in which they are
measured. Ashworth et al. (1984) studied the differences between polymer-solvent
interaction parameters determined by IGC and other methods and concluded that the
majority of the differences can be explained by experimental errors in determining the mass
of the polymer in the column. The problem of solvent dependent polymer-polymer
interaction parameters determined by IGC is the focus of this work.
2.3.1 Polymer-solvent interaction parameters
There are two sources of error which can result in differences between polymer-
solvent interaction parameters obtained from IGC and static techniques: application of the
experimental technique and interpretation of the data. Summers, Tewari, and Schreiber
(1972) made a comparison between their IGC measured interaction parameters and those of
Chahal, Kao, and Patterson (1973) obtained from vapor sorption measurements and found
the agreement to be excellent. On the other hand, Lichtenthaler, Newman, and Prausnitz
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(1973) followed by Lichtenthaler, Prausnitz, Su, Schreiber, and Patterson (1974) reported
differences between static and IGC (dynamic) measured activity coefficients and interaction
parameters. These findings were based on intra- and interlaboratory comparisons of
independently prepared as well as identical packed columns of poly (dimethyl siloxane)
(PDMS) and questioned the reliability and accuracy of measuring polymer-solvent
interaction parameters via IGC.
2.3.1.1 Experimental errors. Ashworth et al. (1984) conducted an
independent reevaluation and comparison of static (i.e. vapor sorption) and IGC measured
activity coefficients and interaction parameters for poly(dimethyl siloxane) in several
solvents. They conclude that the major source of experimental error is the determination of
the mass of polymer in the column, m
s .
Usually, a calcination technique is used to
determine m
s
. The coated stationary phase is fired, along with a sample of uncoated
stationary phase (i.e. the blank), to temperatures above 700°C in order to burn off the
polymer. The difference in weight of the coated sample before and after the firing is used to
determine the percent loading. Soxhlet extraction has also been used to determine the mass
of the polymer in the column (Summers, Tewari, and Schreiber, 1972). Ashworth et al.
state that only through reiterative and exhaustive extraction with boiling solvent while the
packing is being stirred can the mass of polymer be accurately determined. Other
techniques can lead to erroneous values which result in incorrect calculations of the specific
retention volume values used to determine the activity coefficients and interaction
parameters. Using their extraction technique, excellent agreement (<1% difference)
between static and IGC measured activity coefficients and interaction parameters is
obtained.
There are several other experimental factors which should be considered (Pawlisch,
1984). One of the most important factors is polymer film thickness. Lichtenthaler,
Liu, and
Prausnitz (1974a), Braun and Guillet (1975), and Lipatov and Nesterov (1975)
studied the
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effect of polymer film thickness (i.e VL) on measured specific retention volumes. The film
thickness in packed columns is generally on the order of 100 to 1000 A, which is the length
of a typical polymer molecule, while film thicknesses in capillary columns range from 5000
to 10000 A. Thicker films are therefore more representative of the properties of the bulk
polymer. In addition, the effect of support or surface effects is more pronounced in thinner
films and must be taken into account (i.e. Ka cannot be neglected as in equation (2.9)).
2.3.1.2 Data analysis errors. In addition to the experimental problems,
discrepancies between static and IGC data can result from the data analysis. In order to
eliminate transport effects in the data analysis, measurements at several flowrates are
performed and the reported specific retention volumes are extrapolated to zero flowrate.
Since there is no unique extrapolation method, various methods can lead to differences in
the reported specific retention volumes.
Very few references provide the thermodynamic properties of the solvent in
equation (2.4) (i.e. pf, B^, and W\) at all of the temperatures and pressures required in a
typical IGC experiment. The usual recourse is to determine these properties from any
number of empirical correlations (see The Properties of Gases and Liquids , by Reid,
Prausnitz, and Sherwood, 3rd. ed., McGraw-Hill, New York (1977) for example). These
empirical correlations are generally accurate to within less than six percent of the
experimental values. Since different studies use different correlations, these small
differences can account for some of the discrepancies between static and IGC data.
It is well documented that the polymer-solvent interaction parameter is highly
concentration dependent. As a result, comparisons between interaction parameters in the
literature are possible only if the reported values of the interaction parameter are based on
the same concentration variable. The general concentration variable used in describing the
thermodynamics of polymer systems is the volume fraction, as opposed to the mole
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fraction for systems containing only low molecular weight components. The reason for
using volume fractions can be illustrated in a simple example. Consider a binary
polymer/solvent system. Let the solvent have a molecular weightM 1= 100 and the polymer
M 2=106 . Let the solution be 91 percent polymer by weight (w2=0.91). Then the mole
fraction of the solvent is
Xl = n 1/(n 1+n2) = (wj/M^/Cwi/Mj + w2/M2)
= (M2M l)/(M2M l + w2/w!) = 0.999
Thus, although the solvent makes up only 9 percent of the solution, the mole fraction
would suggest ideal behavior (Billmeyer, 1971). The major drawbacks to using volume
fractions are that they are functions of temperature and pressure and that they can not be
measured experimentally. Unlike mole fractions, which depend only on the amount of
material present, volume fractions are functions not only on the amount of material present,
but also the volume which that material occupies, which is a function of both temperature
and pressure.
Although temperature and pressure dependency makes using volume fractions
somewhat more difficult than using mole fractions, the fact that they can not be measured
experimentally is more limiting. Various approximations for the volume fraction are used
throughout the literature (see Appendix A). The most widely used approximation is based
on the specific volume (or density) of the components and implicitly assumes additivity of
volumes, i.e. no volume change upon mixing. Even if the same mathematical expression
for the volume fraction is used, different values for the specific volume (at the same
temperature and pressure) will yield different values for the volume fraction and thus
different values for the interaction parameter.
One approach to removing the temperature and pressure dependence of volume
fractions, which comes from the field of statistical thermodynamics, is to measure the
number of sites a component in a mixture occupies on a theoretical lattice. If an
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incompressible lattice is used, the site fraction is not a function of temperature or pressure.
However, volume changes upon mixing are ignored as a result. A different approach is to
base the volume fraction on the hard-core volume of some arbitrarily defined segment of a
molecule. The hard-core volume is not a function of temperature and pressure and therefore
volume additivity of hard-core volumes can be assumed. These segment fractions depend
only on the amount of each component present. However, like volume fractions based on
specific volumes, the value of the segment fraction depends not only on the mathematical
expression used but also on the value chosen for the hard-core volume of a segment
Comparisons between different sets of data are possible, therefore, only if the data
are based on a common approximation for the volume fraction, using the same
mathematical expression and the same parameters, and in the case where specific volumes
are used, at the same temperature and pressure. This information is rarely provided in the
literature. As a result, comparisons between reported interaction parameters is very difficult
or impossible, although comparisons are common in the literature. Both Koningsveld and
Staverman (1968) and Eichinger and Flory (1968) discuss the problem of different volume
fractions in their work on polymer/solvent systems.
2.3.2 Polymer-polymer interaction parameters
Olabisi (1975) was the first to measure polymer-polymer interaction parameters in
polymer blends by IGC. He found that the value of the polymer-polymer interaction
parameter often depends upon the solvent in which it is measured. This solvent dependency
was attributed to the inability of the modified Flory-Huggins theory to account for all of the
polymer-probe interactions. He concludes:
Hence, the probe technique as a means of studying characteristics of
miscible blends should be considered valid. It should be cautioned, though,
that the information obtained is only as reliable as the model from which it is
deduced
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These conclusions are also reached by Al-Saigh and Munk (1984) who studied a
blend of poly(methyl acrylate)/polyepichlorohydrin. They show that the quantity often
identified with the polymer-polymer interaction parameter may contain other probe
dependent contributions to the free energy of mixing not properly accounted for by the
solution thermodynamic theories chosen to analyze the data. The goal of this research is to
determine whether the Sanchez-Lacombe equation of state theory (Sanchez and Lacombe,
1976, 1978) can be used to obtain solvent independent polymer-polymer interaction
parameters from IGC data, i.e. polymer-polymer interaction parameters whose values do
not depend upon the solvent in which they are measured.
2.4 Polymer Solution Thermodynamic Theories
The ability of any ternary solution technique to yield meaningful parameters
describing polymer-polymer interactions is dependent on both the sensitivity of the
technique to reveal the various polymer-probe interactions and the ability of the solution
thermodynamic theory chosen for the analysis to model the experimental behavior.
Generally, the modified Flory-Huggins theory (Scott, 1949) has been used for the analysis
of IGC experiments. Using this theory, it is often found that the polymer-polymer
interaction parameter is dependent on the solvent in which it is measured (Olabisi, 1975;
Al-Saigh and Munk, 1984). The solvent dependency of the polymer-polymer interaction
parameter indicates that the theory is inadequate in its treatment of the various polymer-
probe interactions.
It is well known that the original Flory-Huggins theory (Flory, 1941,1942;
Huggins, 1942), describing mixtures of a polymer in a solvent, does not account for all of
the contributions to the free energy of a polymer mixture. The original Flory-Huggins
theory assumes that there is no change in volume upon mixing, assumes random mixing,
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and does not account for noncombinatorial contributions to the entropy of the system.
These noncombinatorial contributions are a result of nonrandom mixing. Since many of the
unique thermodynamic effects associated with polymer blends are a result of the presence
or absence of specific interactions (e.g. hydrogen bonding, acid-base interactions, dipole
interactions, etc.) which lead to nonrandom mixing, it is not surprising that the Flory-
Huggins theory is inadequate for describing many of the aspects of the solution
thermodynamics of polymer systems.
Scott (1949) modified the original Flory-Huggins theory for ternary mixtures to
account for the noncombinatorial contribution to the entropy which is ignored in the
original theory. However, as discussed by Flory (1965), the thermodynamic properties of
a liquid are a function of the local structure. The local structure of a polymer chain is
dependent on the interactions between neighboring molecules, and any theory which does
not properly account for these local interactions and their effect on the thermodynamic
properties of the solution (e.g. noncombinatorial entropy) will not adequately predict real
polymer solution behavior. Since the original Flory-Huggins theory ignores the effect of
local structure, it can not be expected to describe real polymer solution thermodynamic
behavior.
Recogonizing the weaknesses in the Flory-Huggins theory, Flory and coworkers
(Flory, Orwoll, and Vrij, 1964a,1964b) developed an equation of state theory based on a
configurational partition function which requires the separation of the internal and external
degrees of freedom. The thermodynamic properties of a mixture are shown to be
composition averages of the pure component properties. Differences between the pure
component properties give rise to excess contributions to the enthalpy, entropy, and
volume of mixing. The Flory equation of state theory successfully describes many of the
unique aspects of polymer systems.
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The Flory equation of state theory has been successfully applied to several
polymer/solvent systems (Eichinger and Flory, 1968; Flory and Hocker, 1971; Hocker,
Shih, and Flory, 1971; Flory and Shih, 1972). Deshpande et al. (1974) extended the Flory
equation of state theory to ternary sysyems. They examined several blends using IGC and
concluded that (X23 /s2), the energy interaction parameter of the Flory equation of state
theory divided by the number of contacts sites per segment (or mer), is roughly
independent of the solvent used. However, values of (X23/v2) determined using the Flory-
Huggins theory are solvent dependent. This emphasizes the importance of the excess
contributions to the free energy of the mixture ignored in the Flory-Huggins theory. The
Flory equation of state is somewhat difficult to use since the characteristic parameters must
be determined for each temperature (and pressure) at which experimental data are gathered.
A newer equation of state theory has been developed by Sanchez and Lacombe
(1976, 1978). Whereas the Flory equation of state was developed only for liquid-like
densities, and specifically for polymer solutions, the Sanchez-Lacombe theory is intended
to be a more general statistical thermodynamic fluid theory. The Sanchez-Lacombe theory
is characterized as a compressible lattice fluid theory which in general does not satisfy a
simple corresponding states principle, but reduces to a corresponding states theory for
polymeric liquids. Unlike the Flory equation of state theory, the Sanchez-Lacombe theory
does not require that the configurational partition function be separated into independent
contributions based on the internal and external degrees of freedom. As shown by Sanchez
and Lacombe (1976) the Sanchez-Lacombe theory can describe semi-quantitatively both
liquid and vapor properties, whereas the Flory equation of state theory is valid only for the
liquid state.
CHAPTER HI
THERMODYNAMICS OF POLYMER MIXTURES
The basic concepts of the thermodynamics of polymer mixtures are introduced in
this chapter. No attempt has been made to make this an exhaustive review. The interested
reader is encouraged to read the monograph by Paul and Newman (1978), the book by
Olabisi, Robeson, and Shaw (1979), or the references listed throughout this chapter.
3.1 Historical Background
3.1.1 Flory-Huggins theory
Historically, the thermodynamics of polymer mixtures has been treated separately
from the thermodynamics of low molecular weight systems. There is no statistical
thermodynamic reason for this separation; it is a result of the breakdown of Raoult's law
when applied to polymer solutions. The failure of Raoult's law to describe the
thermodynamic behavior of polymer solutions led to the recognition of the influence of
molecular size and chain morphology on thermodynamic properties.
The failure of regular solution theory to account for the large deviations from
Raoult's law exhibited by polymer solutions, despite the fact that large exothermic
enhtalpies of mixing do not occur, led to the notion that the entropy of mixing in polymer
solutions must be larger than the entropy of mixing for an ideal solution. The first attempts
at quantitatively describing these deviations from Raoult's law are credited to Flory (1941,
1942) and Huggins (1942). Working independently, Flory and Huggins developed an
expression for the combinatorial entropy of mixing based on an incompressible lattice
model representation of a liquid. A van Laar enthalpy was joined with the expression for
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the combinatorial entropy on the assumption that the only contribution to the free energy of
mixing in addition to -TAScomb was an energetic contribution associated with the
replacement of molecular neighbors of the same kind by molecules of another species. The
resulting theory, the Flory-Huggins theory, although successful in certain cases of
qualitatively describing polymer solution behavior, has three major weaknesses:
(1) The energetic interaction parameter, %, originally intended to be independent
of concentration and molecular weight, is found to be a strong function of
concentration.
(2) The theory is partially successful in concentrated solutions but fails for dilute
solutions due to the assumption of an incompressible lattice, implying no
volume change on mixing.
(3) Only upper critical solution temperature (UCST) behavior is predicted.
However, following the work of Freeman and Rowlinson (1960), the
occurrence of lower critical solution temperatures (LCST) in polymer
solutions is universally acknowledged.
The failure to account for the compressibility (liquid-like properties) of the mixture, which
results from differences between the properties of the pure components, is largely
responsible for the weaknesses in the Flory-Huggins theory.
The thermodynamic properties of a liquid are strongly dependent on its local
structure. The local structure is often expressed in terms of a packing density, free volume,
or more formally, by a radial distribution function. Since the local structure is a function of
both the local intermolecular forces and the shape and volume of the molecules, it will
change with the composition of the mixture. These changes will be reflected in the
thermodynamic properties of the mixture.
Changes in the local structure with respect to changes in the composition result
from differences between the properties of the pure components. These differences
in pure
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component properties lead to nonadditive intermolecular contributions to the enthalpy and
the entropy of the mixture, and to nonadditivity of the volume of the mixture, which are
reflected in nonzero excess (or residual) properties. There is no reason to expect that the
suppression of one of the nonadditive contributions, such as suppressing the excess
volume by assuming no volume change on mixing as in the Flory-Huggins theory,
guarantees that contributions from the remaining nonadditive contributions are also
eliminated (Flory, 1970).
Several conclusions can be drawn from these considerations. First, a simple
modification of regular solution theory for polymer solutions (such as the Flory-Huggins
theory) is incapable of accounting for contributions to the free energy which arise from
changes in the local structure. Second, the contributions to the free energy of the system
resulting from changes in local structure should not be viewed as arising solely from
volume changes upon mixing or solely from free volume differences between the
components in the mixture. There are entropic and energetic effects as well. Finally, since
the excess properties are a result of nonadditivity (i.e. nonideal behavior), they will depend
on differences between the properties of the pure components in the mixture. The overall
conclusion is that a new approach, more comprehensive than the Flory-Huggins theory, is
needed.
3.1.2. Equation of state theories
Early attempts to develop a thermodynamic theory capable of accounting for the
compressibility of the mixture (i.e. liquid state characteristics) which results from
differences between the pure component properties have proceeded along two major routes.
The first is the use of a cell model as a basis for formulating the properties of liquid
mixtures (Prigogine and Bellemans, 1953; Prigogine, 1957). The second is the postulation
of a universal function for the intermolecular potential energy of the form
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u(R) = etf(a/R) (31)
where R is the distance between molecular centers, Eq and a are characteristic parameters,
and f(o/R) is the universal function of its argument. Both approaches have inherent
weaknesses, especially in the case of polymer mixtures.
The determination of the mean intermolecular potential energy using a cell model
predicts an energy whose dependence on the density of the mixture is higher than
observed. As pointed out by Hildebrand and Scott (1962) and Scott (1953, 1956; Bennings
and Scott, 1955), this higher than observed dependency on the density is a result of the
excessive degree of order assigned to the arrangement of the neighbors of a given molecule
or segment of the molecule by the cell model. Further, the definition of a cell as consisting
of neighboring molecules or segments in a fixed array around a central wanderer, imparts
crystal-like qualities to the liquid. Also, if the cell model is assumed to be incompressible
(as in the Flory-Huggins theory), it is generally inadequate for mixtures of components of
varying size and shape.
The principle behind the corresponding states theories (Prigogine and Bellemans,
1953; Prigogine et al., 1953a, 1953b; Prigogine, 1957; Hijmans, 1961) is the assumption
that the mean intermolecular potential energy is the same for all molecules when expressed
as a function of the distance between molecular centers. Specifically, the intermolecular
potential is assumed to be parametric in the distance and in the energy. If the
thermodynamic properties of one reference liquid are known as a function of temperature
and density, the thermodynamic properties of any other of the family of corresponding
liquids are determined by two scale factors; one for the distance of separation of the
molecular centers, a, and the other for the magnitude of the intermolecular potential energy,
Eq. These two parameters may be conveniently embodied in a characteristic pressure P and
a characteristic temperature T*. In addition, if the reduced residual properties of a pure
fluid
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are expressed as functions of reduced variables (reduced temperature and reduced pressure
or reduced volume), then these same functions can be used to describe the properties of the
mixture by changing the reducing parameters for the mixture. Generally, the mixture
reducing parameters are composition averages of the pure component parameters
(Prausnitz, 1969).
In the limit of very large molecules (i.e. polymers), such that the range of the
intermolecular forces, both attractive and repulsive, is small compared to the diameter of the
molecular and the distance between molecular centers, the assumption of central force
potentials, such as the Lennard-Jones potential, is not valid. A better approximation for
polymer mixtures is to assume that intermolecular forces arise from interactions between
the surfaces of neighboring segments (or mers) of the polymer chain (Flory, 1965). These
segments may be from the same chain or from other chains. In this manner, the potentials
can be functions of nonmolecular variables, such as the mass density, which adequately
describe the packing arrangements of neighboring mers. This method has the added
advantage of being able to treat nonspherical molecules and mixtures of molecules of
different shapes and sizes.
With these ideas in mind, Flory and coworkers (Flory, Orwoll, and Vrij,
1964a, 1964b) developed a new thermodynamic theory which accounts for the contribution
of local structure to the thermodynamic properties of mixtures. This theory, as well as the
theories which follow (Patterson, 1968,1969; Patterson and Delmas, 1970; Huggins,
1970; Simha and Somcynsky, 1969; Somcynsky and Simha, 1971; Biros, Zeman, and
Patterson, 1971; Nose, 1971; Curro, 1974; Beret and Prausnitz, 1975; Sanchez and
Lacombe, 1974, 1976, 1978; Lacombe and Sanchez, 1976; Patterson and Robard, 1978;
Hong and Noolandi, 1981; Simha, 1982; Cho et al., 1982; Jung and Jhon, 1984), are
generally termed equation of state theories. The motivation behind these theories is to
establish a foundation for a general theory of mixed molecular fluids of arbitrary size and
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shape. These equation of state theories combine features of both the cell model theories and
the corresponding states theories and are based on the assumption that all liquids, polymers
when noncrystalline, and mixtures of these follow the same reduced equation of state. In
addition, the mixture reducing parameters are composition averages of the pure component
characteristic properties. It should be noted that these theories are sometimes referred to as
free volume theories. This is a misnomer, however, because it implies that the only
additional contribution to the free energy of the system accounted for by the equation of
state theories is due solely to differences in the size of the molecules. Actually, the
equation of state contribution reflects changes in local structure brought about by
differences in the thermodynamic properties of the pure components, of which free volume
differences are only one part.
3.2 Stability Criteria
Equilibrium thermodynamics states that the equilibrium of a closed system is that
state for which the total free energy of the system is a minimum with respect to all possible
changes at a given temperature and pressure
(dFt)TP < 0 (3.2)
When the mixing of two liquids occurs at constant temperature and pressure, the total free
energy of the system must decrease if mixing is to be spontaneous, since the free energy of
the mixture must be lower than the free energy of the unmixed state. The free energy of
mixing at constant temperature and pressure is given by (where the subscriptM is omitted
for convenience)
AG = AH - TAS = A(E + pV) - TAS = AE + pAV - TAS (3.3)
From equation (3.3), it is obvious that a negative AE and AV, and a positive AS, favor
miscibility.
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Although a negative free energy of mixing is a necessary condition for phase
stability, it is not a sufficient condition. For a binary mixture at a given temperature and
pressure, a necessary and sufficient condition for miscibility over the entire composition
range is that the second derivative of the free energy with respect to some composition
variable be positive over the composition range (Gibbs, 1928)
(d2g/d0i2)Tjp > 0 (3.4)
where g(T,P,0) is an intensive free energy. Mathematically, this is equivalent to requiring
that g be a convex function of composition over the entire composition range.
Sanchez (1982, 1983) shows that the stability criteria given by equations (3.2) and
(3.4) can be generalized to a c-component mixture. A homogeneous phase is stable at a
given temperature and pressure if the free energy is a convex function of the c-1
independent composition variables, 0 lt 02 ,
0
c . l5 and the specific volume, v, of the
mixture. Let
(92g/d0id0j) iorj= l,2,...,c-l
g = gij I (3.5)
02g/dv2) Uj= C
and let [gij] be the determinant of the corresponding matrix of second derivatives. A
necessary and sufficient condition for the convexity of the free energy is that the matrix of
second derivatives be positive definite. A necessary condition for convexity of g is
[gij] > 0 (3.6)
At constant temperature and pressure, the specific volume of the mixture is not an
independent variable. However, the specific volume of the mixture satisfies the equation
(9g/av)x>P>0 = 0 (3.7)
which is the expression used to obtain the Sanchez-Lacombe equation of state.
Equation (3.6) defines the volumes for which there are extrema in g. These extrema
will correspond to minima if
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O2g/av2)T>p>0 > 0 (3.8)
It can be shown that (Sanchez, 1982)
o2g/av2)TP)0 = 1/(vB) > 0 (3 9)
where ft is the isothermal compressibihty of the mixture. Equation (3.9) guarantees that the
mixture is stable and that the extrema given by equation (3.8) are minima.
For a binary mixture, equation (3.6) combined with equation (3.9) gives
O2g/a0 12)v - vBO2g/90 13v)2 > 0 (3.10)
Equation (3.10) is equivalent to equation (3.4). It shows that the phase stability of a binary
mixture is adversely affected by the compressibility of the mixture. In general
(d2g/d0ldv)^O t so that the compressibility term tends to favor phase separation, especially
at high temperatures.
Equation (3. 10) implies that the mixture may phase separate at higher temperatures
due to its compressible nature. Further insight can be gained by examining what happens
near a critical point (UCST or LCST). Sanchez (1982) shows that by inspecting the second
derivative of the enthalpy and entropy with respect to concentration (at constant temperature
and pressure) at the critical point, the type of phase behavior of a binary mixture can be
predicted
< 0 UCST
h
c
" and sc " { (3.11)
> 0 LCST
Thus, the criteria for LCST behavior are
hc
" >0 (3.12)
sc
" >0 (3.13)
Equation (3.12) is thermodynamically favored since it tends to make Ah more negative.
(Generally, for some function f, if f'>0 on some interval [0,1], then Af<0 on (0,1), and
vice versa.) There are some polymer blends where Ah has inflection points on (0,1); in
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these cases, the sign of h" is not necessarily opposite that of Ah. An example of a system
of this type is polyvinyl chloride)/poly(methyl methacrylate) (Tager et al., 1975). Equation
(3.13) is thermodynamically unfavored since it tends to make AS more negative. This is
why phase separation at an LCST is referred to as entropy driven (Sanchez, 1982).
3.3 Misciblity in Polymeric Mixtures: The Role of Specific Interactions
3.3.1 Experimental evidence for specific interactions
The presence of specific interactions in polymer blends can be detected by several
means. If the chains in a blend interact, then their mobility should decrease resulting in a
higher T
g
than would be expected from a weighted mean of the two polymers. This trend
has been confirmed in a study of a wide range of polyacrylates blended with polyvinyl
chloride) (Olabisi, Robeson, and Shaw, 1979).
If miscibility is a result of specific interactions, then increasing the number of
groups which give rise to these interactions should enhance the miscibility of the blend.
This is, of course, balanced to a certain degree by a negative contribution to AS from
orientational effects. The increased miscibility should be evidenced by a shift in the cloud
point to higher temperatures and an increase in the (negative) enthalpy of mixing. Walsh,
Higgins, and Rostami (1983) and Walsh, Higgins, Rostami, and Weeraperuma (1983)
studied the miscibility of ethylene-vinyl acetate coplymers with chlorinated polyethylene. It
was found that if the degree of chlorination of the chlorinated polyethylene or the vinyl
acetate content of the ethylene-vinly acetate copolymer is increased, the cloud point moves
to a higher temperature, corresponding to a shift in the LCST to a higher temperature. In
addition, a higher chlorinated polyethylene yielded a larger (negative) enthalpy of mixing
than a similar polyethylene with less chlorination. Similar findings are also found for the
system chlorinated polyethylene and poly(methyl metacrylate) (Walsh, Higgins, and
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Zhikuan, 1982). At 49.8 and 5 1.6 percent chlorination, the polymers are miscible; at lower
chlorination levels the polymers are immiscible.
Walsh and McKeown (1980a, 1980b) studied the miscibility of several
polyacrylates with polyvinyl chloride). They found that poly(butyl acrylate), poly(hexyl
methacrylate), and poly(butyl methacrylate) are miscible with PVC as evidenced by
negative entalpies of mixing, but that poly(methyl acrylate) is not miscible. In light of the
evidence presented above, why is poly(methyl acrylate), which contains the highest
carbonyl concentration, immiscible with PVC? Misciblity in blends with specific
interactions is a tradeoff between the effects of specific interactions and dispersive forces.
Using some rather crude approximations, Walsh and McKeown show that while the
strength of the specific interactions increases with increasing carbonyl concentration, giving
a negative (favorable) contribution to AH, the effect of dispersive forces first decreases and
then rapidly increases with increasing carbonyl concentration, giving a positive contribution
to the enthalpy of mixing (see Figure 3. 1) which outweighs the favorable contribution from
the specific interactions.
This same reasoning can also explain the finding of Ziska, Barlow, and Paul
(1981) who studied the miscibility of several polyesters with polyvinyl chloride). They
found that poly(butylene adipate), poly(2,2-dimethyl-l,3-propylene succinate), poly(l,4-
cyclohexanedimethanol succinate), and poly(hexamethylene sebacate) are all miscible in
polyvinyl chloride) while polyethylene adipate), poly(ethylene succinate), and
poly(ethylene orthophthalate) are not These authors show that when the ratio of methylene
groups to ester groups is 3 < (CH2)x/COO < 12, the polymers are miscible. However, for
high or low concentrations of carbonyl groups, the polymers are immiscible. Prud'homme
(1982) reports the ratio is between 4 and 10 for the same system. From Figure 3.1, these
findings are easy to understand in terms of the relative strengths of the specific interactions
CONTR I BUT I ONS
AND
F I GURE 3 .
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DISPERSIVE FORCES
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to the dispersive forces. At low or high carbonyl concentrations, the dispersive forces
outweigh the effects of the specific interactions.
The most direct method for detecting the presence of specific interactions is through
spectroscopic techniques, specifically infra-red spectroscopy. Unfortunately, due to the
complex nature of polymers, many infra-red studies are conducted on low molecular
weight analogs, which may or may not be truly representative of the modeled polymer,
especially the physical state of the polymer in the mixture. Moskala et al. (1985) studied the
effects of heating on blends of chlorinated polyethylene and ethylene-vinyl acetate
copolymers. A gradual reduction in the infra-red shift is observed upon heating, which
Moskala et al. interpret as the dissociation of the specific interaction on heating. From a
thermodynamic viewpoint, this corresponds to a decrease in the favorable energy (or
enthalpy) of mixing to a point where the other unfavorable contributions, such as the
compressiblity term, outweigh it. This explains why blends with specific interactions phase
separate at higher temperatures.
3.3.2 Contributions to the free energy of the mixture
Patterson and Robard (1978) and Patterson (1982) outline three contributions to the
free energy of polymer systems: the combinatorial entropy, a contribution from the
intermolecular interactions, and a contribution resulting from changes in local structure
brought about by differences in the thermodynamic properties of the pure components. The
last contribution has been erroneously called the free volume contribution. Although the
compressibility of the mixture is important in determining the stability of polymer/solvent
and polymer/polymer mixtures (Sanchez, 1978, 1982, 1983; ten Brinke and Karasz,
1984), this equation of state contribution encompasses more than just free volume
differences.
41
Although the weaknesses of the Flory-Huggins theory for describing the
thermodynamics of polymer mixturess have been discussed earlier, the simplicity of the
Flory-Huggins theory makes it ideal for discussing the basic concepts of the
thermodynamics of polymer mixtures. In what follows, the contributions to the free energy
will be explained in terms of the Flory-Huggins theory. Extension of these concepts to the
more rigorous equation of state theories should be straightforward.
3.3.2.1 Combinatorial entropy. An important concept in equilibrium
thermodynamics is the ideal solution. In an ideal solution, the following assumptions are
made:
1
. ) Molecules are indifferent to one another AE=0
2. ) Molecules are of the same size AV=0
3. ) Molecules mix at random
From statistical thermodynamics (Hill, 1960; McQuarrie, 1976), the number of
distinquishable configurations available to a system of N indistinquishable, noninteracting
molecules which mix at random, where there are Nj molecules of type 1 and N2 molecules
of type 2 (N = Nj + N2), is given by
i2 = N!/N
1
!N2 ! (3.14)
Using the Boltzmann formula
S = klnQ (3.15)
where k is the Boltzmann constant, it can easily be shown that the entropy of mixing is
ASideai = -ktNjlnx! + N2lnx2] > 0 (3.16)
where xj (=Nj/N) is the mole fraction of component i. Since xj<1, and the natural logarithm
of numbers less than one is always negative, equation (3.16) is positive definite.
Therefore, for an ideal solution
AGideal = -TASideai < 0 (3.17)
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i.e., an ideal solution is always stable. Equation (3.17) shows that the free energy of
mixing for an ideal solution arises solely from the greater configurational disorder present
in the mixture as compared to the pure states. A positive entropy of mixing is responsible
for the stability of mixtures of low molecular weight liquids.
Flory (1941, 1942) showed that an equivalent expression could be derived for the
random mixing of molecules of different sizes
AScomb = -k[Niln0! + N2ln02] > 0 (3.18)
where 0j is the volume fraction of component i in the mixture. Since polymer molecules
are much longer than those of low molecular weight liquids, the number of distinquishable
configurations available to a polymer mixture is much smaller. Thus AScom t, is smaller
than ASideal for polymer/solvent systems. The limited miscibility exhibited by polymer
mixtures at low and high temperatures is a direct consequence of the small combinatorial
entropy. Note that equations (3.16) and (3.18) depend on the number of molecules in the
system. Therefore, when two polymers are mixed, the combinatorial entropy, although still
positive, is very small compared to other contributions to the free energy.
Equation (3.18) is strictly valid only when the molecules mix at random. In cases
where some form of orientation is introduced into the mixture, as in the case of polymer
blends with specific interactions, equation (3.18) will overestimate the total entropy of
mixing. An additional term, ASnoncombinatorial (°r ASorientation)> can be added t0 the
free energy to account for this correction, although a more rigorous approach to
determining the entropy of mixing, such as the approach suggested by Huggins (1970,
1971a, 1971b, 1971c, 1972) or Abrams and Prausnitz (1975), may be required. The
notion that molecules do not mix at random is evidenced by domains found in mixtures of
random copolymers (Meier, 1969; Leary and Williams, 1974)
3.3.2.2 Intermolecular interactions. Since all polymer systems do not mix,
either AE or AV, or both, must be nonzero. The contribution to the free energy arising from
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intermolecular interactions is a result of the relative strength or weakness of unlike 1-2
contacts in the mixture compared to 1-1 or 2-2 contacts in the pure components. Letting ey
be the energy of an i-j interaction, Flory (1941, 1942) adopts a van Laar type expression
for the energy change on mixing
AE = zN
102Ae12 (3 19)
Ae12 = (l/2)(en + e22) - e 12 (3 20)
where z is the coordination number of the lattice. Equation (3.19) can be written I
AE = kTN
102x 12 (3.21)
where %n is the Flory-Huggins interaction parameter given by
Xl2 = zAe12/kT (3.22)
For systems where only London dispersion forces are present, which are weak
intermolecular 1-2 interactions, the Berthelot rule is often used to describe e12
El2 = (eilE22)(1/2) (3.23)
Since the arithmetic mean is always greater than (or equal to) the geometric mean (Tuma,
1979), equation (3.20) is positve, yielding a positive Xi2> and a resulting small, but
positive, AE, which is unfavorable to mixing.
In general, the Berthelot rule is inadequate for polymer systems (Abe and Flory,
1965). For polymer/solvent systems, miscibility is either a result of a negative AE, or a
sufficiently small positive AE that it is overshadowed by the -TAS term. Since the -TAS
term dominates at higher temperatures, miscibility can often be enhanced by heating a
solution.
Specific interactions play an important role in the miscibility of polymer/polymer
systems. Polymer blends can be divided into three groups: immiscible blends, miscible
blends with no specific interactions, and miscible blends with specific interactions. Once
considered few in number, the reported cases of miscible polymer systems has increased
over the past few years (Buckley, 1967; Bohn, 1968; Krause, 1972, 1978).
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The first group, immiscible blends, is by far the largest, encompassing
polymer/polymer systems. Although from a thermodynamic standpoint this group is of
little interest, from a commercial viewpoint some of the more important polymer systems
fall in this group. Examples of commercially important immiscible blends are high impact
polystyrene and acrylonitrile-butadiene-styrene (ABS). The improved toughness of these
two blends is due to the separation of the phases. Blends which are thermodynamically
immiscible, but which exhibit improved properties when blended, can be referred to as
compatible. This separation of the terms miscible and compatible, although far from
widespread, leads to less confusion.
Polymer blends may be miscible in the absence of specific interactions if the
enthalpy of mixing, though positive, is small enough to be outweighed by the small
favorable entropy of mixing. This is similar to the situation for polymer/solvent systems
which exhibit positive enthalpies of mixing. It will be instructive to divide the total energy
(or enthalpy) into two contributions, one from dispersive forces and the other from specific
interactions
AEtotal = dispersive + ^specific (3 -24)
In this case, AE^^f
j
c =0. Phase separation in these systems is believed to be a result of
the unfavorable compressible nature of the system (see equation 3.10). The unfavorable
compressibility term dominates at higher temperatures and may even be sufficient to
overcome negative (favorable) entalpies of mixing which provide miscibility at lower
temperatures. Only if the equation of state contribution (i.e. compressibility term) is small
can a positive enthalpy of mixing be tolerated. In that case, as shown by McMaster (1973),
a UCST and an LCST are possible. Generally, however, only LCST behavior is observed.
A small equation of state contribution implies that chemically similar polymers may be
capable of forming blends without specific interactions. Blends of polystyrene and poly(o-
chlorstyrene) have been shown to exhibit both UCST and LCST behavior (Zacharius, ten
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Brinke, MacKnight, and Karasz, 1983). The most common examples of blends of
chemically similar polymers is a blend of two copolymers with differing compositions of
the two components, or a blend of a random copolymer with a homopolymer. Another
example may be two different stereoregular forms of the same polymer.
Misciblity in blends with specific interactions is due to the relative strength of these
specific interactions compared to other intermolecular forces in the system. Specific
interactions may be in the form of hydrogen bonding, charge transfer complexes, acid-base
type interactions, dipole moments, etc. These specific interactions are of a highly
directional nature and are present in addition to the dispersive forces. Thus, the interaction
between unlike mers is "repulsive" for the majority of orientations and "attractive" only for
the few orientations which bring into proximity the interacting groups (ten Brinke and
Karasz, 1984). The effect of these specific interactions is to produce a large negative
energy (or enthalpy) of mixing at low temperatures which is favorable to mixing.
The directional-specific nature of specific interactions can produce an ordering in
the mixture which is entropically unfavorable (i.e. AS noncombinatorial < °)- Tne presence
of this unfavorable entropic contribution may offset some of the favorable contributions
from the negative enthalpy of mixing. Although it is believed that this unfavorable entropic
contribution is small (Patterson and Robard, 1978; ten Brinke and Karasz, 1984), its
presence is consistent with Guggenheim's (1948, 1952) contentions that the treatment of
intermolecular interactions solely in terms of energetic contributions is incorrect. According
to Guggenheim, intermolecular interactions should be treated in terms of an intermolecular
potential free energy rather than an intermolecular potential energy. If some form of
ordering results from these specific interactions, than the assumption of random mixing is
incorrect.
When two fluids are mixed, the resulting volume of mixing is a result of a delicate
balance between the short-range repulsive and the long-range attractive interactions between
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unlike molecules. If unlike molecules attractively interact, even weakly, the result is to
introduce a net contraction which is proportional to the compressibility of the mixture
(McMaster, 1973; Sanchez, 1982, 1983; ten Brinke and Karasz, 1984), and as a result,
negative contributions to both AV and AS. As can be seen from equation (3.3), a negative
excess volume is energetically favored (it accompanies a negative AH) but is entropically
unfavored. It should be noted however, that a negative volume change is not a sufficient
condition for a negative AH.
As the temperature is increased, chain mobility is also increased, resulting in a
dissociation of the specific interactions. Phase separation in miscible blends with specific
interactions is believed to result from the weakening of the specific interactions to the point
where the unfavorable contributions to the free energy, such as the compressibilty term,
dominate. This is evidenced by a decrease in the enthalpies of mixing of miscible blends at
higher temperatures (Zhikuan and Walsh, 1983).
3.3.2.3 Equation of state contribution. The changes in local structure as a
function of composition, resulting from differences between the properties of the pure
components, give rise to the equation of state contribution. The equation of state
contribution has been erroneously attributed largely to free volume differences and as a
result, incorrectly given the name free volume effect.
Sanchez (1982, 1983) shows that the second concentration derivative of the free
energy at constant temperature and pressure, g", can be separated into incompressible and
compressible contributions (see equation 3.10). The compressible contribution is a function
of the dissimilarity of the pure component properties, or in the case of the equation of state
theories, the dissimilarity between the characteristic parameters of the pure components.
The compressible contribution is always negative (or zero) and thus does not favor phase
stabilty. For low molecular weight mixtures, this unfavorable compressibility term is
overshadowed by the large combinatorial entropy contribution to g". However, for
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polymer blends, AScomb is very small, and this compressible contribution to g" becomes
important, especially at high temperatures. As shown by Sanchez (1982), the effect of the
equation of state contribution can be determined by examining the second derivative of the
enthalpy and entropy (equation (3.11)). The Flory-Huggins theory (with positive %n)
yields
h" = O2h/9022) < 0 (3.25)
s" = O2s/9022) < 0 (3.26)
and thus, from equation (3.1 1), only UCST behavior is predicted. (If %\2 is negative, the
mixture is stable at all temperatures.) As applied to the equation of state theories, equation
(3.11) states that he" and se ", the equation of state or compressible contributions to h"
and s" (i.e. h" - Ts" yields equation (3.4) and h e " - Tse " yields vB(3 2g/a0 19v)2 ),
determine the type of phase behavior. The criteria for LCST behavior are
h e
" > 0 (3.27)
se
" > 0 (3.28)
Equation (3.27) is thermodyanmically favored, but equation (3.28) is thermodynamically
unfavored. Thus, the phase separation is again entropy driven.
3.4 Critical Phenomena
The Flory-Huggins expression for the free energy of mixing is given by
Ag = kT[(0 1 /r 1)ln0 1 + (02/r2)ln02 + 0i02Xl2l <3 -29 )
where 0{ is the volume fraction of component i (see Appendix A). The stability condition,
equation (3.4), yields
[(l/ri0!) + (l/r202)] - 2Xi2 > 0 <3 -30)
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where [(l/r^) + (l/r202)] is the contribution from the combinatorial entropy and Xn is
the contribution from intermolecular interactions. Notice that the contribution from the
combinatorial entropy towards stability is very small if r
x
and r2 are large (i.e for polymers)
except when 0 l or 02 is small enough (i.e. dilute solution) so that (r^)-! is of order %n-
According to the Flory-Huggins theory, the phase stability of a binary mixture is
dominated by the value of %n . If Xn is negative, the mixture will be stable at all
temperatures. This is equivalent to requiring that Ah<0. If %\i is positive, the mixture will
be stable above a critical temperature (UCST). The critical concentration for phase
separation can be calculated from (Gibbs, 1928)
(dVd0i 3)T
,
P = 0 (3.31)
which yields
0lc=l/[l + (r 1 /r2)O/2)] (3.32)
Substituting equation (3.32) into the stability condition, equation (3.30), yields the critical
temperature, Tc , or equivalently the critical value of the interaction parameter,
2Xc = ®^c = [1 + (ri/r2)( 1/2)]2/(ri /r2) (3.33)
where 0 is the Flory theta temperature (Flory, 1953), the temperature at which the excess
chemical potential is zero and deviations from ideality vanish. At the theta temperature, the
excluded volume in dilute polymer/solvent systems becomes zero (Flory and Krigbaum,
1951), and at temperatures much below 0, precipitation occurs. Notice that as T\ and r2
become large, Tc approaches «>.
For polymer/solvent systems r2 » r\ and 0 lc-»l; the temperature-composition
phase diagram becomes very distorted (i.e unsymmetrical) and the critical point occurs
when the mixture is very dilute in polymer (02~O).
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3.5 Phase Diagrams
As stated in section 3.2, a necessary condition for miscibility of a binary mixture
over some composition interval is for g to be convex over that interval. If g is a convex
function of 0 over the interval [0,1] for a given temperature and pressure, then the mixture
will form a stable homogeneous phase at all compositions. If g is convex only over part of
the composition range, then stable and metastable homogeneous phases are possible over
the composition range in which g is convex. This is illustrated in Figure 3.2. For
compositions between pure component 1 and point A, or point D and pure component 2,
stable homogeneous phases are formed. Points A and D represent the compositions at
which the chemical potentials of each component are equal in both phases (mathematically
they share a common tangent)
Hi = Hi'
H2 = Vi (3-34)
This is the binodal condition.
Any binary system whose composition is between points A and D is unstable
because the total free energy of the system can be lowered if the system phase separates
into two phases with compositions 0A and 0^. Points B and C are the inflection points of
the free energy curve at the given temperature and pressure and represent the spinodal
condition at the given temperature and pressure. Compositions between points A and B,
and C and D exist in a metastable state. The second derivative of the free energy is positive,
but the total free energy of the system can be lowered by phase separation to points A and
D. The metastable state is stable to small composition fluctuations, but large fluctuations
will lead to phase separation (nucleation and growth). Inside points B and C, the system is
unstable. The second derivative of the free energy is negative and the system is unstable to
infinitesimal composition fluctuations. Since there is no thermodynamic barrier to phase
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FIGURE 3.2
FREE ENERGY DIAGRAM VS. PHASE DIAGRAM
COMPOSITION
5 1
separation, separation should occur by a continuous and spontaneous process (spinodal
decomposition) (Cahn and Hilliard, 1958; Cahn, 1965, 1968, 1971). Notice that the free
energy of mixing Ag=g-[(l-0 2)g 1+02g2] is negative over the entire composition range as
required by equation (3.2).
The discussion above is for a single temperature and pressure. The locus of all
minima and inflection points on the free energy-composition diagram as a function of
temperature form the phase diagram (temperature-composition) as shown in Figure 3.2.
The boundary between the stable and metastable regions is termed the binodal. The binodal
is found by setting the chemical potentials of each component equal in both phases,
equation (3.34). The boundary between the metastable and unstable regions is termed the
spinodal. The spinodal is the locus of the inflection points of the free energy curve
(fig/MfiTp^Q (3.35)
A schematic phase diagram is shown in Figure 3.3. Starting from the single phase
region, the temperature at which phase separation first occurs as the temperature is
decreased is called the upper critical solution temperature (UCST). The temperature at
which phase separation first occurs as the temperature is increased is the lower critical
solution temperature (LCST). At the UCST and the LCST, the binodal and spinodal are
identical.
The phase diagram shown in Figure 3.3 is very atypical. Phase diagrams for real
polymer systems are not as symmetric as the one shown in Figure 3.3. Polymer systems
exhibit phase diagrams which have just an UCST, just a LCST, both an UCST and a
LCST, and phase diagrams in which the UCST and LCST come together to form an "hour
glass" phase diagram (Krause, 1978).
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FIGURE 3.3
PHASE DIAGRAM EXHIBITING BOTH UCST AND LCST
CHAPTER IV
FLORY EQUATION OF STATE THEORY
The discovery of the universality of LCST behavior in polymer systems by
Freeman and Rowlinson (1960), highlighted a major weakness in the (unmodified) Flory-
Huggins theory; it is capable of describing UCST behavior only. Recogonizing that a
totally new approach was necessary, Flory and coworkers (Flory, Orwoll, and Vrij,
1964a, 1964b) developped a solution thermodynamic theory that could account for the
unique properties observed in polymer solutions. Since it is still widely used today, a
description of the original theory and the modifications made to it is provided below. This
will serve as an introduction to the concepts and considerations used in deriving the
Sanchez-Lacombe theory, and the modifications made to it.
4.1 Pure Fluids
The Flory equation of state theory is a corresponding states theory based on a
configurational partition function which separates the degrees of freedom of a liquid
molecule into internal and external contributions. The separation of the internal and external
degress of freedom was first introduced by Prigogine and coworkers (1953a, 1953b). The
properties of a mixture are composition averages of the pure component properties when
expressed in reduced form. The reducing parameters for the mixture are composition
averages of the pure component characteristic parameters. A pure fluid is described by three
parameters which characterize the fluid in the hard core (close-packed) state (see Appendix
A): a characteristic temperature T , a characteristic pressure P , and a characteristic specific
volume vSp*.
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The Helmholtz free energy for a closed system consisting ofN identical molecules
at temperature T and contained in a volume V is related to the canonical partition function,
Q(N,V,T), by
A(N,V,T) =
-kTlnQ(N,V,T) (4 . i
)
Q(N,V,T) = lO(N,V,E)exp(-E(N,V)/kT) (4.2)
where ft(N,V,T) is the number of distinquishable configurations available to a system ofN
interacting molecules contained in a volume V whose intermolecular energy (i.e.
degeneracy) is E(N,V). The summation is over all possible energy levels E. In the
ensemble of systems under consideration, the temperature and volume are fixed (i.e. an
isothermal-isochoric ensemble). Equation (4.2) is the quantum mechanical definition. In
Flory's papers, the classical thermodynamic definition is commonly used
Qclassical(N,V,T) = Z(N,V,T)
1
Z(N,V,T) = -
N!
2nutkT
h2
3Ncr/2
J Jexpt-UOO/kTJdr! drN (4.3)
where U(r) is the potential energy of the N body sytem and r is the distance of each body
from the center of mass. The integral term in equation (4.3) is the classical equivalent of
equation (4.2) and is called the classical configuration integral, ZN (McQuarrie, 1976).
Equation (4.3) is applicable only to monatomic gases. In very simple terms, the
molecules of a gas can be thought of as hard spheres. These spheres can move about freely
in all directions, i.e. they have 3 external degrees of freedom corresponding to the three
axes of a coordinate system. In a similar fashion, a polymer molecule can be thought of as
a string of pearls, where each bead of the string is a segment of the polymer chain. Since
the beads are connected to each other, their movements are constrained, i.e. each bead
has
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less than three external degrees of freedom. Using this idea, Prigogine et al. modified the
term 3N/2 to 3Ncr/2, where c < 1, to make equation (4.3) applicable to liquids.
In addition to modifying the external degrees of freedom, it is also assumed that the
classical configuration integral can be separated into internal and external contributions
ZN(V,T) = Zint(T) • Zext(V,T) (4.4)
The canonical partition function is related to the molecular partition function, q(V,T), by
Q(N,V,T) = (l/N!)q(V,T)N
(4.5)
(To convert to the classical definition, the term (27tmkT/h 2 )3Ncr/2 must be included, where
m is the mass of a molecule, k is Boltzmann's constant, and h is Planck's constant.) The
molecular partition function can be separated into various degrees of freedom
Q = ^translational clrotationaWvibrationalclelectroriicclnuclear (4-6)
The intramolecular (internal) degrees of freedom, qe iec and qnuc , consist of high energy
levels and are functions of temperature only. They are not affected to any appreciable extent
by neighbors in the liquid (i.e. they are not a function of volume) and therefore do not
contribute to the PVT equation of state. The intermolecular (external) degrees of freedom,
qtrans , qj.ot , and qvib> consist of lower energy levels, are subject to much weaker
intramolecular restraining potentials, and are therefore greatly affected by intermolecular
interactions with neighbors in the liquid. Prigogine et al. assume that the rotational and
vibrational degrees of freedom can be treated as equivalent translational degrees of
freedom.
To evaluate ZeXt(V,T), a one-dimensional system consisting of N impenetrable,
nonintersecting particles arranged on a line of length L is considered. If 1 is the hard core
length of a particle, and 1=L/N, than the total configurational space available to the system
is (Tonks, 1936)
Zext = (L-N1*)N/N! * [(H*)e]
N (4 -7 )
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where (1-1*) is the free length available to each of the N particles. The factor e is the
communal entropy related to the additional freedom that gas molecules have over molecules
fixed in a crystal-like (lattice) arrangement (Hill, 1960). Extending these ideas to three
dimensions, the total configurational space available to a system of N impenetrable,
nonintersecting spheres is
Zext - [9(1/3)(v( 1/3 )-v*(l/3))e]3N (4 g)
where cp is a geometric factor which depends on the number of nearest neighbors
surrounding a given particle (for a coordination number of 8-10, a value of 1.3 is adequate
(Flory and Hocker, 1971)), v=V/N is the volume per molecule, and v* is the hard core
(close-packed) volume of a molecule. This partition function is identical in form to the
partition function derived by Eyring, Hirschfelder, and Rice (Eyring and Hirschfelder,
1937; Hirschfelder, Stevenson, and Eyring, 1937; Rice, 1944) for low molecular weight
liquids.
In order to extend equation (4.8) to polymer systems, a molecule is arbitrarily
divided into r identical segments (or mers). For polymers, these mers do not necessarily
correspond to the repeat unit. Now, v* is the hard core (see Appendix A) volume of a mer,
v=V/rN is the actual volume of a mer, and the exponent 3N is replaced by 3Ncr following
Prigogine et al. The resulting equation is
ZeXt(V,T) = Zcomb[(47t9< 1/3V3) (v0'3>- v
*(i/3))]3Ncr exp(-Eo/kT) (4.9)
where Zcomb is a combinatorial factor (independent of temperature and pressure) which
absorbs the communal entropy (Hill, 1960).
Although equation (4.9) is identical in form to the expression obtained by Prigogine
and coworkers (1953a,1953b), the Flory equation of state theory differs in the
determination of the mean potential energy, E0 . Prigogine and coworkers use a cell model
to evaluate the mean intermolecular energy. Flory and coworkers reject the cell model based
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on the arguments of Hildebrand and Scott (Hildebrand and Scott, 1962; Scott, 1953, 1956-
Bennings and Scott, 1955) showing that the cell model leads to an energy which is overly
dependent on the density. Instead, a van der Waals type expression suggested by Frank
(1945) is adopted which is based on a radial distribution function approach
Eq = - constant/V11 (4.10)
where 1.0 < n < 1.5. Equation (4.10) is fundamental to the Flory equation of state theory
and marks the departure of the Flory equation of state theory from previous theories. The
use of equation (4.10) makes possible the development of a theory which is not restricted
to situations in which the volume change on mixing is zero. As originally intended,
equation (4. 10) spanned the entire range of densities from liquid to vapor. Since Flory and
coworkers are only interested in developing a theory for liquids, n is chosen to be unity.
To evaluate E0 , it is assumed that only nearest neighbor interactions contribute to
the intermolecular energy, and that the molecules mix at random without any preference to
their neighbors. Although a random mixing assumption (mean field approximation) is
consistent with equation (4.10), it limits the Flory equation of state theory to more
concentrated solutions where the random mixing assumption is valid. In dilute solutions,
where the polymer is surrounded by large domains of pure solvent, the assumption of
random mixing does not hold. Several attempts have been made to remove the random
mixing assumption (Renuncio and Prausnitz, 1976b; Brandani, 1978, 1979; Rubio and
Renuncio, 1980; Canovas, Rubio, and Renuncio, 1982, 1983; Panayiotou, 1984). These
modifications will be discussed later.
The total number of contacts is Nrs/2, where s is the number of intermolecular
contact sites on the surface of a mer. The factor of one-half prevents each contact pair from
being counted twice. The mean intermolecular energy is given by
E0 = - Nrsri/2v = Nre*/v
(4.1 1)
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where r\ is the energy of a contact, e* = siy2v*, and v = v/v*. Substituting equation (4.1 1)
into equation (4.9) yields
Z(N,V,T) = ZcombC^JON^d/^DScrN exp(crN/vT) (4.12)
where
v = v/v (4.13)
T = T/T*; T* = sTV2v*ck = e*/ck (4.14)
P = P/P*; P* = sT|/2v*2 = e*/v* (4.15)
such that
P*v*/kT* = c (4.16)
Using the statistical mechanical formula (Hill, 1960)
-p = kT01nQ/9V)T>0 (417)
the resulting reduced equation of state is
Pv7T = vO/3)/(vW)-l)- 1/vT (4.18)
or
p2 + P-Tp/(l-p( 1 /3)) = 0 (4.19)
At atmospheric pressure (P = 0), equation (4.18) reduces to
T = (vO/3)-l)/v(4/3) (4.20)
Differentiating equation (4.20) with respect to temperature (at constant pressure) yields
v(l/3) - 1 * aT/3(l + CiT) (4.21)
where a = (ainV/9T)p is the thermal
expansion coefficient. Thus, if a is determined from
experiment, v and T can be calculated from equations (4.20) and (4.21), and v and T
from equations (4.13) and (4.14). Furthermore, differentiation of equation (4.18) with
respect to temperature at constant volume yields
P* = yrv2 = aTv2/B (4.22)
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where y = (9p/9T)v is the thermal pressure coefficient and R =
-@lnV/3p)T is the isothermal
compressibility. If either y, or a and B, are calculated from experiment, then P* can be
determined from equation (4.22). Although in theory c and e* can be calculated from
equations (4.14) and (4.15), the values of c and e* determined in this manner do not
provide good agreement between theory and experiment. Generally, s is treated as an
adjustable parameter, although it can be estimated from the group contribution technique of
Bondi (1964) for computing van der Waals molecular volumes.
4.2 Mixtures
To extend the Flory equation of state theory to mixtures, it is assumed that equation
(4.9) is valid for mixtures providing that the terms Zcom^, r, c, E0 , s, and v are suitably
defined for mixtures. As explained in Appendix A, Flory and coworkers adopt a hard core
state in which the mer volumes are additive. The hard core volume of the mixture, V*, is
given by
V* = XriNjVi* = rNv* (4.23)
where rjVj* is the molar volume of a mer of type i in the mixture and
N = iNi (4-24)
r = LrjNi/N = Ix^ (4.25)
Xj = Nj/N (4.26)
Generally, v* is some unknown function of the pure component hard core
volumes. Since there is no unique way of determining v*, the following mixing rules are
adopted:
1. The hard core mer volumes, vi*, are chosen to have the same value
v* such that
60
* * * *
v
l
=v2 = = vN = V (4.27)
2. The total number of pair interactions in the hard core mixture is equal
to the sum of the pure component pair interactions in their hard core
state, i.e.
2>iNj = rN (4.28)
Let Ajj represent the number of i,j contacts and let T|jj be the energy associated with
these contacts. Then
Eq =
-(lAiiTiii + (l/2)S!AijT|ij)/v (4.29)
From equation (4.1 1), the total number of contacts is Nrs/2. It follows that the number of
contacts of species i in the mixture is
2Aii + Ajj = SiqNi (4.30)
Using equation (4.30), equation (4.29) can be written
Eq =
-(ZsiriNiTiii - (l/2)S!AijATlij)/2v (4.31)
where, assuming random mixing (i.e.T|jj = Tijj)
ATJij = Tlii + Tijj - 2T|ij (4.32)
Using a mean field approximation, the expectation that a species of type i neighbors
any given site is given by its site fraction 0j, defined by
9i = SiriNi/srN (4.33)
Using these approximations
Ajj = SiriNjOj = sjrjNjOi (4.34)
where r is given by equation (4.28) and
s = I SiriNi/rN (4.35)
Substituting equations (4.33) and (4.34) into equation (4.31)
Eo/rN = -(s/2v)(Z0 iri ii - (1/2)1X6^^) (4.36)
Defining the segment fraction 0[ by
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0i = rjNi/rN (4 37)
gives
l/r = X0j/rj (4 38)
s = I0iSi (4 39)
9i = (si/s)0i (4.40)
By analogy to equations (4.1 1) and (4.15), define
Eq/tN = -P*v*/v (4.41)
for the mixture. Comparison of equation (4.41) with equations (4.36) and (4.15) yields
P* = I0iPi* - (l/2)H0iejAPij * (4.42)
where
APij* = SiATiijttv** (4.31)
and
c - IqriNi/rN = lOjq (4.44)
It should be noted that in Flory's notation, X jj = APjj . Since equation (4. 16) also applies
to mixtures, then from equations (4.41), (4.42), and (4.44)
1/T* = (I0iPi*/Ti*)/P* (4.45)
Using the fact that e = st)/2v
,
equation (4.36) can be written
Eq/fN =
-[X0i£ii* - (l/2)I(Si/s)0i0jAfiij*]/v (4.46)
where
A£ij* = eii* + e/-2€ij (4.47)
Equation (4.37) can be expressed more conviently in terms of mass fractions
0i = riNi/rN = mivspi'/lmivspi* (4.48)
where mj is the weight fraction and vspj* the hard core specific volume of component i
vSpi* = r,v*/Mj (4.49)
and Mj is the molecular weight of component i.
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The Helmholtz free energy, in accordance with equations (4.1), (4.3), (4.6), and
(4.7), can be written as a sum of a combinatorial contribution and a noncombinatorial
contribution. Recall from Chapter III that the Flory-Huggins combinatorial entropy,
equation (3.18), is the equivalent expression for polymer systems to the ideal gas
combinatorial entropy, equation (3.16). The noncombinatorial contribution which arises
from the effects of contact interactions and pure component property differences between
the components in the mixture is therefore referred to by Flory (1965) as the residual free
energy
AAM = AAcomb + AR (4.50)
where
AAcomb = -TAScomb = kTlNiln^ (4.51)
is the Flory-Huggins combinatorial entropy. The function AR is the residual free energy
given by
AR = 3rNv*kTl0iPi*filn[(vi(l^)-i)/(v(l/3)-l)] + AHM (4.52)
where
AHM = rNv*kT[I0iPi*{(l/vi)-(l/v)} + (l/2)II0iejAPij*/v] (4.53)
Note that when AAcomb is given by the ideal mixing law AR is identical to the excess
Helmholtz free energy AE (Flory, 1965)
AE = AR + AAcomb - AAideai (4.54)
The chemical potential difference of component 1 (where 1 will always refer to the
solvent and 2 the polymer) in a binary mixture is given by
(m-H!°)/RT = ln0! + (l-l/r)02 + (V^/vR^tAP^* - vTQ12]92
2
+ (Vv^/RTHtvyl - v-l)/?! + P^v - v^/T! + IWv^'V-D - 31n(v(l/3)-l)} (4.55)
where r is the ratio of the characteristic molar hard core volumes (r=V2 /Vj ) and Q12 is an
empirical parameter added to provide agreement between theory
and experiment. If
equation (4.55) is written in the form of the Flory-Huggins
equation
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Oirm°)/kT = ln0j + [1- (r1/r2)]02 + x 1202 (4.56)
then the Flory equation of state expression for %n can be written
Xn = (V!*/vRT)[AP 12* - vTQ12](62/02)2
+ (Pi*V1*/RT022){(v1-l - v-l)/?! + P^v - v^/T, + 3^(^(1/3)-!)
-31n(vO/3)_i )} (457)
4.3 Analysis and Modifications
The Flory equation of state theory has been applied to various pure liquids, which
include pure paraffins (Flory, Orwoll, and Vrij, 1964a; Orwoll and Flory, 1967) and a
number of small globular-shaped molecules (Abe and Flory, 1965). It is found that
experimental isotherms are in good agreement with those predicted from the partition
function (4.9) if the characteristic parameters P and T are determined from measured
densities, thermal coefficients of expansion, and thermal pressure coefficients (4.20 -
4.22). However, the values of P*, T*, and v* are found to be a function of temperature,
indicating the failure of the simple Tonks' gas partition function to quantitatively account
for the compressible nature of the pure fluids. Abe and Flory (1965) conclude that a
revision of the simple partition function is required to achieve significant improvement.
The extension of the Flory equation of state theory to mixtures of small molecules
(Flory, Orwoll, and Vrij, 1964b; Abe and Flory, 1965; Orwoll and Flory, 1967; Hocker
and Flory, 1968; Benson and Singh, 1968; Washington and Battino, 1968; Battino, 1968)
shows the theory to be an improvement over the earlier theory of Prigogine and coworkers
despite some problems. The excess properties of mixing for the systems analyzed by Abe
and Flory are underestimated and the molecular parameters, especially c, are found to be
temperature dependent. Furthermore, accurate data for the specific volume, the
thermal
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expansion coefficient, and the thermal pressure coefficient are required for each temperature
of interest. Since the majority of the mixture properties are composition averages of the
pure component properties, any error in the measurement of the pure component properties
could be magnified in the mixture analysis.
Abe and Flory (1965) also discuss the merits of using the Berthelot geometric mean
rule
Eij = (Eiiey)< 1/2) (4.58)
to completely determine the properties of the mixture from the pure component properties.
The only term in equation (4.31) (or equation (4.46)) which can not be determined a priori
from the pure component parameters is rjjj (or e^). It has often been assumed, especially
for nonpolar components, that the interaction energies can be estimated from the Berthelot
rule. However, this rule has proven to be of limited usefulness even for simple mixtures of
nonpolar molecules (Scott, 1958; Abe and Flory, 1965; Henderson and Leonard, 1971;
Winnick, 1975). Several authors (Scott, 1958; Good and Hope, 1971) have suggested
modifications of the form
Eij = (l-VijXeiiEjj)^2) (4.59)
where \\f is an empirical parameter fit to the experimental data. A modification of this type is
used in the original Sanchez-Lacombe (1976, 1978) theory.
In addition to temperature dependent characteristic parameters, an empirical
correction term of the form -Vj*TQjj0j2 must be added to the equation for the reduced
residual chemical potential, equation (4.57), to provide agreement between the theory and
experimental data. The exchange interaction energy term, APjj (or Xjj in Flory's notation),
is an energy term which represents only the energetic contributions from intermolecular
interactions. However, as pointed out in Chapter in, intermolecular interactions also give
rise to noncombinatorial contributions to the energy of mixing. The Qjj parameter corrects
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for these noncombinatorial entropy contributions not originally taken into account. The
exchange interaction energy APjj* is now replaced by
x
ij = APij*-vTQ ij (460)
where Xjj is an exchange interaction free energy. The need for an entropic correction term
implies that, among other possibilities, the random mixing assumption is not valid.
Eichinger and Flory (1968) studied the natural rubber/benzene system. Initially, the
AP 12 value was determined by fitting the Flory equation of state expression for excess
volume to experimental excess volume data. The ratio s2/si was determined from
S2^i = (v l*/vm*)(Wsi) (4.61)
where the subscript m refers to the monomer unit. The % 12 values calculated from equation
(4.57) using these values of AP 12* and s2/S! reproduce the experimentally observed
concentration dependence of the interaction parameter, but fall below the experimental
values. Agreement between theory and experiment is resolved by addition of the Q 12
correction parameter. The resulting expressions for the chemical potential and the
interaction parameter are given by equations (4.55) and (4.57) respectively. With this
addition, the experimental X\2 curve is reproduced to within experimental error. This
method of accounting for entropic contributions arising out of intermolecular interactions is
preferred by Eichinger and Flory over modifying the partial molar combinatorial entropy
term in equation (4.55)
AS^comb = "R [ln0l + U-l/r)02] <4 -62)
to include the orientational corrections (i.e. ASnoncomb) as suggested by Huggins (1942).
It should be noted that if AP12* and s2/Si (treated as an adjustable parameter) are chosen to
reproduce the Xn rather^ the excess volume data > then ^ introduction of Q12
would not be necessary. However, the value required for AP 12
* would overestimate both
the excess volume and the infinite polymer dilution enthalpy of mixing. Thus, it is
not
66
possible to find a unique set of values for AP 12* and s2/s, which simultaneously fit the
activity and infinite polymer dilution enthalpy of mixing data.
Eichinger and Flory (1968) also studied polyisobutylene (PIB) in benzene,
cyclohexane, and n-pentane. AP12* values were determined by fitting the Flory equation of
state expression for the infinite polymer dilution enthalpy of mixing to experimental data.
The 82/8] ratios were determined from molecular studies. Using these values, the
agreement between experimental and calculated %\2 values is adequate for the
polyisobutylene/benzene system, but very poor for the other two systems. Agreement
between experimental and calculated excess volumes is good for all three systems using
these values. Some improvement in the fit of the %n curve could be achieved by treating
the S2/S1 ratio as an adjustable parameter; this correction, however, is not used. In addition,
the Q]2 term is not added.
Flory, Ellenson, and Eichinger (1968) studied mixtures of polyisobutylene in a
series of n-alkanes. AP]2 values were determined from the infinite polymer dilution
enthalpies of mixing determined by Delmas, Patterson, and Somcynsky (1962). The
calculated AP 12* values are all positive and decrease in a smooth fashion with the number
ill
of carbons in the n-alkane. Based on these values of AP 12 , the predicted excess volumes
overestimate the experimental values by 15-20%. The predicted X12 values for the
polyisobutylene/n-octane system agree rather well with the experimental values. Flory et al.
point out however, that "the agreement is better than might have been expected" since
excessive burden is placed on the reliability of the Flory-Huggins combinatorial entropy
term (4.62). In addition, it is noted that quantitative prediction of LCST's is beyond the
limits of the reliability of the theory since an accurate evaluation of the combinatorial
entropy is required to predict LCST behavior.
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Flory and Hocker (1971) studied polystyrene (PS) in methyl ethyl ketone and
ethylbenzene, and Hocker, Shih, and Flory (1971) studied polystyrene in cyclohexane.
AP12 values were determined from partial molar enthalpies of mixing
AHj = R[9ln&i/9(1/T)] (4 .63)
while the s2/S! ratios were determined from molecular studies. The values of the Q 12
parameter were chosen to give agreement with %\ (i.e. %n evaluated at 02=O). In all three
cases, the predicted values of Xn agree well with the experimental values at low polymer
concentration (02 < 0.5), but agreement at higher concentrations is not as good. The sign
of the excess volume is correctly predicted for the polystyrene/methyl ethyl ketone system,
but the magnitude is somewhat underestimated. A negative value of AP 12* would be
required for agreement between theory and experiment. Excess volumes for the
polystyrene/ethylbenzene system are overestimated by about 15-20%. For the
polystyrene/cyclohexane system, the excess volumes are significantly overestimated.
Flory and Shih (1972) studied poly(dimethyl siloxane) (PDMS) in benzene,
cyclohexane, and chlorobenzene. Infinite dilution enthalpies of mixing from Delmas,
Patterson, and Bhattacharyya (1964) were used to determine AP 12*. The Q 12 values were
obtained by fitting equation (4.57) to experimental X12 data. Agreement between predicted
and experimental values of X12 1S verv g°°d for all three systems. In the case of the
poly(dimethyl siloxane)/cyclohexane system, the predicted excess volumes are
considerably larger than the experimental values. For the other two systems, the
experimental excess volumes are negative, however, no (positive) value of AP 12 can be
chosen to yield the correct sign of the predicted excess volumes. Positive values of AP 12
are required to correlate the X12 data.
Chahal, Kao, and Patterson (1973) also studied poly(dimethyl siloxane)/solvent
systems in order to independently evaluate the three contributions to the expression for the
free energy. The equation of state term arises from differences in the degree of thermal
68
expansion between the polymer and the solvent. Poly(dimethyl siloxane) has a high thermal
expansion coefficient which is very close to that of many solvents. Thus, it should be
possible to eliminate the equation of state contribution and study only the contributions
from the combinatorial entropy and intermolecular interactions to the free energy of
poly(dimethyl siloxane)/solvent systems. On the other hand, poly(dimethyl siloxane) and
dimethyl siloxane oligomers have similar chemical structures and, therefore, should be free
of contributions from intermolecular interactions. This is evidenced by the small heats and
volumes of mixing for these systems. Therefore, poly(dimethyl siloxane)/oligomer systems
can be used to study the equation of state and combinatorial contributions to the free
energy.
Using solvent activity data determined by vapor sorption and infinite polymer
dilution enthalpy of mixing data, Chahal, Kao, and Patterson found that the calculated
interaction parameters were consistently lower than the values calculated from the
experimental data. Since the enthalpy of mixing data for these systems can be adequately
explained by the Flory equation of state theory, the difference between the calculated and
experimenal interaction parameters results from the underprediction of the entropy of
mixing by the Flory equation of state theory. Flory and Shih (1972) reached the same
conclusion.
Chahal, Kao, and Patterson offer three possible explanations as to why the entropy
of mixing is underpredicted. Flory and Shih introduce an empirical parameter, Q 12 , to
provide agreement between the predicted interaction parameters and those calculated from
the experimental data. On the other hand, Chahal et al. found that the introduction of the
Q 12 parameter results in an overestimation of the experimental values. The difference
between the work of Flory and Shih and Chahal et al. is that Flory and Shih also treat the
S2/S j term as an adjustable parameter, effectively
using three adjustable parameters rather
than two. The values of the s2/Si term required with the Q 12 parameter to obtain agreement
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between theory and experiment are rather high compared to the values obtained from
Bondi's work (1964). Since the Q 12 parameter is of "obscure theoretical significance",
Chahal et al. omit it, resulting in an underprediction of the entropy of mixing.
The second explanation is that the Flory-Huggins combinatorial entropy term may
be inadequate for systems where the molecular sizes differ greatly, as in the case of many
poly(dimethyl siloxane)/solvent systems. However, for the poly(dimethyl
siloxane)/oligomer systems, where the molecular sizes should be comparable, and for
which the contribution from intermolecular interactions is small as evidenced by small heats
and volumes of mixing, the entropies of dilution are also underpredicted.
The last explanation lies in the combining rules adopted by Flory and coworkers in
the Flory equation of state theory. As mentioned in Chapter HI, the mixing functions for
most one-fluid corresponding states theories are dependent on the differences of the
diameters of the component molecules. This dependency enters through the combining
rules used to obtain the reduction parameters for the mixture, considered as a hypothetical
single fluid. It is now agreed (Leland, Rowlinson, and Sather, 1968) that the effect is much
smaller than predicted by the one-fluid theories, leading to the use of two-fluid theories to
approximate the excess functions (Scott, 1956; Renon and Prausnitz, 1968). These effects
are ignored in the combining rules of the Flory equation of state theory. The Flory equation
of state theory predicts positive excess volumes for the poly(dimethyl siloxane)/solvent
systems whereas the experimental values are negative. The van der Waais combining rules
suggested by Leland and coworkers lead to a negative VE as a consequence of molecular
size differences. It would therefore seem that the adoption of the van der Waals combining
rules in the Flory equation of state theory could account for the overprediction of the excess
volumes. However, Chahal, Kao, and Patterson show that the adoption of these combining
rules also leads to positive excess volumes for the poly(dimethyl siloxane)/solvent systems.
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Chahal, Kao, and Patterson point out that the insufficiently negative predictions for
both the entropy and volume of mixing are related. They can not be explained, at least for
the poly(dimethyl siloxane)/solvent systems studied, by the inadequacy of the Flory-
Huggins combinatorial entropy or the adoption of different combining rules. One
explanation not explored is the possibility of orientational forces which result in nonrandom
mixing. A decrease in both ASM and AVM would occur if there were some preferential
orientation or packing (i.e. nonrandom mixing) between solvent and poly(dimethyl
siloxane) molecules.
The work of Renuncio and Prausnitz (1976a) on densities of polymer solutions
shows that the characterisitic parameters may also depend on pressure. Renuncio and
Prausnitz found that the Flory equation of state theory can not correctly predict the PVT
properties of polymer solutions at high pressures if the characteristic parameters are based
on experimental data obtained at atmospheric pressure (equations 4.20 - 4.22). Also, it is
found that the AP^ parameters obtained from volumetric data differ from those obtained
from calorimetric data. This is not surprising since, as mentioned before, a unique set of
APj2 and S2/S1 values can not be found that will simultaneously fit activity data and
infinite polymer dilution enthalpy of mixing data.
As mentioned previously, c, given by equation (4.44), is assumed to be a function
of composition only (i.e not a function of temperature or pressure). This, coupled with the
choice of m=l in equation (4.10), limits the Flory equation of state theory to liquid-like
densities. The Flory equation of state theory can not predict a vapor-liquid transition (which
was not the intent of the Flory equation of state theory) nor does it possess a virial
expansion. As a result, the Flory equation of state theory does not reduce to the ideal gas
limit as the density approaches zero. A brief discussion on this is given by Beret and
Prausnitz (1975). A modification of the c parameter of the form
c = I0iCi-(l/2)IX0i0jCij (4.64)
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is suggested by Lin (1970) and is included in McMaster's (1973) analysis of the Flory
equation of state theory. This is in agreement with the findings of Ogino et al. (1977) who
show that c varies in a nonlinear fashion with respect to concentration.
The addition of the Qij parameter to account for noncombinatorial entropic
contributions has prompted several groups to attempt to account for these noncombinatorial
contributions by using a less empirical approach. There are two different approaches which
have been tried. The first is to remove the random mixing assumption by introducing
nonrandomness into the Flory equation of state theory. The second involves removing the
assumption that the hard core volumes of the mers of all the species in the mixture are
identical.
Hamada et al. (1980) are responsible for the latter approach and remove the
assumption that the hard core volumes of the mers of all the components in the mixture are
chosen to have the same value. They also adopt a nonlinear expression for the dependence
of c on concentration in agreement with the findings of Ogino et al. (1977). Prigogine
(1957) pointed out that the differences in size had large effects on the values of the excess
functions. Size differences (i.e. free volume differences) are also one of the contributions
to the compressible nature of polymer solutions which is responsible for the LCST
behavior exhibited by polymeric solutions. As a result, Hamada et al. define the hard core
mer volume in the mixture as
v* =XL0i0jVij* (4.65)
where vjj = vj and
vij* = 5ij[(vi*(l/3) + Vj*d/3))/2]3 (4.66)
in which 5y is an empirical parameter fit to the experimental data. Following Lin, Hamada
et al. also express the number of external degrees of freedom of the mixture as
c = I0iCi - IX^ejCij (4.67)
where Ci\ is an empirical parameter characterizing the deviation from linearity.
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Hamada et al. studied both poly (dimethyl siloxane)/solvent systems and
polyisobutylene/solvent systems. Despite their modifications, the concentration dependence
of the Flory-Huggins interaction parameter, Xn , is not predicted well. Better agreement is
achieved by treating the surface area ratio (s^) as an adjustable parameter. Excess
volumes of the poly(dimethyl siloxane)/solvent systems are predicted much better using
equations (4.65) and (4.66) than in the original Flory equation of state theory. However,
agreement between predicted and experimental values for the polyisobutylene/solvent
systems can be achieved only by assuming additivity of the hard core volumes
vij* = (vi* + vj*)/2 (4.68)
which yields
v* = 10^* (4.69)
Several investigators (Renuncio and Prausnitz, 1976b; Brandani, 1978, 1979;
Rubio and Renuncio, 1980; Canovas et al., 1982, 1983; Panayiotou, 1984) have attempted
to remove the random mixing assumption (mean field approximation) by modifying the
Flory equation of state theory to include nonrandomness. All of these approaches include
the concept of local composition first introduced by Wilson (1964) in his modification of
the Flory-Huggins theory. The local composition concept is based on the idea that the local
composition in the vicinity of any one point in the mixture differs from the local
composition at any other point in the mixture. Justification for this idea is provided by the
observation of domains in mixtures of random block copolymers (Leary and Williams,
1974; Meier, 1969). As pointed out by Brandani (1978), the introduction of local volumes
fractions as originally proposed by Wilson is inconsistent with a one-fluid theory, and
therefore a two-fluid theory must be adopted. Thus, Renuncio and Prausnitz, Brandani,
and Rubio and Prausnitz adopt two-fluid Flory equation of state theories in which two
binary parameters replace the single APy* parameter in the original Flory equation of state
theory. The three studies differ in the combinatorial entropy expression. Brandani uses the
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original Flory-Huggins combinatorial entropy (equation (3.18)), Renuncio and Prausnitz
use a modified form of equation (3.18) which includes parameters introduced by Donohue
and Prausnitz (1975), and Rubio and Renuncio use three different equations for the entropy
of mixing which include equation (3.18), the expression introduced by Donohue and
Prausnitz, and an expression introduced by Abrams and Prausnitz (1975) based on a lattice
model which takes into account local site fractions. Canovas et al. adopt an additional
constraint, originally pointed out by Guggenheim (1952) and Hildebrand and Scott (1964),
consisitent with a one-fluid theory. In all of these studies, the expression for the
characteristic pressure of the mixture is modified to include two binary parameters
P* = 0jP ,* + 02p2* + 01621X21 + 029 12?i 12 (4.70)
where * X12 are the two binary parameters and 021 and 6 12 are local site fractions. In
addition, the surface fraction ratio s2/sj is not treated as an adjustable parameter; it is
determined from molecular studies or the work of Bondi (1968). The major result from
these studies is that a unique set of binary parameters (?i21 and ?i 12) can be found which
simultaneously represent both experimental activity and enthalpy of mixing data to within
experimental error, as opposed to the three parameters, AP 12*, s2/sj, and Q 12 , normally
required in the Flory equation of state theory. Although these approximations for
nonrandomness are not based on any rigorous statistical thermodynamic procedure,
judging by the agreement between theory and experiment achieved by these studies, the.
assumption of random mixing should not be considered valid for polymer systems.
Panayiotou adopts a somewhat different approach. He includes local volume
fractions, but instead of using a two-fluid appraoch, adopts modified Lorentz-Berthelot
rules
ey = Cij(eiiE
i
j)(
in)
Vij* = ^ij[(vi*(w) + vj*(l'3))/2]3 (4.72)
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Equations similar to (4.71) and (4.72) are suggested by Sanchez and Lacombe (1978) as a
possible way of making their theory more general. However, using equations (4.71) and
(4.72) the Flory equation of state theory is found to be very sensitive to the parameter
and extremely sensitive to the parameter. In fact, precision in these two parameters
beyond the precision of the experimental data is required. There are several other
inconsistencies in this approach which are mentioned by Panayiotou.
Walsh and Rostami (1985b) apply the Flory equation of state theory to the
determination of polymer-polymer interaction parameters in polymer blends. They conclude
that the introduction of the entropic correction term Qjj limits the usefulness of the Flory
equation of state theory and that a consistent correction for the entropy should start from a
completely new form for the partition function. This is in agreement with the findings of
Abe and Flory (1965). In addition, in cases where strong specific interactions exist, the
Flory equation of state theory suffers from the random mixing assumption and is incapable
of correctly accounting for these interactions.
4.4 Summary and Conclusions
There are several areas in which the Flory equation of state theory needs to be
improved. Foremost is the revision of the simple Tonks gas partition function which is
inadequate for polymer solutions. In addition, the assumption of random mixing is not
valid, especially in the case of polymer blends which exhibit specific interactions. As a
result, an additional correction term, Qjj, is required to account for noncombinatorial
entropic contributions.
Without the use of the additional Qjj term, a unique set of APjj and Sj/Si values can
not be found which simultaneously fit both activity and enthalpy of mixing data. In
addition, when AP 12* values are chosen to fit experimental %12 data, the
excess volumes
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for a given polymer in several solvents are generally predicted within 15-20% for good
solvents. However, in the case of poor solvents, the predictions are often very
unsatisfactory. In some cases the correct sign (positive or negative) of the excess volumes
can not even be predicted.
The Flory equation of state theory can be difficult to use due to the type of data
which is required to evaluate the characteristic parameters. Very accurate data for the
specific volume, the thermal expansion coefficient, and the thermal pressure coefficient are
needed for each temperature of interest. Generally, the two coefficients are determined from
trends in the specific volume data and are therefore less accurate than the actual PVT data
from which they are derived. A constant set of characterising parameters (i.e. not a function
of temperature and pressure) is more desirable, especially if the characteristic parameters
could be based on data which is easier to measure, such as specific volume data as a
function of temperature and pressure.
CHAPTER V
SANCHEZ-LACOMBE EQUATION OF STATE THEORY
The Sanchez-Lacombe equation of state theory (Sanchez and Lacombe, 1974,
1976, 1977; Lacombe and Sanchez, 1976) is a lattice fluid theory which in general departs
from a corresponding states theory, but for polymeric liquids of sufficiently high molecular
weight a corresponding states principle is satisfied. It does not require the separation of
internal and external degrees of freedom as in the Prigogine (1953a, 1953b) or Flory
equation of state theories. The model fluid undergoes a vapor-liquid transition and the
molecular weight dependence of the critical point and the boiling point of a homologous
series of fluids such as the n-alkanes is predicted correctly. Only three characteristic
parameters are needed to describe a fluid: a characteristic density p*, a characteristic
temperature T*, and a characteristic pressure P*.
5.1 Pure Fluids
The Gibbs free energy G is related to the configurational partition function A in the
isothermal-isobaric ensemble by (Hill, 1960; McQuarrie, 1976)
G = -kTlnA(N,T,p) (5.1)
A(N,T,p) = Iia(E,V,N)exp[-(E + PV)/kT] (5.2)
where £2(E,V,N) is the number of distinguishable configurations available to a system ofN
molecules whose configurational potential energy and volume are E and V respectively.
The summations extend over all values of E and V.
A lattice model is used to determine CI. The approach adopted by Sanchez and
Lacombe (1976) closely follows Guggenheim's (1944, 1952) derivation of Q for a
multicomponent mixture of r-mers on a lattice. In terms of a lattice model, Q is the number
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of ways in which a system consisting of N molecules, each of which occupies r sites (an r-
mer), and N0 vacant lattice sites can be arranged at random on a lattice consisting of N
r
sites where
N
r
= N0 + rN (5 i3)
The inclusion of vacant lattice sites (holes) is a key element in the Sanchez-Lacombe
theory. Flory and coworkers reject the lattice model on the basis that it suppresses free
volume differences between the components of the mixture and therefore cannot properly
describe volume changes on mixing. Sanchez and Lacombe recover the compressible
nature of a mixture by using a compressible lattice. A compressible lattice can be achieved
in two ways: by allowing the volume of a site to vary with temperature or pressure, or by
introducing vacant sites (holes) into the lattice as in Cernuschi and Eyring's theory of
liquids (Hill, 1960). The latter method is chosen by Sanchez and Lacombe due to its
mathematical simplicity.
An r-mer is characterized by two parameters, a symmetry number and a flexibility
parameter. The symmetry number, o, is set equal to two if the chain ends are
indistinguishable and to unity if the chain ends are identical. The flexibility parameter, 8, is
equal to the number of ways in which the r-mer can be arranged on the lattice after fixing
one of its mers on a lattice site. Thus 8 is a measure of the internal degrees of freedom
related to the parameter c in the Flory equation of state theory. Due to the excluded volume
effect (Flory and Krigbaum, 1950), a long, flexible r-mer has certain configurations which
are forbidden. As a result, the maximum value of 8 for an r-mer is
8max = *(z-l)T-2 (5-4)
where z is the coordination number of the lattice. This is identical to the form arrived at by
Flory in the Flory-Huggins theory (Flory, 1941, 1942).
In order to calculate Q, the number of nonbonded ij (i*j) interactions must be
determined. The total number of nearest neighbor pairs in the system is zN/2. Assuming
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that the mers mix at random (no preferential attractions occur between like or unlike mers),
each interior mer of a linear chain is surrounded by z-2 nearest nonbonded neighbors and 2
bonded neighbors; mers at the ends of the chain have z-1 nearest nonbonded neighbors and
one bonded neighbor. Thus, each r-mer is surrounded by qz nearest nonbonded neighbors
where
qz = (r-2)(z-2) + 2(z-l) = r(z-2) + 2 (5.5)
Of the zN/2 nearest neighbor pairs in the system, only zN
q
/2 are nonbonded pairs where
N
q = N0 + qN (5.6)
zN
q/2
= [(z/2) - l]N
r
+ N + N0 (5.7)
Based on these assumptions, the number of configurations available to a system of
N r-mers and N0 vacant sites is
Q =
N N
r
! N
q
!
(z/2)
(5.8)
~r N0 w
lim Q, =
Z—>«3 A. f
N0 !N! |_Nr !
Using Stirling's approximation (Hill, 1960; McQuarrie, 1976) along with equation (5.8), it
can be shown that in the limit of large z, i.e. the Flory approximation (Flory, 1942)
(5.9)
where and f are the fraction of empty sites and fraction of occupied sites respectively,
given by
f0 = No/Nr (5.10)
f = rN/Nr (5.11)
and w is the number of configurations available to an r-mer in a close packed pure state
w = 5r/oer
- 1 (5.12)
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In obtaining equations (5.10) through (5.12), two assumptions are made. The first is that
all configurations ofN r-mers and N0 vacant sites are energetically equivalent. The second
assumption is that when two sites are not occupied by mers of the same r-mer, the
probabilities of being occupied or vacant are independent for the two sites. These mean
field approximations assure that w is independent of composition and differ from the
approximations used by Flory in the Flory-Huggins theory (Flory, 1941, 1942). Equation
(5.8) is identical to the result obtained by Huggins (1942) and Miller (1953). As a result of
these mean field approximations, the Sanchez-Lacombe theory should not be valid in the
dilute region. It should be noted that equation (5.8) is strictly applicable only to linear or
branched r-mers; cyclic r-mers have a slightly different form. However, all the forms
reduce to equation (5.9) in the limit of large z and as a result equation (5.9) is applicable to
all types of molecular geometries.
In addition to the approximations above, it is further assumed that the flexibility
parameter and the close packed (hard core) volume of a molecule rv* are both independent
of temperature and pressure. Attempts have been made to determine the flexibility
parameter when some of the internal molecular configurations are not energetically
equivalent (Flory, 1956; Gibbs and DiMarzio, 1958; Nagle, 1974). However, since
internal degrees of freedom do not enter into the equation of state, this modification is
ignored. Note that by assuming 8 is independent of temperature and pressure, any
thermodynamic property that depends on the internal degrees of freedom, such as the heat
capacity, will not be predicted correctly by the Sanchez-Lacombe theory.
jig
The close packed volume of a mer is v which is also chosen to be the volume of a
lattice site. The close packed volume of the N r-mers is
V* = N(rv*) (5.13)
Letting p* be the close packed mass density
rv* = M/p* = Mvsp* (5.14)
80
where M is the molecular weight. (Note that the first term, rv*, has been multiplied by
Avogadro's number, v* now has units ofcnvW These will be the units from now on
and k, Boltzmann's constant, will be replaced by R, the universal gas constant.) The
volume of the system is
V = (N0 + rN)v* = Nrv* = V*/f (515)
As in the Flory equation of state theory, Sanchez and Lacombe reject the lattice
model for the determination of the intermolecular potential energy since the cell model
yields a potential energy which is overly dependent on the density and is more
characterisitic of solids than fluids (Scott, 1953; Hildebrand and Scott, 1962). The total
configurational energy is
E/rN = U(R) (5.16)
where U(R) is the mean potential of a mer (i.e. the average interaction energy of a mer with
all mers in the system),
U(R) = (l/2)Ju(R)g(R)47tp ,R2dR = 47tpju(R)g(R)R2dR (5.17)
u(R) is the spherically symmetric (i.e. depends only on R) intermolecular potential energy
between mers separated by a distance R, g(R) is the pair distribution function, and p' is the
mer density in mers per unit volume. Assuming a Sutherland type potential (i.e. a hard core
potential with an attractive tail)
u(R) = oo R < a
u(R) = -eo(a/R)n R>a (5.18)
where a is the distance of closest approach between mers (equal to v*( 1/3 )) and £q is the
value of the energy when u(R) is at its minimum. For a hard core potential in which
random mixing is assumed, the pair distribution function is
g(R) = 0 R < a
g(R)=l R>a (5.19)
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Substitution of equations (5.17), (5.18), and (5.19) into equation (5.16) yields
E/rN =
-e*p
e* = 27CEo/(n-3)
(5.20)
(5.21)
(5.22)
(5.23)
which is the mean intermolecular energy of the van der Waals equation of state. Thus, the
fluid potential energy is a van der Waals type energy (proportional to density) if the
interactions are short range (n > 3).
The Gibbs free energy is determined from equation (5.1). Since E and V are both
functions of a single parameter, the number of vacant sites in the lattice, the double sum
over E and V in equation (5.2) can be replaced by a single sum over N0
In statistical mechanics, the standard procedure is to approximate the logarithm of a sum by
the logarithm of the largest term in the sum (Hill, 1960). Mathematically, this is equivalent
to equating the free energy to the logarithm of the generic term in the partition function and
then finding the minimum value of the free energy, which gives
Using equations (5.9), (5.15), and (5.20), equation (5.25) can be expressed in terms of
reduced variables
A(N,T,p) = lQ(E,V,N)exp[-(E+pV)/kT] (5.24)
G = E + pV - kTlnQ (5.25)
G/Nre* = 5 = -p + Pv + T[(v-l)ln(l-p) + (l/r)ln(p/w)] (5.26)
where
T = T/T*; T* = e*/R
P = P/P*; P* =eV
(5.27)
(5.28)
and
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PV/RT* = 1 (5 29)
where R in equations (5.27) and (5.29) is the universal gas constant. The minimum in the
Gibbs free energy is found by differentiating with respect to the reduced volume (or the
reduced density) at constant temperature and pressure
(dG/d\)j
y
p = 0 (5.30)
which yields
p
2
+ P + T[ln(l-p) + (l-l/r)p] = 0 (5.31)
Equation (5.31) could have also been arrived at from
V = 0G/aP)T;0 (5.32)
Equation (5.31) is the equation of state for the system. It should be noted that
unlike the Flory equation of state theory in which pressure is the dependent variable and
temperature and volume (density) the independent variables, in the isothermal-isobaric
ensemble used in the Sanchez-Lacombe theory, density is the dependent variable and
temperature and pressure the independent variables. That is, given T and P, p is the value
of the density which minimizes the Gibbs free energy.
Since r remains explicit in the reduced equation of state, equation (5.31), a
corresponding states principle is not, in general, satisfied. However, for the case of an r-
mer of sufficiently high molecular weight (e.g. polymeric liquids) in which r-»«>, the
equation of state reduces to a corresponding states equation.
The thermal expansion coefficient and the isothermal compressibility can be
determined directly from equation (5.31)
1 +PV21 "av" 3lnp
V p 3T TTv[{l/(v-l)} + (l/r)]-2T (5.33)
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1
V T
v2
T P*Tv[{l/(v-l)} + (l/r)]-2P* (5.34)
5.2 Mixtures
A key element in the Sanchez-Lacombe theory is the use of a lattice cell model to
determine the entropy of mixing. Despite many inherent oversimplifications, the lattice
model concept is still widely used. In the past (Flory, 1941, 1942, 1953), these
oversimplifications, implicit in the lattice model, have generally been considered
insignificant compared to other approximations used in deriving solution thermodynamic
theories for polymer systems. However, in light of growing evidence about clustering in
polymer blends (Meier, 1969; Leary and Williams, 1974), the approximations inherent in
using a lattice model have received greater scrutiny.
The major advantage of using a lattice model is mathematical simplicity, especially
if a random mixing assumption is used. Numerous attempts have been made to derive
expressions for the entropy of mixing which take into account preferential interactions (Orr,
1944; Guggenheim, 1944; Huggins, 1970, 1971a, 1971b, 1971c, 1972; Abrams and
Prausnitz, 1975). However, the improvement that these nonrandom entropy of mixing
expressions provided was often overshadowed by the use of a simple approximation for
the intermolecular potential energy; a van Laar heat of mixing or a van der Waals potential
energy. Since the majority of the work on solution thermodynamics for polymer systems is
concerned with polymer/solvent systems, in which AScomb is generally much larger than
ASnoncomb, improvements in the expression for the entropy of mixing did little to improve
the overall agreement between theory and experiment. For polymer blends, the situation is
entirely different. AScomb is very small in polymer blends, and as a result, AS nonc0mb 1S
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significant, especially in the case where specific interactions exist. In these cases, the
assumption of random mixing is not valid.
With these ideas in mind, it may be useful to review some of the inherent
oversimplifications of lattice models. First, a lattice cell model prescribes a fixed spatial
arrangement which, although adequate for systems where only dispersion forces are
important (which affect only nearest neighbors), is generally too structured for systems
where specific interactions exist. If preferential interactions occur between the various
species in a mixture, than the structural arrangement imparted by a lattice model may be
greatly distorted. A more serious shortcoming is the fact that the same lattice is used to
describe the configurations of both the pure components and the mixture. More
specifically, the same lattice cell size is used for all species (i.e. mers). The only time this
approximation will be valid is when the geometry of the species is identical. As mentioned
previously, two approaches have been adopted to correct this situation; cells which vary in
size as a function of temperature and pressure, and the introduction of holes (i.e. vacant
lattice sites) into the lattice. The latter approach is by far mathematically easier.
Second, in evaluating the number of configurations available to a polymer chain on
a lattice, a mean field approximation is often used to determine the fraction of occupied
sites. The expectancy f that a cell is occupied by a segment of a preceeding molecule is
usually taken as the average expectancy of occupied cells
T= rN/Nt (5.35)
where r is the number of mers per molecule, N is the number of molecules, and N t is the
total number of sites. For concentrated solutions, f is a good approximation of f. However,
for dilute solutions, where the dilute species is surrounded by large domains of the more
abundant species, equation (5.35) is not a valid approximation for f (see Flory and
Krigbaum, 1950). In cases where preferential interactions occur, the expectancy that a cell
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is occupied must be modified by these interactions. This is the situation which exists for
polymer blends with specific interactions.
Finally, the assumption that all configurations of a species are energetically
equivalent is also not valid if specific interactions exist. Since the existance of specific
interactions is dependent on those configurations which bring together the interacting
groups on the various chains (i.e. they are directional-specific), those configurations which
give rise to specific interactions will be energetically more stable.
In light of growing evidence that nonrandom mixing occurs in both polymer/solvent
and polymer/polymer systems, two versions of the Sanchez-Lacombe theory are presented
below. The first version is a one-fluid theory which assumes random mixing (i.e. the
original version of the Sanchez-Lacombe theory). The second version is a modification of
the Sanchez-Lacombe theory to include nonrandom mixing.
5.2.1 Random mixing (one-fluid) Sanchez-Lacombe theory
The original Sanchez-Lacombe theory is easily extended to mixtures (Lacombe and
Sanchez, 1976). The number of configurations available to a system of Nj rimers, N2 r2-
mers,
N
c rc-mers (where c is the number of components) and Nq vacant sites is
V Ni "82"N2 VNc Nr ! ~Nq !_ (z/2)
_°2. No!N!!N2 !
N
c ! (5.36)
where
Nr = N0 + XriNi
Nq = N0 + XqiNi
qjz = ri(z-2) + 2
zNq/2
= {(z/2)-l}Nr + N0 + iNj
In the limit of large z (Flory approximation)
(5.37)
(5.38)
(5.39)
(5.40)
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(5.41)
where
f0 = No/Nr (5 42)
fi = riNi/Nr (5 43)
Wj = ^1(5^ (5 44)
Generalization of equations (5.16) and (5. 17) to multicomponent mixtures yields
E/rN = (l/2)IIp , ip'jJu ij(R)g ij(R)dR (5.45)
where p'i is the number of mers of type i per unit volume. Assuming a Sutherland type
potential
Uy(R) = OO R < Oy
"ij(R) =
-eoij(°ij/R)n R > qj (5.46)
where e0ij is the energy when ujj(R) is at its minimum, G[j is the distance of closest
approach between mers i and j, and
°ii
3
= vi* (5.47)
Assuming random mixing, the pair distribution function is
gij(R) = 0 R < Gy
gij(R) = 1 Rxjjj
Substituting equations (5.46) and (5.48) into equation (5.45)
E/rN = -e*p
e* = (l/v*)II0i0jeij*aij3
where 0[ is a volume fraction given by
0i = ijNi/rN
mi is the mass fraction of component i, and p is the reduced density
(5.48)
(5.49)
(5.50)
(5.51)
p = l/v"=V*/V = p/p* = v*/v (5.52)
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In general, v* is some unknown function of the pure component close packed
volumes. In order to determine v*, the following combining rules are adopted:
(1) If a molecule of type i occupies ri ° sites in the pure state and has a close
packed molecular volume of rfvj*, then it will occupy q sites in the
mixture such that
o * *
r; vi = r;vi i iv (5.53)
This rule guarantees simple additivity of the close packed volumes
V* = SrfNiVi* = rNv* (5.54)
(2) The total number of pair interactions in the close packed mixture is equal
to the sum of the pair interactions of the components in their close
packed pure states
(z/2)Iri°Ni = (z/2)5>jNi = (z/2)rN (5.55)
where z is the coordination number of the lattice and
rN = IrfNi = ErjNi (5.56)
N = iNi (5.57)
The second combining rule is identical to the combining rule used in the Flory equation of
state theory, equation (4.28).
The first two combining rules yield the following relationship for the characteristic
volume of the mixture
v* = X0i°vi* (5.58)
where
0i° = rfNi/rN (5.59)
(3) Characteristic pressures are pairwise additive in the close packed mixture
P* = I0iPi* - (l/2)IS0i0jAPij* (5.60)
where, assuming a one fluid theory (i.e. Pjj = Pji )
88
APy* = + Pj* . 2Pij* (5 .61)
It is convenient to define Pjj* in terms of a dimensionless parameter which measures the
deviation from the geometric mean (i.e. Berthelot rule)
Cij = Pij*/(Pi*Pj
*)(l/2)
(5 .62)
where Cij = Sji and & « (jj -1. Thus, equation (5.61) becomes
AP
ij
* = Pi%Pj*-2Qj(Pi*Pj*)(l/2) (5>63)
From the definitions of 0{ and 0[ given in equations (5.51) and (5.59), and from
the first combining rule, it can be shown that
0i = (mi/pi*)/Kmj/pi*) (5.64)
0i° = (mi/(PiV)V2:(mi/(PiV)) (5.65)
where 0j and 0{ have different physical interpretations. <Z>\ is the close packed volume
fraction of component i in the mixture. 0j° is a theoretical volume fraction which guarantees
that the first two combining rules are satisfied when the characteristic volume of the mixture
is given by equation (5.58).
Following the procedure used before, the Gibbs free energy can be found from
equations (5.41), (5.49), and (5.54)
G/rNe* = G = g/e* = -p + Pv + Tv[(l-p)ln(l-p) + (p/r)lnp] +T[S(0j/rj)ln0j] (5.66)
where
T = T/T*; T* = e*/R (5.67)
P = P/P*; P* = £*/v* (5.68)
v = V/V* = 1/p (5.69)
1/r = I0i/ri (5.70)
The minimum in the Gibbs free energy is found by differentiating with respect to
the reduced volume (or the reduced density) at constant temperature and pressure
(dG/d\)T
y
p = 0 (5-71)
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which yields
P
2 + P + f[ln(l-p) + (l-i/r)p] = o (5 72)
Equation (5.72) is identical to the equation obtained previously (5.31). Thus, both the pure
components and the mixture obey the same reduced equation of state.
Sanchez and Lacombe (1978) use the Sanchez-Lacombe theory to reexamine the
work of several investigators on polyisobutylene/solvent systems. The energy exchange
interaction parameter, Xy, (or alternately APjj* or
Xij^v^AP^/RT^Xji (5 .73)
is determined by fitting the infinite polymer dilution enthalpies of mixing of Delmas,
Patterson, and Somcynsky (1962) to the expression in the Sanchez-Lacombe theory for the
infinite polymer dilution enthalpy of mixing (see equation (5.131)). Based on the value of
X;j obtained from a single data point at 25 °C, and using the (temperature independent)
characterisitic values determined by fitting specific volume data to the reduced equation of
state, equation (5.31) (see Chapter VI), the infinite polymer dilution enthalpies of mixing
for the system polyisobutylene/benzene are reasonably well predicted as a function of
temperature. However, using the values of Xjj obtained from the enthalpy data, the
prediction of the activity data for the same polyisobutylene/solvent systems is not very
good at all. In fact, the Sanchez-Lacombe theory is found to be extremely sensitive to the
value of APjj or The degree of precision required for this parameter generally exceeds
the precision of the experimental data. As for the excess volumes, again using the same
values of Xjj, the sign of the excess volume is correctly predicted; however, the
magnitudes are usually overestimated. Thus, it is not possible to find a single of value of
Xjj that simultaneously fits both enthalpy of mixing and activity data.
Despite the fact that the Sanchez-Lacombe theory and the Flory equation of state
theories use different configurational partition functions, the resulting expressions for the
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interaction parameter are very similar. Starting with equation (4.57) and recalling that V *=
v
2
*M = MJp
{
* and v = 1/p
X12 - P(APi2 Vf/RT)(62/02)2 (5.74)
+ (Pi*M^Tp,*022){(pl .g)/T 1 + P^v-v!)/?! + 31n(vV 1/3 )- 1) - 31n(vTO>-l)}
Letting
ri'-MP^/RTpj* (5.75)
and
X12 = V 1*AP12*/RT (5.76)
yields the following equation after some rearrangement
3Ci2 = pXi2(02/02 )2 (5.77)
+ (riV022){(prp)/f, + P!(v-vi)/fi + 31n(l-pid/3)) - 31n(l-p(l/3)) + in(p/pi)}
This expression is similar to the expression for % 12 in the original Sanchez-Lacombe theory
Xl2 =ri°pXi 2 (5.78)
+ (r 1
°/0
22)[(p 1 -p)/T 1 + P^v-v^/Tj + (v-l)ln(l-p) + (^-1)111(1-^) + ln^/pO/rf]
except for the r j° parameter multiplying the X 12 term.
Improved agreement between the Sanchez-Lacombe theory and experimental data
could be achieved with the introduction of an additional parameter such as the Qjj parameter
in the Flory equation of state theory. However, based on the results of the Flory equation
of state theory, little insight would be gained as to the reasons for miscibility in
polymer/solvent and polymer/polymer systems. In addition, only by treating the ratio of the
number of intermolecular surface contact sites, sj/si, as an adjustable parameter, rather than
determining their values from say the work of Bondi (1964), could a unique set of
parameters be found for the Flory equation of state theory that simultaneously fit both
activity and enthalpy of mixing data. Thus, the Flory equation of state required three
adjustable parameters, APjj*, Sj/si, and Qij, rather than two. Since equations (5.77) and
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(5.78) are nearly identical, similar behavior should be expected for the Sanchez-Lacombe
theory.
In the original version of the Sanchez-Lacombe theory (Lacombe and Sanchez,
1976), it is assumed that if a molecule of type i occupies rf sites in the pure state and has a
close packed molecular volume of r{\*, then it will occupy q sites in the mixture such that
r
i vi =riv (5.53)
This rule guarantees simple additivity of the close packed volumes
V* = Iri
0Nivi* = rNv* (5.54)
In order to make the theory more general, Sanchez and Lacombe (1978) suggest modifying
the combining rule given by equation (5.53) by assuming that a molecule of type i occupies
the same number of sites in the mixture as in the pure state
ri° = ri (5.79)
Simple additivity of the close packed molecules no longer applies
V* = I(ri°N i)v* = rNv* # ErfNiVj* (5.80)
A new combining rule for v must now be specified since equation (5.58) is no longer
valid. The following combining rule is adopted
v* = IS0i0jCij3 (5.81)
where
Cii^vi* (5.47)
Equation (5.81) can now be used in conjunction with equation (5.50). Two more
combining rules must be specified for the cross terms Ejj and oy. Normally, the
semiempirical Lorentz-Berthelot rules are used
£ij* = (£iiV)(1/2) <5 -82 )
qj = (Cjj + Ojj)/2 (5.83)
However, as pointed out by Abe and Flory (1965), the Berthelot rule is not adequate for
polymer systems. Good and Hope (1971) compared several combining rules for use with
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the Lennard-Jones potential and suggested that a geometric mean rule for the term,
rather than the Lorentz arithmetic mean rule, works best in combination with the Bethelot
rule. Based on these findings, Sanchez and Lacombe suggest the following modified
Lorentz-Berthelot combining rules
^j* - &j(*uV>(1/2) • (5.84)
Gij = 5ij(®ii + oyV2 (5.85)
where £ and $ are dimensionless constants. Equation (5.85) was first suggested by Buff
and Schindler (1958). Similar expressions are used by Panayiotou (1984) in his
modification of the Flory equation of state theory. Panayiotou's findings show that the
resulting theory is extremely sensitive to the values of the dimensionless parameters; in
fact, precision greater than the precision of the experimental data is required for both
empirical constants. Thus, although this approach is intuitively attractive, it is unlikely to
provide better agreement between theory and experiment unless more accurate experimental
techniques are found. It should be noted that simple additivity of the close packed
molecular volumes is guaranteed by assuming Qjj 3 = (aft3 + Ojj3 )/2.
5.2.2 Two-fluid theory
The experimental findings and thermodyanmic arguments presented in section 3.3
indicate that the following aspects must be considered in any theory intended to describe the
thermodynamics of polymer/polymer systems:
1.) The expression for the energy of mixing must take into account
contributions from both dispersive forces and specific interactions. In
addition, the specific interaction contribution should be inversely
proportional to temperature.
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2. ) Noncombinatorial contributions which arise from intermodular
interactions can not be neglected.
3. ) A random mixing assumption is not valid; both when considering the
energy of mixing and when deriving the configurational partition
function.
The aspects listed above are presented in what is considered to be their relative importance.
Although open to question, the contribution from specific interactions to the energy of
mixing is probably more important in terms of its effect on the free energy of the system.
With that in mind, the following modifications to the Sanchez-Lacombe theory are
suggested.
If some form of preferential interaction occurs between the components in a
mixture, than on a microscopic level it is reasonable to assume that the local composition at
one point in the mixture is different than at any other point in the mixture. This local
composition effect is evidenced by the formation of domains in mixtures of block
copolymers (Meier, 1969; Leary and Williams, 1974). The concept of local composition
was first introduced by Wilson (1964) in his modification of the Flory-Huggins theory.
This concept has been succesfully applied to the empirical representation of phase equilibria
in polymer solutions (Heil and Prausnitz, 1966) and excess functions in low molecular
weight liquids (Abrams and Prausnitz, 1975).
It is common practice in solution thermodynamic theories for polymer systems to
assume that intermolecular forces arise from interactions between the surfaces of
neighboring mers. Although Lacombe and Sanchez (1976) claim that the net result of the
two terms t[ and ri is to introduce a surface area effect, the success of the modifications to
the Flory-Huggins theory given by Kleintjeins, Koningsveld, Chermin, and Huggins
(1977) and the modifications to the Flory equation of state theory to account for
nonrandomness (Renuncio and Prausnitz, 1976b; Brandani, 1978, 1979; Rubio and
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Renuncio, 1980) suggest that an explicit accounting for surface areas (i.e. the number of
contact sites per molecule or mer) is justified.
Consider a mer of type i in a binary mixture. In the immediate vicinity of i are
contact sites of type j and contact sites of type i. Since only nonbonded interactions are of
interest (i.e. external sites), any mers which are chemically bonded to this mer i (i.e.
internal sites) will be neglected. The local composition in the immediate vicinity of mer i is
given by 9ji and 8jj, where Gji is the local site fraction of contact sites of type j which are in
the immediate neighborhood of mer i, and 6^ is the local site fraction of contact sites of
type i which are in the immediate neighborhood of mer i. These two local site fractions are
not independent since
eji + ©ii - 1 (5.86)
In a similar manner, the immediate vicinity of a mer of type j yields
©ij + ©jj = 1 (5.87)
It is important to note that 9jj * 9jj.
A key concept in the equation of state theories, which is a fundamental concept of
all corresponding states theories, is the idea that a mixture can be considered a hypothetical
pure fluid whose properties are composition averages of the pure component characterisitic
properties. Scott (1956) showed, however, that this idea is not limited to one hypothetical
pure fluid; the properties of a mixture can be thought of as the composition average of the
properties of any number of hypothetical pure fluids. The two-fluid theory is often used to
semiempirically derive the excess (or residual) properties of a mixture. Renon and
Prausnitz (1968) combined the two-fluid theory with Wilson's local volume concept to
derive the excess Gibbs free energy for low molecular weight liquid mixtures.
Using these ideas, the intermolecular potential energy for a binary mixture can be
expressed as
E = -(zv^triN^d) + r2N2w(2)] (5.88)
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where z is the coordination number and w(D and w<2) are the cohesive energy densities of
the hypothetical fluids. Defining
w(0* = (z/2)w(i) (5 g9)
gives
E = V/v^iN^D* + r2N2w(2)*] (5 90)
Letting
wO)* = e 11p 11 * + e21p21 * (5.9i)
w(2)* = 622P22* + 6 12P12* (5.92)
and defining the global volume fraction as
0i = iiNi/rN (5.51)
then
E/rN = - (v^^^GnPn* + 921P21 *) + 02(622P22* + 6 12P 12*)] (5.93)
Using equations (5.86) and (5.87)
E/rN =
-(v*/v)[0i{Pn* + e21 (P21 * - Pn *)} + 02{P22* + 0 12(P 12* - P22
*
)} ] (5.94)
Defining
*21=P21*-Pll* (5.95)
hi = Pl2* " P22* (5-96)
yields
E/rN = -(v*/v)[0
1
P„* + 02P22* + 01e2i5l2 i + 02ei2X 12] (5.97)
Recalling that
E/rN = - e*/v (5.49)
e* = P*v*, and letting ?* = Pu * and P2* = P22* for simplicity
p* = 0jPj* + 02p2* + 0 102i^2i + 02e !2>.i2 (5.98)
The next step is to relate the local site fractions to the global site fractions. The
global site fractions are given by
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e
i
= SiriNj/srN (5 99)
where
srN
- IsirjNi (5.100)
Following the procedures suggested by Guggenheim (1952), the local site fractions are
given by
6ii = Oi/CGi + Bjiji) (5.101)
Gji = 6jXji/(6j + 8jTji) (5.102)
where
Xji = exp(-v*Xji/RTv) (5. 103)
From equations (5.51) and (5.99)
Gj = Si0i/(si0i + Sj0j) (5.104)
Equations (5.101) - (5.103) are consistent with the local concentration concept. If
the ratio 021^11 1S considered, for example, then
e2l /0 ll = (02/6i)exp(-v*^21/RTv) (5.105)
For 82 = 61 and X21 < 0, then 821 > 8j j; i.e. around a mer of type 1,2-1 type interactions
are more numerous than 1-1 type interactions.
If some form of preferential interaction exists between components in the mixture,
then the assumption of random mixing is not valid; not only for determining the
intermolecular potential energy but for the configurational partition function as well.
Unfortunately, a unique method based on statistical thermodynamic arguments for
introducing nonrandomness in the derivation of the configurational partition function does
not exist. Numerous attempts have been made to incorporate preferential interactions into
expressions for the entropy of mixing (Orr, 1944; Guggenheim, 1944, 1952; Huggins,
1970, 1971a, 1971b, 1971c, 1972; Abrams and Prausnitz, 1975); however, verification
of
these expressions is difficult due to the dearth of accurate data.
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Abrams and Prausnitz (1975) derived an expression for the configurations! partition
function which is similar to Guggenheim's (1944, 1952) expression. Their derivation is
based on the use of local site fractions and is therefore consistent with the approximations
used in deriving equation (5.97). The derivation given below is analogous to the one given
by Abrams and Prausnitz. It has been modified to be consistent with equations (5.101) -
(5.104).
The number of distinguishable configurations for the mixture is given by
Q = n , 1 Q'2h(N 1,N2) (5.106)
where Q.\ is the number of distinguishable configurations associated with a site occupied
by a mer of type i and h is a normalization factor which assures that Q satisfies a reasonable
boundary condition. Recall from section 3.3.2.1 that the number of distinguishable
configurations available to a system of N total molecules of which there are N
l molecules
of type 1 and N2 molecules of type 2, where N = Nj + N2 is
a = N!/N!!N2 ! (3.14)
By analogy, Q\ is the total number of configurations available to all sites occupied by a
mer of type 1 , divided by the number of distinguishable configurations available to a site
occupied by a mer of type 1 and surrounded by mers of type 1 times the number of
distinguishable configurations available to a site occupied by a mer of type 1 and
surrounded by mers of type 2
O'l = (siN^n+s^e^)!^^^!!)! (s 1N 1021 )! (5.107)
Sirnilarily
Q'
2
= (s2N2e22+s 1N 1 e21 )!/(s2N2022)! (s2N29 12)! (5.108)
To find h(Nj, N 2), chose as the boundary condition an athermal mixture (AH=0).
For mixtures of arbitrary shape and size but no attractive forces (i.e. an athermal mixture),
the Flory-Huggins derivation for the combinatorial entropy is valid. For an athermal
mixture, 621 = 6i2 = 0, therefore
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e 12 = 6ii = Q\ (5 . 109)
621 = 822 = 62 (5110)
Substituting equations (5.109) and (5.110) into equations (5.107) and (5.108) which are
then substituted into equation (5.106) yields, after some rearranging
h(N
1
,N2 ) = Q0(s 1N 16 1 )! (8 1N162)! (s2N262)! (s2N2e 1 )!/(sNe 1 )!(sN62 )! (5.111)
where Q° is the Flory-Huggins random limit. Substituting equations (5.107), (5.108), and
(5.1 1 1) into equation (5.106) gives
« = ni{(s iN i0ii+sjNje ij)!/(s iN ie ii)!(sjNj0j i)!}{(s iN ie i)!(s iN ie^
i=l,2
& (5.112)
where sN is (s
1
N
1
+s2N2 ). Using equation (5.1 12), the combinatorial entropy of mixing is
ASComb = klnlQ/IlQi] = AS0comb
+ klsiNitlnOi + e iiln{l+(ejeji/e ie ii)} + 6jiln{1+^6^6^)}] (5.113)
where AS°com5 is the Flory-Huggins combinatorial entropy of mixing, equation (3.18).
The partial molar combinatorial entropy of mixing is
ASi;Comb - AS01;comb + ksjtlnG! + l{e iiln(l+(e20i2/e 1 e il ))
+ (0 ie lie2i/e 1 )in[02i(0 1e 11+e2e 12)/0 li(e 1e21+e2e22)]}] (5.H4)
where AS°i ;comb is given by equation (4.62).
Combining rules (1) and (2) from the original Sanchez-Lacombe theory are retained
here. Therefore, equations (5.53) - (5.59), (5.64), and (5.65) are still valid. The third
combining rule, characteristic pressures are pairwise additive in the close packed mixture,
is replaced by equation (5.98).
The expression for the Gibbs free energy is found using the procedure outlined in
section 5.1. A major advantage of using the Sanchez-Lacombe over the Flory equation of
state theory is that no additional terms are added to the equation of state with the
introduction of a modified expression for the intermolecular potential energy. The works of
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Renuncio and Prausnitz (1976b), Brandani (1978, 1979), and Rubio and Renuncio (1980)
on the Flory equation of state theory all include an additional, although small, term to the
equation of state.
Although no additional terms are introduced using the modified expression for the
intermolecular potential energy, equation (5.98), additional terms would be introduced if
the modified expression for the configurational partition function, equation (5.112), is used
instead of equation (5.41). As will be shown in the next chapter, it is advantageous not to
introduce any additional terms into the equation of state. Also, the work of Rubio and
Renuncio using an expression similar to equation (5.112), showed that this modified
expression for the configurational partition function is better in some cases than the Flory-
Huggins combinatorial entropy, while in others it is worse. Therefore, as a first
approximation for nonrandomness, only the modified intermolecular potential energy will
be introduced here. The results of using equation (5.112) in conjunction with equation
(5.98) will be discussed in a later chapter.
Following the procedure used before, the Gibbs free energy can still be found from
equations (5.41), (5.49), and (5.54)
G/rNe* = G = g/e* = -p + Pv + Tv[(l-p)ln(l-p) + (p/r)tap]+T[S(0j/rj)ln0j] (5.1 15)
where
T = T/T*; T* = e*/R (5.116)
P = P/P*; P* = e*/v* (5.117)
v = V/V* = l/p (5.118)
l/r = I0i/ri (5.119)
The minimum in the Gibbs free energy is found by differentiating with respect to the
reduced volume (or the reduced density) at constant temperature and pressure
(3G/8v)fp = 0 (5.71)
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which yields
p
2
+ P + T[ln(l-p) + (l-l/r)p] = 0 (5.120)
Equation (5.120) is identical to the equation obtained previously (5.31). Thus, both the
pure components and the mixture obey the same reduced equation of state.
The chemical potential is related to the Gibbs free energy by
Hi = OG/aNj^p^ (5 12 i)
where N' indicates that all other mole numbers except Nj are to be held constant. From
equation (5.121), the chemical potential of component i in a binary mixture is (see
Appendix B)
W/RT = ln0j + (l-ri/rj)0j - (ri°pv i*/RT)[eji2?iji + (0j/0i)9ije ij?4j ]
+ rf[
-p/Ti + Piv/Tj + (v-l)ln(l-p) + lnp/q] (5.122)
where the relation
l/r = 20i/ri = I0i
e
/ri
e
(5.123)
has been used. The chemical potential of pure component i is
m°/RT = |i|/RT (0i= l) = ri°[ -pi/fi + PiVj/fi + (vi-l)ln(l-pi) + Infr/vf) (5.124)
From equations (5.122) and (5.124)
(Hi-Mi°)/RT - Mi + (1-ri/r) - (x^/RT)^^ + (0^)9^9^]
+ ^[(Pi-pJ/Tj + Pi(v-vi)/fi + (v-l)ln(l-p) + (l-vi)ln(l-pi) + ln(p/pi)/ri
e
] (5.125)
Expressing equation (5.125) in terms of the Flory-Huggins expression for the activity
(m-m'VRT = ln0j + (l-r!/r2)02 + Xi2022 (5 - 126)
yields the Sanchez-Lacombe expression for the Flory-Huggins interaction parameter
Xl2 - - (ri°pVi*/02
2RT)[9212X21 + (02/0i)9229 12X12]
+ (r 1
°/0
2
2)[(p 1-p)/T 1 + P^v-v^/f, + (v-l)ln(l-p)
+ (l-ViMl-pj) + ln(p/pi)/ri°] (5-127)
A property change on mixing is defined as
AM =M - I0i°Mi (5-128)
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From equation (5.128), the enthalpy change on mixing is
AHM/RT = ^/RTKlOiPi^fi-p) - pSI^ej^i + P[v-I0iVi]} (5.129)
and the volume change on mixing is
AVM = v*[v-Z0 ivi] (5il30)
It is interesting to compare equation (5.129) with the expression for the enthalpy of
mixing from the original Sanchez-Lacombe theory
AHM/RT = (^/RTXlOiPi^pi-p) + (1/2)^10^^*+ P[v-I0iVi]} (5.131)
Ignoring the small contribution from the PAVM term, both equations contain the same form
for the contribution from dispersive forces
I0iPi*(Pi-p) (5.132)
which is a function of the differences between the (reduced) density of the mixture and the
pure component (reduced) densities. In other words, this contribution is a function of the
distance between the molecules and is only a weak function of temperature (through the
reduced density), which is consistent with the definition of dispersive forces.
The second term in equations (5.129) and (5.131) illustrate the basic difference
between the original Sanchez-Lacombe theory and the modifications presented above. In
equation (5.131), the second term is again essentially temperature independent and
measures the deviation from the geometric mean rule
(l/2)pZI0i0jAPij* (5.133)
where
APij* = Pi* + Pj* - 2£ij(Pi*Pj*)( 1/2) (5.63)
On the other hand, the second term in equation (5.129) is inversely proportional to
temperature through the local site fraction terms, Oji- In addition, the random mixing
assumption used in equation (5.63) has been replaced by a nonrandom approximation
P* = Off + 02P2* + 01821*21* + 026l2^l2* (598 )
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Thus, equation (5.129) satisfies criteria (1) and partially satisfies criteria (3) which were
outlined at the beginning of section 5.2.2.
5.3 Comparison to the Flory Equation of State Theory
The major difference between the Flory equation of state and original Sanchez-
Lacombe theories is the configurational partition function. The Flory equation of state
theory adopts a simple Tonks' gas partition function while the original Sanchez-Lacombe
theory incorporates a more complex partition function. Although not previously assumed, a
separation of internal and external contributions to the partition function does occur in the
original Sanchez-Lacombe theory, but without explicity introducing the parameter c as in
the Prigogine and Flory equation of state theories. Equation (5.36) can be expressed as
Q = Qint(T)-ftext(T,V) (5.134)
where
"int(T) = 5N (5.135)
N
r !
rNq!"]^2 )
OextOWO =
oNN0 !N!
The internal degrees of freedom are related to the number of configurations available to an
r-mer after one of its mers has been placed on a lattice site, as expressed by the flexibility
parameter. They are functions of temperature only and therefore do not contribute to the
equation of state. The external degrees of freedom result from the fact that the first mer of
an r-mer can be placed on any of the available vacant lattice sites. Thus, the external
degrees of freedom will depend on the number of vacant lattice sites, N0 , or equivalently
the density of the system.
N
r
!J
(5.136)
103
It is worth comparing equation (5.29) with the result from the Flory equation of
state theory
PV/RT* = c<l (4 . 16)
It has already been mentioned that for the Sanchez-Lacombe theory, as the volume of the
system becomes large, the low density limit of equation (5.134) reduces to the partition
function of a system of noninteracting particles (i.e. an ideal gas). The compressibility
factor, Z, defined by
Z = pV/RT (5.137)
approaches unity for a system of noninteracting particles (Smith and van Ness, 1975). This
is exactly the result given by equation (5.29). On the other hand, in the Flory equation of
state theory, Z<1,which is why the Flory equation of state theory does not reduce to the
proper limit as the volume becomes large. This is due in part to Flory and coworkers
assumption that c is independent of temperature and pressure and chosing m=l in
expressing the volume dependency of the mean intermolecular potential energy (4.10).
Beret and Prausnitz (1975), in outlining their equation of state theory, identify four
boundary conditions that Qext(T,V) must satisfy: ideal gas limit, close packed density
limit, simple fluid density limit, and the limit at liquid-like densities for long chain liquids.
The final limit is the one adopted by Prigogine and Flory et al. in which the external
degrees of freedom (rotational, vibrational, and translational) are treated as equivalent
translational degrees of freedom. As a result, the Flory equation of state theory does not
converge to the proper limit (i.e. ideal gas) at low densities nor does it possess a virial
expansion. It should be pointed out however, that Flory et al. were attempting to describe
liquid-like behavior only; their theory was not intended to describe vapor-like densities.
The Sanchez-Lacombe theory recovers the proper limits at both high and low densities. As
the volume of the system becomes large (V-»oo 0r equivalently No-*00), the low density
limit becomes
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(N0 + rN)N yN
lim Qext =
z—>oo
N
0
-+~
oNN! N!
» 1 (5.138)
which is the partition function for a system of noninteracting particles, i.e. an ideal gas
(Hill, 1960; McQuarrie, 1976). In the limit of high density
r -.N
lim 0^ =
Z—>°o
N^O
_oer-l_
(5.139)
Replacing 5 in equation (5.135) by 5max , Q becomes in the limit of high density
lim Qint^ext
Z—>oo
r—>oo
z-1
- e -
rN
(5.140)
NQ-*0
This is identical to the expression obtained by Flory in the Flory-Huggins theory in the
limit of high polymer density and is responsible for what Flory terms the entropy of
disorientation (Flory, 1941, 1942). An internal mer belonging to an isolated r-mer that has
been placed on the lattice has (z-1) degrees of freedom. This is the situation at low
densities. However, as more r-mers are placed on the lattice, the number of configurations
available to the (i+l)tn r-mer after i r-mers are placed on the lattice is reduced due to the
excluded volume effect. For a long r-mer, the external degrees of freedom are reduced in
this high density limit and are equal to (z-l)/e. It was the inability of the Flory-Huggins
theory to recover the low density limit that led to the development of the Flory-Krigbaum
theory (Flory and Krigbaum, 1951).
CHAPTER VI
DETERMINATION OF THE CHARACTERISTIC PARAMETERS
One of the potential uses of the equation of state theories is to extrapolate PVT data
beyond the range of experimental data. All of the equation of state theories involve
characteristic parameters which must be determined from experimental data. Although the
determination of these characteristic parameters is a vital step in the use of these equations
of state, no fitting procedure is unique. Furthermore, the fitting procedure employed can
strongly affect the modeling behavior of the equation of state theory.
A pure fluid in the Sanchez-Lacombe theory is characterized by three characteristic
jig
parameters: a characteristic density p , a characteristic temperature T , and a characteristic
pressure P*. The number of sites occupied by a molecule (i.e. the number of mers), r, and
the molecular weight, M, are related to the characteristic parameters by
RT*p*/P* = v*p* = M/r (6.1)
and
P*v*/RT* = 1 (5.29)
The number average molecular weight, M
n? should be used for polymers since the number
of sites occupied by a molecule (i.e. the number of mers) is of paramount concern in a
lattice model.
6.1 Low Molecular Weight Organic Liquids
6.1.1 Thermodynamic basis
Sanchez and Lacombe recommend that saturated vapor pressure data be used to
determine the characteristic parameters for low molecular weight organic liquids. The
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condition of equilibrium which defines the vapor pressure curve is (Smith and van Ness,
1975)
G[T,P,pi(T, P)] = G[T,P,Pv(T,P)] (6.2)
aw *^
where p\(T, P) andpv(T,P) are the liquid and vapor reduced densities respectively. Fitting
saturated vapor pressure data therefore involves finding the solutions of
f(T,P) = G[T,P,p^(T,P)] - G[T,P,pv (f,P)] = 0 (6.3)
For some fixed value of P, there is a unique temperature f where equation (6.3) is satisfied
(the saturation temperature and pressure). The first step in finding the solutions to equation
(6.3) is to find the bounds on the range of temperatures where equation (6.3) is well
defined. However, before the bounds on the solutions to equation (6.3) can be found, a
technique for determining the liquid-phase and vapor-phase reduced densities is required.
6.1.1.1 Solving the equation of state. Figure 6.1 is a schematic diagram of
the variation of the free energy, G, equation (5.26), with density. The extrema of the free
energy are found from
OG/av)T
t
p = 0 (5.30)
which yields
p
2 + P + f[ln(l-p) + (l-l/r)p] = 0 (5.31)
the equation of state. Equation (5.31) defines the densities for which there are extrema in
mm
G. As stated in Chapter HI, these extrema will be minima if
(d2G/d\l)j£ > 0 (6.4)
There will be an odd number of extrema in the free energy depending upon whether
there is only one thermodynamic state (i.e. one minimum) at either a liquid-like (Figure
6.1a) or a vapor-like (Figure 6.1e) density, or two thermodynamic states (i.e. two minima;
three extrema) at both a liquid-like and a vapor-like density (Figure 6.1c) present. In
general, there are three extrema and thus three solutions to the equation of state given by
h(p) = p2 + P + f[ln(l-p) + 0-l/r)p] (6-5)
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The solutions at the lowest and highest values of p correspond to minima in the free
energy; the intermediate solution corresponds to a maximum (Figure 6.1c). The high
density minima represents a liquid-like density and the low density minima represents a
vapor-like density.
Since equation (5.31) cannot be solved analytically for p, numerical solution
methods must be used. The problem of determining the solutions of equation (5.31) can be
simplified if the bounds on the solutions can be established. The first step in bounding the
solutions to equation (5.31) is to examine the behavior of equation (6.5) at the endpoints of
I
the domain of the reduced density, i.e. [0,1]
lim h(p) = P > 0 (6.6)
j
p-> 0
lim h(p) = -oo < 0 (6.7)
p—> oo
From the sign change in equations (6.6) and (6.7), it is obvious that there is at least one
solution in the interval [0,1]. As stated previously, equation (5.31) generally has three
solutions corresponding to the three extrema in the free energy. From Figures 3.1 and 6.1,
the lowest (vapor-like) solution to equation (5.31) lies between the lower bound (p=0) and
the lower density valued inflection point. The intermediate solution lies between the two
spinodal points (i.e. points of inflection), and the highest (liquid-like) solution lies between
the higher density valued inflection point and the upper bound (i.e. (5=1). Thus, the two
inflection points will be of great value in bounding the solutions of equation (5.31).
The spinodal condition is defined as the locus of points for which
(a2G/3v2)fp = 0 (68)
Equation (6.8) defines the points of inflection in the free energy curve.
This is equivalent to
finding the solutions of
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0h(py3p)¥i - (-2/d-p)){p2 - [l-(l/2)(l-l/r)T]p + (f/2r)}=0 (6.9)
Solving equation (6.9) for the reduced temperature gives
T
s = [2p s(l-p s )]/[p s + (l-p s)(i/r)] (6 10)
Substituting equation (6.10) into equation (5.31) gives
"2Ps(l-Ps)ln(l-ps) + Ps2(l-p s)(l-l/r) + p §2
?s =
Ps + (l-ps)(l/r) (6.H)
where p s , Ts , and Ps are the reduced spinodal density, temperature, and pressure
respectively.
Equation (6.9) is satisfied when
p
2
- [l-(l/2)(l-l/r)f]p + (T/2r) = 0 (6.12)
Noting that equation (6. 12) is a quadratic equation, the spinodal points are
PVUB = d/2){[l-(l/2)(l-l/r)f] + (DISC)(l/2) } (6 13)
Pllb = (l/2){[l-(l/2)(l-l/r)f] - (DISC)(i/2)} (6.14)
where DISC is the discriminate given by
DISC = [l-(l/2)(l-l/r)fj2- (2T/r) (6.15)
PvuB is tne upper bound on the lowest (vapor-like) solution, and pLLB is the lower bound
on the largest (liquid-like) solution. Recall that if
DISC > 0, two real roots,
DISC = 0, two equal roots,
DISC < 0, pair of complex conjugate roots.
For the last case, DISC < 0, there is only one thermodynamic state, and thus only one
solution to equation (5.31), in the interval [0,1].
One problem remains in bounding the solutions to equation (5.31) due to the
logarithmic singularity at p=l, equation (6.7). Using the variable transformation
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P = l-v0
equation (5.31) can be equivalently written as
(6.16)
v0 = exp[-((l-v0 )
2/T) - (l-l/r)(l-v0) -(P/f)]
The upper bound (p=l or v0=0) is therefore given by
PUB = 1 - exp[-(l/f) - (1-1/r) - (P/f)]
(6.17)
(6.18)
Equation (6.6) shows that p=0 may be safely used as the lower bound on the
smallest solution to equation (5.31). From the bounds on the solutions given by equations
(6.6), (6.13), (6.14), and (6.18), the solutions to equation (5.31) can be determined using
a standard nonlinear root finding algorithm (Forsythe, Malcolm, and Moler, 1977).
Equations (6.13) - (6.18) can be easily incorporated into a computer program which
provides the solutions (i.e. the reduced densities) to the equation of state, equation (5.31),
given a reduced temperature, pressure, and the molecular size parameter r.
6.1.1.2 Solution of equation (6.3). The bounds on the temperatures for
which equation (6.3) is well behaved are given by the reduced densities which correspond
to the limits of the liquid and vapor states for a fixed value of the reduced pressure as
shown in Figures 6.1b and 6. Id. These densities, when substituted into equation (6.10),
will give the upper and lower bounds on the spinodal temperature interval (Tvs ,Tjs ) for
which equation (6.3) is well defined. What is required, therefore, is a relationship between
the fixed reduced pressure and these reduced densities. Equation (6.1 1) gives exactly this
relationship.
Equation (6.11) is solved to give the values of the vapor and liquid densities that
when substituted into equation (6.12) give the bounds on the temperature for equation
(6.3). Let
Ps = v l
v0 = l-Vj
(6. 19)
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R= 1-1/r
then equation (6.1 1) can be written
lnv0 - g(v0) = 0 (6.20)
where
g(v0) = -(l/(2v0vi))[P(l-Rvo) + Rvx2vo + v^] (6.21)
For a given pressure, equation (6.21) has two solutions as desired. The solutions of
equation (6.20) can be separated by finding its extrema (finding the zero of the first
derivative). The first derivative of equation (6.20) is
2v! 2v0 +Vl^ 2 . rp . 2v 1(l+Rv0)] + (P(l-Rv0) + V(l+Rv0)](vo-vi) = 0 (6.22)
Equation (6.22) has two solutions on the interval [0,1] and is well behaved at the
endpoints of the interval. Equation (6.20) on the other hand is singular at both endpoints of
the interval [0,1]. This problem can be circumvented by rewriting equation (6.20) as
Equation (6.23) has the same solutions as equation (6.20), only now the endpoints of the
interval [0,1] are no longer singular. Equation (6.22) is still valid to separate the solutions
of equation (6.23). Note that h(0)=0 in equation (6.23).
6.1.2 Fitting procedure
Now that a method for determining the solutions of equation (6.3) has been
established, a fitting procedure can be chosen. The fitting procedure outlined by Sanchez
and Lacombe (1976) (tetermines the values of p*, e*, and r. The characteristic parameters
can then be determined from equations (5.27), (5.28), (5.29), and (6.1). The fitting
procedure adopted is as follows:
(1) The characteristic density p* is treated as an adjustable parameter and is
initially chosen equal to the crystalline density of the compound. If this
data is not available, the density at 20°C and one atmosphere can be used.
h(v0) = v0 - exp[g(v0)] (6.23)
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Ultimately, the characteristic density is adjusted so that the density of the
liquid at the normal boiling point is correctly predicted.
(2) The appropriate bounds for e* are chosen. Experience has shown that e*
lies between 0.5 and 1.5 kcal/mole for most liquids.
(3) Having chosen the bounds on e*, appropriate bounds for r for which the
error function
£(TEXP - TCALC)2 (6.24)
has a minimum are established. TEXP is the experimental temperature for
which equation (6.2) is satisfied at a given pressure, and TCALC is the
calculated temperature using the method outlined in section 6.1.1. The
bounds on r are determined by restricting the class of trial fits to curves
which pass through a central data point. This situation is illustrated in
Figure 6.2. Curves 1 and 2 are acceptable trial curves. Curve 3 is
unacceptable since it does not pass through the central data point. With
this restriction, e* becomes a function of only r.
(4) Having established the bounds on r, a standard least squares fit of r to the
experimental data is performed using equation (6.24) as the error
function.
(5) The liquid density at the normal boiling point is then calculated. If this
calculated density is not close to the experimental value, a new value of
p* is chosen and the fitting procedure is repeated. Note, if the liquid
density at the normal boiling point is not available, p can be chosen to
give the proper liquid density at 20°C and one atmosphere.
As mentioned in Chapter IV, no fitting procedure is unique. The main justification
for the procedure described above is that the resulting computer algorithm is fast, stable,
and yields excellent fits of the experimental data. A listing of characteristic parameters for a
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number of low molecular weight organic liquids is given in Table 1 of the paper by
Sanchez and Lacombe (1976).
6.2 High Molecular Weight Organic Liquids
High molecular weight organic liquids (i.e. polymers) do not exist as a vapor, and
as a result, vapor pressure data are unavailable. For polymers, the characteristic parameters
are determined by fitting experimental liquid density data above the glass transition
temperature to the equation of state for high molecular weight liquids (i.e. as r-*»)
Experimental specific volume (=1 /density) data for polymers is often expressed in
terms of the empirical Tait equation
where V(P,T) is the specific volume as a function of temperature and pressure, V(0,T) is
the specific volume at atmospheric pressure, and C(T) and B(T) are temperature dependent
parameters. For polymers, C is generally assumed to be a constant with a universal value
of 0.0894. The Tait equation usually fits experimental data to within 0.001 cnvVg and is
always better than the experimental error (Zoller, 1980).
The fitting procedure described below is the same as the procedure described in the
paper by Pottiger and Laurence (1984). An unweighted, nonlinear least squares routine
based on a finite difference Levenberg-Marquardt algorithm with strict descent (Levenberg,
1944; Marquardt, 1963) is used to fit the characterisitic parameters to the experimental data.
The experimental data is generated from the Tait equation. Generally, the specific volume at
atmospheric pressure as a function of temperature, V(0,T), is expressed in terms of a
polynomial. However, since any mathematical representation of experimental data is only
an approximation, the actual experimental specific volumes and their
corresponding
p
2 + P + T[ln(l-p) + p] = 0 (6.25)
V(P,T) = V(0,T){1 - C(T)ln[l+P/B(T)]} (6.26)
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temperatures should be used. This fitting procedure yields an average set of characteristic
parameters which are not functions of temperature and pressure.
Zoller (1980) analyzed the efficacy of the Sanchez-Lacombe equation of state in
representing the PVT behavior of several polymer melts. He found large and systematic
differences between theory and experiment, increasing with increasing pressure. These
findings are based on a fitting procedure which emphasized agreement at atmospheric
pressure and which differs from the procedure described above. The large and systematic
differences reported by Zoller are a result of trying to extrapolate high pressure data from
characteristic parameters determined at atmospheric pressure (Pottiger and Laurence,
1984). Excellent agreement between theory and experiment is possible with the Sanchez-
Lacombe equation of state by restricting the fitting procedure described above to somewhat
smaller pressure ranges.
The polymers evaluated include poly(butene-l) (Zoller, 1979b), a branched
polyethylene B (Zoller, 1979a), poly(4-methyl-pentene- 1 ) (Zoller, 1977), polypropylene
(Zoller, 1979b), polysulfone (Zoller, 1978a), and polytetrafluoroethylene (Zoller, 1978b).
All of these polymers have been successfully modeled in terms of the Simha-Somcynsky
eqaution of state by Zoller (1978c). The experimental PVT data has been fit to the Tait
equation (6.26). The parameters for the Tait eqaution are taken from Zoller's papers.
Few applications require PVT data over very large pressure ranges (e.g. vapor
presssure or vapor sorption/desorption measurements, atmospheric; injection molding,
800-1500 atm; high pressure polymerization reactor, 2000-2500 atm), therefore, three fits
of the experimental data are performed: a low pressure fit (0-200 bar), a high pressure fit
(1700-2000 bar), and a full range fit (0-2000 bar). The results are given in Table 6.1 and
the isobars for the low pressure fit are plotted in Figure 6.3. Typical deviations are
generally less than half the value of the maximum deviation reported in Table 6.1.
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Table 6.1
Sanchez-Lacombe Characteristic Parameters for Several Polymers
Low Pressure
(0-200 bar)
T*
Poly(butene-l)
Low-density polyethylene
Poly(4-methylpentene- 1)
Polypropylene
Polysulfone
Polytetrafluoroethylene
3178
3706
2549
2811
5945
3710
729.9
726.1
777.8
770.9
876.3
618.3
1.1358
1.1439
1.1996
1.1737
0.7756
0.4448
Maximum
Deviation
0.0024
0.0017
0.0024
0.0027
0.0008
0.0013
High Pressure
(1700-2000 bar)
p* T* *V
Maximum
Deviation
Poly(butene-l) 2598 514.0 1.0701 0.0014
Low-density polyethylene 3009 535.4 1.0865 0.0013
Poly(4-methylpentene-l) 2798 560.1 1.1027 0.0012
Polypropylene 2622 542.9 1.0923 0.0013
Polysulfone 5716 746.0 0.7460 0.0006
Polytetrafluoroethylene 4442 585.0 0.4334 0.0003
Full Range
(0-2000 bar)
p* T* *V
Maximum
Deviation
Poly(butene-l) 4498 607.5 1.0635 0.0296
Low-density polyethylene 4948 614.6 1.0805 0.0228
Poly(4-methylpentene- 1) 4505 636.7 1.0911 0.0285
Polypropylene 4438 633.8 1.0835 0.0326
Polysulfone 6835 794.8 0.7493 0.0085
Polytetrafluoroethylene 4692 608.0 0.4359 0.0041
Units: T* (K), P* (bar), v* (cm3/g), maximum deviation (cm3/g)
Temperature range: Poly(butene- 1
)
Low-density polyethylene
Poly(4-methylpentene- 1
)
Polypropylene
Polysulfone
Polytetrafluoroethylene
150-230 °C
145-215
240-310
200-280
260-340
330-370
FIGURE 6.3
LOW' PRESSURE: (0-200 BAR)
0.91
0. 90
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As the results in Table 6.
1 show, the Sanchez-Lacombe theory does a mediocre job
of simultaneously fitting low and high pressure PVT data. The worst case is polypropylene
for which the maximum deviation corresponds to about a three percent difference between
theory and experiment. Despite the mediocre results, these deviations are significantly less
than the deviations found by Zoller in his evaluation of the Sanchez-Lacombe thoery.
When the nonlinear leasts squares fitting procedure is employed over a narrower
range of pressures, agreement between theory and experiment is excellent. The maximum
deviations are of the same order of magnitude as the error in the Tait equation. This result is
even more surprising when one considers that the Tait equation is at least a five-parameter
equation (and sometimes more) while the Sanchez-Lacombe equation of state is only a three
parameter equation. The greater the number of parameters, the more reasonable it is to
expect that the equation will be able to extrapolate low pressure data to higher pressures.
The fewer the parameters, the more critical the determination of each parameter becomes,
and the stronger the dependence of the parameters on the accuracy and precision of the
experimental data. This emphasizes the importance of employing the proper fitting
procedure when determining the characteristic parameters from the experimental data and
the importance of using accurate and precise experimental data in the determination of the
parameters. This is why the characteristic parameters of the Sanchez-Lacombe theory,
which uses PVT data directly, are easier to obtain than those of the Flory equation of state
theory which use trends in the PVT data (i.e. thermal expansion coefficient and thermal
pressure coefficient).
CHAPTER VII
POLYMER/SOLVENT SYSTEMS
The goal of any thermodynamic theory is the ability to extrapolate limited
experimental data outside the range of the experiments. There are two objectives which
should be met: the requirement of a minimal amount of experimental data and the use of as
few adjustable (i.e. fitted) parameters as possible. Given a finite set of experimental data
from a particular analytical technique (e.g. activity data determined by vapor sorption), it is
not possible to find by data reduction a unique set of binary parameters which will
represent the data. However, it is always possible to find several sets of binary parameters
which all represent the data to within experimental error. The binary parameters are highly
correlated; if one is known, the other can be fixed with a high degree of certainty. But, if
both parameters must be determined from a finite set of experimental data, only a bounded
two-dimensional surface in which all sets of the binary parameters represent the data to
within a certain degree of confidence can be obtained. This two-dimensional surface is
known as a confidence region and is generally an ellipse with one long axis and one short
axis. Any point within the confidence region corresponds to a particular set of binary
parameters that represent the experimental data to within a certain confidence interval. In the
99% confidence region, for example, it is 99% certain that the set of values computed from
any set of binary parameters within that confidence region contain the experimental values.
Without additional information, however, it is impossible to determine which set of binary
parameters within the confidence region best represents the experimental data (Kittrell,
1970; Renuncio and Prausnitz, 1976).
To determine the "best" set of binary parameters, additional experimental data is
required. For this work, experimental activity and infinite polymer dilution enthalpy of
mixing data are used to obtain two confidence regions. The overlap between the two
121
122
regions determines the "best" set of binary parameters. Thus, using both activity and
enthalpy of mixing data, it is possible to obtain a unique set of binary parameters for a
particular system. This contrasts with the Flory equation of state theory where three
parameters (X 12 , S^, Q 12) are required.
7.1 Fitting the Experimental Data
7.1.1 Activity data
Two models are used to fit the activity data. Model I consists of the original
Sanchez-Lacombe configurational partion function, equation (5.41), and the modified
expression for the energy of the mixture, equation (5.97). The resulting expression for the
activity of component 1 in a binary mixture is
lnflx = ln0, + (l-ri /r2)02 - (rfpv^/RT)^^ + (02/0 1 )9220 12?i 12]
+ rfKivpyf1 + PiCv-v^/f, + (v-l)ln(l-p) + (l-v^lnO-p!) + lnCp/p^/rf] (5.125)
Expressing equation (5.125) in terms of the Flory-Huggins expression for the activity
Oij-UfVRT = ln0j + (l-r1/r2)02 + % !2022 (5.126)
yields the Sanchez-Lacombe expression for the Flory-Huggins interaction parameter
Xi2 = - (rfpV^RTHe^! + (02/0 1 )622e 12?i 12] (5.127)
+ (rf^Kfl-p)/*! + ^(v-v^/T! + (v-l)ln(l-p) + (1-^)^(1-^) + lnCp/ftyrf]
Model II replaces the Flory-Huggins combinatorial term in equation (5.125) with the
nonrandom combinatorial entropy, equation (5.1 14), yielding
lnaj = \n0
l
+ (l-ri /r2)02 + ijhfy + I{6iiln(l + (O^/e^n))
+ (QiQii^OM^^u + e2e 12)/e li (e 1e21 + e2e22)]}]
- (rfpv^^RT)^^^! + (02/0i)622e 12?i12] (7.1)
+ (r17022)[(Pi-p)/T1 + Pi(v-V!)/fj + (v-l)ln(l-p) + (1-^)^(1-^) + lnCp/pO/rf]
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If the presence of specific interactions results in a some degree of orientation of the
polymers, then equation (7.1) may be an improvement over equation (5.125). However,
since the introduction of nonrandomness in equation (7.1) is not based on any rigorous
statistical thermodynamic principles, whether or not equation (7. 1) will be an improvement
over equation (5.125) can not be determined a priori.
Experimental activity data is often expressed in terms of an interaction parameter
calculated using the Flory-Huggins expression for the activity of a solvent in a binary
mixture, equation (5.126). It is well documented that the interaction parameter is a strong
function of concentration. However, as discussed in Chapter H, the interaction parameter is
also a function of what approximation for volume fraction is used (see Appendix A).
Therefore, in order to compare different sets of experimental data, either the same
approximation for volume fraction must be used in the same theoretical expression, or
theory independent parameters, such as the activity, must be compared. The latter is
preferred.
Seven polymer/solvent systems are studied: poly(dimethyl siloxane) (PDMS) in
benzene, cyclohexane, and chlorobenzene (Flory and Shih, 1972), poly(dimethyl siloxane)
in methyl ethyl ketone (MEK) (Shiomi et al., 1980), and polyisobutylene (PIB) in benzene,
cyclohexane, and n-pentane (Eichinger and Flory, 1968). For the polyisobutylene
solutions, the experimental activity data is provided; however, for the poly(dimethyl
siloxane) solutions, only interaction parameters are given. The interaction parameters must
be converted to activity data by substituting the interaction parameters into equation (5.125)
and solving for the activities. The volume fractions used by Flory and Shih are the Flory
equation of state volume fractions given by
0i = mivspi*/^mjvspj* (
4 -48 >
The ratio of molecular sizes term in equation (5.125) is given by
ii/rj = Vi*/Vj* (7.2)
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where Vj is the hard core molar volume of component i.
The experimental activity data is then fit to either model I or model II using a
nonlinear regression algorithm to obtain the binary parameters. For this work, a finite-
difference Levenberg-Marquardt algorithm with strict descent (Levenberg, 1944;
Marquardt, 1963) is used for the regression analysis. This algorithm is a minimization of
the sum of squares ofm functions in n variables and the code is available through the IMSL
or RS/1 mathematics packages. (The specific program in IMSL is ZXSSQ.) The correlation
criteria is the minimization of the sum of the squares of the differences between the
experimental and calculated activities
SSD = I(alexp - alcalc)2 (7 3)
where alexp and a lcajc are the experimental and calculated values of the activity at a given
concentration (i.e. volume fraction).
Once the binary parameters are obtained from the regression analysis, the
confidence regions are generated. The value of the sum of squares for the differences on
the 100(1-a)% confidence region, Sc , is given by
sc = Smin + s2pFa(p,v) (7.4)
where Sm [n is the minimum value of the sum of squares (i.e. SSD) obtained from the
regression analysis, p is the number of parameters (in this case p=2), Fa is the 100(l-a)%
point of the F distribution, and
s
2
= Smin/(N - p) (7.5)
v = (N-l) (7.6)
where N is the number of data points (Kittrell, 1970). It should be noted that F^a for m
and n degrees of freedom is the reciprocal of Fa for n and m degrees of freedom.
The value of Sc obtained from equation (7.4) is used to generate the two-
dimensional surface of sets of binary parameters which fit the experimenal data to within
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100(l-a)% confidence. One of the binary parameters, call it A, is fixed, and the other
binary parameter, call it B, is varied. For each set of binary parameters, (A3), the sum of
the squares of the differences, SSD, is determined. If SSD < Sc , the set of parameters falls
within the 100(l-a)% confidence region. If SSD > S c , the set is rejected. Once the range
of values for B which yield SSD < Sc for the given value of A is computed, the value of A
is changed by a set amount and the process is repeated. In this manner, the confidence
region ellipse is generated.
7.1.2 Infinite polymer dilution enthalpy of mixing data
The infinite polymer dilution enthalpy of mixing is found by taking the limit of the
expression for the enthalpy of mixing, equation (5.129), as the polymer volume fraction
approaches zero
Urn (AHM/N02) = Urn [d(AHM/N)/d02] (d02/dm2) (7.7)
02->O m2-»0
which yields
AHM~/RT = r 1 '(p 1X/p2*Mi)[ P2%i*(PrPl)/RT
- (PiV^/RT) {1 + aJ/a+Pivi*)} {(s2/s 1 )x21 '^21 + X12]
+ (a 1T/(l+P 1v 12)){p 1v(l/f ! - I/T2) - v(l/rj
e
- l/r2°) + P^Cv-D/fj}] (7.8)
where x21 ' is x21 evaluated at 02 = 0, V = vj*/v2* and 0^ is the thermal expansion
coefficient of the solvent.
The confidence regions for the enthalpy data are generated in a different manner
than those for the activity data. The enthalpies of mixing are expressed as a reported value
plus or minus an experimental error. The experimental error is used to generate the
confidence regions. First, all sets of binary parameters which give the reported value of the
enthalpy of mixing are determined. One of the binary parameters is fixed, usually at a value
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obtained from the regression analysis, and then equation (7.8) is solved for the other binary
parameter. Next, all sets of binary parameters which give the "high" value of the enthalpy
of mixing (i.e. reported value + experimental error) and all sets of binary parameters which
give the "low" value of the enthalpy of mixing (i.e. reported value - experimental error) are
determined. These sets of parameters create a zone of binary parameters which represent
the experimental infinite polymer dilution enthalpy of mixing within experimental error.
7.1.3 Volume of mixing data
In order to evaluate equations (5.125) or (7.1), the mixture density is required. In
the absence of experimental data, an ideal mixing rule is generally used
vsp = 0ivsp i + 02VSp2 (7.9)
However, the equation of state term in equations (5.125) and (7.1)
+ rf [(Pi-P)/Ti + PiCv-VjVT ! + (v-l)ln(l-p) + (1-^)^(1-^) + lnCp/fiyrf] (7.10)
which as mentioned in Chapter III is a crucial term affecting the miscibility of polymer
systems, is a strong function of the difference between the reduced mixture density (or
volume) and the reduced density of the pure solvent. Thus an accurate representation of the
mixture density is required. This necessitates measurement of the excess volumes.
The excess volume data of Flory and Shih (1972) and Eichinger and Flory (1968)
are given at only a few volume fractions. However, excess volume data over the entire
concentration range is normally required. In order to circumvent this problem, a cubic
spline routine is used to represent the excess volume data. First, the experimental excess
volumes are plotted as a function of the polymer mass fraction. Mass fractions are chosen
so that the cubic spline fit will not be tied to a particular expression for the volume fraction.
A smooth curve is then drawn through the data which intersects the excess volume axis
(i.e. y-axis) at zero for w2=0 and w2=l (i.e. x-axis). A number of points are then taken
from the curve and used as data points to generate a cubic spline fit of the excess volume
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data. The cubic spline fit can then used to generate excess volume data over the entire
concentration range. The mixture density is then correctly obtained from
vsp = (0ivsp i + 02vSp2) + Avsp (7>1 1}
where Avsp is the excess volume computed from the cubic spline fit.
7.1.4 "Best" set of binary parameters
The two confidence regions, one for the activity and one for the enthalpy of mixing,
are plotted on the same set of axes where each axis represents the values of one of the
binary parameters. The overlap between the two confidence regions is used to determine
the "best" set of binary parameters which simultaneously represent the experimental activity
and enthalpy of mixing data. If the set of binary parameters obtained from the regression
analysis of the activity data falls within the confidence zone of the enthalpy data, this set of
parameters is chosen as the "best" set. Thus, it is possible to find a unique set of
binary parameters which simultaneously fit both activity and enthalpy of
mixing data within experimental error.
7.2 Results
The thermodynamic data (where a is the thermal expansion coefficient) and
characterisitic parameters for the polymers and solvents are given in Tables 7.1 and 7.2
respectively. The Flory equation of state characteristic parameters are taken from the works
of Flory and Shih (1972) and Eichinger and Flory (1968). These are the characteristic
parameters used to convert the activity data from Flory volume fractions to Sanchez-
Lacombe volume fractions. The Sanchez-Lacombe characteristic parameters are determined
using the procedures outlined in Chapter VI. The number of contact sites per mer (i.e.
surface area) are taken from the work of Bondi (1964).
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The experimental activity and excess volume data along with the calculated values
obtained from the regression analysis are shown in Tables 7.3 - 7.9. Using the binary
parameters obtained from the activity data, the experimental excess volumes are not
predicted very well, especially for the poly(dimethyl siloxane)/solvent systems. This is
consistent with the findings of Hamada et al. (1980) for the Flory equation of state theory.
Hamada et al. found that a particular set of combining rules for v* could not be found
which would simultaneously fit the excess volume data of both the polyisobutylene- and
poly(dimethyl siloxane)/solvent systems if the exchange energy interaction parameter, X 12 ,
was determined from activity data. Similar results were obtained by Brandani (1979) in his
modification of the Flory equation of state theory.
The confidence regions are shown in Figures 7.1 - 7.7. The ellipses are the 99%
confidence regions for the activity data. The continuous lines are the values of the binary
parameters which give the reported value of the infinite polymer dilution enthalpy of
mixing. The dashed lines characterize all sets of binary parameters which represent the
infinite polymer dilution enthalpy of mixing within experimental error. In every case, the
set of binary parameters obtained from the regression analysis of the activity data using
model I falls in the confidence zone of the enthalpy data. Using these parameters, the
experimental and calculated interaction parameters are shown in Figures 7.8 - 7.14.
Table 7.10 compares the results of model I and model II. For the poly(dimethyl
siloxane)/solvent systems, Model II consistently fit the activity data better, based on the
value of SSD. However, except for poly(dimethyl siloxane)/methyl ethyl ketone, the binary
parameters obtained from the regression analysis using model II could not simultaneously
fit the activity and enthalpy data. The same conclusions were obtained by Rubio and
Renuncio (1980) using an expression similar to equation (7.1) in their modification of the
Flory equation of state theory to include nonrandomness.
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7.3 Conclusions
An improved version of the Sanchez-Lacombe equation of state theory is presented
which includes contributions from nonrandom mixing. Furthermore, the possibility of
obtaining a unique set of binary parameters which simultaneously represents activity and
enthalpy of mixing data has been demonstrated. This has been accomplished without
modifying the expression for the equation of state, with characteristic parameters that are
not a function of temperature, and by fixing the values of the number of contact sites per
mer rather than letting them be adjustable parameters. The modified Sanchez-Lacombe
theory correlates the experimental data at least as well as the modifications of the Flory
equation of state theory by Renuncio and Prausnitz (1976b), Brandani (1979), and Rubio
and Renuncio (1980). The ability to accurately correlate experimental, in addition to
temperature and pressure independent characteristic parameters, makes model I a better
choice for correlating experimental activity data than the modifications to the Flory equation
of state theory.
The modifications presented here exhibit one defect which is also present in the
original Sanchez-Lacombe, a lack of agreement between theoretical and experimental
excess volumes. The work of Hamada et al. (1980) suggests that a single set of combining
rules for the hard core (i.e. close packed) mixture volume consistent with all
polymer/solvent pairs can not be found using the present methods of defining the hard core
volume. This is consistent with the work of Chahal et al. (1973) who show that the
adoption of the van der Waals combining rules of Leland et al. (1968) does not lead to a
significant improvement in the Flory equation of state theory.
The inclusion of nonrandom mixing in the expression for the energy of the mixture
leads to an expression for the free energy of the mixture which is consistent with both
experimental activity and enthalpy of mixing data. The success of this modification
130
suggests that the inelusion of nonrandom mixing in the configurational partition function
may also allow experimental excess volume data to be correlated. Although model n
represents the activity data for the polyfdimethyl siloxane)/solven, systems better, the initial
objective, of being able to represent simultaneously activity and enthalpy of mixing data, is
not met. This does not indicate that a nonrandon mixing configuration^ partition function
will not provide the required improvement. However, given the fact that there is no exact
method by which to introduce nonrandomness into the configurational partition function,
additional experimental data will be required before significant improvement in this area can
be made.
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Table 7.1
Polymer Characteristic Parameters at 25°C
Physical Properties vsp
Mn
(cm3/g)
PDM?>
1.0312
100000.
PIB
1.0906
40000.
vsp* (cm3/g) 0.8395
Flory T* (K) 5528.
p* (cal/cm3) 81.50
p* (g/cm3) 1.0709
T* (K) 529.3
Sanchez-Lacombe p* (cal/cm3) 66.85
y* (cm3/mol) 15.73
r 5935.
0.9493
7580.
107.0
0.9662
672.3
86.90
15.37
2693.
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Table 7.2
Solvent Characteristic Parameters
Benzene Cvclohe.xane Chlorohe.ri7enp n-Pentan
T (K) 298.2 298.2 293.2 298.2
Physical
sp (cm?/2) 1 1444. 1 Tt 1 Tm 1 0.9047 1.6094
Properties a (deg-1) 1.223xl0-3 1.217xl0"3 0.957xl0"3 1.U1X1V,
M 78.114 84.162 112 56
vsp* (cm3/g) 0.8860 1.0012 0.7323 1.1827
Flory j* (K) 4708. 4720. 5320. 4158.
p* (cal/cm3) 150.0 127 0 Q7 1y /A
(g/cm3 ) 0.9940 0.8910 1.2060 0.7550
(K) 523.0 497.0 585.0 441.0
Sanchez- p* (cal/cm3) 106.0 59.0 104.0 74.1
Lacombe
(cm3/mol) 9.80 16.74 11.18 11.83
r 8.02 5.64 8.35 8.08
s 5.53 7.53 7.37 7.97
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Table 7.3
Experimental Data for Poly(dimethyl siloxane)/Benzene at 25'C
w2 02
Xl2
0.8182 0.8068 0 7097 0 7008 n$$< ftSn
0.7648 0.7512 0 7966 S 0*7319 2tS?0.7259 0.7108 0.8456 0 8482 0 7180 n 50.7112 0.6957 0.8613 0 8644 0 7 34 o
°-6474
°Al*t 0.9H9 0J052 ?:?g§?0.6277 0.6101 0.9223 0.9300 06753 nfi077
0.5633 0.5449 0.9577 0.9586 06720 ofll]0.5035 0.4849 0.9786 0.9743 06686 06500
84K2 °-?Z5Z 0.9762 a £0.2294 0.2165 0.9980 0.9942 0^5471
w2 02 (VE/V0)xl02
0.8182 0.8068
exp calc exp
-0.0258 0.0377 0.9510
0.7648 0.7512
-0.0330 0.0441 0.9457
0.7259 0.7108
-0.0382 0.0473 0.9418
0.7112 0.6957 -0.0401 0.0482 0.9403
0.6474 0.6302 -0.0483 0.0503 0.9341
0.6277 0.6101 -0.0509 0.0503 0.9321
0.5633 0.5449 -0.0590 0.0489 0.9259
0.5524*
-0.0560 0.9248
0.5035 0.4849 -0.0659 0.0454 0.9202
0.4935 0.4749 -0.0670 0.0446 0.9193
0.4674*
-0.0670 0.9168
0.4191*
-0.0680 0.9122
0.4090*
-0.0770 0.9114
0.3512*
-0.0380 0.9056
0.2294 0.2165 -0.0622 0.00995 0.8947
0.4667
calc
0.9472
0.9412
0.9370
0.9354
0.9289
0.9270
0.9209
0.9155
0.9146
0.8932
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Table 7.4
Experimental Data for Poly(dimethyl sUoxane)/Cyclohexane at 25'C
w2 02
0.4367*
0.4624*
0.4838 0.4381
0.5439 0.4981
0.5519*
0.5568*
0.5833 0.5381
0.6366 0.5931
0.6748 0.6332
0.6757*
0.6889 0.6482
0.6983 0.6583
»1
Xl2
0.4838 0.4381 0 9612 0 9602 n ^
0.5439 0.4981 0 9366 09387 n«J8
0.5833 0.5381 09208 0 9196 noS °^ 8°
0.6366 0.5931 0 885 n 8"2S 2"2 5
a6748 a6332
! ffi ™ 0.5249
0.6889 0.6482 0.8364 0 8388 05201 oSS0.6983 0.6583 0.8281 0.8288 a5250 a5271
w2 02 (VE^/0)xl02 q
exp calc exp calc
0.0570 0.8483
0.0520 0.8532
0.0588 0.872 0.8572 0.8503
0.0613 0.749 0.8689 0.8630
0.0530 0.8705
0.0650 0.8714
0.0607 0.670 0.8767 0.8714
0.0574 0.565 0.8876 0.8831
0.0534 0.491 0.8955 0.8916
0.0550 0.8957
0.0516 0.465 0.8985 0.8948
0.0504 0.447 0.9005 0.8970
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Table 7.5
Experimental Data for Poly(dimethyl siloxane)/Chlorobenzene at 20°C
w2 02 (VE/V0)xl02
0.0527
0.0616
0.0705
0.0750
0.0906
0.1063
0.1243
0.1402
0.1498
0.1548
0.1653
0.1975
0.2090
0.3301*
0.3988*
0.4959*
0.5966*
%\2
w2 02 I,
££?Z 2'222 0.9998 0.49§8 0.49340.0616 0.0688 0.9998 0.9998 0 4988 0 4Q*«
0.0705 0.0787 0.9998 0.9998 05012 050030.0750 0.0836 0.9997 0.9997 oJo37 0 5m0.0906 0.1009 0.9996 0.9996 0 5085 0 5082
°-!063 0.1181 0.9995 0.9995 a5185 0^44
0.5216
0.5279
0.5317
0.5337
0.1243 0.1379 0.9993 0.9993 0 5233
0.1402 0.1552 0.9991 0.9991 05281
0.1498 0.1655 0.9989 0.9990 0 5305
0.1548 0.1710 0.9989 0.9989 0 5335
0.1653 0.1823 0.9987 0.9987 0.5379 05379
nlnll °- 2170 °"80 °"81 0-5480 055080.2090 0.2293 0.9979 0.9978 0.5575 05554
0.0590
exp ealc exp calc
-0.0881
-0.0140 1.0982 1.0974
0.0688 -0.103
-0.0162 1.0970 1.0961
0.0787 -0.118
-0.0185 1.0958 1.0948
0.0836 -0.125
-0.0196 1.0952 1.0941
0.1009 -0.151
-0.0235 1.0932 1.0918
0.1181
-0.175
-0.0274 1.0911 1.0894
0.1379 -0.203
-0.0318 1.0887 1.0868
0.1552 -0.226
-0.0356 1.0865 1.0845
0.1655 -0.240
-0.0379 1.0853 1.0831
0.1710 -0.247
-0.0391 1.0846 1.0823
0.1823 -0.260 -0.0417 1.0832 1.0808
0.2170 -0.300
-0.0495 1.0789 1.0762
0.2293 -0.313 -0.0524 1.0773 1.0745
-0.410 1.0609
-0.470 1.0519
-0.500 1.0389
-0.510 1.0255
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Table 7.6
Experimental Data for Poly(dimethyl siloxane)/Methyl Ethyl Ketone at 25'C
0.1359 0.1183 0.9998 0 9997 n ft§< n^
0.1963 0.1724 0 9995 noool 2«2 05322
0.2274 0.2006 09995 09995 0«oI °/5568
0.2704 0.2401 09992 09992 n<£J 2"JSJ
0.3383 0.3036 0.9983 &gg gjg
w2 02
0.1359 0.1183
0.1963 0.1724
0.2274 0.2006
0.2704 0.2401
0.2753*
0.3383 0.3036
0.5326*
0.6551*
0.8063*
(VE/V
0)xl02
exp calc
-0.0127 0.195
-0.0176 0.285
-0.0198 0.330
-0.0226 0.390
-0.0200
-0.0260 0.478
-0.0300
-0.0240
-0.0150
p
exp calc
0.8246 0.8229
0.8336 0.8311
0.8383 0.8354
0.8449 0.8415
0.8457
0.8555 0.8512
0.8874
0.9086
0.9362
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Table 7.7
Experimental Data for Polyisobutylene/Benzene at 25'C
w2 02
*1
Xl2
0.2180 0.2229 0 9992 1 ffin n *
0.3247 0.3309 09979 oqqq? °-5^
0.3909 0.3976 09946 099*7 2'2?S 06458
0.4476 0.4546 0 9904 nooS £6618 °-6748
0.6270 0.6336 09465 o 2'6910 °-701 l
0.6787 0.6849 09216 09222 K8S 07986
0.7029 0.7088 09109 09048 ffi 083190.7462 0 7515 0 8744 S ?-8618 °-8484
si s I 1 s as
« as E E il
0.9563 0.9575 0.2985 £gg }{**
w2 02 (VEA^0)xl02 p
0.2180 0.2229 0.19o
-0.B7 0 88?1 0 §8410.3247 0.3309 0.280
-0.0840 08849 088M0.3909 0.3976 0.321
-0.0614 0.8873 0 8905
°-4379 0.343 0 8891
0.4476^ 0.4546 0.344
-0.0474 0^8895 0 8938
0-5299 0.350 0 8930
0.6270 0.6336 0.336
-0.0286 0.8973
0-6352* 0.342 0 8976
0.6787 0.6849 0.313 -0.0282 0 8998
0.7029 0.7088 0.299
-0.0285 09010
0.7462 0.7515 0.269
-0.0294 0.9032 0 9051
0.7546 0.7599 0.263 -0.0296 0.9036 0 9065
0.8158 0.8200 0.207 -0.0313 0.9068 0.9093
0.8483 0.8519 0.172 -0.0320 0.9086 0.9100
0.8498 0.8534 0.170 -0.0320 0.9086 0.9100
0.9055 0.9079 0.107 -0.0322 0.9117 0 9137
0.9366 0.9383 0.0708 -0.0315 0.9134 0.9144
0.9563 0.9575 0.0482 -0.0307 0.9145 0.9152
0.9000
0.9029
0.9032
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w2
0.5989
0.6974
0.7189
0.7657
0.8113
0.8354
0.8721
w2
0.3470*
0.5681*
0.5989
0.6522*
0.6974
0.7189
0.7657
0.8113
0.8354
0.8721
Table 7.8
Experimental Data for Polyisobutylene/Cyclohexane at 25°C
0
U.7022 0.7615 0.7571 0 48^4 n /T4V
c
0.7508 0.6920 0.6886 04830 047^0.7986 0.6095 0.6060
X12
0.8240 0.5517 ffl |$8 g*™
0.8627 0.4609 0.4651 04709 04832
02
0.5792
0.6800
0.7022
0.7508
0.7986
0.8240
0.8627
(VE/V
0)xl02
exp calc exp calc
0.139 0.8193
0.141 0.8504
0.135
-1.070 0.8548 0.8629
0.136 0.8627
0.111
-0.970 0.8693 0.8769
0.104
-0.934 0.8726 0.8799
0.0898
-0.838 0.8797 0.8863
0.0759 -0.723 0.8867 0.8925
0.0682 -0.653 0.8905 0.8957
0.0556 -0.536 0.8963 0.9006
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Table 7.9
Experimental Data for Polyisobutylene/n-Pentane at 25 °C
w2 02
0.4158 0.3574
0.6720 0.6156
0.6775 0.6214
0.7334 0.6825
0.7881 0.7440
0.8150 0.7749
0.8673 0.8363
0.9271 0.9086
0.9715 0.9638
w2 02
0.1511*
0.2656*
0.2934*
0.3481*
0.4158 0.3574
0.4537*
0.5548*
0.6514*
0.6720 0.6156
0.6775 0.6214
0.7334 0.6825
0.7881 0.7440
0.7889*
0.8150 0.7749
0.8673 0.8363
0.9271 0.9086
0.9715 0.9638
exp calc
0.9897 0.9958
0.9208 0.9249
0.9263 0.9215
0.8804 0.8763
0.8093 0.8095
0.7684 0.7654
0.6434 0.6491
0.4414 0.4429
0.2118 0.2083
(VE/V0)xl02
exp calc
-0.500
-0.750
-0.870
-1.000
-1.150
-1.820
-1.200
-1.250
-1.180
-1.150
-1.810
-1.140
-1.800
-1.040
-1.640
-0.879
-1.420
-0.750
-0.785
-1.300
-0.579
-1.010
-0.321
-0.617
-0.125
-0.273
Xn
em cak
0.5895 0.6373
0.6844 0.6962
0.7116 0.6980
0-7278 0.7177
0.7385 0.7389
0.7571 0.7505
0.7638 0.7764
0.8094 0.8135
0.8659 0.8478
P
exp calc
0.6564
0.6847
0.6923
0.7070
0.7259 0.7309
0.7366
0.7662
0.7959
0.8024 0.8078
0.8042 0.8095
0.8223 0.8273
0.8404 0.8450
0.8396
0.8494 0.8538
0.8675 0.8713
0.8891 0.8917
0.9058 0.9071
140
Table 7.10
Comparison Between Model I and Model n
System
Polyisobutylene/Benzene
Poly(dimethyl siloxane)/
Chlorobenzene
Poly(dimethyl siloxane)/
Methyl ethyl ketone
Poly(dimethyl siloxane)/
Benzene
Model X2 i Xn
(1) 4.73
-9.70
(2) 19.72 -17.32
(1) 33.68 -15.93
(2) 13.87 -10.75
(1) -22.32 22.43
(2) 16.73 -14.661
(1) -17.11 23.35
(2) 26.33 -22.66
SSD AH^ AHexp
0.463x10-2 264. 261.
O.nixlO- 1 85.
0.408xl0-4 130. 130.
0.327xl0-4 193.
0.461x10-4 249. 251.
0.984xl0-5 267.
0.838x10-! 266. 250.
0.367xl0-2 53.
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FIGURE 7.3
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FIGURE 7.
5
POLY I SOBUTYLENE / BENZENE
A
21
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FIGURE 7.6
POLY I SOBUTYLENE/CYCLOHEXANE
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FIGURE 7.8
POLY (DIMETHYL S I LOXANE ) /BENZENE
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FIGURE 7.10
POLY ( D I METHYL S 1 LOXANE ) /CHLOROBENZENE
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FIGURE 7.11
POLY (DIMETHYL S I LOXANE ) /METHYL ETHYL KETONE
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FIGURE 7.13
POLY I SOBUTYLENE/CYCLOHEXANE
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FIGURE 7.14
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CHAPTER VIII
POLYMER/POLYMER SYSTEMS
As mentioned in Chapter II, the major problem with determining polymer/polymer
interaction parameters by IGC (or any ternary solution technique for that matter) is the
solvent dependency of the (indirectly) measured polymer-polymer interaction parameter.
This solvent dependency is a result of the inadequacy of current polymer solution
thermodynamic theories to account for all of the interactions which occur in a ternary
mixture (Al-Saigh and Munk, 1984). Following the success of the modifications to the
Sanchez-Lacombe theory for polymer/solvent systems, the extension of the modified
Sanchez-Lacombe theory to ternary systems is examined.
8.1 Solvent Dependent Interaction Parameters
The solvent dependency of polymer/polymer interaction parameters measured by
IGC has been attributed to both experimental difficulties with the IGC technique (Doube
and Walsh, 1980; Walsh and Rostami, 1985b) and to deficiencies in the current polymer
solution thermodynamic theories (Al-Saigh and Munk, 1984). The polymer-polymer
interaction parameter represents the difference between several polymer-probe interactions
of the same order of magnitude. If the polymer-probe interaction parameters can not be
measured with sufficient accuracy, then the error associated with the resulting polymer-
polymer interaction parameter will render it of little use. Braun and Guillet (1976) and
Doube and Walsh (1980) have discussed the effects of both surface adsorption effects and
diffusion limitation in the stationary phase on IGC measurements. Traditionally, IGC has
been limited to temperatures of at least 50°C above the glass transition temperatures of the
homogenous systems in order to eliminate the effects of surface adsorption and diffusion
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limitation. Surface adsorption can lead to large errors in the measured retention volume if
not properly accounted for. Pawlisch (1984) has shown that the use of capillary columns
eliminates many of the problems encountered with packed column IGC, including surface
adsorption effects, and that with capillary IGC, reliable data can be obtained at temperatures
within 10°C above the glass transition temperature.
Al-Saigh and Munk (1984) conducted a two part investigation of the observed
solvent dependency of the (IGC measured) polymer-polymer interaction parameter. The
first part verifies that the observed solvent dependency is a real phenomenon and is not an
artifact of the lack of accuracy in the IGC technique. Table 8. 1 shows the polymer-polymer
interaction parameters for the blend poly(methyl acrylate)/ poly(epichlorohydrin) in several
solvents. The solvents are listed in groups of like functionalities (e.g. alkanes, aromatics,
alcohols, etc.) There is a clear distinction between in the measured polymer-polymer
interaction parameter of each the group. In addition, for the alkanes, Al-Saigh and Munk
show that a plot of the polymer-polymer interaction parameter versus the number of
carbons in the alkane results in a linear plot, emphasizing that the solvent dependency is
real and not an artifact.
Several experimental errors are pointed out by Al-Saigh and Munk in previous
studies which may have lead to some improper conclusions. In a number of studies, the
experimental temperature is too close to the glass transition temperature. Even though
capillary IGC may be extended to temperatures close to the glass transition temperature
(Pawlisch, 1984), the T
g
+ 50°C limit established by Lavoie and Guillet (1969) is still
applicable to packed column work where the thickness of the polymer film in the column is
less than in capillary work. Another possible source of error may be inadequate precision in
the estimation of elution times in those cases where the specific retention volume, Vg, is
small (i.e. when the elution time of the probe and the marker are very close). Elution peak
maxima are not reliable measures of retention time (Pawlisch, 1984).
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Ashworth et al. (1984) found that the major source of experimental error is the
determination of the mass of polymer in the column. Generally, a calcination technique is
used to determine the mass of polymer. Ashworth et al. state that only through exhaustive
extraction with boiling solvent while the packing is being stirred can the mass of the
polymer be accurately determined. Other techniques can lead to erroneous values for the
mass of polymer which result in incorrect values for the specific retention volume. Using
their technique for determining the polymer mass, excellent agreement (< 1% difference)
between static (i.e. solvent vapor sorption) and IGC determined interaction parameters is
found for several poly(dimethyl siloxane)/solvent systems.
The second part of the investigation by Al-Saigh and Munk (1984) shows that the
quantity that is identified in previous studies as the polymer-polymer interaction parameter
contains various polymer-probe interactions not accounted for by the expressions for the
Gibbs free energy used in these studies. Using a modified form of the Flory-Huggins
theory, a qualitative theoretical prediction of the dependence of the polymer-polymer
interaction parameter on the solvent is shown to be possible.
The work of Shiomi et al. (1985) using osmotic pressure measurements shows that
the solvent dependency of the polymer-polymer interaction is not limited to IGC
measurements, but is a problem with all ternary solution techniques due to the inadequacy
of the current solution thermodynamic techniques to account for all of the interactions
which occur in a ternary solution. Using the Flory equation of state theory extended to
ternary mixtures, the polymer-polymer interaction parameter for a blend of polyvinyl
methyl ether)/polystyrene in toluene and ethylbenzene is measured by osmotic pressure.
The measured interaction parameters vary not only in magnitude, but also in sign at the
same concentration (i.e. ratio of 02 to 03) in the two solvents.
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8.2 Extension of the Sanchez-Lacombe Theory to Ternary Mixtures
The work of Ashworth et al. and Al-Saigh and Munk establishes that IGC is
capable of sufficient accuracy to be of great value in measuring interaction parameters at
infinite solvent dilution, and that the solvent dependency of the IGC measured polymer-
polymer interaction parameter is a result of weaknesses in the thermodynamic theories used
to correlate the IGC data and not a fault of the IGC technique itself. The next step is to find
a solution thermodynamic theory capable of accounting for all of the polymer-probe
interactions encountered in a ternary solution.
The success of the modified Sanchez-Lacombe theory for binary polymer/solvent
systems suggests that it may contain the elements required to extend the theory to ternary
solutions. The extension of the Sanchez-Lacombe theory to multicomponent mixtures is
outlined in Appendix B. After some rather lengthy algebra, the chemical potential of
component 1 in a ternary mixture, for model I (see Chapter VII), is given by
(Hj-UfVkT = ln0! + (l-ri /r2)02 + (l-ri /r3)03 - (r 1
0
pv
1
*/kT)[92iX21 + 8 31X31
^12{(SlIl20222/S2) + (S 1020322/S 303'C32)} + ^13{(SiXi203e232/S202T23)
(s
1
X 13e 332/s3)} - (S!>.32X1202e322/s303X32 ) - (Si^T^G^/s^x^)]
I'KPrft/Tj + P^v-V!)/?! + (v-l)ln(l-p) + (l-v^mO-p^ InCp/p^/rf] (8.1)
For IGC work, the infinite solvent dilution weight fraction activity coefficient is required.
At infinite solvent dilution (i.e. w^O), equation (8.1) yields
ln^/Wi)00 = ln[l/{w2(pVp*2) + (l-w2)(p*i/p*3)}]
+ (1-^)02 + (l-r 1 /r3)03 - (rfpV/kT)^^ + 631X31
+ ^12{(S 1X 120222/S2) + (Sl029322/S303x32)} + ^13{(s lT12039232/s202x23)
+ (s 1T 13e33
2/S3)} - (s
1
k32Ti202e322/S303T32) - (s 1X23X 1303e232/s202X23)]
+ rj'Kfr-p'VTj + P^v'-vjVT ! + (v'-l)ln(l-p') + (l-v 1)ln(l-?1)+ ln^'/p^V] (8.2)
+
+
+ r
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where the subscript 1 refers to the solvent and 2 and 3 the polymers, the Wi's are mass
fractions, and p' and v' are the reduced density and volume of the blend. Note that at
infinite solvent dilution (02+03 )= l. As mentioned earlier, the Sanchez-Lacombe theory is
better suited for IGC work than the Flory equation of state theory since the Sanchez-
Lacombe characteristic parameters are temperature independent. Recall that in IGC work,
the activity is measured as a function of temperature at constant concentration rather than a
function of concentration at constant temperature. The Flory equation of state theory would
require characteristic parameters for each temperature of interest.
8.3 Data Reduction
In order to investigate the ability of the modified Sanchez-Lacombe theory to handle
ternary solutions, a blend of polystyrene and poly(n-butyl methacrylate) is chosen. The
reason for this choice is that considerable IGC data exists for polystyrene (see Table 1.2).
The blend data is from the work of DiPaola-Baranyi (1981) and DiPaola-Baranyi and Degre
(1981). The first step is to obtain the two sets of binary parameters for each
polymer/solvent pair. At infinite solvent dilution, equation (5.125) yields
In^i/Wi)00 = to(p*2/p*i) + (l-ri/r2) - (ri°p2vi*/ kT)[?t21 + (s^T^id
+ r,
6
[(PrP2)/ri + P^-V!)/!1! + (v2-l)ln(l-p2 ) + (l-ViMl-ft) + lnfo/ft )/rf] (8.3)
where ii 2 ' is Tj 2 evaluated at 0j=O. Expressing equation (8.3) in terms of the Flory-
Huggins expression for the weight fraction activity coefficient at infinite solvent dilution
ln^/w^ = ln(p2*/Pl *) + (l-ri /r2) + Xn°° (8-4 )
yields the Sanchez-Lacombe expression for the Flory-Huggins interaction parameter
Xl2°° = - (rffovi*/ kT)ft21 + (HWllhll
+ rfKprp^/T! + Pi^-vO/T! + (v2-l)ln(l-p2) + (l-v^lnCl-ft) + Info/PiW (8.5)
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The binary parameters are obtained by fitting equation (8.3) to the infinite solvent dilution
weight fraction activity coefficient data as a function of temperature using the same
nonlinear regression analysis as discussed in Chapter VH. The characteristic parameters for
the polymers and the solvents are listed in Tables 8.2 and 8.3 respectively.
Once the binary parameters are obtained for each polymer/solvent pair, the ternary
data is determined. The infinite solvent dilution weight fraction activity coefficient for the
interaction of the solvent with the blend, (jk^CoT. * also determined from equation
(2.10). The binary parameters for the blend are then obtained by fitting equation (8.2) to
the infinite solvent dilution weight fraction activity coefficient data for the solvent in the
blend as a function of temperature using the same nonlinear regression analysis as above.
A dearth of experimental excess volume data forces the use of an ideal mixing rule
to calculate the blend density data
vsp = w2vsp2 + (l-w2)vSp3 (8.6)
p* = l/[(w2/p2*) + ((l-w2)/p3 *)] (8.7)
P* = (l/vsp)/p* (8.8)
where w2+w3=l. The specific volume data are calculated from the equation of state using
the characteristic parameters listed in Table 8.2. For polymers, the 1/r term approaches zero
and the equation of state, equation (5.31), reduces to
p2 + P + T[ln(l-p) + p] = 0 (8.9)
which satisfies a correspondings states principle.
8.4 Results
The experimental and calculated data for the two polymer/solvent pairs and the
ternary systems are given in Tables 8.4 - 8.6. In every case, the modified Sanchez-
Lacombe theory does an excellent job of representing the activity data as a function of
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temperature. The binary parameters obtained from the regression analysis for each
polymer/solvent pair and for the blend in each solvent are listed in Table 8.7. The polymer-
polymer interaction parameters listed in Table 8.6 are obtained by substituting the binary
parameters for the blend into equation (8.5). Except for poly(n-butyl methacrylate) in
benzene, the signs of the binary parameters agree.
Despite the modifications made to the expression for the intermolecular potential
energy in the Sanchez-Lacombe theory, the polymer-polymer interaction parameters remain
dependent on the solvent in which they are measured. As demonstrated by Sanchez and
Lacombe (1978) for the original Sanchez-Lacombe theory and by the results of Chapter
Vn, the Sanchez-Lacombe theory is capable of correlating experimental enthalpy of mixing
data to within experimental error. This is consistent with the results of Higgins and
coworkers (Zhikuan, Ruona, Walsh, and Higgins, 1983; Allen, Zhikuan, Chong, Higgins,
and Tripathi, 1984) who used the (unmodified) Flory equation of state theory to correlate
the enthalpies of mixing for several polymer blends. The solvent dependency of the
measured polymer-polymer interaction parameters must therefore be a result
of an inadequate expression for the entropy of mixing of ternary systems.
The (unmodified) partial molar entropy of mixing, AS 1? consists of two terms, a
combinatorial term and a noncombinatorial term
ASixomb = -R tln0 i + (l-*i/r2)02 + Q-rfaW (4-62)
ASi ;n0ncomb = ^[(Pi-p)/^ + Pitf-v^! + (v-l)ln(l-p)
+ (l-v^lna-p!) + lntp/ftyrf] (8.10)
The combinatorial contribution is the Flory-Huggins expression for the entropy of mixing
extended to ternary mixtures. As mentioned by Chahal, Kao, and Patterson (1973), the
Flory-Huggins entropy of mixing may not be valid for systems which differ greatly in
molecular size. In addition, equation (4.62) is based on a random mixing assumption
which is not valid for systems where specific interactions exist.
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The noncombinatorial contribution, equation (8.10), is a measure of the
compressibility of the mixture. This is the equation of state contribution. It is interesting to
note that this expression is identical regardless of the number of components in the mixture.
Since this expression is also based on a random mixing assumption, it reflects the overall
compressiblity of the mixture without accounting for local composition fluctuations.
As pointed out by Chahal, Kao, and Patterson, there is a relationship between the
insufficiently negative predictions for both the entropy and volume of mixing.
Improvement in the modified Sanchez-Lacombe theory may be achieved by redefining the
close-packed mixture volume, v* to provide agreement with experimental excess volumes,
or the use of a configurational partition function which accounts for local composition
differences. As shown by Hamada et al. (1980) for the Flory equation of state theory, the
use of different combining rules for v* can lead to improvement in the prediction of excess
volumes. Unfortunately, a consistent set of combining rules applicable to all systems
probably can not be found. Another possibility is to redefine the hard core (close-packed)
state to include local composition effects.
Changing the combining rules for v* or redefining the hard core state may improve
the predicition of the entropy of mixing. However, these corrections may mask the true
problem which is deriving a configurational partition function which is capable of
describing the configurations of a ternary mixture where preferential interactions exist. The
influences exerted by the solvent on the two polymers, both individually and as a blend,
and the influence of each polymer on the solvent and on the other polymer, creates a local
ordering in the mixture. The local structure will vary from point to point in the mixture with
the result that a description of the mixture in terms of a simple lattice model may no longer
be possible. A radial distribution function approach may resolve some of the problems with
solvent-dependent polymer-polymer interaction parameters. The complex mathematical
nature of a radial distribution function for two polymers in a mutual solvent
greatly limits
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the practicality of this approach. The local composition concept offers potential.
Unfortunately, it is an empirical approach without any clear guidelines as demonstrated in
Chapter VII.
8.5 Suggestions for Future Work
The use of IGC to obtain polymer-polymer interaction parameters in polymer
blends, although experimentally very attractive due to the ease of the technique, is severely
limited by the ability of the current polymer solution thermodynamic theories to model
ternary solution behavior. This weakness is not limited to IGC, but is a problem for all
ternary solution techniques. However, the use of the modified Sanchez-Lacombe theory (or
the modified Flory equation of state theory) to model polymer/polymer behavior should not
be abandoned. These theories are quite capable of describing binary solution behavior and
will therefore be extremely valuable in correlating data from techniques capable of directly
measuring the thermodynamics of polymer/polymer (binary) systems, such as the work of
Stein and coworkers (Russell and Stein, 1980, 1982; Hadziioannou and Stein, 1984) using
small angle neutron scattering and the work of Kopperstein (1985) on measuring the
surface tension between polymers in a blend. Although the work of Stein and coworkers is
limited to systems where a mean field approximation is valid (i.e. a system where specific
interactions are absent), data from small angle neutron scattering in conjunction with data
from a technique capable of measuring interactions in systems with specific interactions
(such as surface tension measurements) could be extremely valuable in determining the
configurational partition function of ternary systems. Walsh and Rostami (1985a) have
successfully applied the Flory equation of state theory to determine the
effect of pressure on
the phase separation behavior of several polymer mixtures. In addition,
Koningsveld and
Kleintjens (1985) included surface area fractions (see equation (5.99)) in
their modification
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of the Flory-Huggins theory and have achieved a high degree of success in modeling
binodals and spinodals in both binary and ternary polymer systems. Once a sufficient data
base has been generated, the task of deriving a configurational partition function which
accounts for all of the interactions which occur in a ternary mixture will be easier.
Ultimately, a priori predictions about blend compatibility may be possible.
Table 8.1
Polymer-Polymer Interaction Parameters in Several Solventsfor a Poly(methyl acrylate)/Polyepichlorohydrin Blend at 76°C
^
0l
7
nt
X23 (474%)
n-heptane q 3^
n-octane
n-decane
0.26
0.14
isopropyl alcohol q. 1
3
t-butyl alcohol Q 21
ethyl acetate
_o.05
t-butyl acetate
_q!o5
methylene chloride o. 1
2
carbon tetrachloride o. 1
0
benzene
toluene
-0.06
-0.09
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Table 8.2
Polymer Characteristic Parameters
PnBMA
Mn 110000 73500
P* (g/cm3 ) 1.0880 1.1158
T* (K) 790.1 648.9
Sanchez- P* (cal/cm3 ) 89.00 110.30
Lacombe *V (cm3/mol) 17.64 11.69
r 5731. 5635.
s 8.90 14.91
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Table 8.3
Solvent Sanchez-Lacombe Characteristic Parameters
p* T* *V r s
benzene 0.8860 523.0 106.0 9.80 8.99 5.53
n-butyl acetate 1.0030 498.0 94.2 10.50 11.03 10.49
carbon tetrachloride 1.7880 535.0 194.2 5.47 15.72 7.20
chlorobenzene 1.2060 585.0 104.0 11.18 8.35 7.37
cyclohexane 0.8910 497.0 91.5 10.79 8.75 7.53
n-octane 0.8150 502.0 73.6 13.55 10.34 12.34
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Table 8.4
Thermodynamic Data for Polystyrene and Several Solutes at Infinite Dilution
Experimental Sanchez-Lacomhe
T (ai/w,) Xl2 (ai/wj) Xl2
UCI1Z.CI 1C a no 0.40 4.98 0.40
443.2 4.91 0.39 4.92 0.39
453.2 4.88 0.38 4.88 0.38
n-butyl acetate2 435.5 10.91 1.31 10.86 1.31
AA^ 0 1 0 11.Z1 C\ C\C\y.yy 1.22
502.6 7.25 0.90 7.23 0.90
carbon tetrachloride3 396.5 3.12 0.64 3.12 0.65
9 7QZ. ly L.I Y 0.50
447.4 2.37 0.36 2.42 0.38
chlorobenzene2 435.5 6.11 0.91 6.09 0.91
445.0 5.75 0.85 5.82 0.86
493.0 5.24 0.76 4.93 0.70
502.6 4.56 0.62 4.82 0.68
cyclohexane 1 433.2 7.85 0.86 7.83 0.86
443.2 7.51 0.82 7.55 0.82
453.2 7.36 0.80 7.34 0.79
n-octane4 403.2 10.38 1.05 10.38 1.05
418.2 9.80 0.99 9.76 0.99
423.2 9.54 0.97 9.60 0.97
433.2 9.34 0.95 9.31 0.94
443.2 9.04 0.91 9.07 0.92
448.2 8.99 0.91 8.97 0.91
463.2 8.73 0.88 8.73 0.88
References:
1. DiPaola-Baranyi, G., and J. E. Guillet, Macromolecules, 11, 228 (1978).
2. Giindiiz, S., and S. Dinger, Polymer, 21, 1041 (1980).
3. Covitz, F. H., and J. W. King, J Poly. Sci., 1Q, 689 (1972).
4 Schuster, R. H., H. Grater, and H. Cantow, Macromolecules, 12, 619 (1
Table 8.5
Thermodynamic Data for Poly(n-butyl methacrylate)
and Several Solutes at Infinite Dilution
Experimental Sanchez-Lar.omhf
benzene
T
393.2
403.2
413.2
(aj/wj)
4.56
4.58
4.61
Xl2
0.29
0.29
0.30
(ai/wj)
4.56
4.58
4.61
X12
0.29
0.29
0.30
n-butyl acetate 393.2
403.2
413.2
5.49
5.46
5.43
0.60
0.59
0.59
5.49
5.46
5.43
0.60
0.59
0.59
rarhnn tPtrarhlrwHHpV~- CU UU1 1 LC- LI dC- 1 1 1 \Jl ILit ^Q^ 9J7J.A
403.2
413.2
9 7^L. 1
J
2.70
2.68
n aqU.4o
0.47
0.46
2.73
2.70
2.68
0.48
0.47
0.46
chlorobenzene 393.2
403.2
413.2
3.18
3.19
3.23
0.24
0.24
0.25
3.20
3.20
3.20
0.24
0.24
0.24
cyclohexane 403.2
413.2
7.13
7.08
0.74
0.73
7.13
7.08
0.74
0.73
n-octane 403.2
413.2
9.92
9.81
0.98
0.97
9.92
9.81
0.98
0.97
Reference: DiPaola-Baranyi, G., Macromolecules, J4, 683 (1981).
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Table 8.6
Thermodynamic Data for Polystyrene/Poly(n-butyl methacrylate) Blend
and Several Solvents at Infinite Dilution
Experimental Sanchez-Lacomhe
Dcnzene
T (aj/wj) (aywj) X23
393.2 4.44 4.44
-0.68
403.2 4.46 A A tC4.46
-0.69
413.2 4.49 4.49
-0.71
423.2 4.52 4.52
-0.72
n-Dutyi acetate 393.2 5.49 5.42 0.62
403.2 5.33 C A Aj.44 f\ AO0.48
413.2 5.46 5.45 0.36
423.2 5.51 5.48 0.25
carbon tetrachloride 393.2 2.70 2.70 1.29
403.2 2.68 z.oy 1.13
413.2 2.70 2.69 0.99
423.2 2.68 2.68 0.86
chlorobenzene 393.2 3.13 3.13 0.56
403.2 3.14 3.15 0.46
413.2 3.17 3.16 0.38
423.2 3.18 3.18 0.30
cyclohexane 393.2 7.29 7.28 1.00
403.2 7.13 7.14 0.96
413.2 7.02 7.02 0.92
423.2 6.93 6.93 0.88
n-octane 393.2 11.16 11.17 0.37
403.2 10.84 10.83 0.35
413.2 10.53 10.54 0.33
423.2 10.29 10.29 0.31
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Table 8.7
Binary Interaction Parameters
benzene
^-21
27.05
^12
-25.87
^31
1.64
^13
-6.34
^32
-11.46
^-23
31.55
n-butyl acetate 52.20 -26.34
-11.96 14.71 -21.02 55.06
carbon tetrachloride 60.16 -23.09
-15.71 16.57 -22.54 51.55
chlorobenzene 30.79 -21.97
-1.61 0.00 -18.63 42.50
cyclohexane 34.66 -26.62
-11.32 16.91 -6.69 3.12
n-octane 27.34 -16.85
-5.64 1.46 -2.74 1.04
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APPENDIX A
VOLUME FRACTIONS
The "true" volume fraction of a component in a multicomponent mixture is the
volume which the component occupies in the mixture divided by the total volume of the
mixture. Since it is impossible to measure this quantity experimentally, it is normally
assumed that the volume that a component occupies in the mixture is equal to the volume
the component occupied in the pure state at the same temperature and pressure giving
0i = Vi/V (A.l)
where Vj is the volume of pure component i and V is the volume of the mixture.
Equation (A.l) implicitly assumes additivity of volumes (i.e. no volume change
upon mixing). It is common practice therefore, to approximate the volume fraction as
0i = Vj/V = WjVi/IwiVi (A.2)
where Wj is the weight of component i and vj is the specific volume of component i.
Dividing by the total mass of the mixture
0i * miVj/XmiVj (A.3)
where mj is the mass fraction of component i. Along similar lines, the volume fraction can
be expressed in terms of molar volumes
0i * NiViVXNiVj
0
= XiVf/ZxiVi
9
• (A.4)
where Nj, Vf, and x[ are the number of moles, molar volume, and mole fraction of pure
component i respectively.
For incompressible fluids, equation (A.4) is an adequate approximation. However,
for compressible fluids where volume additivity does not hold, equation (A.4) is
unsatisfactory. First, for compressible fluids the volume occupied by a component in a
mixture is (generally) not equal to the volume the component occupied in the pure
state at
184
185
the same temperature and pressure. Second, and more important, the volume of the mixture
is not equal to the weighted sum of the pure component volumes (i.e. it is not additive).
By definition, the total molar volume is equal to the sum of the partial molar
volumes multiplied by the corresponding mole fractions. Thus, it would seem logical to
replace the molar volumes in equation (A.4) by partial molar volumes
0i = \VVt (A.5)
where Vj is the partial molar volume of component i. However, as pointed out by van
Welie and Diepen (1961), systems are known (e.g. ethylene/naphthalene) for which this
approach would lead to physically meaningless, i.e. negative, values of 0 over a
considerable concentration range. This argument also holds if there is volume additivity.
Many systems, especially polymer systems, exhibit deviations from volume
additivity, i.e. they exhibit nonzero excess volumes. In these cases, none of the equations
presented above are correct. For polymer systems, several different approximations for
volume fraction are used. Some of these are based on an empirical hard core (close-packed)
state while others are site fractions which measure the number of sites occupied by a
(number average) molecule on a lattice.
One of the more important aspects of polymer science is the concept of free volume.
Polymeric liquids possess more free volume than low molecular weight organic liquids,
and as a result, when a polymer and a low molecular weight organic solvent are mixed, a
negative excess volume (a density contraction) generally results. There are some
exceptions. In some cases, the thermodynamic interactions are unfavorable (i.e. repulsive)
resulting in positve excess volumes (e.g. polyisobutylene/benzene). Nevertheless,
deviations from volume additivity must be considered in polymer systems.
On a very elementary level, a polymer chain can be thought of as a string of
identical beads conected by a massless (and therefore volumeless) string, where each bead
represents a segment (or mer) of the polymer chain. These mers do not necessarily
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correspond ttm^ repeat uni( ,^ beads
_ p]aced a^ ^
hey w
1 Paok tnto some random (disordered, configuration ^
be confused with the arrangement tha( cou ,d „e^ ;f^^_ ^ ^
ordered configuration. Disorder^ close-packing is no, as dense as ordered Cose-pack.g
The voiume, including the free vo.ume around the bead, occupied by a head (mer) in*
disordered close-packed (hard core) state is the hard core (or close-packed) volume of a
mer, v
.
The dose-packed state is similar to the glassy state in powers. It should he
obvtous that the assumption of volume additivity can be applied to the c.ose-packed state
w.th a greater degree of certainty than possible for the liquid state. Using this idea, both the
Flory equation of state (Flory, Orwo.l, and Vrij, 1964a,1964b) and the Sanchez-Laeombe
eqaution of state (Sanchez and Lacombe, 1976,1978; Lacombe and Sanchez, 1976)
theories employ volume fractions based on a hard core (close-packed) state in which
volume additivity is assumed. The volume fraction of component i in the hand core state is
given by
0i = riNi/EqNi = mivsp^/lmivspi* (A . 6)
where q is the number of segments (or mers) in a (number average) molecule of component
i, Ni is the number of (number average) molecules of component i, m
{ is the mass fraction
of component i, and vspi* is the characteristic (hard core) specific volume of component i.
The hard core volume of the mixture is assumed to be additive. Various functions
are used for the hard core mixture volume. For example, in the Sanchez-Laeombe theory,
the hard core mixture volume is given by
v* = 10i\* (A.7)
where
0i° = rfNi/SqNi = (mi/piV^yKmi/pi*^*) (A.8)
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0i° is the theoretical site fraction which guarantees that equation (A.6) is satisfied, rf is the
number of mers occupied by component i in the pure close-packed state, and vj* is the
characteristic (close-packed) molar volume of component i. Note, both theories assume that
XrjNi = IrfNi (A.9)
Several German authors prefer to use the basic (or segment) mole fraction x*
(Grundmolenbruch) as the composition variable in polymer solution work (Rehage, 1955;
Schmoll and Jenckel, 1956)
x* = (wpMm)/[(ws/Ms) + (wp/Mru)] (A. 10)
where M
s
is the molecular weight of the solvent, Mru is the molecular weight of the
polymer repeat unit, and w
s
and Wp are the weights of solvent and polymer respectively.
jig
As long as M
s
and Mru do not differ much, x will not deviate a great deal from 0.
Naturally, they are equal if the molar volumes of the solvent and segments are equal. One
drawback of this approach is that it does not account for the structure of the molecule.
Although two polymers may have repeat units of identical molecular weights, the free
volume of the two polymers can vary siginificantly due to differences in the structure of the
repeat units.
The volume fractions described above are global volume fractions, they are based
on the total amount of each component in the mixture without regard to how the molecules
or mers pack on a local level. A useful idea introduced by Wilson (1964) in his
modification of the Flory-Huggins theory is the concept of local composition. If some form
of interaction occurs between the components in the mixture, the composition of the
mixture a one point may differ from the composition at any other point in the mixture., i.e.
the local composition may differ from the global composition of the mixture.
Unfortunately, the local composition concept is empirical; a rigorous
method for
188
introducing local composition variables does not exist. Nevertheless, the local composition
concept is useful for describing nonrandom mixing effects.
APPENDIX B
MULTICOMPONENT CHEMICAL POTENTIAL EQUATION DERIVATION
Starting with the general equation for the Gibbs free energy
G = G/rNe* s-p + Pv + Tv[(l-p)ln(l-p) + (p/r)lnp]+ T[l(0j/rj)ln0j] (B.l)
The chemical potential of component i can be obtained using
Hi = (9G/9Nj)TjP>j£. (B.2)
where the subscript N' means that all Nj except Nj are to be held constant. It is convenient
to define the following intensive free energy
gCr^f, 02 °, , 0CA °) = G/rN = e*G (B.3)
or
G = rNg = Iri
0Nig (B.4)
i=l
where c is the number of components in the mixture. In obtaining equation (B.4), the fact
that
c
Iri
0
Ni = rN (B.5)
is used.
The chemical potential is now obtained in terms of g rather than G.
Mi = QomfapB = 0/aNi)T)P)Nl ^j'Njg]
j=l
(B.6)
= I[0/aNi)T>P(N- (rj'Njg)]
j=l
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Splitting equation (B.6) into two parts, one in terms of i and the other including all other
components, gives
W = n°g + ri oN i0g/aNi)T(P)ri. + Srk°NkOg/9N i)T5p(Ii, (B .7)
k=l
k*i
From equation (B.3)
c
dg = l@g/d0k)Tp&' d0k° + (ag/aT)P 0 ». dT + (9g/9P)T 0. dP (B.8)
k=l
Thus
Og/9Ni)T>P)Ii. = IOg/90k
o
)T)P)^- O0k
o
/3Ni)T(P>£i. (B.9)
k=l
It is easy to show that
0i
o
(l-0i
o
)Ni (i=j)
O0j e/aNi)T>P(ia. = { (B.10)
Substituting equations (B.9) and (B.10) into equation (B.7)
w = ri°g + ri
o
[Og/a0i°)T^. - i0k'(ag/a0k°)T,p^-] (b.id
k=l
All that is needed is to obtain \i\ is an explicit expression for g in terms of0 f, 02°,
, 0c-i°- Combining equations (B.l) and (B.3) gives
g = -pe* + Pve* + Tve*[(l-p)ln(l-p) + (p/r)lnp] + Te*[Z(0j/rj)ln0j] (B.12)
j=i
which can be rewritten as
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g = -pe + Pvv* + kT[(v-l)ln(l-p) + (l/r)lnp + I(0j/rj)ln0j] (B.13)
j=l
Substituting equation (B.13) into equation (B.l 1)
c-1
Hi = ri°{-p[e* + (de*/d0i)T>?^ - ^(de*^)^^]
k=l
c-1
+ Pv[v* + Ov*^^,. 10k@v*/Wk>TJ>&"] +kT(v-l)ln(l-p)
k=l
c-1
+ kTlnp[(l/r) + O(l/r)/a0i°)TM.. - 10]!L\d(l/T)/d0is ')Ttm<]
k=l
c-1 c-1
+ kT[X(0j/rj)ln0j + O/90i
o
)T)Pji2».Z(0j/rj)ln0j
j=l ' j=l
c-1 c-1
- I0k°O/50k°)T,P)|2^(0j /rj)ln0j] } (B.14)
k=l j=l
which, after performing the required differentiation yields
c c c
Hi = kT[ln0i + (l-(ri/r» + (ri°pvi*/2kT){2l0jAPij* -I I0j0mAPjm*}]
j=l j=l m=l
+ ri°kT[-(p/fi) + (Piv/Ti) + v{(l-p)ln(l-p) + (p/ri°)lnp}] (B.15)
By definition, the chemical potential of pure component i is given by
Hi° = m(0i=l) = ri'NiEii^-pi + PiVi + fivi{(l-pi)ln(l-pi) + (fiAfltaft}] (B. 16)
Considering the chemical potential per mer, equation (B. 16) can be rewritten
W° = ri°kT[-(pi/fi) + (Pivi/Ti) + vi{(l-pi)ln(l-pi) + (g/tf)tafi}] (B. 17)
Recalling that the activity of component i is given by
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lnai = (W-ni0)/kT (B.18)
then from equations (B.15) and (B.17)
c c c
(Mi-Mi'VkT = [ln0i + (l-(ri/r)) + (ri°pvi*/2kT){2 Z0jAPij* - 1 X0j0mAPjm*}]
j=l j=l m=l
+ ri°[(Pi-p)/Tj + Pi(v-vi)/Ti + (v-l)ln(l-p) (l-vi)ln(l-pi)+ (l/ri
0
)ln(p/pi)] (B.19)


