We present a methodology for estimating up and down-jump intensities in a portfolio credit ratings migration model. Emphasis is given to two particular issues that arise in practice: incomplete transitions data and time-inhomogeneity in the transition intensities. Our approach is ‡exible and computationally fast and should prove useful in a practical context. The model is …tted to a portfolio of S&P rated corporates.
Introduction and notation
In this paper we consider the estimation of systematic factors in a continuous-time Markov chain model of portfolio credit risk. Markov chains are a standard tool in credit risk modelling, see [JLT] among others. The portfolio in question may be a portfolio of corporate bonds rated by a ratings agency or a portfolio of internally-rated bank loans. The presence of systematic e¤ects implies the Markov chain is time-inhomogeneous. The estimation of parameters of a time-inhomogeneous chain from discrete data is, in its full generality, a di¢ cult problem. To make the problem tractable we therefore …x the inhomogeneity to take a piecewise constant form. This simpli…es parameter estimation yet leaves enough ‡exibility to make the model useful in practical applications, such as portfolio stress testing and economic capital determination.
Our estimation approach makes use of the methodology of Bladt and Sorensen (see [BS1] and [BS2] ). These authors develop estimation methods for multivariate, …nite-state, homogeneous Markov chains observed at discrete times, where the observations consist of credit ratings of individual obligors (names). Our methodology provides simple extensions to these estimators by allowing the transition intensities to vary through time and by allowing for transition data to be incomplete. Both of these features appear to be important in practice.
The paper is organised as follows. Section 2 presents the relevant Markov chain theory and derives a portfolio credit risk model. Section 3 presents the estimation approach and discusses how our methodology can accommodate missing observations and time heterogeneity. Section 4 presents our estimation results and section 5 concludes.
Credit quality of obligor k at time t L(t) = [ ij (t)] i;j2S
Generator matrix C(t) = [c ij (t)] i;j2S
Systematic factors (parameter matrix) e L = [ e ij ] i;j2S
Baseline transition intensities (parameter matrix)
Expected time spent in i by k with ratings fx tz ; x t z+1 g e f ij x(k;tz);x(k;t z+1 ) Expected no. transitions i ! j by k with ratings fx tz ; x t z+1 g e N(t z ; t z+1 ) = f e N ij (t z ; t z+1 )g Observed transition counts on t z ; t z+1 (discrete) e N (t z ; t z+1 ) = fE( e N ij (t z ; t z+1 ))g Missing transition counts on t z ; t z+1 (discrete)
No. observed transitions i ! j between t r and t s , s > r + 2 (discrete)
Dynamic portfolio credit quality model
We present a Markov chain model in which credit ratings are assumed to be observed state variables evolving on a discrete state space. Of primary interest is the determination of transition probabilities and their dependence on time. We provide a summary of the Markov chain theory relevant to our model and discuss how we propose to introduce time inhomogeneity in the chain.
Markov chain
We consider a portfolio of K names (obligors) and denote the credit quality of the k th name fX
g t>0 be the portfolio credit quality process and let S = f1; ::; Jg ; J 2 Z + be the credit quality state space. Hence at any time t there are K obligors in the portfolio distributed across J credit quality groups, where J << K in general. Set X = 1 to be the highest credit quality and X = J to be the lowest credit quality (default). The default state is assumed to be absorbing. We assume (X (k) t ) t>0 is a Markov chain with generator matrix L(t) = [ ij (t)] i;j2S and transition probability matrix P (t; t + ) = [p ij (t; t + )] i;j2S ; > 0. Since the transition intensities ij (t) depend on time the chain is time-inhomogeneous. Assume is the observation interval of credit ratings, which from here on we will consider to be one quarter. The generator matrices along with the initial probability vector P fX 0 = ig completely characterise the chain. The transition intensities satisfy
and a generator matrix satisfying these conditions is called a valid generator matrix. The intensities are in general unknown and represent parameters of the chain. Since the default state is absorbing, the intensity of transition from default to any non-default state is zero. Hence we also have J;j (t) = 0 for all j 2 S. By assumption the transition intensities of obligors with the same credit rating are equal. In the general (time-inhomogeneous) case the transition probability matrix and the generator matrix satisfy the relation
where I is the identity matrix (see [BR] , p. 328). In the special case L(s) = L(t)1fs 2 [t; t + )g the chain is said to be time-homogeneous on [t; t + ) and (1) collapses to
This latter formula is referred to as the matrix exponential and is useful in calculations.
Time inhomogeneity
To model time inhomogeneity we consider a representation of the form
where t z = fz : z = 0; 1; :::; T 1g and f e ij ; c ij (t z )g represent parameters to be estimated. This can be seen as a special case of (1). We refer to e ij > 0 as the baseline transition intensity and c ij (t) > 0 as the time inhomogeneity (or systematic) factor. The matrix representation is L(t) = e L C(t) where denotes the Schur (or Hadamard) product. The usefulness of this decomposition lies in the fact that it enables an interpretation of transition intensities in terms of long-run ( e ij ) and short-run (c ij ) components. 1 It also allows multi-period transition probability matrices to be expressed as the product of the matrix exponential of the generator matrix in each relevant time interval,
which is useful in practice.
Estimation
To estimate the parameters we draw upon and adapt the methodology of [BS1] and [BS2] .
In general, the fact that the continuous chain is observed discretely causes complications in the estimation, in particular the maximum likelihood estimator may not exist and if it does exist it may not be unique. Furthermore even when existence and uniqueness are veri…ed, maximisation of the likelihood requires an iterative solution due to the discrete observations and the possibility of missing ratings. 2 Thus we build our estimator in a series of steps, considering …rst the case where the set of ratings is complete.
Basic estimator
For the basic estimator we have from (2) (3) ij (t) = e ij c ij (t z )1ft 2 [t z ; t z+1 )g; z = 0; :::; T 1:
Furthermore we assume that state inhomogeneity depends on j according only to whether j is less than or greater than i,
where c u represents the up jump intensity and c d the down jump intensity. 3 Let = f e ij ; c u (t z ); c d (t z )g be the set of model parameters.
For the continuous time-1 Note that in the estimator discussed in the next section it is not strictly necessary to model inhomogeneneity in this way; the model could be estimated equivalently on a sequence of independent oneperiod intervals with restrictions placed directly on the admissible class of generator matrices. However we adopt the conventions discussed here for ease of interpretation.
2 Incomplete data is not likely to arise in commercially available databases such as S&P CreditPro however it is likely to occur in datasets which use an internal ratings-based approach, such as those maintained by retail banks.
3 A more general estimator is of course possible. Note that an identi…cation condition, such as cij(t0) = 1, is also required. inhomogeneous Markov chain de…ned by (3) the continuous likelihood 4 is
where N ij (t z ; t z+1 ) is the total number of transitions i ! j by all obligors on [t z ; t z+1 ) and
is the total time spent in rating i by all obligors on the same period. Taking logs and substituting (4) gives
and maximising obtains the three conditional MLEs
; z = 0; :::; T 1 (6)
; z = 0; :::; T 1:
While these estimators are unproblematic a di¢ culty arises in that they depend on N ij (t z ; t z+1 ) and R i (t z ; t z+1 ), which are unobservable since ratings are measured only at the discrete times t z . To address this [BS1] suggest the use of an EM algorithm, in which the continuous data are replaced by their conditional expectations and the likelihood is maximised iteratively. Below we provide a slight generalisation of the algorithm in [BS2] to the case where the transition intensity is given by (3)-(4). Let x(k; t z ) denote the rating of name k at time t z . Then to obtain the conditional expectations of the continuous data on [t z ; t z+1 ):
) and B = I+b 1 L(t z ) and calculate for all i 2 SnfJg, j 2 Snfig and k
where M i x(k;tz);x(k;t z+1 ) is the (x(k; t z ); x(k; t z+1 )) th element of M i and f ij x(k;tz);x(k;t z+1 ) is the equivalent element of f ij .
(ii) Calculate for all relevant i; j the conditional expectations
where e N(t z ; t z+1 ) = f e N ij (t z ; t z+1 ) : i; j 2 Sg is the matrix of observed transition counts for all (i; j) pairs between t z and t z+1 .
Note the distinction between e N ij (t z ; t z+1 ) and N ij (t z ; t z+1 ): the former is the number of transitions actually observed between discrete times t z and t z+1 while the latter is the number of unobserved continuous-time transitions on the interval [t z ; t z+1 ). Clearly E (N ij (t z ; t z+1 )) > e N ij (t z ; t z+1 ) since if a given number of obligors are observed to transition i ! j then the actual number of transitions on the same interval, which also includes transitions not observed between t z and t z+1 , must be at least this great.
With the above expectations in place an EM algorithm may be employed to maximise the likelihood:
Set iter = 0 and initialise the model parameters (0) at an arbitrary interior value, then: (i) [E step]: Set iter = iter + 1 and for all z 2 f0; :::; T 1g; i 2 SnfJg and j 2 Snfig compute E N ij (t z ; t z+1 ) (iter 1) ; e N (t z ; t z+1 ) E R ij (t z ; t z+1 ) (iter 1) ; e N (t z ; t z+1 )
using (8)-(9). (ii) [M step]:
For all z 2 f0; :::; T 1g; i 2 SnfJg and j 2 Snfig compute (5)- (7) with N ij (t z ; t z+1 ) and R i (t z ; t z+1 ) replaced by their expectations calculated in (i); update (iter) .
(iter 1) is less than tolerance set b = (iter) and exit, otherwise return to (i).
Missing ratings estimator
We now consider an extension of the above methodology to enable missing ratings to be accommodated. Let e N (t z ; t z+1 ) be the counterpart to e N(t z ; t z+1 ) comprising the transitions that were not recorded in the period t z ; t z+1 (the missing ratings). e N (t z ; t z+1 ) may exist for two reasons:
(a) There are obligors in the dataset whose date of departure t D occurs after the date of their …nal rating. 5 It is known in such cases only that the obligor does not default at the date of departure and that they were still active clients at the departure date.
(b) There may be obligors that are rated at some time before t z but not rated again until after t z+1 . 6 Thus a transition may have occurred at times t z ; t z+1 but is not recorded because the obligor was not reviewed during the period.
Clearly e N (t z ; t z+1 ) cannot be observed directly but its conditional expectation may be computed. To compute (a), let e N i (t z ; t D ); t D > t z be the number of obligors that were assigned the rating i at time t z but were not subsequently re-rated and left the books at the end of quarter t D . 7 The model can only accept transitions with both an initial and terminal rating (i.e., e N ij (t z ; t D )) as input. Thus to incorporate this information one must apportion e N i (t z ; t D ) across f e N ij (t z ; t D ) : j 6 = Jg on the basis of the expected number of transitions to each non-default j at t D . That is
To compute (b) we take the sum over all initial and terminal states and periods:
p ij (t z ; t z+1 ji 1; ; j 1 ) e N i 1; ;j 1 (t r ; t s ) for all i 6 = J and j 2 f1; :::; J 1g where e N i 1; ;j 1 (t r ; t s ) is observed and
is the probability of observing the rating pair (i; j) on t z ; t z+1 conditional on observing a transition from i 1 at t r to j 1 at t s . Note that the transition probabilities calculated in this step are conditional on survival in each period. The proof of (12) is as follows: if is available then for all relevant t z the period transition probabilities of the chain may 5 These observations can be expected to be especially numerous in the …nal few quarters of a dataset because obligors rated in very recent quarters will not have had time to be re-rated. 6 That is, there is a gap between the obligor's rating dates of two or more quarters and the interval straddles the period [tz; tz+1].
7 Note that e Ni(tz; tD) can be distinguished from e Nij(tz; tD) by the lack of the second subscript j.
be computed by exponentiation of L(t z ). Hence on homogeneous intervals the probability of any given path can be determined, p ij (t z ; t z+1 ji 1; ; j 1 ) , P X tz = i; X t z+1 = j jX tr = i 1 ; X ts = j 1 = P X ts = j 1 ; X t z+1 = j; X tz = i jX tr = i 1 P fX ts = j 1 jX tr = i 1 g
where each term on the RHS can be computed explicitly.
It is important to note that (a) must be computed before (b). The reason is that in (b) it is assumed that both an initial and a terminal rating exist but in (a) no terminal rating is available, therefore it must …rst be calculated. The counterparts to (8)- (9) are
where e N (t z ; t z+1 ) = fE( e N ij (t z ; t z+1 )) : i; j 2 Sg and e f ij x(k;tz);x(k;t z+1 ) and f M i
x(k;tz);x(k;t z+1 )
are as previous but with both observed and expected numbers of missing transitions taken into account. With the above expectations in place an EM algorithm can again be employed to maximise the likelihood. The procedure is similar to the basic estimator except there is now an extra expectation step:
Set iter = 0 and initialise the model parameters (0) at arbitrary interior values, then: (i) [E step]: Set iter = iter + 1 and for all z 2 f0; :::; T 1g compute e N (t z ; t z+1 ) = E e N ij (t z ; t z+1 ) (iter) ; n e N (t r ; t s ) o z;T r=0;s=z+1
: i 2 SnfJg; j 2 Snfig from (10)-(12).
(ii) [E step]: For all z 2 f0; :::; T 1g and i 2 SnfJg and j 2 Snfig compute
using (13)- (14).
For all z 2 f0; :::; T 1g compute (5)- (7) with N ij (t z ; t z+1 ) and R i (t z ; t z+1 ) replaced with their expectations calculated in (ii); update (iter) .
(iv) If 
Estimation results
The model is …tted to quarterly transitions from Standard & Poor's CreditPro database (US companies only) from 1981:1 to 2007:4. Data are binned into quarterly rating-to-rating transition counts with companies that transition to the "not rated"category ignored 8 . The S&P dataset is "complete"in the sense that ratings are available for every obligor in every quarter. Tables 1 and 2 show the estimated baseline generator matrix and the annual transition matrix associated with the generator. 9 Estimated annual migration probabilities match well the average empirical transition rates over the same period. A single pass of the EM algorithm can be implemented in MATLAB in only a few seconds on a 3.8GHz computer and highly accurate results can be obtained in under one minute. From a practical standpoint this is an important point in favor of the method. Estimated up and down systematic factors (4) are shown in Figure 1 . Note that the factors are negatively correlated with one another in general. This is as expected, since changes in credit conditions that increase the up jump intensity should concurrently decrease the down jump intensity and vice-versa. The net systematic factor c u (t z ) c d (t z ) also corresponds well to United States business cycle ‡uctuations (and particularly credit cycle ‡uctuations) over the same period. 
Basic estimator

Missing ratings estimator
To test the missing ratings estimator we simulate an incomplete S&P dataset by randomly selecting obligors and removing transitions at random locations in time. We then estimate the model using the missing-ratings EM algorithm of section 3.2. Our estimation results, which are available on request, con…rm the validity of the estimator.
Concluding remarks
This paper has developed a highly ‡exible yet tractable method for extracting systematic factors in a portfolio credit risk model. Several useful extensions to the methodology could form the basis for further work.
While the model has been …tted here to a portfolio of corporate credits, it is straightforward to apply the methodology to other portfolios that have di¤erent structural properties. For example in mortgage portfolios the intensity of prepayment is also of interest. This possibility can be easily incorporated in our model by adding an upper boundary as a second absorbing state. It is also straightforward to decompose the model by cohort. This is potentially an important factor when the credit underwriting standards have changed through time.
Systematic e¤ects in the model are estimated as free parameters. This means sharp changes in transition intensities and correlations from one period to the next, such as may occur in a contagion environment, can be readily captured. However contagion feedback e¤ects could also be incorporated directly into the model by conditioning the transition intensities on a default count variable, or some function of it; there are several ways of doing this, some examples include [FB] , [JY] and [GA] . Since the default count itself follows a continuous time Markov chain with transition intensities that depend on the default transition intensity, such a model would in this context comprise a system of transition intensities. It would be interesting to consider extensions of the estimators to this multi-intensity case.
The model addresses only the case when the systematic factors are estimated on the same frequency as the ratings. In practice it may be useful to extract systematic factors at a higher frequency. Extending the model to allow for intra-period variation in the factors is in principal straightforward. For example if t z;r = ft z + r m : r = 0; :::; m 1g; m > 1 is the set of equally spaced points between t z and t z+1 one could seek to estimate c ij (t z;r ) using the same approach as in section 3. However some subtleties arise. For example survivorship of obligors on intra-period intervals should no longer be assumed, c.f. (12). Also restrictions are required on the c ij (t z;r ) to ensure the model is identi…ed. There are several possible ways of ensuring identi…cation, including representing the model in a nonlinear …ltering framework. A more detailed examination of these issues will form the basis of a future paper.
