Selective image segmentation is the task of extracting one object of interest among 2 many others in an image based on minimal user input. Two-phase segmentation models 3 cannot guarantee to locate this object, while multiphase models are more likely to classify 
Introduction

21
Image segmentation is a fundamental task in image processing aiming to obtain meaningful 22 partitions of an input image into a finite number of disjoint homogeneous regions. Segmentation 23 models can be classified into two categories, namely, edge based and region based models; other 24 models may mix these categories. Edge based models refer to the models that are able to value c 2 . In a level set formulation, the unknown curve Γ is represented by the zero level set of the Lipschitz function such that Γ = {(x, y) ∈ Ω : φ (x, y) = 0} , Ω 1 = inside (Γ) = {(x, y) ∈ Ω : φ (x, y) > 0} , Ω 2 = outside (Γ) = {(x, y) ∈ Ω : φ (x, y) < 0} .
Let n 1 geometric constraints be given by a marker set A = {w i = (x * i , y * i ) ∈ Ω, 1 ≤ i ≤ n 1 } ⊂ Ω where each point is near the object boundary Γ, not necessarily on it [47, 54] . The selective 139 segmentation idea tries to detect the boundary of a single object among all homogeneity intensity 140 objects in Ω close to A; here n 1 (≥ 3). The geometrical points in A define an initial polygonal 141 contour and guide its evolution towards Γ [54] .
142
It should be remarked that applying a global segmentation model first and selecting an 143 object next amount provide an alternative to selective segmentation. However this approach 144 would require a secondary binary segmentation and is not reliable because the first round of 145 segmentation cannot guarantee to isolate the interested object often due to non-convexity of 146 models.
147
Distance Selective Segmentation model
148
The Distance Selective Segmentation (DSS) model [52] was proposed by Spencer and Chen
149
[52] in 2015. The formulation is based on the special case of the piecewise constant Shah functional [43] where it is restricted to only two phase (i.e. constants), representing the 151 foreground and the background of the given image z (x, y).
152
Using the set A, construct a polygon Q that connects up the markers. Denote the function 
where µ and θ are nonnegative parameters. In this model g(s) = 1 1+γs 2 is an edge detector The CDSS was obtained by relaxing H ε → u ∈ [0, 1] to give:
and further an unconstrained minimization problem:
where r = (c 1 − z) 2 − (c 2 − z) 2 and |∇u| g = g (|∇z|) |∇u|, ν (u) = max 0, 2 u − usually κ = 0.5.
171
In order to compute the associated Euler Lagrange equation for u they introduce the regu-172 larized version of ν (u):
Consequently, the Euler Lagrange equation for u in equation (3) is the following
where f = −r − θP d − αν (u). When u is fixed, the intensity values c 1 , c 2 are updated by
Notice that the nonlinear coefficient of equation (4) ∂u ∂ n = 0, on ∂Ω which corresponds to minimize the following differentiable form of (3)
According to [52, 51] , the standard AOS which generally assumes f is not dependent on u
180
is not adequate to solve the model. This mainly because the term ν (u) in f does depend on u,
181
which can lead to stability restriction on time step size t. Moreover, the shape of ν (u) means 
202
Our starting point is to rewrite (3) as follows:
(6) where w is the new and dual variable, the right-most term enforces w ≈ u for sufficiently small 204 ρ > 0 and |∇u| g = g (|∇z|) |∇u| . One can observe that if w = u, the dual formulation is reduced 205 to the original CDSS model [52] .
206
After introducing the term (u − w) 2 , it is important to note that convexity still holds with 207 respect to u and w (otherwise finding the global minimum cannot be guaranteed). This can be
208
shown below. Write the functional (6) as the sum of two terms:
For the functional Q (u, w), we can show that the weighted total variation term T V g (u) is convex 210 below. The remaining two terms (depending on w only) are known to be convex from [52, 51] .
211
By definition of convex functions, showing that the weighted total variation is a convex can be 212 done directly. Let u 1 = u 2 be two functions and
Similarly, for the functional S (u, w), let u, w : Ω ⊆ R 2 → R and
Alternatively, the Hessian (u − w) 2 = 2 −2 −2 2 . Clearly the principal minors are ∆ 1 = 215 2, ∆ 2 = 0 which indicates that the Hessian[(u − w) 2 ] is positive semidefinite and so S (u, w) 216 is convex.
217
As the sum of two convex functions Q, S is also convex, thus J (u, w) is convex.
218
Using the property that J is differentiable, consequently, the unique minimizer can be com-
219
puted by minimizing J with respect to u and w separately, iterating the process until convergence 220 [11, 15] . Thus, the following minimization problems are considered:
ii). when u is given: min
223
Next consider how to simplify J 2 further and drop its α term. To this end, we make use of 224 the following proposition:
225
Proposition 1 The solution of min w J 2 is given by:
227
Proof : Assume that α has been chosen large enough compared to f L ∞ so that the exact 228 penalty formulation holds. We now consider the w-minimization of the form w (x) ∈ [0, 1] for all x, then so is u (x) after the u-minimization.
233
This claim allows us to "ignore" the ν (w) terms: on one hand, its presence in the energy is w-minimization can be written in this equivalence form: min
Consequently, the point-wise optimal w (x) is found as
237
Thus the w-minimization can be achieved through the following update: 
In alternating minimization form, the new formulation is equivalent to solve the following
Notice that the term ν (w) is dropped in (9) and the explicit solution is given in (7) This section presents our multilevel formulation for two convex models: first the CDSS model 
248
For simplicity, we shall assume n = 2 L for a given image z of size n × n. The standard Our goal is to solve (5) using a multilevel method in discretize-optimize scheme without ap-257 proximation of ν (u). The finite difference method is used to discretize (5) as done in related 258 works [13, 16] . The discretized version of (5) is given by
Here u denotes a row vector.
263
As a prelude to multilevel methods, minimize (10) by a coordinate descent method (also 264 known as relaxation algorithm) on the finest level 1:
and repeat the above steps with m = m + 1 until stopped.
267
Here equation (11) is simply obtained by expanding and simplifying the main model in (10) 268 i.e.
269
CDSS loc (u i,j , c 1 , c 2 )
with Neumann's boundary condition applied where CDSS (m−1) denotes the sum of all terms in 270 CDSS a that do not involve u i,j . Clearly one seems that this is a coordinate descent method.
271
It should be remarked that the formulation in (11) is based on the work in [13] and [16] .
272
Using (11), we illustrate the interaction of u i,j with its neighboring pixels on the finest level 273 1 in Figure 1 . We will use this basic structure to develop a multilevel method.
274
Figure 1: The interaction of u i,j at a central pixel (i, j) with neighboring pixels on the finest level 1.
Clearly only 3 terms (pixels) are involved with u i,j (through regularization)
The Newton method is used to solve the one-dimensional problem from (11) by iterating
giving rise to the form
where
278
T old =μg i,j
To develop a multilevel method for this coordinate descent method, we interpret solving (11) as looking for the best correction constantĉ at the current approximation u (m) i,j on level 1 (the finest level) that minimizes for c i.e.
Hence, we may rewrite (11) in an equivalent form: k pixels, in that box, denoted by symbols , , ∆, ∇. This is important in 295 efficient implementation.
296
With the above information, we are now ready to formulate the multilevel approach for 297 general level k. Let's set the following: 
The illustration shown above is consistent with Figure 2 (f) and the key point is that interior 301 pixels do not involve c i,j in the formulation's first nonlinear term. This is because the finite 302 differences are not changed at interior pixels by the same update as in Then, minimizing for c, the problem (13) is equivalent to minimize the following
where the third term may be simplified using (c − a)
305
Further the local minimization problem for block (i, j) on level k with respect to c i,j amounts 306 to minimising the following equivalent functional
(16) where we have used the following notation (which will be used later also):
For solution on the coarsest level, we look for a single constant update for the current 309 approximationũ that is
which is equivalent to use the term SC1 to refer this multilevel Algorithm 1.
319
Algorithm 1 SC1 -Multilevel algorithm for the CDSS model Given z, an initial guess u, the stop tolerance (tol), and maximum multilevel cycle (maxit) with L + 1 levels,
2) Smooth for t iteration the approximation on the finest level 1 that is solve (11) for i, j = 1, 2, ... In order to get fast convergence, it is recommended to start updating our multilevel algorithm 320 from the fine level to the coarse level. In a separate experiment we found that if we adjust the 321 coarse structure before the fine level, the convergence is slower. In addition, we recommend the 322 value of inner iteration t = 1 is used to update the algorithm in a fast manner. 
327
Similar to the last subsection, the discretized form of the functional J 1 (u, w) of problem (8) 328 is as follows: 
The term J 0 refers to a collection of all terms that are not dependent on u i,j . For u i,j at 337 the boundary, Neumann's condition is used. Note that each subproblem in (19) is only one 338 dimensional, which is the key to the efficiency of our new method.
339
To introduce the multilevel algorithm, it is of interest to rewrite (19) in an equivalent form:
Using the stencil in (14), the problem (20) is equivalent to minimize the following
After some algebraic manipulation to simplify (21), we arrive at the following
(22) On the coarsest level (L + 1), a single constant update for the currentũ is given as
which has a simple and explicit solution.
345
Then, we obtain a multilevel method if we cycle through all levels and all blocks on each 346 level. The process is stopped if the relative error in two consecutive cycles (outer iteration) is 347 smaller than tol or the maximum number of cycle, maxit is reached.
348
The overall procedure to solve the new primal-dual model is given in Algorithm 2. We will 349 use the term SC2 to refer this algorithm to solve the proposed model expressed in (8) and (9).
350
Again, in order to update the algorithm in a fast manner, we recommend to adjust the fine 351 level before the coarse level and to use the inner iteration t = 1.
352
Algorithm 2 SC2 -Algorithm to solve the new primal-dual model Given image z, an initial guess u, the stop tolerance (tol), and maximum multilevel cycle (maxit) with L + 1 levels. Set w = u, 1) Solve (8) to update u using the following steps:
ii). Smooth for t iteration the approximation on the finest level 1 that is solve (19) for i, j = 1, 2, ...n 2) Solve (9) to update w:
ii). Compute w using the formula (7).
3) Check for convergence using the above criteria. If not satisfied, return to Step 1. Otherwise exit with solution u =ũ and w =w 5 A new variant of the multilevel algorithm SC2
353
Our above proposed method defines a sequence of search directions based in a multilevel setting
354
for an optimization problem. We now modify it so that the new algorithm has a formal decaying 355 property.
356
Denote the functional in (18) by g(u) : R n 2 → R and represent each subproblem by 
level k = 2,ẽ n 2 +j = e s j + e s j +1 + e s j +n + e s j +n+1 , j = 1, 2, . . . , n 2 4 ,
e s j + n+m , j = 1, 2, . . . , n 2 4 2 ,
where e j denotes the j-th unit (coordinate) vector in R n 2 , and on a general level k, with τ k × τ k 360 pixels, the j−th index corresponds to position 
364
Recall that a sequence {u } is strongly downward (decaying) with respect to g(u) i.e.
This property is much stronger than the usual decaying property g(u ) ≥ g(u +1 ) which is 366 automatically satisfied by our Algorithm SC2.
367
By [44, Thm 14.2.7], to ensure the minimizing sequence {u } to be strongly downward, we 368 modify the subproblem min J loc 1 (u + cp , c 1 , c 2 ) to the following
where the -th search direction is modified to still essentially periodic.
372
We shall call the modified algorithm SC2M. would be a challenging task unless we make a much stronger assumption of uniform convexity for 375 the minimizing functional g. However it turns out that we can prove the convergence of SC2M 
379
To prove convergence of SC2M, we need to show that these 5 sufficient conditions are met
ii) the sequence {q } is uniformly linearly independent; 382 iii) the sequence {u } is strongly downward (decaying) with respect to g(u); Next, we will give the complexity analysis of our SC1, SC2 and SC2M. Let N = n 2 be the 396 total number of pixels (unknowns). First, we compute the number of floating point operations
397
(flops) for SC1 for level k as follows:
Then, the flop counts for all level is 
Similarly, the flops for SC2 is given as 
Finally, the approximate cost of an extra operation ∇J T q in SC2M is 2N that results to 407 the total flop counts for SC2M as 
One can observe that both SC1, SC2 and SC2M are of the optimal complexity O(N log N ) 
415
There are five sets of tests carried out. In the first set, we will choose the best multilevel 416 algorithm among SC1, SC2 and SC2M by comparing their segmentation performances in terms
417
of CPU time (in seconds) and quality. The segmentation quality is measured based on the
418
Jaccard similarity coefficient (JSC):
where S n is the set of the segmented domain u and S * is the true set of u (which is only easy to 
422
In the second set, we will perform the speed, quality, and parameter sensitivity test for the 
427
The test images used in this paper are listed in Figure 3 . We remark that Problems 1-2 are 428 obtained from the Berkeley segmentation dataset and benchmark [38] , while Problems 3-4 are 429 obtain from database provided by [25] . All algorithms are implemented in MATLAB R2017a 430 on a computer with Intel Core i7 processor, CPU 3.60GHz, 16 GB RAM CPU. faster (4.9 seconds) than SC1 (10.5 seconds) and SC2M (6.3 seconds).
443
The remaining results are tabulated in Table 1 . We can see for all four test problems, SC2
444
gives the highest accuracy and performs the fastest compared to SC1 and SC2M. is 413.2s while SC1 and SC2M need 690.6s and 636.1s respectively which implies that SC2 can 450 be 277s faster than SC1 and 222s faster than SC2M. All the algorithms reach equal quality of 451 segmentation.
452
The remaining result in terms of quality and CPU time are tabulated in Table 2 . Column 453 6 (ratios of the CPU times) shows that SC1, SC2 and SC2M are of complexity O (N log N ). Figure 4: Test Set 1 -Segmentation of Problem 4 using our multilevel algorithms SC1, SC2, and SC2M
454
with same quality (JSC=0.96) achieved. However, SC2 performs faster (4.9 seconds) compared to SC1 (10.5 seconds) and SC2M (6.3 seconds).
SC1 SC2 SC2M
Figure 5: Test Set 1 -Segmentation of Problem 5 of size 1024x1024 for SC1, SC2, and SC2M. SC2 can be 277 seconds faster than SC1 and 222 seconds faster than SC2M : see Table 2 . All algorithms give similar segmentation quality.
SC2 and SC2M for Problem 5. The time ratio, t n /t n−1 close to 4.4 indicates O(N log N ) speed. Clearly, all algorithms have similar quality but SC2 is faster than SC1 and SC2M for all image sizes. Again, we can see that for all image sizes, all algorithms have equal quality but SC2 is faster 455 than other algorithms.
456
To illustrate the convergence of our multilvel algorithms, we plot in Figure 6 the residuals 457 of SC1, SC2 and SC2M in segmenting Problem 5 for size 128 × 128 based on Table 2 . There we 458 extend the iterations up to 10. As we can see, the residuals of the algorithms keep reducing.
459
The residuals for SC2 and SC2M decrease more rapidly than SC1.
460
Based on the experiments above, we observe that SC2 performs faster than the other two 461 multilevel algorithms. In addition, for all problems tested, SC2 gives the higher segmentation 462 quality than SC1 and SC2M. Therefore in practice, we recommend SC2 as the better multilevel 463 algorithm for our convex selective segmentation method. The second set starts with the speed and quality comparison of SC2 with SC0 in segmenting
466
Problem 5 with multiple resolutions. We takeμ = µ = 1, β = 10 −4 , ρ = 10 −5 , θ = 5000, 467 ε = 0.01, γ = 10, tol = 10 −6 and maxit = 5000. The segmentation results are tabulated in Table 3 . The ratios of the CPU times in column the same high quality.
468
/t n−1 ≈ 4.4 indicates O(N log N ) speed since N L = n 2 L = (2 L ) 2 = 4 L and kN L log N L /(kN L−1 log N L−1 ) = 4L/(L − 1) ≈ 4.
472
Next, we shall test parameter sensitivity for our recommended SC2. We focus on three 481 Figure 7a shows the value of JSC for SC0 and SC2 respectively for different values of µ.
482
Clearly, SC2 is successful for larger range of µ than SC0. This finding implies that SC2 is less 483 dependent to parameter µ than SC0.
484
Test on area parameter θ. As a final comparison of SC0 and SC2, we will test how the implies that SC2 is less sensitive to parameter θ than SC0.
490
Test on parameter β. Finally, we examine the sensitivity of our proposed SC2 on 491 parameter β. The parameter β is used to avoid singularity or to ensure the original cost
492
function is differentiable and it should be as small as possible (close to 0) so that the mo- Problem 4. We setμ = 10 −5 , β = 10 −4 , ρ = 20, θ = 3.5, γ = 20, tol = 10 −3 and maxit = 10 4 .
505
The first row in Figure 8 shows the Problem 4 with different number of markers. There are 4 506 markers in (a1), 6 markers in (b1) and 9 markers used in (c1). The results given by CMT and 507 SC2 using the markers with different threshold value are plotted respectively in the second row.
508
We observe that CMT performs well only when the number of markers used is large while 509 our SC2 is less sensitive to the number of markers used. In addition, it is clearly shown that 510 the range of threshold values that work for SC2 is wider than CMT. Consequently, our SC2 is 511 more reliable than CMT. 
534
The second row shows the results for all three models using the first initialization in (a) and 535 the third row using the second initialization in (b). It can be seen that under different initiali- convex models. In addition, the segmentation result of non-convex models is not guaranteed to 540 be a global solution. we find that all the multilevel algorithms have the expected optimal complexity O(N log N ).
548
However, SC2 converges faster than SC1 and SC2M. In addition, for all tested images, SC2 convex model (independent of initializations) compared to two non-convex models (BC and 563 RC).
564
In future work, we will extend SC2 to 3D formulation and develop an optimization based 565 multilevel approach for higher order selective segmentation models.
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