A discrete orthogonal Gauss-Hermite transform (DOGHT) is introduced for the analysis of optical pulse properties in the time and frequency domains. Gaussian quadrature nodes and weights are used to calculate the expansion coefficients. The discrete orthogonal properties of the DOGHT are similar to the ones satisfied by the discrete Fourier transform so the two transforms have many common characteristics. However, it is demonstrated that the DOGHT produces a more compact representation of pulses in the time and frequency domains and needs less expansion coefficients for a given accuracy. It is shown that it can be used advantageously for propagation analysis of optical signals in the linear and nonlinear regimes.
INTRODUCTION
Numerical optical pulse propagation analysis is important for the design of future light-wave communication systems. In particular, the systems that present nonlinearities need efficient numerical solution methods for the modeling equations to perform a significant number of numerical simulations that are necessary for good design. Discrete Fourier transform (DFT) methods with a fast Fourier transform (FFT) algorithm have been used extensively for the study of linear propagation 1 in optical fibers as well as nonlinear propagation and especially soliton propagation. In the latter case, the split-step Fourier (SSF) method is the most widely used because it is stable and efficient. [2] [3] [4] [5] By using the DFT for analysis of a propagating pulse, one is essentially expanding the pulse on the basis of orthogonal complex exponential functions. However, many researchers have recognized that it could be advantageous to expand a pulse on an alternative basis of orthogonal functions, most notably the GaussHermite functions. [6] [7] [8] [9] Moreover, advantages of the use of a Gauss-Hermite orthogonal basis in place of the complex exponential Fourier basis appeared not only in optics but in other disciplines as well, most importantly in antenna theory, 10, 11 electromagnetics, 12 signal theory, 13 image representation and compression, 14, 15 and electrocardiogram analysis and compression. 16, 17 These previous studies addressed interesting issues such as the convergence properties and the optimum scaling of Gauss-Hermite expansions. It is important to note, however, that the common feature of previous studies is that the GaussHermite basis used satisfies a continuous orthogonal property (with respect to integration) but not a discrete orthogonal property (with respect to summation) as the one satisfied by the DFT. 18 This creates a number of problems and inconveniencies for numerical implementation of the Gauss-Hermite expansions: the expansion coefficients are given by an integral defined over an infinite domain that has to be approximated in some way, the optimum scaling factors depend on this approximation and cannot be uniquely defined, and, most importantly, there is no exact inverse transform if a finite number of basis functions is used. The discrete orthogonal GaussHermite transform (DOGHT) presented in this paper overcomes the above-mentioned problems that are typical of classical Gauss-Hermite orthogonal expansions and has many of the useful properties of a DFT.
DISCRETE ORTHOGONAL GAUSS-HERMITE TRANSFORM
The DOGHT is defined by
where T is a time-scaling factor and
is the continuous orthogonal property of the orthonormal Gauss-Hermite functions of order n, and h n and H n are the classical Hermite polynomials of order n. The sampling points t 0 Ͻ t 1 Ͻ t 2 Ͻ ... t NϪ1 are the zeros of the Nth-order Hermite polynomial that are commonly used in the context of Gauss-Hermite quadrature theory, and weights w i are given by the relation
Use of the orthonormal Gauss-Hermite functions is convenient for numerical computations. A three-term recurrence relation is used for the calculation:
We used a Newton-Raphson root-finding algorithm for the computation of sampling points t i by finding the zeros of the h n functions. Initial approximations for the zeros are provided by the fact that the N zeros of h n interleave the NϪ1 zeros of h nϪ1 and there is exactly one zero of the former between each two adjacent zeros of the latter. This is a well-known property of all classical orthogonal polynomials. The arithmetic mean (midinterval) of the two adjacent zeros is taken as the initial approximation that is refined to the desired accuracy by the NewtonRaphson algorithm. The derivative necessary for this purpose is calculated by
and this in turn is used for the calculation of weights w i by Eq. (5). Using the above-described, reliable procedure, we easily calculated sampling points at least up to N ϭ 512 and with 13-14 digit accuracy in double precision. The important discrete orthogonal relations satisfied by the Gauss-Hermite functions are
Because of Eq. (8) the transform coefficients c n are calculated by Eq. (1). Furthermore, Eq. (9) leads to the fact that
the collocation property of the DOGHT, and this is demonstrated in detail in the Appendix. These properties are equivalent and are similar to the properties of the DFT and result in an exact inverse DOGHT. The Parseval relation for the DOGHT is
where Ẽ is the approximate pulse energy. The exact pulse energy is
The Parseval relation in Eq. (11) is instructive about the number of sampling points needed for a good approximation of the pulse energy, the correct choice of the timescaling factor T, as well as the rate of convergence of the transform in general. First, Eq. (11) shows that the pulse energy is approximated by a Gauss-Hermite quadrature rule as opposed to the rectangle rule of the Parseval relation for the DFT. As is well known, a Gauss quadrature rule converges much faster than the simple rectangle rule in a vast majority of cases. The approximate Fourier transform can be also calculated analytically as
and is in the form of another orthogonal function expansion that is due to the fact that the Gauss-Hermite functions are their own Fourier transforms multiplied by the ͱ2(Ϫj) n -proportionality factor. Contrary to the Fourier transform of the DFT, which provides only discrete frequency values and no continuous approximation formula, the Fourier transform of the DOGHT in Eq. (13) provides a continuous frequency approximation and thus frequency resolution is less of a problem with the DOGHT than with the DFT.
With regard to the choice of the time-scaling factor T of the DOGHT we first propose, in analogy with the DFT, to choose a computational window ͓Ϫt max , t max ͔, taking into account the temporal extent of the pulses under analysis. Then the time-scaling factor is taken from the relation
where t NϪ1 is the largest Gaussian quadrature node. In the rest of the paper we will use this time-scaling factor.
As an example the DOGHT transform of the f(t) ϭ sec h(t) function in the interval t ͓Ϫ5, ϩ5͔ with N ϭ 8 is calculated and the results are shown in Table 1 . The time domain inverse DOGHT transformed function is given by 
The time-scaling factor is T ϭ 0.586 in this case and the approximate pulse energy as calculated by the DOGHT coefficients c n [Eq. (11)] is Ẽ ϭ1.97069 whereas the exact pulse energy is E ϭ 2. Furthermore, it is obvious that the collocation property (exact inverse transform) of Eq. (10) holds and that the odd coefficients of the DOGHT are zero because of the symmetry of the hyperbolic secant pulse around the origin.
PROPAGATION OF OPTICAL PULSES IN THE LINEAR REGIME
The normalized linear propagation equation in optical fibers, including up to second-order dispersion, 5 is
where (z, t) is the normalized electrical field envelope.
Taking the Fourier transform of Eq. (16) and solving the resultant ordinary differential equation yield
For ⌽(0, ) we then chose 9 the set of orthogonal functions:
The coefficients in Eq. (18) were chosen to yield normalized functions in the time domain. The inverse Fourier transform of Eq. (18) is
The finite series expansion of an arbitrary solution of Eq. (16) is written as
where
However, from a computational point of view it is more practical to be able to define the computational window that was used to solve Eq. (16) independent of the number of expansion functions N used. We achieved this by using, as previously with the DOGHT, a time-scaling factor T. Moreover, taking advantage of the scaling properties of Eq. (16), we used the initial condition of
with Ϫt max р t/T р t max , and the solution algorithm for Eq. (16) was as follows:
(1) Define a computational window ͓Ϫt max , ϩt max ͔.
(2) Choose the number N of expansion functions or sampling points.
(3) Calculate the time-scaling factor T ϭ (t NϪ1 /t max ). (4) Calculate N expansion coefficients
(5) Calculate the solution to Eq. (1) as
It can easily be seen that for z ϭ 0 the above procedure reduces to the DOGHT because n (z ϭ 0, t) ϭ h n (t).
By way of example, the linear propagation of a chirped hyperbolic secant pulse is calculated Table 2 . The superiority of the DOGHT method, especially at larger distances, is evident. It should also be noted that a smaller computational window is sufficient for the DOGHT, t ͓Ϫ10, ϩ10͔, in comparison with the computational window needed for the DFT-FFT, t ͓Ϫ40, ϩ40͔. This is a general characteristic of the DOGHT and is not specific to this example.
SPLIT-STEP GAUSS-HERMITE
The split-step Gauss-Hermite algorithm is discussed in Ref. 19 . Numerical solution of the nonlinear Schrödinger equation for the simulation of soliton propagation is of great importance to the design of soliton optical communication systems. The finite-difference methods initially used for this purpose 20, 21 were rapidly replaced by the SSF method. [2] [3] [4] The latter was found to be an order of magnitude faster than the finite-difference methods for the same required precision. 4 The SSF algorithm is an operator splitting method that is used to enable the separate solution of linear and nonlinear parts of an equation. It is a simple, efficient, and stable algorithm that has been used extensively in the study of optical fiber communication systems. 5 A brief description of this algorithm is given in its simplest and most widely used form applied to the nonlinear Schrödinger equation. The nonlinear Schrödinger equation is written in normalized form as
The SSF algorithm proceeds as follows: First, the nonlinear part of Eq. (23) is solved:
and the solution is propagated by ⌬z with the formula
Equation (25) 
by use of Fourier transforms as
This is also an exact solution. Consequently, Eq. (27) 
Equation (28) was used to calculate the Gauss-Hermite expansion coefficients and Eq. (29) was used to propagate the solution linearly by ⌬z. Compared with the results in Ref. 9 , it is obvious that the orthogonal expansion used here is a simplified version of the more complicated chirped expansion used in Ref. 9 . Another important aspect of our method is use of the Gauss-Hermite quadrature nodes and weights. As a consequence, the sampling points in the time axis are the zeros of the Hermite polynomial of order N, and they are no longer equispaced as in the FFT method but are nonuniformly spaced in an optimum way. The result is that fewer points are required to represent a propagating pulse accurately. Moreover, with regard to the actual computations, the matrices
were calculated only once at the beginning of the algorithm and are then stored for further use. This greatly reduces the computational complexity of the SSGH algorithm. Furthermore, using the fact that the zeros and weights of the Gauss-Hermite quadrature are symmetrically arranged about the origin, we halved the number of complex multiplications required for each linear step. In comparison, the FFT method requires less complex multiplications for a given N but a much higher number of terms N for the same accuracy. A detailed comparison of the SSF and SSGH methods is listed in Tables 3-6 . The problems of first-and second-order soliton propagation are used for comparison of the two methods. These cases are convenient for numerical comparison purposes because well-known exact solutions are available. The initial pulse is
where A is the initial amplitude. If A ϭ 1, the exact solution of Eq. (23) in this case would be a first-order soliton:
with constant amplitude and only a varying phase factor. If A ϭ 2 the exact solution of Eq. (23) would be a secondorder soliton: 
with a varying amplitude and phase factor. In Tables 3  and 4 the calculations are shown for A ϭ 1 and a spatial discretization step of ⌬z ϭ 0.01. The maximum absolute error calculated on the sampling points at a normalized distance z ϭ 10 is our comparison criterion for first-order soliton propagation:
A computational window of Ϫ20 р t р ϩ20 ϭ t max is used for the SSF method whereas a computational window of Ϫ10 р t р ϩ10 ϭ t max is used for the SSGH method. All the computations were performed on an Intel mobile Celeron processor-based laptop computer running at 650 MHz. Table 3 shows that a 128-point FFT is enough, because an additional increase in the number of points does not increase accuracy, the residual error being due to the operator splitting approximation. In comparison, in this case, results of the same accuracy are obtained with the SSGH algorithm with only 32 points and approximately three times faster (see Table 4 ). Going now to the next example, the maximum absolute error calculated on the sampling points at a normalized distance z ϭ 1 is our comparison criterion for second-order soliton propagation:
A computational window of Ϫ20 р t р ϩ20 ϭ t max is used for the SSF method whereas a much narrower computational window of Ϫ6 р t р ϩ 6 ϭ t max is used for the SSGH method. Tables 5 and 6 show that the SSGH is superior to the SSF also for second-order soliton propagation although the speed advantage has been lost because of the larger number of sampling points required in this case. Furthermore, column 3 in Tables 3-6 show that both methods present good conservation of energy properties. It should also be noted that the SSGH method, unlike the SSF method, does not require N to be a power of 2.
CONCLUSIONS
A discrete orthogonal Gauss-Hermite transform and its applications to the analysis of optical pulses have been presented. The DOGHT can be used as an alternative to the DFT for the analysis of optical signals and presents several advantages: more compact representation of signals in the time and frequency domains (less expansion functions and sampling points N required), continuous function and continuous frequency approximation for the Fourier spectrum (as opposed to discrete frequency values for the DFT), and energy approximation of the optical signal by Gaussian quadrature rather than by the less accurate rectangle rule for the DFT. The application of the DOGHT to linear pulse propagation further demonstrated its better accuracy, especially at larger propagation distances, in the example of linear chirped pulse compression.
Finally, the split-step Gauss-Hermite algorithm has been presented by use of the DOGHT for a linear step solution of the nonlinear Schrödinger equation. Comparison with the standard split-step Fourier algorithm for first-order and second-order soliton propagation shows the advantages of the DOGHT. Throughout, guidelines for the correct scaling of the DOGHT as well as the choice of adequate computational windows have been given. 
