ABSTRACT Certain correlation exists between various expressions of the human face, yet few works have explored it. In this paper, we propose to recognize facial expressions by extracting independent expressive representation through a novel learning procedure, called Inter-class Relational Learning (IcRL). First, an elaborately designed CNN architecture is utilized for simultaneously extracting features from two different expression images. Then, two extracted features are integrated with a random ratio so that a hybrid feature can be attained. An attention module is proposed to assign a weight for each pixel of the hybrid feature. At last, we feed the weighted hybrid feature to the subsequent classification module. The goal of the whole network training is to output the correct ratio of each expression. Different from previous work, our novel method is capable of learning the mutual relations between different classes of expression and enlarging Fisher's criterion between any two classes, i.e., the ratio of inter-class distance to intra-class distance, by accurately discriminating the hybrid feature. In this way, we will be able to enhance the discriminative power of learned features of each expression and, therefore, can improve the classification performance. The IcRL method has been evaluated on five public expression databases: CK+, JAFFE, TFEID, BAUM2i, and FER2013. The experimental results demonstrate the superiority of the proposed method over many state-of-the-art approaches.
I. INTRODUCTION
Facial expression recognition (FER) is a classic research topic of computer vision, and also has essential applications in the field of human-computer interaction (HCI), e.g., drowsiness detection for driving safety [1] and security surveillance [2] . In previous work, hand-crafted features like Gabor wavelet coefficients [3] , local binary pattern (LBP) [4] and histograms of oriented gradients (HOG) [5] are used to represent a specific expression. But recently, most researches on FER are based on convolutional neural network (CNN), as deep learned features are usually more robust to various disturbances and thus more appropriate for classification [6] - [9] .
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Significant improvement on the performance of FER has been achieved. However until now, there is no work to consider the intrinsic connections between various expressions. The connection is reflected in the fact that two kinds of expression may share some characteristics. For example, surprise and fear, both have staring and opening mouth behavior. The difference is sometimes very slight, making it difficult to distinguish them, as shown in Fig. 1(a) . Most previous methods, no matter what kind of deep network is used, use softmax loss as cost function and thus the goal of training is to output an one-hot vector, where the ground-truth category has the value of 1 and the other values are 0. The intrinsic correlation between expressions make traditional methods sometimes unable to form compact clusters in the feature space, as shown in Fig. 1(b) . To improve the performance of classification, the motivation of this paper is to train a strong network capable of FIGURE 1. Illustration of similar expressions and their feature distribution. Apparently, our proposed method IcRL can help enlarge the Fisher's criterion [10] , which is embodied in the increase of inter-class distance and the decrease of the intra-class distance.
learning the essential associations between various expressions and forming better feature distribution, as illustrated in Fig. 1(c) .
Specifically, in this paper, we propose a novel approach called Inter-class Relational Learning (IcRL) to better recognize facial expressions by exploring their intrinsic connection. The proposed method requires an image pair to be the input of the network, which is consisted of two different expression images. Then our specifically designed CNN structure will compute forward and obtain two corresponding feature maps, which then will be integrated with a randomly generated ratio to get a hybrid feature. For example, a hybrid feature can be composed of 30% of happiness and 70% of surprise. We only need to ensure that their sum is 100%. The classifier of the network is responsible for classifying the hybrid feature, but we have a high demand for it. What it needs is not only to identify which expressions are included, but also to predict the exact proportion. Therefore, the ground-truth label is no longer an one-hot vector, nor a multi-hot vector, but a probability vector which represents the true proportion of each expression. Furthermore, an attention module is designed to make the classifier focus on expression-related regions. The main advantage of our approach is that through such a mechanism to accurately distinguish expressions, the network can have a better understanding of the relationship between various expressions. In terms of feature distribution, the Fisher's criterion [10] will be enlarged and therefore the extracted features will become more discriminative.
In general terms, the main contributions of our work can be summarized as follows: 1) We propose a novel method named Inter-class Relational Learning for facial expression recognition. It can enhance the discriminative power of expression features by studying the mutual relations among expressions and improving the feature distribution. 2) The proposed attention module helps the network focusing on some specific regions strongly related with expression, which further improves the recognition accuracy on most databases. 3) Our method outperforms many other state-of-the-art approaches on five public databases.
II. RELATED WORK A. FACIAL EXPRESSION RECOGNITION
Many previous researches have made essential contributions to facial expression recognition. There was a time when various artificially designed features were successively put forward, such as LBP [4] , HOG [5] and SIFT [11] . But with the appearance of convolutional neural network, it has been found that deep learned features are generally more robust than hand-crafted ones, therefore are more suitable for classification task, e.g., expression recognition. Deep-based work can be divided into two main trends, proposing new network structures and constructing novel cost functions.
For new structures, in [12] , a multi-channel convolutional neural network was proposed for recognizing facial expressions by combing information from CNN and Convolution Autoencoder (CAE). An additional channel of information with unsupervised learning helps improving recognition accuracy and reducing training time. Mollahosseini et al. [13] proposed a deep neural network architecture with Inception layers, which is the first work to apply the Inception layer architecture to the FER problem. The introduction of Inception layer structure significantly increases the depth and width of the network. To take facial action parts into account for expression analysis, Liu et al. [6] proposed a new 3D Convolutional Neural Networks (3D CNN) with deformable action parts constraints, which can detect specific facial action parts and obtain discriminative representation.
For cost functions, in identity-aware CNN [8] , softmax loss is combined with expression-sensitive and identity-sensitive contrastive loss to alleviate the effect of personal attributes on expression recognition. Cai et al. [9] proposed island loss for increasing inter-class differences as much as possible. The island loss is defined as the summation of the center loss and the pairwise distances between class centers in the feature space. In [14] , Wang et al. combined multi-classes related loss, restrictive center with valence-sensitive loss to jointly optimize the network, where the purpose of valence-sensitive loss is to alleviate the imbalanced problem and to improve poor classification of expressions which have low valence. Instead of proposing new structures or cost functions, the main idea of this paper is proposing a novel learning procedure to study the intrinsic relations among expressions. VOLUME 7, 2019 FIGURE 2. The overall architecture of IcRL. During training, IcRL takes the pair of different expression images as input. The front-end network is a specially designed architecture for feature extraction, which consists of four convolutional layers, four pooling layers and four continuous Inception layers. After passing through this structure, two obtained feature maps are integrated with a random ratio, i.e., λ : 1 − λ, which is randomly generated for each iteration. The attention module is simply composed of a convolutional layer and the sigmoid operation, which automatically generates an attention map giving higher weight to expression-related regions. The weighted feature map is then fed to the back-end network (i.e., fully connected layers) to compute a length-seven vector, representing the predicted ratio for each class (seven classes included in all our experiments). KL divergence between the output vector and the ground-truth vector is utilized to measure the training loss of the network.
B. RELATIONAL LEARNING
The relational learning we discuss here refers to the learning of relationships between multiple classes of samples. Metric learning can actually be regarded as a kind of relational learning, but it is different from our method. Taking triplet loss [15] as an example, it was proposed for face recognition and turned out be successful in enhancing the discriminative power of the deeply learned face features. Its intention is to learn the similarity between input samples by minimizing the distance from the baseline input to the positive input and maximizing the distance from the baseline input to the negative input. Such a mechanism is effective but inefficient as it requires complex selection and combination of training samples. By contrast, the proposed Inter-class relational learning only needs to randomly select two expression images of different categories from the training dataset, which is more efficient and easier to implement.
Our work is mainly inspired by [16] , which proposed a between-class learning method for deep sound recognition. The deep network takes the randomly mixed sound from different animals as input and then is trained to output the mixing ratio. We note that the difference between in sounds produced by various animals is large enough for discrimination even they are superimposed, which is not practical for expression images. Moreover, we believe that learning the relationship from deeply learned features is more effective and efficient than constructing new training samples. Based on the above considerations, we propose Inter-class Relational Learning (IcRL) and accordingly build an end-to-end trainable model for facial expression recognition.
It should be noted that the proposed IcRL is still a supervised learning method, which is quite different from unsupervised clustering approaches, such as NAT [17] , although we both take the subtle similarities between different classes into account. The main idea of NAT is using fixed target representations defined in low-dimensional space and training the network to learning the mapping relation between deep features and those target representations. The most significant difference is that the ground-truth label in NAT need to be learned in the training process, whereas our ground-truth label is determined by the random mixing ratio, which will be elaborated in the next section.
III. PROPOSED METHOD
In this section, we first give a brief overview of the proposed method IcRL. Then we give a detailed description of the learning process and finally provide some discussion about the principle.
A. OVERVIEW
We build an end-to-end learning model to implement the idea of Inter-class Relational learning. As illustrated in Fig. 2 , in the training process, the IcRL model takes an expression image pair as input. Two expression images are randomly selected from the training set, but we make sure that they do not belong to the same class, e.g., happiness and surprise. The image pair is then fed to the front-end network, a selfdesigned deep structure, to generate the corresponding pair of features maps. Referring to Inception-ResNet-v1 [17] , our deep network consists of four convolutional layers, each followed by max pooling, and four continuous Inception layers with residual connections. To obtain a hybrid feature for inter-class relational learning, we integrate two extracted feature maps by weighted summation. Specifically, a new number λ is randomly generated from (0, 1) for each iteration, then the weight for each feature map is λ and 1 − λ, respectively. Before discriminating the hybrid feature, we pass it through an attention module to get the corresponding attention map. The attention map learns to assign higher values (maximum of 1) to regions which are strongly associated with expression, and to give lower values (minimum of 0) to weakly related areas. Finally, we utilize the weighted feature map for discrimination by passing it through several fully connected (FC) layers, i.e., the back-end network. The final output of the network is a length-seven vector representing the predicted ratio for each class as seven classes of expression are included in all our experiments. The ground-truth vector is defined with the same meaning, i.e., two true classes are labeled as λ and 1 − λ respectively while other classes are labeled as 0. Different from traditional deep-based methods using cross-entropy loss, we calculate the Kullback-Leibler divergence (KL divergence) [19] between the prediction and the ground-truth as the training loss of the network. This is due to the fact that the ground-truth label is not longer an one-hot vector, nor a multi-hot vector. Our method can enhance the discriminative power of deep learned features by learning to accurately analyze the components of the hybrid feature, i.e., predicting the specific proportion for each category.
During testing, the input of the network is not an image pair, but a single expression image. We ignore the stage of feature blending while keep the other parts unchanged, which means the feature for discrimination is no longer hybrid, but a pure one. It should be more easier for recognition as the network has been well trained for discriminating hybrid feature. The output vector in testing represents the label prediction for seven expression classes, i.e., anger, disgust, fear, happiness, sadness, surprise and neutral. More details about training and testing are presented as follows.
B. LEARNING
During training, given an image pair {x 1 , x 2 } with expression label {y 1 , y 2 }, our method will generate a hybrid deep feature and then learn to make a precise distinction. In the following we will introduce the acquisition of hybrid feature, the attention on feature and the optimization by specific formulas in turn.
1) ACQUISITION OF HYBRID FEATURE
A troubling problem of facial expression recognition is that the training set is usually small, resulting deep model prone to overfitting. Therefore, in addition to data augmentation, it is also essential to choose a model of appropriate complexity. We refer to the structure of Inception-ResNet-v1 [18] and adopt four continuous Inception modules as the intermediate layers. It has been proved that the introduction of residual connections in conjunction with Inception architecture can also accelerate the training of the network. Using F θ to indicate the front-end network, the extracted feature maps can be expressed like:
where θ represents the parameters of the front-end network, which will be learned by the optimization of the final cost function. The next step is to obtain a hybrid feature and the corresponding label. We adopt simple pixel-wise summation as a means of feature blending instead of other methods, like channel concatenation and convolutional operation. This is because precise weighted fusion of feature maps can only be achieved by summation. We first generate a random number λ between 0 and 1 based on uniform distribution. Then the hybrid feature can be obtained by:
Our method conducts the feature blending and then train the deep network to output the proportion of each expression, which means that the ground-truth label cannot be an one-hot vector anymore. We get the new label by:
It should be noted that y 1 and y 2 are both one-hot labels but the new label y h is not. For example, y 1 = (0, 0, 0, 1, 0, 0, 0), Fig. 2 . The new label y h represents the ratio of each expression in the hybrid feature.
2) ATTENTION ON FEATURE
In recent years, attention model has been widely used in various deep learning tasks, such as natural language processing, speech recognition and image caption. In our work, we design a simple attention module lying before the back-end network, with the objective of enabling the model to screen out some important pixels of the deep features. Such an attention mechanism is beneficial for effective and accurate classification of expression image. As shown in Fig. 2 , the attention module is composed of one convolutional layer and a sigmoid function, whose function is to generate an attention map reflecting the importance of each pixel. According to the degree of correlation with expression, each pixel of the attention map is assigned a different value, e.g., strictly related pixel usually has larger value while weakly related pixel has smaller one. In general, we can obtain the attention map by:
where * indicates the convolutional operation, w and b represents the convolutional kernels and the bias respectively. For brevity we use parameter υ to represent them both. Sigmoid function is introduced to normalize the range of attention map to (0, 1). We then utilize the attention map to change the weight distribution of the hybrid feature by element-wise multiplication:f
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3) OPTIMIZATION
In mathematical statistics, the Kullback-Leibler divergence [19] (also called relative entropy) is a measure of how one probability distribution is different from a second, reference probability distribution. For discrete probability distributions p and q defined on the same probability space, the KL divergence between p and q is defined to be:
Specifically, when the KL divergence is 0, it means that the two distributions are identical. As a measure of disparity, it has diverse applications in many fields, such as applied statistics, neuroscience and machine learning. In our work, we calculate the KL divergence between the predicted probability and ground-truth as the training loss of the network. During training, we adopt the mini-batch Adam gradient descent algorithm [20] for the optimization of network. Assuming the batch size is N , we can describe the input data, the weighted hybrid feature and the new label by {x n
and {y n h } N n=1 , respectively. Using B φ to represent the back-end network, the training loss can be calculated as follows:
where φ represents the parameters of back-end network (i.e., fully connected layers) and M is the total number of classes. At last, Adam gradient descent algorithm [20] is utilized to optimize the above function by iteratively updating all learnable parameters of the network, as illustrated in Algorithm 1. In testing phase, the input of the network is just a single expression image, and the output indicates its label prediction. Since the well-trained network is able to accurately analyze the components of the hybrid feature, it should be easier for it to recognize a single image during testing. From another perspective, the input of a single image for testing is just a special case of training when the mixing ratio is 1 : 0.
C. DISCUSSION
In this section, we reveal how our method IcRL works and how it differs from other similar work on FER. Softmax loss is commonly used in many classification-related tasks, which enjoys obvious advantages of convenient derivative calculation and fast convergence speed. But visualization studies of deep features illustrate that it cannot put strict constraints on the feature distribution, which is unfavorable for some fine-grained recognition tasks, e.g., face recognition and facial expression recognition. For face recognition, numerous metric learning methods are proposed, such as contrastive loss [21] and triplet loss [15] , which can explicitly optimize the inter-class and intra-class distances for better discrimination. There are some similar work based on metric learning are put forward for the task of FER, such as [8] and [14] . Different from these methods, the proposed IcRL aims to learn the mutual relations among expressions by precisely discriminating the hybrid feature. From the perspective of feature distribution, it can enlarge the Fisher's criterion [10] (i.e., the ratio of inter-class distance to intra-class distance) between any two classes of expression. Specifically, if Fisher's criterion is too small, as shown in Fig. 3 (left) , hybrid features will have a large distribution range, resulting an obvious overlap with C1 and C2 (or with one of them). The network will get a large penalty as it can't accurately predict the mixing ratio under such circumstance. To reduce the punishment, Fisher's criterion will become larger as the learning progresses, and eventually achieve a proper situation, as illustrated in Fig. 3 (right) . In this case, as shown, the distribution of hybrid features is obviously separated from C1 and C2, so the prediction of the mixing ratio will be accurate enough. Detailed visualization results will be provided in the next section, which will bring us a more intuitive understanding of how our method improve the feature distribution. Generally, the inter-class distance will decrease whereas the intra-class distance will increase, which is conducive to expression classification. In addition, compared to those metric learning methods, our method is more efficient because we don't need to construct image pairs or triplets under complex constraints. Furthermore, the convergence speed of IcRL is close to baseline model with Softmax loss, which is much faster than those metric learning methods.
IV. EXPERIMENTS
In this section, extensive experiments are conducted on several databases to evaluate the performance of our method IcRL. Quantitative and qualitative results are both provided in the following. At last, we conduct some ablation analyses by changing some conditions and comparing the performance.
A. DATASETS
Our method is evaluated on five public expression datasets, including (1) CK+ [22] : the Extended Cohn-Kanade, The CK+ is a benchmark database for evaluating facial expression recognition under constrained environments. It contains 593 image sequences, each starts with neutral face and ends with peak expression. We choose 309 of them for evaluation as they are labeled with six prototypical expressions, i.e., Anger (AN), Disgust (DI), Fear (FE), Happiness (HA), Sadness (SA) and Surprise (SU). The last three frames of each sequence are extracted for training and testing. We also pick out the first frame from 327 sequences and assign it the label of Neutral (NE). The total number of images is 1,254.
The JAFFE database is a challenging database as it only consists of 213 expression images from 10 Japanese women. Some examples of above datasets are shown in Fig. 4 .
B. IMPLEMENTATION DETAILS
We provide the detailed network architecture in Table 1 , which corresponds to Fig. 2 . The specific meaning of all abbreviations can be found in the title of the table, e.g., BR represents Batch Normalization Layer followed with ReLU activation. The information of Inception block is difficult to tabulate, therefore we present it in Fig. 5 . In pre-processing stage, MTCNN [26] is utilized for face detection and alignment on all datasets except the FER2013. We then resize all images to 128 × 128. To avoid over-fitting, data augmentation techniques, i.e., random cropping and horizontal flip are adopted during training. Cross-validation is applied in testing phase to better evaluate the predictive performance of our method. But for FER2013, we use the pre-divided training sets (28,709 images) and testing sets (3,589 images). Adam gradient algorithm with a learning rate of 0.0001 and momentum 0.9 is used for optimization of the model. The training batch size is set to 16 for most databases (32 for FFR2013), and the training process is stopped after 100 epochs (300 epochs for FER2013). The proposed method is implemented by Pytorch and all experiments are carried out on the GeForce GTX 1080.
C. QUANTITATIVE RESULTS

1) EXPERIMENTS ON THE CK+
The images of the CK+ are split into 10 folds based on the identity label, therefore a 10-fold subject independent cross-validation can be carried out. There is another optional validation method named leave-one-subject-out (loso), which picks out all images of a subject for testing and leaves the others for training. The recognition accuracy of our method on the CK is presented in Table 2 . There is neither feature blending nor attention module in the baseline model and it is trained by Softmax loss. The performance of the baseline model is already competitive due to the usage of Inception blcoks with residual connections. But as we can see, the proposed method IcRL outperforms the baseline by 2.64%, achieving the average FER accuracy of 96.36%. And the attention module brings another 0.68% improvement. The result demonstrates the effectiveness of our method IcRL, even implemented on a high-performance base network. 6 is the confusion matrix of our method, where Happiness (HA) has highest recognition rate of 100% while Sadness (SA) has the lowest recognition rate of 85.71%. For the latter, the most likely reason is that there are too few samples of sadness for training.
We then compare our method with several competitive approaches, including SPSD [27] , HOG 3D [28] , DSNGE [29] , DTAN [7] , DTGN [7] , IL-CNN [9] , IAC-NN [8] , DSAE [51] , pACNN [52] , and DTAGN [7] . The detailed results are summarized in Table 2 . It is obvious that our method IcRL has better or comparable performance than most approaches, some of which are the state-of-the-art. For example, the IcRL achieves about 1% improvement compared to IACNN, which introduces extra losses to alleviate the effect of personal attributes on FER. DTAGN achieves the highest accuracy as it constructs another parallel network to extract geometry features from facial landmark points and fine-tunes two networks in the end. It is a successful model for FER but obviously has higher complexity than our method.
2) EXPERIMENTS ON THE JAFFE
We also conduct a 10-fold cross-validation on recognizing seven expressions from the JAFFE and the recognition accuracy is shown in Table 3 . The baseline model reaches 94.37% and IcRL with attention surpasses it by a large margin of 4.72%. It demonstrates that the proposed method works well even on a small database. Fig. 7 shows the confusion matrix of IcRL on the JAFFE, where we can find that most expressions are easy to classify, with the highest accuracy reaching 100%. Among them, Disgust (DI) is relatively hard for correct recognition and mainly confused with Anger (AN).
Our method is then compared with other approaches in Table 3 , including FREME [30] , Sobel-CNN [12] , SAE [31] , MCCNN [12] , DCNN [32] , DCNN-UFP [53] , and MMSC [33] . The main contribution of MMSC is developing a simplified approach for FER with template matching method, which is based on Gaussian normalization, artificial feature extraction and Min-Max classification. It held the highest recognition rate on the JAFFE before. But as shown in Table 3 , our method IcRL achieves the accuracy of 98.59%, which is already comparable to the state-of-the-art. And the introduction of attention module further improves the performance up to 99.09%. As far as is known, it is the highest recognition rate on the JAFFE.
3) EXPERIMENTS ON THE TFEID
A 10-fold subject independent cross-validation is applied to evaluate the performance of our method on the TFEID. The overall recognition rate is illustrated in Table 4 . The baseline model has already achieved great performance on the TFEID TABLE 4. Average accuracy on the TFEID database (%).
FIGURE 8. Confusion matrix on the TFEID database (%).
database, but the introduction of inter-class relational learning promotes the performance significantly. And learning with attention mechanism further improves the classification accuracy to 96.64%. From the confusion matrix in Fig. 8 , we can observe that Neutral (NE) is the most difficult expression to be recognized precisely. It can be explained by the insufficiency of the Neutral samples during training.
There is only a few work have been evaluated on the TFEID, and most of them are not based on deep learning, e.g., REC [34] , LMBP [35] , MPC [36] , DSNGE [29] , and SLPM [40] . DSNGE proposed a dual subspace nonnegative graph embedding to decompose each facial image into an identity part and an expression part. SLPM uses the neighborhood and class information to construct a projection matrix for mapping high-dimensional data to a meaningful low-dimensional subspace. But as shown in Table 4 , the proposed IcRL surpasses them by an obvious margin and the application of attention mechanism improves the performance by around 0.5%.
4) EXPERIMENTS ON BAUM-2i AND FER2013
The above experimental results have proved that our method performs well under constrained conditions. To further investigate the performance with complex variations, we conduct several experiments on two unconstrained databases, BAUM-2i and FER2013. Both of them are collected from random scenes with diverse interferences, which is detrimental to the FER task. Evaluations on such databases can better VOLUME 7, 2019 illustrate the robustness of an algorithm against irrelevant factors. The recognition rates for both databases are exhibited in Table 5 . As shown, our method IcRL is capable of improving the recognition accuracy even on unconstrained databases.
Specifically, for BAUM-2i, IcRL with attention achieves the accuracy of 66.98%, which significantly outperforms the baseline model. But we can notice that the attention module plays a weak role in this case. We compare our method with some other approaches, e.g., WLD [37] , LBQ [38] , LDP [39] and SLPM [40] . As we can see from Table 5 , IcRL beats the previous best means by about 3%, which demonstrates the superiority of our method in dealing with complex variations.
FER2013 contains a large number of training and testing samples collected randomly by the Google Image Search. We find that to achieve the best performance, FER2013 requires more training iterations and larger batch size than other bases. To fairly compare with other methods, we do not implement any pre-processing algorithm on it. But IcRL also shows satisfying performance (72.36% recognition accuracy), surpassing the baseline model by a large margin and beating several competitive methods, including AlexNet [41] , CNNEnsemble [42] , RTCNN [43] , DNN [13] , DFEITF [44] and LSTM [45] . Surprisingly, the attention module here does not bring more improvement as it does on other databases, but actually causes about 1% drop. This may be due to the difficulty of accurate focusing under various face location interferences, e.g., face orientation, rotation, distance, etc. We will further analyze this issue in quantitative results.
5) EXPERIMENTS ON CROSS-DATASET
To evaluate the generalization power of our method, more experiments across different databases are carried out. We choose three constrained databases for evaluation and when one for training, the others are for testing. The experimental results are shown in Table 6 , where we compare our method IcRL with some other approaches, including HD-LBP [46] , CCEC [47] , SVM [48] and McFIS [49] and UDA [54] . We can notice that the performance on cross-dataset is generally poor. This can be accounted for by the huge gap between different datasets, mainly reflected in image attributes, i.e., color, brightness, contrast, etc. From Table 6 we can observe that the proposed method IcRL has a stronger generalization power than baseline model and most methods listed above, except UDA, which is based on domain-adaptation. It is normal that this kind of method performs better on cross-dataset validation as it intentionally bridges the gap between two databases. When the source or target dataset changes, such kind of method need to conduct domain transferring again. The results of cross-dataset validation further demonstrate that our method is able to extract a more effective expression representation and helps improve the recognition accuracy.
D. QUALITATIVE RESULTS
In this section, we first provide some qualitative results about the feature distribution on three databases, CK+, TFEID and BAUM-2i. To be concrete, we visualize the deep learned features of expression using t-SNE [50] , a common tool used in visualization of high-dimensional data. The visualization results are presented in Fig. 9 , where features of training and testing samples are denoted by stars and circles respectively. Under ideal circumstance, to make it easy for classification, features of the same class should cluster and get close to the feature center, and different feature centers should get as far as away from each other as possible. As shown in Fig. 9 , deep features learned by the baseline model are not well distributed in the feature space. To be specific, features belonging to the same class do not cluster well around the feature center and worse still, there are obvious overlaps between different classes. However, for CK+ and TFEID, features obtained by IcRL form compact clusters in the feature space, which is an ideal state of feature distribution for expression classification. And for BAUM-2i, although the improved feature distribution is not ideal enough, the interclass distances have been enlarged while the inter-class distances have been enlarged. The motivation of IcRL is to learn the inter-class association between various expressions for better discrimination. And it turns out to be successful in changing the distribution of expression features in the desired direction, which is also why it performs excellently on the FER task.
In the previous section, we find that the introduction of attention module improves the recognition accuracy on every database, except the FER2013. To explore the reasons, we provide some regions of interest in Fig. 10 by overlaying the expression image with its attention map, which is obtained by our attention module and up-sampled to 128 × 128. For CK+ and TFEID, the attention module successfully focuses on some specific regions associated with expressions. For example, in the first row, first column of Fig. 10 , the regions of interest are concentrated on the eyes and mouth, which are mostly concerned with the expression of happiness. But for FER2013, the attention module has difficulty in focusing on expression-related areas. As shown in the bottom row of Fig. 10 , except for the first one, the latter regions of interest are either inaccurate or contain the entire face roughly, which may adversely affect the recognition. A more complex attention module or some pre-processing operations like face alignment may be able to tackle this problem.
E. ABLATION ANALYSIS
There are some ramifications of our proposed method, e.g., the input image pair could be selected without category constraint, the integration of two extracted features could be done with a fixed ratio for every iteration. To explore the impact of these changes on our model performance, we conduct several comparative experiments and the results are illustrated in Table 7 .
Without category constraint, two input images may belong to the same category or different categories. Under this circumstance, the recognition performance of our method drops slightly, which can be accounted for as follows. When the image pair happens to come from the same class, the hybrid feature is not ''hybrid'' anymore and the ground-truth label becomes an one-hot vector again, in which case our model will turn into to a baseline model and thus the superiority of our method is suppressed.
The mixing ratio is used for integrating two expression features in the training process. We make it randomly generated for each iteration with the purpose of enabling the network to accurately analyze the components of the hybrid feature in all cases. We believe that urging network to learn to deal with more complex tasks in training can make it more easier to manage simple tasks in testing. Fixing the mixing ratio means that the hybrid feature is always combined in a single pattern, which makes the network easier to converge in training, but results in worse testing performance. As can be seen from Table 7 , the recognition accuracy drops dramatically when the mixing ratio is set to be fixed on each iteration. It should be noted that the mixing ratio is for any two input expression images, so 0.3:0.7 is equivalent to 0.7:0.3. The results show that setting it fixed at 0.5:0.5 cause more drop than 0.3:0.7. We think this is probably because 0.5:0.5 is a relatively simpler combination pattern, which is good for training but bad for testing. We also present the performance and training loss curves on one fold of TFEID (as 10-fold cross validation are adopted) in Fig. 11 . It can be found that setting random proportion for each iteration can actually boost and stabilize the performance although the training loss is larger.
V. CONCLUSION
In this paper, we propose a novel learning procedure IcRL for facial expression recognition and construct an effective model by combining Inception architecture, IcRL and attention mechanism. The core idea of IcRL is to produce a hybrid feature with a random ratio and then try the precise discrimination. Through this learning process, the discriminative power of learned features are enhanced, which is reflected in their improved distributions on the feature space. The Fisher's criterion between any two classes is enlarged, in other words, the inter-class distances are increased whereas the intra-class distances are decreased. The simple attention module also plays a positive role on most databases, which successfully highlights some face regions strongly related with expressions. As for recognition accuracy, our method outperforms many state-of-the-art approaches on both constrained and unconstrained databases, which illustrates the superiority of our method.
