Data compression reduces the cost of data storage and transmission by decreasing the data size. Previous studies have improved system performance by adaptively choosing the compression ratio (CR) and throughput required for the system by using a trade-off between them in the compression algorithm. Hardware accelerators are widely used to reduce the CPU load caused by compression operations. Several existing compression accelerators have low flexibility in changing the CR and bandwidth. This study proposes a hardware compression accelerator that can adjust the CR and throughput at runtime. The proposed architecture accelerates the LZ77 compression algorithm and supports the throughput-first (TF) and compression ratio-first (CF) modes by changing the degree of parallelism of comparison operations performed during the compression process. In addition, we propose a technique to dynamically change the degree of parallelism of the comparison operation to achieve a better throughput in CF mode and a better CR in TF mode. Experimental results demonstrate that the TF mode provides a throughput higher by 11.39%, and a CR lower by 0.07 than the CF mode. The value 0.07 accounts for 13.21% of the variation in the CR provided by the software implementation of LZ77.
I. INTRODUCTION
Recently, the volume of digital data has been continuously increasing owing to the development of information communication technology [1] , [2] . State-of-the-art technologies such as the Internet of Things (IoT), social networks, and artificial intelligence (AI) are further accelerating the data growth. With the increase in the volume of digital data, the cost of data storage and transmission has also increased. To reduce these costs, several studies have researched data compression [3] - [7] . Data compression reduces the data size, helps improve storage efficiency, and reduces the bandwidth required for transmission.
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Compression algorithms can be evaluated on two major indicators. The first is CR, which is calculated as original data size divided by compressed data size. CR indicates how much data size is reduced by the compression algorithm. The second is throughput, which indicates how fast the original data is compressed.
Generally, compression algorithms have a trade-off relationship between CR and throughput [8] - [11] . These algorithms can achieve a higher CR if the time and space complexities are increased. Conversely, sacrificing CR can reduce the time and space complexities of these algorithms, which results in an increase in throughput.
LZ77 is one of the compression algorithms that replaces redundant string, i.e., a set of characters of arbitrary length with short length code [9] . The algorithm performs a number of comparison operations to search the repeated string, and VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the CR and throughput vary according to the number of comparison operations. Previous studies have pointed out that the appropriate CR and throughput differ according to the context of the computing system [12] - [15] . These studies use a trade-off between CR and throughput to adaptively select the appropriate CR and throughput for the system context under consideration, thereby increasing the service capacity of the web server or reducing the I/O response time of the storage.
Similar to the other tasks performed on a computing system, compression also requires computing resources such as CPU and memory. Compression can be a system overhead if the compression workload required by the system is considerable or a high CR is required.
The hardware acceleration technique is a method used to reduce the computational load of a system. This technique migrates some or all of the tasks that the CPU has performed to a hardware device such as a GPU [16] , an ASIC [17] , or an FPGA [17] - [23] . Some previous researches studied compression acceleration techniques and achieved high bandwidth by parallelizing frequently performed operations [20] - [22] .
Previously proposed compression accelerators provide higher bandwidth than a CPU. However, previous structures have low flexibility in modifying CR and bandwidth. It may be difficult to apply compression that is appropriate to the system context or application characteristics.
This study proposes a hardware compression accelerator that can appropriately prioritize CR and throughput. The proposed architecture adjusts the CR and throughput by changing the degree of parallelism of the string search performed during the compression process and the comparison operation required for the string search. In other words, this architecture increases the degree of parallelism of the string search and decreases the degree of parallelism of the comparison operation to provide high throughput and low CR (throughput-first mode; TF mode) or vice versa to provide high CR and low throughput (compression ratio-first mode; CF mode). The operation mode of the accelerator is selectable every time a new compression input is assigned, and does not require hardware change.
The proposed accelerator determines the degree of parallelism of the comparison operation dynamically.
To determine the degree of parallelism during compression, the proposed architecture uses a comparison validity determination technique [24] to determine the level of parallelism that does not affect the CR. The necessity of additional adjustment of the degree of parallelism is determined according to the current operation mode of the compression accelerator and whether the necessary comparison operation can be performed in parallel within one cycle.
We evaluated the proposed architecture using FPGA. The proposed accelerator provides throughput of 1.76 bytes/cycle and CR of 2.48 in TF mode and throughput of 1.58 bytes/cycle and CR of 2.55 in CF mode. Compared to the CF mode, in the TF mode, the throughput increased by 11.39%; however, the CR decreased by 0.07. This accounts for approximately 13.21% of the variation of the CR provided by the software implementation of LZ77 library.
LZ77 is also used as part of a compression library (e.g., deflate [25] ). We implemented and evaluated the deflate accelerator using the proposed architecture. The deflate accelerator achieved a throughput and CR of 3.16 GB/s and 3.42, respectively, in CF mode and a throughput and CR of 3.52 GB/s and 3.37, respectively, in TF mode.
The rest of this paper is organized as follows. In section II, we present background knowledge of this study and in section III, we briefly introduce the related work. Section IV provides an overview of the proposed architecture and section V explains the method to make the CR and throughput selectable in the accelerator. Section VI discusses the experimental results of the architecture. Finally, we conclude this paper in section VII.
II. BACKGROUND A. LZ77 OVERVIEW
LZ77 is a lossless data compression algorithm. Lossless data compression does not allow for data loss during compression; thus, the decompression result is identical to the original data. LZ77 reduces the data size by replacing redundant strings with shorter length codes. It comprises four steps: target string selection for searching, string search, substitution decision, and outputting results. These four steps are performed sequentially in a circular manner. In this study, we refer to the flow from the first to the last stage as unit operation. Fig. 1 shows an example of the LZ77 operation. cIndex refers to the starting position of the target string (or current string), and it is an index that distinguishes between the part of the data that was compressed (before cIndex) and the part to be compressed (starting at cIndex). The cIndex moves each time a unit operation is performed. LZ77 compares the current string with previous strings to identify if the current string is duplicated. In the example, the string ''brow'' starting from cIndex appeared in duplicate. LZ77 replaces the current string with a pair set (LD pair) comprising the matched length of the two strings (len) and the distance between the two strings (dist), and the cIndex shifts by the length of the substituted string. If the current string is not duplicated, the character indicated by cIndex (literal) is output. In this case, cIndex moves to the next character. The unit operation of the LZ77 is repeated until cIndex reaches the end of the data.
B. STRING SEARCH USING HASH TABLE
The zlib [8] is a compression library used by several applications [26] . It is an abstraction of the deflate algorithm and includes LZ77 and Huffman encoding [27] .
LZ77 implemented in zlib performs comparison operations on strings of three-byte length. If a duplicate string exists, the target and the previously appeared string are further checked to see if they match more than three bytes, and the matched string is then replaced with the LD pair. The maximum length of a matched string in zlib is set to 258.
Comparing all three-byte strings with the target string consumes considerable time. To reduce the search time, zlib uses a hash table to manage the information of starting positions of previous strings (history). zlib uses the target string as the key of the hash table and stores the starting position of the target string in the hash bucket. Further, using a target string as key, zlib can obtain the starting position of the strings with the same key value. Instead of comparing all strings in the compressed part, zlib improves the time efficiency of the search process by only comparing strings starting from histories stored in the corresponding hash bucket.
C. REDUCING COMPARISON PROCESS WITH FALSE HISTORY FILTERING
Hash table uses a hash function to obtain the access address of a bucket. Hash collision is one of the characteristics of a hash function, which implies that different inputs of the hash function produce the same result. In zlib, histories of different strings are stored as linked lists in the same bucket when a hash collision occurs. As a result, even if histories are stored in the same bucket, several strings starting from some of these histories may be different from the target string. Comparing different strings has no effect on the CR. It is not necessary to perform meaningless, or unnecessary comparison operations. Especially in a hardware compression accelerator, where the number of string comparators (SCs) is limited, other meaningful comparisons are delayed considerably if an unnecessary comparison process occupies the comparator. Therefore, eliminating unnecessary comparisons before they are assigned to the comparator helps to yield higher performance.
False history filtering is a technique to detect unnecessary comparison operations that occur during the LZ77 operation [24] . To determine whether histories from the hash table affect CR, this technique stores a portion of the three-byte string (filtering tag) used for the hash key with history. The size of the filtering tag ranges from 0 to 24 bits. A size of 0 bits indicates that the hash table does not use the filtering tag, whereas a size of 24 bits indicates that all the three bytes are used for the filtering tag. A compressor using this technique compares the filtering tag with a portion of the target string before assigning the comparison operation to the SC. If the comparison results do not match, the comparison operation is judged not to affect the CR, and it is not assigned to the comparator. False history filtering can reduce the number of comparisons performed in the compression. In this paper, we shall use the terms false history filtering and history filtering interchangeably.
III. RELATED WORK
Some existing studies discuss improving the system performance by using compression. Some researches use compression and adaptively adjust the compression level in consideration of idle CPU resources or network congestion for file transfers via networks [13] - [15] . One study suggested adaptive compression techniques to reduce storage response time [12] . The proposed scheme determines whether to use a compression algorithm with low CR and low time cost or one with high CR and high time cost, depending on the expected CR of the file or the number of I/O requests.
Other studies proposed hardware acceleration scheme for compression. Fowers et al. proposed a hardware architecture that accelerates LZ77 and Huffman encoding [27] . The accelerator improves the performance by reducing the number of memory accesses. To reduce memory access time required for linked list traversal in a hash table, the accelerator uses multi-way memory structure such as CPU cache, and stores histories in each way. Each way is divided into several banks to allow multiple accesses to the memory. In the multi-way architecture, all histories stored in the same bucket can be loaded with a single memory access. This not only reduces the number of memory accesses but also enables parallelization of sequential string comparison processes, thereby reducing execution time.
Several accelerator architectures including the abovementioned research: [20] - [22] , select multiple strings as target strings in one unit operation, and perform all the comparisons generated in the unit operation in parallel to increase the performance. If more strings are searched simultaneously, more comparison work is required to be done; therefore, these architectures perform parallel comparisons using many comparators. These accelerators achieve high bandwidth; however, users or applications cannot adjust the CR or throughput that they provide.
Our accelerator allows the user to prioritize the CR and throughput without changing the hardware. The architecture changes the degree of parallelism of comparison operation to adjust the CR and throughput. This structure omits some of the comparison operations to change the degree of parallelism, and the number of omitted tasks is determined dynamically.
IV. ARCHITECTURE OVERVIEW
In this section, we describe the proposed LZ77 acceleration architecture. We designed the accelerator based on the prototype of the LZ77 acceleration hardware proposed in the previous study [24] . Unlike the previous structure that searches only one string per unit operation, the proposed architecture selects multiple target strings per one unit operation to improve the performance. Fig. 2 illustrates the proposed LZ77 accelerator. The operation of this architecture is as follows. First, the data to be compressed is stored in the accelerator memory (data memory, DM). The input stream buffer prefetches a portion of the data stored in the DM and provides it as input to the SC. Dictionary management unit (DMU) updates and outputs the starting position of the string to be compared by the SC. The starting position of the string is transmitted to the history filter (HF), history buffer (HB), and DM. DM outputs the data corresponding to the starting position. The string comparator compares the data output from the DM with the string received from the input stream buffer. The comparison results are delivered to the match selector (MS), that selects the result with the longest matched length (similar to the case of zlib). Fig. 2 illustrates the data flow when one unit operation is performed. The number of target strings in the figure is set to one for readability.
Details of each module are as follows. Engine controller controls the operation of the accelerator. It receives control signals such as a compression request or an operation mode setting from an external control device (e.g., a host device driver or other controller device), shares it with internal modules, and informs the external device of the completion of compression. DMU performs the same function as that of the hash table of zlib. It records the starting positions of strings that appeared before cIndex. DMU has hash memory with multi-way and multi-bank type [20] . HF is used to reduce comparisons by detecting unnecessary string comparisons [24] . DM stores the data to be compressed. SC compares a string starting from cIndex with a string that has appeared before, determines whether it is redundant, and generates a literal or LD pair based on the result of comparison. MS selects the LD pair with the largest length value among the results generated by SCs. If none of the SCs have generated an LD pair, the MS outputs the literal indicated by cIndex. MS also supports the lazy matching scheme that is implemented in zlib. HB controls the comparison operation according to the operation mode. We describe the detail of the HB in the next section. All modules in the architecture are pipelined, and they can perform new LZ77 unit operations per cycle. Fig. 3 is a simplified diagram of the pipeline structure and data flow of the proposed architecture, illustrating an example of performing a single string search per unit operation. One unit operation is performed through several stages constituting the accelerator. Each unit operation has the data (D px ) necessary to perform the compression, and this data changes according to the logic (L px ) in each stage. For example, D px contains the address to access the dictionary when the unit operation is in the DMU, and D px includes the result of the SC when the unit operation is in the MS. Each unit operation also has the character pointed by cIndex, and the character is used as the LZ77 output when target string is not replaced by the LD pair in the unit operation. The valid bit indicates whether the result of the unit operation is to be used as the output of the accelerator. The engine controller receives the compression result from the last stage of MS (last stage in the figure) at every cycle, and it controls the valid bits of the other stages. For example, if an LD pair with an including length value of a is output at the last stage of the MS, the valid bit of the a−1 unit operation before the last stage is set to 0, which means invalid. This is because the already compressed part does not need to be output. 
V. DYNAMICALLY ADJUSTING THE DEGREE OF PARALLELISM
This section explains how to adjust CR and throughput in the proposed architecture. We adjust CR and throughput by changing the degree of parallelism of the string search and comparison operations. To determine the number of comparison operations to be performed, the proposed architecture dynamically determines how many comparison tasks to be omitted to improve throughput and CR in each operation mode.
A. FIRST STEP: LIMIT THE NUMBER OF COMPARISONS zlib has 9 levels of compression; level 1 provides the fastest performance and lowest CR, whereas level 9 provides the lowest throughput and highest CR. One way to adjust the CR in zlib is to limit the number of comparison operations performed per target string search. For example, level 1 performs a smaller number of comparison tasks than level 9 does. A small number of comparison operations improves performance; however, the probability of not finding a redundant string increases, which can lead to a reduction in CR. On the contrary, a large number of comparison tasks increases the probability of finding duplicated strings and longer redundant strings; however, it costs considerable time. Fig. 4 shows an example of changing the performance by limiting the number of comparison operations performed per target string search. For the ease of explanation, we assume that the architecture searches two target strings in one cycle, and maximum n comparison operations are generated per one target string. We also assume that the architecture has n comparators (n = 2k and k is a natural number). J i (X ) in Fig. 4 represents the comparison process required for the target string search. For example, J i (A) is a comparison operation that is generated by searching for the string starting from A in the input data flow. As the value of i increases, it compares a string that is more far from A. If the number of J i (X ) is less than the number of comparators, some comparators remain idle to simplify the internal operation. Comparison tasks created in one unit operation are grouped into rounded rectangles drawn in dashed lines, and the comparison operations to be performed in parallel are grouped into rounded rectangles drawn in solid lines. gt i indicates the time when the tasks are created; gt a+1 is the next cycle of gt a . at i is the time when the comparison operations are assigned to the comparators. at b+1 is the next cycle of at b , and the comparison tasks of at b are assigned to the comparator ahead of at b+1 .
Only few of the comparison operations generated at gt i are performed in TF mode. In Fig. 4 , the number of comparison operations that can be performed for one target string is fixed to n/2, and distant comparison tasks from the target string are omitted, e.g., the operation of zlib. In the at b of TF mode, the number of J i (A) and J i (B) is n/2, and a total of n comparison operations are simultaneously allocated to the comparators (SC). In TF mode, all comparison operations created in gt i are processed concurrently in at i . The number of comparison operations generated per cycle is higher than that of the comparators; however, there is no bottleneck because the number of comparison operations actually performed is equal to the number of comparators.
On the contrary, all the comparison operations generated at gt i are performed without omission in CF mode. In the CF mode example of the figure, all of the operations: J i (A), J i (B), J i (C), and J i (D) are performed. The number of comparators in the proposed architecture is less than the number of comparison operations generated at gt a ; therefore, the tasks of gt a should be performed over at b and at b+1 . In CF mode, some comparison operations wait until the comparators become available, and the pipeline stages before the comparator are stalled. Although CF mode yields less throughput than TF mode owing to the pipeline stall, the CR can be increased because it performs more comparison operations.
B. SECOND STEP: DYNAMICALLY DETERMINE THE NUMBER OF COMPARISONS TO BE SKIPPED FOR HIGHER COMPRESSION RATIO AND THROUGHPUT
In the previous section, we discussed the basic method for adjusting the CR and throughput in the proposed architecture. This section describes a technique for improving the performance in CF mode and increasing the CR in TF mode. We further describe the structure and operation of the HB for adjusting the degree of the parallelism of comparison operations.
To improve CR and throughput in each mode, we focus on unnecessary comparisons. Unnecessary comparisons may cause two problems. First, they can limit the CR. In the example of Fig. 4 , TF mode omits some comparison operations and performs only some comparison tasks. However, the comparison results may not affect the CR; moreover, the omitted comparisons may lead to a higher CR. Better CR can be expected in TF mode if unnecessary comparisons are detected and not performed before being assigned to the comparator. Second, unnecessary comparisons may limit performance improvement. We show an example in which the comparison operations generated at gt i are performed over at i and at i+1 in CF mode of Fig. 4 . If half of the comparison operations created at gt i are unnecessary, and they can be filtered out before being allocated to comparator, the remaining comparison operations can be performed in parallel at at i .
We use a two-step comparison omission technique that we call dynamic skip. The first step in dynamic skip omits unnecessary comparisons using the history filtering scheme [24] . The operation of the second stage is determined according to the current operation mode of the compressor and the number of remaining comparison operations. In TF mode, it is determined whether additional omissions are required, whereas in CF mode it is decided whether to perform the remaining comparison operations in single or multiple cycles. The first step is performed in the HF and the second step in the HB. Fig. 5 illustrates the operation of each mode in the architecture using dynamic skip. The notations such as gt i and at i and the operating assumption in this figure are the same as in Fig. 4 . The comparison operations on the gray background are omitted after history filtering.
Both the modes perform history filtering before performing comparison tasks. We assume that J 1 (A) generated at gt a is removed by history filtering. We also suppose that operations from J 2 (C) to J n (C) created at gt a+1 would be omitted, and those from J 1 (E) to J k (E) and J 1 (F) to J k (F) generated at gt a+2 would be discarded after history filtering. TF mode omits unnecessary comparisons and determines whether additional omission is required, depending on the number of remaining comparison operations. Basically, TF mode with dynamic skip limits the number of J i (X ) to be performed to n/2, which is similar to the example in Fig. 4 . However, if the number of remaining J i (X ) is less than n/2 after discarding unnecessary comparisons, the comparison operations for other strings are allowed to be executed.
In the case of at b in Fig. 5 , J i (A) is performed, where i takes values from 2 to k + 1, which is a total of k. This is owing to the reason that the number of J i (A) after history filtering is higher than n/2. However, J k+1 (A), which is omitted in Fig. 4 can be performed instead of J 1 (A) because J 1 (A) is removed by history filtering. In the case of gt a+1 , only one J i (C) remained. As aforementioned, the dynamic skip allows performing a comparison operation of other strings according to the number of remaining J i (X ). Therefore, J i (D) at at b+1 can be performed by n − 1, which is more than n/2. Some of J i (D) cannot be performed if we fix the number of comparisons to be performed to n/2, which is similar to that shown in Fig. 4 . For gt a+2 , unnecessary comparisons are removed, and J i (E) and J i (F) remain as n/2. In this case, the remaining comparison operations are performed without additional omission. In summary, at b and at b+2 are expected to improve the CR by performing comparisons that may affect the CR instead of unnecessary comparisons. Further, at b+1 is expected to improve the CR by omitting less comparison tasks of some target strings.
CF mode does not perform additional omission after filtering to avoid dropping the CR. Instead, it checks whether the remaining compression operations are performed in parallel to increase the throughput. In this mode, comparison operations J i (X ) for one string are processed in the same cycle to simplify the control of the architecture. In case of gt a and gt a+1 , the number of remaining tasks is larger than the number of comparators. Therefore, the remaining operations created at gt a are performed over at c and at c+1 . Similarly, the remaining operations created at gt a+1 are performed at at c+2 and at c+3 . However, in case of gt a+2 , the number of comparison operations remaining after filtering is equal to the number of comparators. The comparison tasks generated at gt a+2 had to be performed in multiple cycles if the unnecessary comparisons were not omitted; however, these tasks could be run in parallel on the same cycle at c+4 owing to the dynamic skip. In summary, the application of dynamic skip is expected to make the CF mode in Fig. 5 to be faster than CF mode in Fig. 4 , in which the number of omissions is fixed to zero. The number of unnecessary comparisons may vary for every cycle, and it is necessary to determine whether parallel processing is possible for each cycle.
HB module either skips comparison operations or checks whether they can be performed in parallel according to the operating mode. This module also stores the information related to the comparison operations for the pipeline control of the situation, where the number of comparison operations to be performed is larger than the number of comparators in CF mode.
Figs. 6 and 7 are concept diagrams of the role and operation of HB. HB comprises history FIFO (hFIFO) that is a FIFO data structure, and DM address selector (DMAS) that controls the inputs of SC and DM. Fig. 6 shows the hFIFO and the data stored in it. This example assumes that two string searches are performed in one cycle.
The number of read pointers (RPs) and write pointers (WPs) in the hFIFO is equal to the number of strings to be checked in one cycle. HB stores the information related to the comparison operation filtered in the HF at the position pointed by the WP and reads the data at the point indicated by the RP at every cycle and transfers it to the DM and the SC. If there is zero available space in the hFIFO, it outputs a 'full' signal, thereby stalling the operation of the pipeline stages located before HB, and waits until the SC completes the comparison operation.
The information stored in hFIFO is as follows. isValid indicates whether the result of the comparison operation stored in the current entry is to be used as the output of LZ77; it is the same as the valid bit in Fig. 3 . cIndex represents the starting position of the target string. nHist is the number of comparison operations remaining after filtering, and hIndex indicates the starting position (history) of a string that had appeared previously. Fig. 7 shows an example of the operation of HB in each operation mode. In this figure, we assume that the architecture has four SCs, two string searches are performed in one cycle, and up to four comparison operations are generated per string. Each example presents a situation in which the entry pointed by RP 1 and RP 2 is output. We refer the nHistory from RP 1 and RP 2 as RP 1 (nH ) and RP 2 (nH ), respectively. Fig. 7 (A) shows the process of omitting comparison operations in TF mode. In 7 (A), the DMAS of HB identifies RP 1 (nH ) = 1 and RP 2 (nH ) = 4; therefore, the DMAS skips the comparison operation of the last history of RP 2 and selects one history from RP 1 and three histories from RP 2 as output. RP 1 and RP 2 move to current position + 2. Fig. 7 (B) is an example, in which RP 1 (nH ) = 4 and RP 2 (nH ) = 4 in CF mode. The number of total comparison operations is greater than that of the comparators. In this case, the DMAS only selects histories of RP 1 as output. RP 1 and RP 2 move to current position + 1. Fig. 7 (C) also shows an example of CF mode; however, the number of total comparison operations is equal to that of the comparators (RP 1 (nH ) = 2 and RP 2 (nH ) = 2). All comparison operations can be processed in parallel; therefore, the DMAS outputs four histories from RP 1 and RP 2 . RP 1 and RP 2 move to current position + 2.
VI. EXPERIMENTS AND RESULTS
We used Verilog HDL to evaluate the proposed architecture. We implemented the architecture on Xilinx xcku-095 and measured the CR, throughput, and hardware resource usage. We used chunk-based compression that is widely adopted in systems using compression [28] , [29] . Chunk-based compression allows hardware accelerators to be implemented with less memory than file-based compression [28] . We also used the Canterbury corpus benchmark suite for evaluation [30] .
The size of the hash memory and the DM and the number of bits of filtering tag are from [24] . We organize the hash memory with four ways and 4096 entries per way. By having four ways, we can load up to four histories with one access to the hash memory. This indicates that n (see Fig. 5 ) is set to four in our experiment. The chunk size is set to 32 KB, which is the same as the size of the zlib internal buffer. The DM has the same memory size as the chunk. We use 7-bit filtering tag, and the HB is set to store 32 entries.
A. THROUGHPUT OF EACH MODE
Throughput indicates the amount of data that can be compressed per cycle. This architecture performs a new unit operation per cycle and reads a certain amount of data per unit operation. If no stall occurs from internal or external module, this architecture can read up to two bytes per cycle. Fig. 8 shows the throughput according to the operation mode. The x-axis of the graph represents the benchmark files and average, whereas the y-axis represents the throughput of each item. On average, the proposed architecture yields 1.58 bytes/cycle in CF mode and 1.76 bytes/cycle in TF mode. TF mode outperforms CF mode by 11.39%. The average throughput of both modes is slower than two bytes per cycle because of the bank conflict that occurs when the DMU updates the hash memory. If multiple update requests occur on the same bank, they cannot be processed concurrently owing to the lack of memory ports, and must be processed over several cycles. This degrades the throughput of the CF and TF modes.
The ptt5 benchmark shows higher throughput than two bytes per cycle. This is because the lengths of strings that are replaced with LD pair in ptt5 are more. As described in the LZ77 overview, cIndex moves backward by the length of the substituted string, i.e., it does not check for compressibility for the replaced string. The proposed architecture also does not check compressibility for the substituted strings, and consequently reduces the cycle required to compress the data. The average length of the strings replaced by the LD pair in ptt5 was approximately 35, which is higher than the other files.
Throughput of CF mode increases in accordance with the number of times when comparison operations generated in the unit operation are performed within a single cycle, which is affected by the data pattern. As a result, CF mode shows lower throughput than TF mode. In the worst case, the CF mode provides a throughput of approximately 1 byte/cycle; however, the average throughput is higher than that for the benchmark file used in the experiment.
To verify that our proposed design is as meaningful as an accelerator is, we compared the LZ77 throughput of our architecture and that of the CPU. The execution time of LZ77 equals the difference between the time consumed by the deflate function and the time required by Huffman encoding. We compressed the benchmark file with the fastest (zlib level 1) option and measured the execution time of LZ77. The experiment was conducted on Intel Xeon E5-2660 CPU running at 2.6 GHz. The version of zlib used was 1.2.11, and it was compiled with GCC 4.8.5. The average zlib throughput in our experiment was 37.39 MB/s, which approximately equals 0.02 bytes/cycle in terms of throughput per cycle. Experimental results show that the throughput of the proposed accelerator is higher than that of the CPU.
B. COMPRESSION RATIO OF EACH MODE
We measured the LZ77 CR of the proposed architecture. We also measured the LZ77 CR of zlib level 9 to assess the difference between the CR of the proposed structure and the best CR of the software library. We obtain the CR by dividing the size of the original data by the size of the compressed result. In other words, higher CR indicates smaller size of the compressed result. Table 1 is a summary of CR of zlib and the proposed architecture. The left column lists the benchmark files and average. The following columns represent the size of the original file, the LZ77 CR at zlib level 9, the CR of TF mode, the CR of CF mode, and increment of CR of CF mode compared to TF mode.
The hash memory size of the architecture is lower than that of zlib. As a result, the strings to be compared can be different even in the comparison process for the same target string, and the CR can be reduced [20] , [24] . In addition, the CR of chunk-based compression may be lower than that of filebased compression because one chunk does not refer to the dictionary of another chunk. CR of the proposed architecture is lower for most benchmark files when compared to the LZ77 CR of zlib level 9. The CR of TF mode is slightly lower than the LZ77 CR of zlib level 3 (2.49), and the CR of CF mode is equal to the CR of zlib level 4 (2.55).
However, files: grammar.lsp and xargs.1 have higher CR of hardware than zlib, which is owing to the gain of representing the dist of LD pair with fewer bits compared to zlib. The hash memory used can store a total of 16384 histories. We assumed that recent history with a distance of less than 16384 from the target string is stored in the hash memory. Distance between the target string and the history stored in the hash memory is expressed using 14 bits. The maximum number that can be represented by 14 bits is 16383; therefore, the current string is not replaced by the LD pair if the distance between the current string and history is 16384 or more. On the contrary, zlib allows distance that can be expressed in 15 bits; however, it actually stores the distance using an unsigned short, which is a 16 bit data type. zlib and the proposed architecture both use 8 bits to represent length. Therefore, the proposed architecture uses less bits to represent the LD pair compared to zlib.
In most files, loss of CR owing to smaller hash memory hides the gain from shortened LD pair. However, files: grammar.lsp and xargs.1 show higher CR. If the LD pair is expressed by the same bit-size as in zlib, the CR of the two files in CF mode is reduced to 2.14 and 1.71, respectively, which is lower than that in case of zlib.
Average CR of TF mode is 2.48, whereas that of CF mode is 2.55, which is 0.07 higher than TF mode. The average LZ77 CR of the benchmark in zlib shows a variation of 0.53 from zlib level 1 to level 9, and 0.07 is 13.21% of the variation. TF mode omits comparison operations that may affect the CR, thereby showing a lower CR than CF mode. In ptt5, the number of consecutive appearances of the same character is high; therefore, the length of the string replaced with the LD pair is more. Consequently, its CR is higher than other files.
C. EFFECT OF DYNAMIC SKIP
To verify the effect of dynamic skip, we measured the throughput and CR in each mode without dynamic skip. Table 2 summarizes the effect of dynamic skip. The throughput in TF mode without dynamic skip is 1.76 bytes/cycle, which is the same as the case when dynamic skip is applied. There is no throughput difference because TF mode performs the same number of comparison operations as the number of comparators even if dynamic skip is not applied. However, when dynamic skip is not applied, the CR decreases from 2.48 to 2.42. This is because the filtering in dynamic skip increases the probability of performing comparisons that affect the CR instead of performing unnecessary comparisons.
In CF mode, dynamic skip increased the throughput from 1.24 bytes/cycle to 1.58 bytes/cycle because it causes the comparison operations generated in some unit operations to be processed in a single cycle rather than multiple cycles. Without dynamic skip, the proposed architecture ran approximately at 1 byte/cycle owing to the pipeline stall; however, in practice, higher bandwidth was measured owing to the gain in replacing long strings. The CR when the dynamic skip was not used was 2.56, which showed an increase of 0.01.
History filtering only omits the comparison process that does not affect the CR. The CR changes in the architecture that uses dynamic skip because histories stored in the hash memory may change owing to the throughput difference and not because of history filtering. If dynamic skip changes throughput of the accelerator, the amount of data read by the accelerator varies until a certain point in time. When a long string is substituted, and if the throughput is high, the history of the data portion to be replaced may already have been updated in the hash memory. On the contrary, if the throughput is low, the history of the data portion to be replaced may not be updated in the hash memory. As a result, even if a string starting from the same cIndex is searched, the history from the dictionary may vary depending on whether dynamic skip is applied or not, which may affect the CR. In summary, the architecture using the dynamic skip when compared to that without dynamic skip improves performance in the CF mode, and CR in the TF mode. Table 3 summarizes the implementation result of the proposed architecture with Xilinx Vivado 2016.4. Row total represents the total logic elements (LE) [31] and memory units (MU) [32] used in the architecture. Row HF indicates the logic element and memory usage used for history filtering, and row HB represents the logic element and memory usage used for the HB. Each row also shows the proportion of the two resources in the target FPGA. The proposed architecture uses 11379 logic elements and 60 memory units. In terms of the proportion in the target FPGA, the accelerator consumes approximately 2.12% of the total logic element (537600) and approximately 1.79% of the total memory unit (3360). HF consumes 460 logic elements and 8 memory units. The additional memory to store the filtering tag adopts memory banking, which induces more memory usage than the number mentioned in [24] . HB uses 1426 logic elements and 4 memory units.
D. HARDWARE RESOURCE USAGE

E. COMPARISON WITH PREVIOUS STUDIES
To compare our accelerator with other compression accelerators, we implemented a deflate accelerator comprising 16 proposed LZ77 accelerators, 4 Huffman encoders, and 4 bit-packing modules in the target FPGA. Our accelerator is designed to be compatible with the zlib software library, and the output of the deflate accelerator can be decompressed with the library. This accelerator is synthesized without timing violation at 125 MHz and achieves throughput of 3.16 GB/s and 3.52 GB/s in CF and TF modes, respectively. Table 4 compares the throughput and CR of our accelerator with previous researches. CR (D) and CR (S) denote the CR to which the dynamic and static Huffman encoding is applied, respectively.
TABLE 4. Comparison of throughput and compression ratio with previous studies
Compared to the accelerator proposed in [21] , our architecture provides higher throughput and CR. Research [21] focuses on reducing design time and implementation complexity using high level synthesis (HLS), sacrificing CR and prioritizing the performance. Although this architecture provides higher throughput than the CPU, the values of CR and throughput are not adjustable.
Fowers et al. proposed an accelerator that provides scalability for bandwidth [20] . The proposed accelerator achieves maximum bandwidth of 5.60 GB/s and yields CR of 2.70 using static Huffman encoding. This CR is lower than 2.73, which is the CF mode result of our architecture, which is estimated to the effect of limiting the maximum length of the string replacement.
Lee et al. proposed a hardware architecture for accelerating the LZ4 compression algorithm [17] . They achieved a throughput of 0.5 GB/s and a CR of 2.69 using their own test files. Lee et al. stated that their proposed architecture can improve the CR by increasing the amount of input data per cycle; however, this leads to a reduction in the scalability of the hardware.
The performance of the accelerator proposed in [20] is superior to that of ours. However, there is no trade-off between CR and throughput in it. Moreover, architectures proposed in [17] and [20] require a hardware reimplementing process to adjust the performance and CR. Reimplementation and hardware changes may cause system suspension. This makes it difficult to reflect the changes of the system context occurring during runtime and may degrade the performance of the system.
On the other hand, our architecture can adjust the CR and throughput by changing the operation mode at runtime. The accelerator receives a mode-selection signal from the external control device and operates in the mode that corresponds to this signal. This architecture receives the compression start signal and the mode-selection signal at the same time; thus, there is no timing overhead for mode switching. It is expected that the conventional trade-off-based adaptive compression scheme can be adopted even if a hardware compression accelerator is used, thereby improving system performance.
VII. CONCLUSION
In this work, we propose a LZ77 compression accelerator that can adjust the CR and throughput without changing hardware. This architecture operates in CF mode or TF mode by adjusting the degree of parallelism of comparison operations.
We also propose a dynamic skip scheme, which dynamically adjusts the degree of parallelism of comparison operations. Dynamic skip omits unnecessary comparisons in the first step. The operation of the second step depends on the compression mode of the accelerator. When operating in TF mode, it is determined whether additional omission is required for the comparison operation. In CF mode, it is decided whether to operate the remaining comparison operation in single or multiple cycles. The proposed architecture using dynamic skip achieves better throughput in CF mode and higher CR in TF mode compared to the architecture without dynamic skip.
Experimental results using FPGA implementation show that TF mode operates at 1.76 bytes/cycle that is 11.39% faster than CF mode. CR of TF mode is 0.07 lower than CF mode, and is about 13.21% of the maximum variation range provided by software implementation of LZ77.
The deflate accelerator using the proposed architecture yields throughput of 3.16 GB/s and CR of 3.42 CR in CF mode, and throughput of 3.52 GB/s and CR of 3.37 CR in TF mode.
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