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Abstract 
The research focuses on the implementation of an algorithm that enables a robot to navigate autonomously while performing a 
simple function of Obstacle Avoidance. The algorithm used here is the Idiotypic Artificial Immune Algorithm A program is 
created using Visual C++, which generates random antibodies for an antigen. The winning antibody is chosen from the randomly 
generated antibodies based on its affinity toward the given antigen. The winning antibody is not always a perfect match to 
neutralize the effects of the antigen. The functionality of the concept is proven through the implementation of the algorithm on a 
Pioneer 3DX robot. Numerous issues caused during implementation were solved 
 
© 2011 Published by Elsevier B.V. 
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1. Introduction 
Biological processes and systems have always been a source of inspiration for re-creation and investigation 
among scientists. This research paper deals with the implementation of one such biological process – The Artificial 
Immune System. The adaptive control system works as an optimization algorithm that uses the fundamental working 
principle of vertebrate immune systems. 
The application of imitations of Biological processes in Robotics began with the Neural Networks which 
mimicked the human nervous system. This was followed by the creation of Genetic Algorithms and Artificial 
Neural Networks. In the 1970's Artificial Immune Systems was introduced and pioneered. The research introduced 
an ‘Idiotypic Immune Algorithm’ in the year 1973. A number of concepts of the vertebrate immune system have 
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been replicated in the artificial immune system, including clonal selection, maturation and immune network theory 
(Jerne, 1973). 
Around the mid 90's, Negative selection was also attempted to be implemented along with the idiotypic immune 
algorithm by a number of scientists. This followed the implementation of Clonal selection (De Castro, 1999, 2000). 
As the research on this topic developed, useful concepts were implemented such as Decentralized Defense 
System, which in gist states that control concentrated in one point has a higher risk and is hazardous to the system. 
Application of Decentralized Defense sees to it that even if one of the control centers is affected, other systems are 
still running, thereby, giving the subject a longer survival period (Gustav, Nossal, 1993). The algorithm was further 
improved by suggesting a `Reinforced Learning' based control system. (Whitbrook et al., 2006). 
Farmer, Packard, Perelson (1986) created a mathematical dynamic model and simulated the immune system 
based on Jerne's (1973) Idiotypic network. They formulated a method to calculate the concentration of antibodies. 
Based on all the prior work done, a number of researchers have attempted to implement the same in applications 
such as in controlling multi-agent robotic systems which helped control locomotive speeds based on safety and level 
of risk (Singh, Nair, 2005), material handling by a fleet of autonomous guided vehicles (AGV) (Lau et al., 2007) and 
garbage collection and disposal by AGVs including mapping of surroundings and calculating shortest paths 
(Mathur, Ozcelik, 2005). Simulations were generated to prove the functioning of a modified Artificial Immune 
System algorithm in performing a simple obstacle avoidance operation (Ozcelik, Sukumaran, 2009). 
This research checks the functionality of the idiotypic algorithm in enabling a robot to avoid obstacles and 
navigate through them. The concept of randomly selecting antibodies is tested. Unlike previous implementations, 
where a set of predefined instructions are given for different scenarios, the antibody selection is randomized. Thus, 
the chosen antibody does not always have to be a perfect match to the antigen generated. The algorithm is 
implemented on a pioneer 3DX robot and its performance is discussed. 
2. Artificial Immune System 
The dynamics of the Artificial Immune System function using an equation generated by Farmer et al. (1986) 
based on the hypothesis proposed by Jerne (1973). This is illustrated in equation (1). 
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Here, dAi/dt is the rate of change of concentration. Į and ȕ are both constants. ‘mij’ and ‘mi’ are affinities of each 
antibody with the antigen and other antibodies. The variable ‘k’ is known as the death factor. `ai' is the concentration 
that is obtained using the squashing function. 
 
 
                     (2) 
 
 
Equation (2) is known as ‘Squashing Function’ and is used to maintain the stability of the concentration. 
3. Working of the Immune Algorithm 
In the immune algorithm, the obstacle's position with respect to the Robot's orientation is represented as the 
antigen. The antibody represents the corrective action that the robot takes to avoid the obstacle. 
The inputs from the sensors are represented as an 8 bit binary array, as are the antibodies that are generated to 
counter the antigen. In order to perform this operation, an antibody needs to be generated that best compliments the 
antigen. Using the matching function equation, equation (3), proposed by Farmer et al., the affinity of the antigen to 
any antibody is calculated. 
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          (3) 
 
In this equation, an XOR operation is performed between the epitope ‘e’ and paratope ‘p’ of the antigen and 
antibody respectively and checked against the threshold value held by ‘s’. ‘G’ holds the matching value. In this 
research, the antigen has not been separated into an epitope and paratope, thereby simplifying the above equation 
performing the operation on the whole antibody and antigen. On obtaining the overall matching of the antibody with 
the antigen, the affinity is obtained by simply multiplying the matching with a constant such as 0.1. Following this, 
the concentrations of the antibodies that were generated need to be calculated. Here, the dynamic equation is used. 
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As already explained, this equation gives the rate of change of concentration of each antibody. Using the 
squashing function given in equation (5), the concentration is calculated. 
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The robot requires a feedback system to control the output. This function is performed by awarding or penalizing 
the antibody based on the antibody that has the highest priority. The highest priority is given to the antibody which 
is a perfect match to the antigen. If the antibody with the highest concentration is the same as the one with the 
highest priority, then the penalty is 0. Otherwise, the penalty is incremented. Based on the number of penalties, the 
concentration of the antibody is considerably reduced or increased, using the following equation. 
 
       
                                                 (6) 
 
 
Where, `Ș' is the growth factor and `np' is the number of penalties. `CT' is the concentration of helper T cells. 
When `np' has a value of 0, `CT' automatically receives a value of 0.5, while in the case of a value other than 0 for 
`np', the concentration can be calculated using the above equation. 
Based on the reward that is obtained the concentration of the winning antibody with respect to other antibodies is 
increased using the following function. Using this equation, the relative affinity of the winning antibody is increased 
in comparison with the other antibodies. In this equation, `Ȗ' is obtained based on the value of CT. If CT is greater 
than the threshold value, then gamma is given an arbitrary value greater than 0. 
 
                  (7) 
 
 
4. Control of Robot using Artificial Immune Algorithm 
The Pioneer 3DX robot has a total of 16 Sonar sensors around its periphery. For implementation of the idiotypic 
immune system algorithm, the program created uses an 8 bit binary array sent from the sensors, to form the antigen. 
In order to maximize the sensitive area for the robot, the sensors are paired up. Sense of obstacle on either or both 
sensors of each pair generates a 1 in the corresponding array element of the antigen. It is known that since an 8 bit 
array is used, the integer value can be anywhere between 0 and 255. 
If the input to the computer happens to be an integer value of 0, then the wheels of the robot are provided with 
uniform voltages allowing it to move in a straight line forward till its next sensor reading. 
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Fig. 1. Pioneer 3DX Robot used for implementation                              Fig 2: Arrangement of sensors on Pioneer 3DX robot 
of Artificial Immune System Algorithm 
 
If the input antigen is not 0, antibodies are randomly generated in integer form. They are then converted to binary 
form and their affinities toward the antigen are calculated using the matching function given in equation (3). Next, 
the four terms of the dynamic equation, equation (4), are calculated. The first term representing the stimulation of 
antibodies is a sum of all the antibody affinities which have concentrations above a certain threshold value. This 
threshold has been placed at 0.4 in this case. The second term which represents the suppression of antibodies is 
calculated as the sum of all the affinities for which the concentration is lesser than the threshold that has been 
placed. The third term is the stimulation of antigens which is the sum of the affinities of all the antibodies with the 
antigen irrespective of the threshold. The last term is called death factor. 
 
 
 
 
 
 
 
 
 
Fig 3: Flow Chart of Algorithm 
 
Once the concentrations of all the antibodies are calculated, the one antibody with the maximum concentration is 
chosen and then the antibody having highest priority is checked. If the chosen antibody and the highest priority 
antibody match, then the antibody gets a reward. But if they are different, then a penalty is given to the antibody. 
Based upon the number of penalties the helper T cells concentrations are varied. If the penalties to a particular 
antibody is 0, then the concentration of helper T cells represented as CT gets a value of 0.5 and in the other case, is 
calculated using equation (6). The affinity of the antibody is then calculated based on the rewards or penalties 
received, using the equation (7). Finally, the antibody with maximum concentration is chosen as the winner. 
The winner antibody is then converted to wheel voltages and is sent to the robot. This conversion of antibody into 
wheel voltages is simple. The antibody is actually an 8 bit array which complements the sensor inputs which give 
the location of the obstacle. So this can also be interpreted that the first four binary bits control the left wheel motor 
and the other four the right wheel motor. So the antibody is broken into two equal parts, each containing 4 binary 
bits. On conversion into integer from binary, the wheel voltages are obtained which is scaled down or scaled up 
based on the motor specifications. 
Some situations lead to the robot coming in very close proximity of an obstacle in front of it. In these cases, the 
front of the robot is converted into the rear and vice versa by re-arranging the order of the sensors through the 
program. Also, the output from the immune system algorithm, which is given in the form of wheel voltages, is 
multiplied by -1. This configuration is maintained for 75 runs following which; the program reverts back to its 
original configuration. 
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5. Results and Discussions 
A program was created using Visual C++ to implement the algorithm. For a sample antigen, 100 random 
antibodies are created in sets of 10 in the program. Each of their affinities is calculated. The concentrations of the 
antibodies are varied based on their affinities toward the antigen as well as the frequency with which they occur in 
the random set. In some situations, the perfect solution for the present antigen may be generated. In this case, the 
concentration is maximum for this antibody, irrespective of the number of times other antibodies occur due to 
penalties that they receive. The concentrations of the randomly generated antibodies for the sample antigen are 
shown graphically in figure 3.
As can be seen the graph, the concentration for 100 antibodies is shown. Yet another observation that can be 
made in this graph is a spike among one of the antibody concentrations even though it does not meet the match 
threshold affinity. This is caused because of generation of the same antibody more than once in a particular iteration. 
The presence of more than one antibody of the same type gives rise to a reward in the form of increase in 
concentration. Following this spike in concentration, is suppression of the antibody as a result of other penalties that 
it received due to insufficient matching or affinity toward the antigen. 
Figure 4 gives the graph of variation of the rate of concentration with respect to time. This graph shows how the 
concentration is allowed to change depending on the affinity toward the antigen. If the affinity is lesser than the set 
threshold, a negative rate of change of concentration is given to the antibody, thereby suppressing the concentration. 
The rate of change of concentration is also affected by the frequency with which various antibodies occur. This is 
shown as a spike in the graph. 
 
Fig 4: Variation of Concentration of different antibodies with            Fig 5: Variation of Rate of Change of Concentration of various  
respect to time                    randomly generated antibodies with respect to time. 
 
Output from the program that has been created for this research gives the final winning antibody in the form of 
wheel velocities, which are sent to the robot. The Table 1 shows some of the antibodies that are chosen as the 
winners for a part of a test run performed to check the functioning of the Artificial Immune Algorithm. Multiple 
occurrences of antigens have been ignored. 
 
Table 1: Antigens and Antibodies generated and inference 
 
AG Obstacle location 
Binary conversion of 
Antigen 
AB
Binary conversion of 
Antibody 
Steer 
1 2 3 4 5 6 7 8  1 2 3 4 5 6 7 8  
0 None 0 0 0 0 0 0 0 0 - - - - - - - - - Straight 
8 Front 0 0 0 0 1 0 0 0 183 1 1 1 0 0 1 1 1 Right 
4 Left 0 0 0 0 0 1 0 0 123 0 1 1 1 1 0 1 1 Right 
20 Left and front 0 0 0 1 0 1 0 0 123 0 1 1 1 1 0 1 1 Right 
16 Front 0 0 0 1 0 0 0 0 238 1 1 1 0 1 1 1 0 Straight 
24 Front and Left 0 0 0 1 1 0 0 0 119 0 1 1 1 0 1 1 1 Straight 
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28 Front and Left 0 0 0 1 1 1 0 0 163 1 0 1 0 0 0 1 1 Sharp Right 
20 Front and Left 0 0 0 1 0 1 0 0 203 1 1 0 0 1 0 1 0 Right 
28 Front and Left 0 0 0 1 1 1 0 0 226 1 1 1 0 0 0 1 0 Right 
12 Left 0 0 0 0 1 1 0 0 227 1 1 1 0 0 0 1 1 Right 
4 Left 0 0 0 0 0 1 0 0 250 1 1 1 1 1 0 1 0 Right 
0 None 0 0 0 0 0 0 0 0 - - - - - - - - - Straight 
 
The Table 1 also gives the inference of the antigens and antibodies. The 'Obstacle Location' column gives the 
location of the obstacle. The 'Steer' column gives the inference of the antibody that was generated by the program to 
neutralize the antigen. It indicated the direction that the antibody steers the robot toward. 
6. Conclusions 
In conclusion, it has been proved that the implementation of the Artificial Immune System algorithm, along with 
random antibody generation has been successful, after minor modifications to the pre existing program.  
As future work, the function of the robot will be further improved upon by removing blind spots by adding more 
sensors and possibly a laser device that will help with advanced path planning. Implementation of a memory table 
can help in improving the speed of program execution.  
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