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ÚVOD
Problematika návrhu kodeku korekčního kódu se neomezuje pouze na výběr a im-
plementaci vhodného korekčního kódu. Kodek je součástí nadřazeného přenosového
systému, je nutné zajistit bezproblémové propojení s ostatními částmi systému a
případnou komunikaci s nimi. Kodek je tak rozšířen o potřebné rozhraní na vstupní
případně výstupní straně, v případě potřeby také o řídící část a s ním spojené roz-
hraní pro řídící signály.
Výsledek tedy může být výrazně rozsáhlejší než jen samotný kodek a toto ozna-
čení již není dostačující a vzniká protichybový kódový systém.
Cílem této práce je návrh protichybového kodeku tak, aby byl vytvořen v souladu
s požadavky kladenými na protichybový kódový systém.
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1 ŘEŠENÍ STUDENTSKÉ PRÁCE
1.1 Úvod
Základní částí návrhu je výběr vhodného korekčního kódu. V následujících odstav-
cích jsou popsány vlastnosti některých vhodných kódů. Zadání udává potřebu ko-
rekce 5 chyb v přenášeném datovém toku. Hammingův či Golayův kód tedy není
možné použit a musíme hledat mezi kódy jež umožňují nastavit své parametry podle
potřeby.
Nalezením vhodných kódů začíná proces návrhu kodeku dle požadovaných para-
metrů. Ty jsou dány jednak požadavky zadání, ale také možnostmi protichybového
kódového systému.
Na základě analýzy dostupného přenosového systému vyplývají požadavky kla-
dené na protichybový kodek. Tato zjištění jsou shrnuta v zadání návrhu a vyplývají
z nich následující požadavky
• zabezpečujeme digitální (binární) signál,
• výstupní tok je rozdělen na úseky délky N = 130 bitů,
• kód je schopen opravit t = 5 nezávislých chyb vyskytujících se v jednom
výstupním bloku.
Jak již bylo uvedeno v úvahu přicházejí kódy umožňující opravu volitelného
shluku chyb. Jedná se o následující kódy
• Reed-Mullerův kód
• BCH kód
Bude také popsán opakovací kód, který má ovšem především srovnávací význam.
Vzhledem k jeho vlastnostem není pro dané zadání vhodný.
V semestrální práci [2] jsou uvedeny vlastnosti protichybových systémů. Některé
z nich budou použity jako srovnávací parametry pro výběr optimálního kódu.
• Informační poměr kódu R.
• Schopnost opravovat chyby t ≥ 5
• Rozdělení výstupní posloupnosti na bloky délky N = 130 bitů nebo celistvé
násobky
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Úkolem je tedy nalézt vztahy popisující tyto kritéria, vytvořit hodnotící systém
na základě těchto vztahů a zvolit optimální kód pro dané zadání. V následujícím
textu budou uvedeny vlastnosti dostupných kódů a také budou krátce shrnuty po-
znatky o protichybovém kódovém systému. Následovat bude část výběru optimál-
ního kódu.
1.2 Opakovací kód
Opakovací kód je velmi základní velmi jednoduchý kód. Při kódování dochází k
jednoduchému znásobení vyslaného znaku (bitu). Pro korekci jedné chyby je během
kódování bit 1 nahrazen:
1→ 111 (1.1)
a bit 0 je nahrazen podle předpisu:
0→ 000 (1.2)
Korekce chyby je jednoduchá. Jako správná hodnota je označena ta, která v
přijatém kódovém slově převažuje.
Opakovací kód není vhodný pro běžné nasazení, má příliš velkou nadbytečnost,
která rychle stoupá se zvyšováním požadavku na počet opravitelných chyb.
Opakovací kód je ovšem vhodný k ověření minimální Hammingovy vzdálenosti
dmin. Z uvedeného příkladu je patrné, že pro správné určení vyslaného bitu se musí
správně přenést nadpoloviční většina vyslaného kódového slova. Zapíšeme-li tento
poznatek matematicky, získáme právě vzorec pro určení minimální Hammingovy
vzdálenosti potřebné ke korekci chyb.
Minimální kódová vzdálenost
dmin ≥ 2t + 1, (1.3)
kde t je počet chyb, jež mají být opraveny. Minimální Hammingova vzdále-
nost je nejdůležitějším parametrem při hledání vhodného korekčního kódu. Definici
nejmenší kódové vzdálenosti lze nalézt také v [3]
Délka zabezpečené posloupnosti
Délka závisí na požadované schopnosti opravovat chyby. Vzhledem k jednoduchosti
opakovacího kódu je délka shodná s minimální vzdáleností.
n = dmin (1.4)
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Délka nezabezpečené posloupnosti
Opakovací kód vždy zabezpečuje jen jeden znak, který podle potřeby vysílá n-krát
za sebou.
k = 1 (1.5)
Informační poměr











kde n je počet opakování vstupních bitů.
I když je teoreticky možné pro opravu chyb využít opakovací kód, jak již bylo
uvedeno, jeho použití je velmi neefektivní vzhledem k vzniklé nadbytečnosti. Napří-




= 0, 09 (1.8)
Proto nebudu v dalším textu opakovací kód uvažovat a zahrnu do dalších kroků
pouze následující kódy s výrazně lepšími vlastnostmi. Význam uvedení opakova-
cího kódu je především jako ukázka potřeby využití lepších korekčních kódů a také
umožnil snadno definovat minimální kódovou vzdálenost.
1.3 Reed-Mullerův kód
Reed-Mullerův kód je binární kód, který je schopen opravit volitelný počet chyb.
Jedná se o nejstarší kód, který disponuje touto vlastností. Mezi výhody Reed-
Mullerova kódu patří skutečnost, že se jedná o lineární kód, dekódovací metoda
je tedy poměrně jednoduchá a také snadno realizovatelná.
1.3.1 Vlastnosti
Reed-Mullerův kód je definován jako lineární prostor tvořený boolovskými funkcemi
(polynomy) o m proměnných. Popis boolovských funkcí je k dispozici v [1]. Reed-
Mullerův kód je značený R(r,m), kde m udává počet binárních proměnných a r






























Nejjednodušším popisem kódování je generující matice G.
Reed-Mullerovým kódem stupně r a délky 2m se nazývá množina R(r,m) všech
boolovských polynomů m proměnných stupně nejvýše r.
Řádky generující matice tvoří všechny součiny 1, xi, xi1 , xi2 , ..., xi1xi1 , ..., xis pro
s ≤ r. Například generující matice pro kód R(2, 3) vypadá takto:
G =

1 1 1 1 1 1 1 1
0 1 0 1 0 1 0 1
0 0 1 1 0 0 1 1
0 0 0 0 1 1 1 1
0 0 0 1 0 0 0 1
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1

(1.12)
Specifickou vlastností Reed-Mullerova kódu je skutečnost, že generující matice
obsahuje vždy matici kódu nižšího řádu. První řádek generující matice pro R(2, 3)
je ve skutečnosti generující maticí kódu R(0, 3) a první 4 řádky generují kód R(1, 3).
Generující matici kódu R(3, 3) získáme přidáním jednoho řádku, jehož prvky určíme
podle vzorce x1x2x3.
1.3.3 Dekódování
Dekódování je založené na většinové logice, pro hledanou hodnotu určíme množinu
rovnic, z nichž jednonásobná chyba neovlivní více než jednu rovnici. Konkrétní hod-









1 , || i ||≤ r (1.13)
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wj+s, s ∈M(n− i− 1) (1.14)
kde M(i) je množina, která obsahuje jen takové čísla, jejichž binární rozvoj ob-
sahuje jedničky pouze na pozicích, kde je má číslo i.
K určení koeficientů qi, kde || i ||= r − 1 nejprve na základě předchozího kroku












Symbol w představuje přijaté slovo. Předchozí postup aplikujeme na slovo w
′
a
pokračujeme dokud neurčíme všechny qi a tím vyslané kódové slovo v.
1.3.4 Zúžený Reed-Mullerův kód
Vynecháním prvního písmena každého slova z kódu R(r,m) vzniká zúžený Reed-




m−r − 1 (1.16)
Délka zabezpečené posloupnosti
dmin = 2
























Tento cyklický kód byl objevili Bose a Ray-Chaudhuri a nezávisle na nich Hocquen-
ghem iniciály autorů daly tomuto kódu jméno. Oproti Reed-Mullerovým kódům
dosahuje BCH lepšího informačního poměru, který se výrazně projeví při větších
délkách kódových slov n ≥ 127. Podrobný popis BCH kódu včetně potřebné teorie
a vzorců je možné získat například v literatuře [1].
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1.4.1 Vlastnosti
Cyklické BCH kódy jsou definovány pomocí vytvářecího mnohočlenu g(x). Řád mno-
hočlenu určuje počet zabezpečovacích prvků r = n− k.
Minimální Hammingova vzdálenost
dmin ≥ 2t + 1 (1.19)
Délka zabezpečené posloupnosti
n = 2m − 1 (1.20)
Délka nezabezpečené posloupnosti
k ≥ n−mt (1.21)
1.4.2 Kódování









• z(x) je mnohočlen bloku nezabezpečené zprávy,
• g(x) je vytvářecí mnohočlen zabezpečovacího kódu,
• m(x) je mnohočlen podílu,
• r(x) je mnohočlen zbytku po dělení.
Jednoduchou úpravou, vynásobíme vytvářecím mnohočlenem obě strany rovnice,
získáme následující vztah
z(x) · xn−k = m(x) · g(x) + r(x) (1.23)
Poslední úpravou, odečtením zbytkového mnohočlenu, získáme výsledný vztah
pro polynom zabezpečené zprávy f(x)
f(x) = z(x) · xn−k + r(x) = m(x) · g(x) (1.24)
Vzhledem k vlastnostem prostoru tvořeného binární abecedou 0, 1 je operace
rozdílu identická s operací součtu, proto je r(x) na levé straně rovnice přičten.
Kódování vychází z výsledného vzorce, postup je popsán následujícími body
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1. K nezabezpečené posloupnosti připojeno (n − k) nulových bitů za místo s
nejnižším řádem, to je reprezentováno součinem z(x) · xn−k.
2. Prodloužený polynom je dělen vytvářecím mnohočlenem g(x), čímž získáme
zbytek po dělení r(x).
3. K prodlouženému polynomu z(x) · xn−k je přičten zbytek po dělení r(x).
4. Výsledek je odeslán na výstup kodéru jako zabezpečená posloupnost.
V praxi se kódování cyklických kódů provádí na pomocí posuvného registru a je
rozděleno na 2 fáze:
1. průchod nezabezpečené posloupnosti přes posuvný registr, který implementuje
děličku mod g(x) s přednásobením a současné odeslání na výstup,
2. odeslání na výstup obsahu buněk posuvného registru, jejichž počet je k a po
prvním kroku obsahují vypočtené zabezpečovací bity.
Příklad děličky implementující cyklický kód (7,4) je na obrázku 1.1.
Obr. 1.1: Schéma děličky cyklického kódu (7,4) pro kodér
1.4.3 Dekódování
Dekódování BCH kódu můžeme rozdělit do tří samostatných fází
1. kontrola správnosti přeneseného mnohočlenu j(x),
2. nalezení chybového mnohočlenu e(x),
3. opravení přeneseného j(x) a získání původního f(x)
Při kontrole správnosti přeneseného mnohočlenu zjišťujeme zda platí rovnost
j(x) = g(x), hledáme tedy syndromu s přeneseného slova. Je-li syndrom nulový,
předpokládáme, že nedošlo k žádné chybě.
Pokud je syndrom nenulový, hledáme ve druhém kroku lokátor chyb e(x), který
identifikuje místa v přenesené zprávě, kde došlo k chybě.
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Obr. 1.2: Příklad cyklického dekodéru kódu (7,4)
Třetí fází je nalezení vyslaného mnohočlenu f(x) s využitím lokátoru chyb e(x).
Toho docílíme prostým sečtením těchto mnohočlenů.
f(x) = j(x)⊕ e(x) (1.25)
1.5 Definice protichybového kódového systému
Obr. 1.3: Umístění PKS v přenosovém systému
Návrh kodeku je základním krokem při tvorbě protichybového kódového sys-
tému. Protichybový kódový systém (dále jen PKS), popsaný např. v literatuře [2],
je soubor několika samostatných modulů, které společně zajišťují správnou funkci
implementovaného korekčního kódu. Umístění PKS vzhledem ke zbytku přenoso-
vého znázorňuje obrázek 1.3. Vidíme zde celkem čtyři rozhraní mezi jednotlivými
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částmi PKS a okolním přenosovým systémem. Základní části PKS jsou zobrazeny
na obrázku 1.4. Jednotlivé moduly budou ve zkratce popsány.
Obr. 1.4: Blokové schéma kodéru/dekodéru v PKS
1.5.1 Vstupní modul
Vstupní modul zajišťuje bezproblémovou komunikaci mezi PKS a předřazenou částí
nadřazeného přechodového systému. Toto rozhraní zajišťuje všechny potřebné funkce
pro komunikaci na vstupní straně. Podíváme-li se na tento modul blíže, zjišťujeme,
že obsahuje tyto části
• vstupní port, vazební obvody jedná-li se o hardwarové řešení, či API rozhraní
v případě softwarového rozhraní,
• vyrovnávací vyrovnávací paměť, ta může být nezbytná, například pokud je
požadován nepřerušovaný datový tok,
• vstupní rozhraní pro řízení slouží k zajištění přenosu řídících signálů, ale také
třeba synchronizačního signálu nebo k zajištění taktu časové základny.
1.5.2 Kodér/Dekodér
Na přijímací a vysílací straně obsahuje PKS kodér nebo dekodér. Tyto moduly
implementují zvolený korekční algoritmus.
1.5.3 Výstupní modul
Výstupní modul plní podobné funkce jako vstupní modul. Také slouží k zajištění bez-
problémové komunikace se zbylými částmi přenosového systému a také jeho vnitřní
struktura je blízka struktuře vstupního modulu. Obsahuje zpravidla tyto součásti
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• výstupní rozhraní a vazební obvody obdobně jako na vstupu specifikuje způsob
propojení s okolím,
• výstupní vyrovnávací paměť slouží například pro vyrovnání různých délek kó-
dových slov,
• rozhraní pro řídící signály slouží pro zprostředkování řídící komunikace na
výstupní straně.
1.5.4 Řídící modul
Řídící modul zajišťuje veškeré funkce pro zajištění správné činnosti PKS. Tento
modul se stará o správnou synchronizaci, poskytuje správný takt časové základny
zbylým částem, zajišťuje potřebnou signalizaci a také dle potřeby ovlivňuje funkci
celého PKS. Na základě vnějších podnětů může například dočasně pozastavit zpra-
covávaní signálu v PKS a podobně.
Řídící modul poskytuje takovou skupinu funkcí, která je nezbytná pro zajištění
správné funkce a které je možné implementovat vzhledem k poskytovaným rozhra-
ním ostatních částí přenosového systému.
1.6 Výběr zabezpečovacího kódu
Při výběru vhodného zabezpečovacího kódu vycházíme ze způsobu distribuce chyb
v použitém sdělovacím kanálu. Hledáme takový kód, který bude schopen opravit
všechny chyby vyskytující se v přenosovém kanále. Mluvíme v takovém případě o
přizpůsobení kódu na kanál. V reálném prostředí obvykle není 100% eliminace chyb
možná, ať už důvodu technických či ekonomických. Potom hovoříme o přípustné
takzvané zbytkové chybovosti pz. V zadání je uvedeno, že hledáme kód, který je
schopen opravit t = 5 chyb, to je výsledkem analýzy přenosového signálu a požada-
vek zaručuje eliminaci statisticky významných chyb.
Hledáme tedy takové kódy, které jsou schopny opravit t = 5 chyb. Dosazením
do vzorce 1.3 získáme minimální kódovou vzdálenost takových kódů
dmin = 2 · 5 + 1 = 11 (1.26)
Nejprve zvolíme několik kódů a jejich kombinací, potom vytvoříme hodnotící
systém a vybereme nejvhodnější varianty, které postoupí do užšího výběru.
Kódy BCH z nichž budeme vybírat jsou shrnuty v tabulce 1.1. Volíme ze dvou
různých kódových délek, přičemž je vybráno několik variant s různou minimální
kódovou vzdáleností.
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Kód Délka n Inf. znaky k Vzdálenost dmin
BCH(63,36) 63 36 11
BCH(63,30) 63 30 13
BCH(127,92) 127 92 11
BCH(127,85) 127 85 13
BCH(127,78) 127 78 15
Tab. 1.1: Možné varianty BCH kódů
V následujících tabulkách jsou shrnuty Reed-Mullerovy kódy (tabulka 1.2) a
zúžený Reed-Mullerův kód (tabulka 1.3). Jsou vybrány 3 Reed-Mullerovy kódy s
různou délkou. Kód s délkou n = 256 má téměř dvojnásobnou délku oproti délce
N = 130 pro niž je stanoven výskyt t = 5 chyb. Proto po tomto kódu požadujeme
schopnost opravit dvojnásobné množství chyb.
Kód Délka n Inf. znaky k Vzdálenost dmin
R(2,6) 64 22 16
R(3,7) 128 64 16
R(3,8) 256 93 32
Tab. 1.2: Možné varianty RM kódů
Volba zúžených Reed-Mullerových kódů vychází z volby standardních kódů,
každý vybraný je zúžením některého vybraného Reed-Mullerova kódu.
Kód Délka n Inf. znaky k Vzdálenost dmin
R(2,6)* 63 22 15
R(3,7)* 127 64 15
R(3,8)* 255 93 31
Tab. 1.3: Možné varianty zúženého RM kódu
1.6.1 Stanovení srovnávacích kritérií
Pro výběr ze zvolených parametrů je nezbytné nejprve určit vhodnou srovnávací me-
todu. Můžeme srovnávat jednotlivé parametry, ovšem pouze stejný typ, parametry
různých typů jsou navzájem neporovnatelné.
Jednou z možností je zvolit určitou metodu pro stanovení normovaných veli-
čin. Budeme-li uvažovat lineární závislost jednotlivých parametrů, můžeme stano-
vit mezní hodnoty, které ohodnotíme 0 respektive 100 body a hodnoty mezi nimi
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ohodnotíme podle lineární závislosti. Takové zjednodušení je pro potřeby výběru
optimálního kódu přijatelné a v následujícím srovnání jej použiji.
Výsledné hodnocení pak je kombinací těchto dílčích hodnocení. Mají-li všechny
parametry stejnou váhu, můžeme sečíst dílčí hodnocení a získáme tak celkové hod-
nocení. Pokud si ovšem různé parametry nejsou rovnocenné, jednotlivé hodnocení
před sečtením násobíme váhovým činitelem.
V následujících odstavcích jsou uvedeny podmínky hodnocení jednotlivých pa-
rametrů.
Hodnocení informačního poměru
Informační poměr R je hlavním hodnotícím parametrem. Zadání neudává žádné
specifické požadavky, které by bylo nutno zohlednit při volbě informačního poměru.
Pokud by byla zadána například maximální přenosová rychlost dostupného kanálu
a současně s ním také požadavek na potřebnou přenosovou rychlost, jež má zajis-
tit přenosový systém, byli bychom schopni určit minimální požadovaný informační
poměr.
Jak již ale bylo řečeno, žádné takové požadavky v zadání nejsou. Proto bude
prosté určení nejlepšího informačního poměru stačit pro hodnocení kódů. Výpočet
informačního poměru daný vztahem 1.6 je již sám v podstatě určením normované
hodnoty změny přenosové rychlosti uvnitř kodéru/dekodéru, vztah který je infor-
mačním poměrem popsán můžeme vidět na obrázku 1.5. Jedná se o poměr infor-
mačních bitů k vůči celkovému počtu bitů n v bloku zabezpečené zprávy. Teoreticky
může mít kód informační poměr 1, takový kód ovšem neobsahuje žádné nadbytečné
bity, neslouží tedy pravděpodobně zabezpečení, což ovšem není pro náš případ důle-
žité. Stejně tak existuje teoretická možnost existence kódu s informačním poměrem
blížícím se 0. Máme tedy k dispozici parametr, který může nabývat hodnot 0 – 1. In-





(i) · 100. (1.27)
Hodnocení minimální kódové vzdálenosti
Všechny zvolené kódy splňují podmínku minimální kódové vzdálenosti dmin = 11
tak, jak byla určena vztahem 1.26. Přesto je vhodné vytvořit hodnotící kritéria také
pro tento parametr. Kódy s větší minimální kódovou vzdáleností budou schopny
opravovat více chyb než je dáno zadáním. Již bylo zmíněno, že není možné zcela
eliminovat chybovost vznikající v přenosovém kanále, schopnost opravit další chyby
je tedy vhodným přínosem ke kvalitě přenosového systému.
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Obr. 1.5: Zabezpečená posloupnost systematického kódu
Z principu věci není možné stanovit maximální hodnotu minimální kódové vzdá-
lenosti. Pojem maximální hodnota minimální kódové vzdálenosti zní jako slovní
hříčka, i z pohledu matematického se jedná o něco podobného. Definice minimální
kódové (nebo také Hammingovy) vzdálenosti (viz [5]) udává Hammingovu vzdále-
nost jako počet všech pozic, ve kterých se liší 2 kódová slova. Minimální kódová
vzdálenost je nejmenší vzdálenost jako lze nalézt mezi všemi kódovými slovy.
Z definice tedy plyne, že kódová vzdálenost je závislá na délce a vlastnostech
kódového slova, teoreticky může růst až k nekonečnu.
Pro stanovení normovaných hodnot minimální kódové vzdálenosti proto musíme
nalézt mezní hodnotu jiným způsobem. Mezní hodnota bude určena nejvyšší hodno-
tou minimální kódové vzdálenosti ze všech zvolených kódů. Takový kód tedy získá











Hodnocení počtu opravitelných chyb
Jedná se o jiný způsob hodnocení korekční schopnosti kódu, která může být použitá
místo hodnocení dle minimální kódové vzdálenosti a v podstatě se jedná o dvě
rovnocenné hodnotící kritéria.
Vzhledem k tomu, že je závislost mezi minimální kódovou vzdálenosti dmin a








Platí tedy, že hodnocení počtu opravitelných chyb a hodnocení minimální kódové
vzdálenosti jsou identická kritéria. Při hodnocení použijeme vždy jen jedno z nich,
volíme podle situace.
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Hodnocení délky zabezpečené posloupnosti
Pro snadnou integraci PKS do nadřazeného přenosového systému je důležité vhodně
zvolit délku zabezpečené posloupnosti n. To je nezbytné pro zajištění bezproblémo-
vého napojení na přenosový kanál, který je schopen přenášet posloupnosti délky N
bitů. V našem případě je zadáním uloženo N = 130 bitů. Optimální kód z hlediska
přizpůsobení na kanál je takový, který produkuje blok zabezpečené posloupnosti o
délce n, platí-li
n = N. (1.30)
Eventuálně může vyhovovat také takový kód, jenž produkuje zabezpečenou po-
sloupnost délky n, která je násobkem posloupnosti N případně obráceně. Tento
vztah můžeme vyjádřit následujícím vztahem:
n = N · j, (1.31)
kde j je libovolné racionální číslo s výjimkou 0.
Na základě těchto kritérií nyní stanovíme potřebný vztah pro určení normované
hodnoty délky zabezpečené posloupnosti n. Vycházíme přitom ze zadané hodnoty
N = 130 b. V ideálním případě n vyhovuje vzorci 1.31, takový kód získává maxi-
mální hodnocení, naopak hodnocení 0 získá kód s délkou n = 66, ten je pro dané
zadání nejhorší variantou. To vyplývá z následujícího vztahu
130mod 66 = 64 (1.32)
Operátor mod reprezentuje operaci jejímž výsledkem je zbytek po dělení, jeho
význam je zde jiný než zápis mod(x), jenž se používá při definici konečných těles.
Zbytek po dělení udává počet bitů, jež není možné využít, pro hodnotu n = 66 je
tento nevyužitelný počet bitů největší. Ověření je jednoduché, stačí určit zbytek po
dělení okolních čísel, tedy 65 a 67, v obou případech je zbytek po dělení menší:
130mod 65 = 0 (1.33)
130mod 67 = 63 (1.34)
Pro určení normované hodnoty vycházíme ze zbytku podělení délky N délkou
zabezpečené posloupnosti n, která je normovaná hodnotou 64. Výsledný vztah je







Pro určení celkového hodnocení je možné volit vhodnou kombinaci dílčích normova-
ných hodnocení. Mají-li všechny parametry stejnou váhu, můžeme celkové hodno-
cení stanovit jako součet dílčích hodnocení. V případě, že jsou některé parametry
významnější, vynásobíme příslušné dílčí hodnocení váhovým činitelem.
Pro dané zadání bude použita metoda s různými váhami jednotlivých parame-
trů. Důvodem pro toto rozhodnutí je snaha, co nejvíce vyhovět zadání a současně
minimalizovat případné nepříznivé vlivy provedené volby.
Jako nejvýznamnější parametr zvolíme informační poměr R. To je dáno skuteč-
ností, že nejsou blíže uvedeny parametry ovlivňující informační poměr, či požadavky
na vlastnosti na něm závislé. Proto je potřeba volit informační poměr velice obe-
zřetně. V nejhorším případě můžeme při implementaci navrženého řešení zjistit, že
výsledný přenosový systém nesplňuje požadavky minimální propustnosti.
Z těchto důvodů má hodnota informačního poměru dvojnásobnou váhu, váhový
činitel je 2.
Naopak budeme postupovat u minimální kódové vzdálenosti. Tato vlastnost byla
vzorcem 1.26 stanovena na dmin = 11. Předpokládáme, že požadavek na opravu
t = 5 chyb byl stanoven na základě důkladné analýzy a že výskyt většího počtu chyb
vykazuje dostatečně nízkou pravděpodobnost výskytu. I přesto je vhodné minimální
kódovou vzdálenost do srovnání zahrnout.
Na základě výše popsaného volíme poloviční váhu pro minimální kódovou vzdá-
lenost, váhový činitel je tedy 12 .
Poslední parametr zahrnutý do srovnání je délka zabezpečené posloupnosti n.
Tato vlastnost je ohodnocena standardní váhou.
Váhové činitele všech parametrů jsou uvedeny v tabulce 1.4.
Normovaný parametr Váha
Informační poměr R 2
Vzdálenost dmin 0,5
Délka n 1
Tab. 1.4: Váhové činitele jednotlivých parametrů
Takto jsme se dostali k výslednému vzorci celkového hodnocení, jak již bylo uve-





+ 2 · hR + hn (1.36)
27
1.7 Přizpůsobení kódových délek
1.7.1 Přizpůsobení délky bloku nezabezpečené posloupnosti
Zadání neuvádí žádné požadavky na délku bloku nezabezpečené posloupnosti k.
Předpokládáme tedy, že nejde o vložení do již existujícího systému, ale že je navr-
hovaný PKS dílčí součástí návrhu celého přenosového systému. Přizpůsobení délky
k tedy není zapotřebí řešit.
1.7.2 Přizpůsobení délky bloku zabezpečené posloupnosti
Opačná situace nastává v případě délky bloku zabezpečené posloupnosti n. Zadání
přímo neuvádí potřebu dělit výstupní posloupnost na bloky délky N = 130 bitů, bu-
deme ovšem vycházet z předpokladu, že takový požadavek existuje, čímž zamezíme
případným komplikacím ve fázi realizace. Je pravděpodobné, že stanovená délka
bitového toku N je shodná právě z délkou jednoho bloku přenášené zprávy v do-
stupném přenosovém kanále.
Při pohledu do tabulek jednotlivých kódů uvedených v předešlých odstavcích
vidíme že žádný nesplňuje podmínku uvedenou vztahem 1.31. Návrh proto musí
obsahovat také přizpůsobení délky n na délku N a při výběru vhodného kódu také
musíme tuto skutečnost zohlednit. Při návrhu můžeme vycházet z několika předpo-
kladů.
• Navazující blok přenosového systému (kanál) řeší zarovnání na správnou délku
sám.
• Vnitřní rozhraní přenosového systému umožňují přenášet data pouze v blocích
pevně stanovené délky.
• Vnitřní rozhraní umožňuje přenos s libovolnou bitovou délkou.
Uvažované situace se nevylučují navzájem, pro potřeby řešení přizpůsobení délky
bloku nezabezpečené posloupnosti budeme ale o těchto možnostech uvažovat samo-
statně.
První situace vypadá na první pohled jako nejjednodušší z pohledu návrhu PKS.
Takové řešení ovšem vyžaduje systém řízení, kterým je možno informovat následující
blok, že byly odeslány všechny bity aktuálního úseku.
Druhá situace způsobuje nejvíce komplikací, vyžaduje vložení vyrovnávacích pa-
mětí, které jsou důvodem vzniku někdy nepříjemného zpoždění signálu. Tato situace
může nastat například u některých softwarových implementací.
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Třetí varianta je naopak nejpříznivější, pokud můžeme přes rozhraní vyslat po-
sloupnost libovolné délky, je jednoduché přizpůsobit délku zabezpečené posloupnosti
na vhodnou velikost.
Obr. 1.6: Prodloužení zabezpečené posloupnosti na délku N
Budeme-li uvažovat třetí variantu, zjistíme, že se mění informační poměr daný
vztahem 1.6, zabezpečené posloupnost délky n je prodloužena na délku N , vztah





Tento vztah bychom měli uvažovat i v případě první varianty, pokud přizpůso-
bení provádí ukončující zařízení přenosového kanálu.
1.7.3 Srovnání kódů dle přizpůsobení kódové délky
Žádné další srovnání kódů vzhledem k nutnosti přizpůsobení kódových délek není
potřeba. Jak bylo uvedeno, přizpůsobování nezabezpečené délky posloupnosti není
součástí řešení. K hodnocení přizpůsobení délky zabezpečené posloupnosti již došlo
v předchozí kapitole, další srovnávaní nemá význam.
Pro srovnání dle přizpůsobení kódových délek bychom také mohli využít me-
todu, která se použije pro prodloužení zabezpečené posloupnosti. Vycházíme ovšem
z předpokladu, že vnitřní rozhraní přenosového systému umožňují přenos libovolného
počtu bitů, pro přizpůsobení použijeme v každém případě stejný způsob prodloužení.
Z výše uvedeného vyplývá, že při řešení návrhu přizpůsobení kódových délek již
není třeba podrobit kódy dalšímu srovnávání.
1.7.4 Realizace přizpůsobení délky zabezpečeného bloku
Žádný ze zvolených kódů nesplňuje podmínku pro snadné navázaní PKS na násle-
dující blok přenosového systému z pohledu délky nezabezpečené posloupnosti danou
vztahem 1.31. Protože stanovené zadání neudává žádné konkrétní požadavky, bu-
deme vycházet z několika předpokladů, které již byly zdůvodněny v předchozích
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kapitolách. Předpokládáme, že navazující blok toto přizpůsobení nezajišťuje, mu-
síme jej tedy řešit jako součást PKS. Poslední předpoklad je, že vnitřní rozhraní
přenosových systémů umožňuje přenos libovolné délky bitů.
Obr. 1.7: Prodloužení zabezpečeného bloku v kodéru
PKS bude na vysílací straně rozšířen o jednoduchý blok, který bude generovat po-
třebné bity k doplnění na délku požadovanou přenosovým kanálem, v našem případě
tedy na délku N = 130 bitů. V přijímací části musíme naopak zajistit odstranění
těchto přidaných bitů.
Obr. 1.8: Zkrácení přijaté posloupnosti na délku n v dekodéru
Pro zajištění funkce je potřeba vytvořit řídící signál, který zajistí správné pro-
dlužování/zkracování přenášené posloupnosti. Na vysílací straně řídící signál zajistí
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vyslání dodatečného počtu bitů z, které doplní vyslanou posloupnost délky n na 130
bitů. Na přijímací straně naopak řídící signál zajistí ”zahození” těchto z nadbyteč-
ných bitů.
1.8 Vyrovnání různých přenosových rychlostí
Již víme, že se v PKS vyskytují dvě různé kódové délky pro něž platí, že
n > k. (1.38)
To má za důsledek výskyt také dvou různých přenosových rychlostí vn a vk,
přičemž první z nich vn představuje rychlost v přenosovém kanále a rychlostí vk
vysílá zdroj informace. Vzhledem k platnosti vztahu 1.38 bude platit také obdobná
nerovnost pro rychlosti
vn > vk (1.39)
Při návrhu PKS je třeba zajistit vyrovnání těchto rychlostí. Při tomto kroku
můžeme vycházet z několika předpokladů:
• vstupní datový tok může být přerušován,
• vstupní datový tok vyžaduje nepřerušovaný přenos.
Je-li možné přerušit vstupní datový tok, vyrovnání přenosových rychlostí není
nijak problematické. Je ovšem zapotřebí zajistit možnost zasílání řídících signálů,
PKS musí mít možnost zaslat žádost o pozastavení vysílání předřazené části přeno-
sového systému a následně také pokyn pro opětovné obnovení vysílání.
Obr. 1.9: Přehled přenosových rychlostí v různých částech systému
V případě, že datový tok přerušován být nemůže, zajišťuje se vyrovnání po-
mocí vyrovnávacích pamětí na vstupu PKS. Její velikost je dána vlastnostmi PKS,
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zejména informačním poměrem a způsobem jakým PKS zpracovává zabezpečovanou
posloupnost.
Žádné speciální požadavky na přerušování nejsou v zadání stanoveny. Není tedy
možné stanovit žádné kritéria, podle kterých by bylo možno určit vhodný způsob
pro vyrovnání přenosových rychlostí.
Na rozdíl od přerušování datového toku neklade využití vyrovnávací paměti
žádné speciální požadavky na ostatní části přenosového systému, tento způsob je
tedy možné zvolit i bez podrobnějších znalostí jednotlivých částí.
1.8.1 Vyrovnávací paměť kodéru RM kódu
Reed-Mullerův kód patří k zástupcům blokového kódu. Kódování tedy probíhá po-
mocí generující matice G, kódované slovo délky k se zpracovává najednou.
Vzhledem k tomu, že neznáme detaily o přenosových rychlostech, jež je třeba
zajistit, vyjdu z předpokladu, že proces zabezpečování zabere čas rovný nebo menší
času přenosu jednoho nezabezpečeného kódového slova. Vyrovnávací paměť tedy
bude tvořena dvěma samostatnými částmi délky, každá z nich má za úkol udržet
celé nezakódované slovo, jejich délka je tedy k.
Obr. 1.10: Struktura vyrovnávací paměti pro kodér Reed-Mullerova kódu
Části vyrovnávací paměti se budou pravidelně střídat, k tomu je potřeba také
zajistit řízení, jedná se ovšem pouze o vnitřní signalizaci, komunikace s okolními
částmi není v tomto případě třeba zavádět.
1.8.2 Vyrovnávací paměť kodéru BCH kódu
Během zabezpečení pomocí BCH kódu prochází nezabezpečená posloupnost posuv-
ným registrem. ve kterém se počítají redundantní, zabezpečovací bity. Kódované
slovo se tedy zpracovává postupně, úkolem vyrovnávací paměti je zajistit možnost
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nepřerušeného toku dat také během doby, kdy z kodéru vystupují vypočtené zabez-
pečovací bity.
Délku vyrovnávací paměti volíme rovnu k, vycházíme z předpokladu, že doba
potřebná pro vyslání n zabezpečovacích bitů je stejná, jako doba, za kterou musí
dojít k načtení bitů k.
Obr. 1.11: Struktura vyrovnávací paměti pro kodér BCH kódu
Její struktura je jednodušší než v předchozím případě. Vzhledem k tomu, že bity
vstupují do kódovacího procesu postupně, dochází také k postupnému uvolňování
vyrovnávací paměti, uvolněné buňky je možné okamžitě opět použit pro uložení
bitů přicházejících na vstup. Vyrovnávací paměť je tedy tvořena jedním posuvným
registrem délky k a nevyžaduje žádný typ řízení, jenž by byl obdobou předchozímu
případu.
1.8.3 Metoda srovnání dle struktury vyrovnávací paměti
Vyrovnávací paměť umožňuje různý přístup pro možnosti srovnávání. Paměť se liší
počtem paměťových buněk, zpožděním zabezpečovaného signálu, případně je možné
srovnávat dle složitosti realizace.
Pro potřeby této práce zvolíme srovnání dle počtu paměťových buněk. Počet pa-
měťových buněk z části hodnotí složitost provedení. Počet paměťových buněk také
může sloužit ke srovnání způsobeného zpoždění. To ovšem platí pouze v případě, že
srovnáváme kódy, jež vyžadují stejnou strukturu vyrovnávací paměti. V obecném
případě tedy srovnání dle počtu buněk nevypovídá o zpoždění. V případě potřeby
srovnávání dle zpoždění je ovšem lepší hodnotit celkové zpoždění způsobené prů-
chodem signálu celým PKS. Srovnání dle počtu paměťových buněk je tedy v našem
případě plně dostačující.
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Počet paměťových buněk kodéru Reed-Mullerova kódu
V předešlých odstavcích je uvedeno, že vyrovnávací paměť kodéru se skládá ze dvou
částí a každá má za úkol udržet k bitů. Počet paměťových buněk je dán dvojnásob-
kem k:
bRM = 2k. (1.40)
Počet paměťových buněk kodéru BCH kódu
Zde je situace velmi jednoduchá, počet buněk b je roven délce bloku nezabezpečené
posloupnosti:
bBCH = k. (1.41)
Hodnotící parametr počtu paměťových buněk
Výpočet hodnotícího parametru stanovíme podle jednoduchých pravidel. Potřebné
počty paměťových buněk stanovíme na základě uvedených vzorců. Z předložených
kódů vybereme kód vyžadující implementaci nejmenší vyrovnávací paměti a ohod-
notíme jej 100 body, naopak kód, který vyžaduje nejdelší vyrovnávací paměť ohod-
notíme 0 body. Závislost mezi hodnocením a samotnou délkou paměti je lineární,





186− 30 · 100 (1.42)
Váhový činitel
Toto hodnocení nepatří ke klíčovým parametrům, jenž jsme určili k výběru nejvhod-
nějšího kódu podle zadání. Ostatní parametry slouží spíše pro upřesnění výběru nebo
k ověření, že zvolený kód vyhovuje ve všech ohledech. Proto pro parametry, jenž ne-
slouží k hlavnímu výběru kódu stanovujeme váhový činitel roven 0,25.
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2 VÝSLEDKY STUDENTSKÉ PRÁCE
Poznatky a závěry uvedené v předchozí kapitole nyní aplikujeme na zvolenou mno-
žinu korekčních kódů. Cílem snažení je nalezení optimálního kódu ve stanovené
množině. V následujících odstavcích srovnáváme jednotlivé kódy dle definovaných
hodnotících parametrů.
2.0.4 Srovnávací tabulka vhodných kódů
Nyní můžeme vyhotovit srovnávací tabulku všech vybraných kódu a zvolit kódy s
nejlepším hodnocením pro další etapu výběru optimálního řešení.
Jako hodnotící parametr korekční schopnosti je použitý počet opravitelných chyb,
volba je dána Reed-Mullerovými kódy. Jak je patrné ze vztahu 1.3, sudá minimální
kódová vzdálenost dmin Reed-Mullerových kódů nemá pro korekční schopnost vý-
znam, srovnávání podle dmin by mohlo být mírně zavádějící.
Počet opravitelných chyb je uveden pro dvojnásobnou délku bitového úseku
N ′ = 260. K tomuto kroku jsme přistoupili z důvodu délky Reed-Mullerova kódu
R(3,8) a jeho zúžené varianty. Tyto kódy zabezpečují delší kódovou vzdálenost, pro
jednoduchost srovnání jsou na tuto délku přepočítány korekční schopnosti všech
kódů.
Kód t′ ht R hR n hn h
BCH(63,36) 10 66,67 0,5714 57,14 63 93,75 241
BCH(63,30) 12 80,00 0,4762 47,62 63 93,75 229
BCH(127,92) 10 66,67 0,7244 72,44 127 95,31 274
BCH(127,85) 12 80,00 0,6693 66,93 127 95,31 269
BCH(127,78) 14 93,33 0,6142 61,42 127 95,31 265
R(2,6) 14 93,33 0,3438 34,38 64 96,88 212
R(3,7) 14 93,33 0,5039 50,39 128 96,88 244
R(3,8) 15 100,00 0,3633 36,33 256 96,88 220
R(2,6)* 14 93,33 0,3492 34,92 63 93,75 210
R(3,7)* 14 93,33 0,5039 50,39 127 95,31 243
R(3,8)* 15 100,00 0,3647 36,47 255 96,09 219
Tab. 2.1: Srovnávací tabulka pro výběr nejlepší varianty
Na základě výsledků srovnání můžeme stanovit žebříček nejlépe hodnocených






Při pohledu na srovnávací tabulku vidíme, že rozdíly mezi nejlépe hodnocenými
kódy jsou relativně malé. Vidíme také velký odstup v hodnocení Reed-Mullerových
kódů. To je dáno zvolenými váhovými činiteli jednotlivých parametru, lepší korekční
schopnost se příliš neprojeví, na druhou stranu vliv nevýhodného informačního po-
měru je znásoben.
Nejlepší variantou se tedy zdá být kód BCH(127,92), který opravuje právě za-
dáním stanovených t = 5 chyb a také délka bloku zabezpečené zprávy n = 127 se
blíží délce bloku N = 130 v přenosovém kanálu.
2.1 Hodnocení kódů dle struktury potřebné vy-
rovnávací paměti
Pro další srovnání kódů můžeme použít vlastnosti vyrovnávací paměti, jež slouží pro
vyrovnávání různých přenosových rychlostí. Jak bylo popsáno v předchozí kapitole,
struktura paměti se liší dle kódů a také její velikost je určena dle parametru k.
Srovnání vybraných kódů podle vyrovnávací paměti může tedy také být významným
parametrem. Vyrovnávací paměť má vliv na celkovou složitost řešení a také na






Tab. 2.2: Srovnávací tabulka dle struktury vyrovnávací paměti
Vidíme, že rozdíl v hodnocení mezi Reed-Mullerovým kódem a kódem BCH se
opět zvětšil a volba některého BCH kódu je pravděpodobně optimální pro stanovené
zadání.
Opačná situace nastává u samotných BCH kódů. Toto hodnocení vychází z délky
bloku nezabezpečené posloupnosti k, přičemž menší hodnota je lépe ohodnocena.
Kódy, které dopadly v přechodím hodnocení hůře, nyní získávají a rozdíl mezi nimi
se snižuje. Pořadí třech nejlépe hodnocených kódů zůstává stejné, rozdíl mezi nimi
je však menší.
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2.2 Návrh struktury kodeku
Na základě stanovených parametrů byl vybrán optimální kód. Výsledkem tohoto
porovnání se jako nejlepší z nabízených jeví kód BCH(127,92). Dalším krokem je
návrh kodeku. Kodek obsahuje samozřejmě kodér a dekodér a další podpůrné bloky.
Zadání nespecifikuje žádné konkrétní požadavky na formu realizace, nemůžeme jed-
noznačně určit, je-li preferováno hardwarové či softwarové řešení. Proto bude pro
popis jednotlivých částí kodeku použita forma orientovaného grafu. Toto zobrazení
umožňují univerzální vyjádření struktury kodeku.
V případě hardwarové realizace představují uzly grafu jednotlivé funkční bloky a
hrany zde reprezentují obslužné signály, jenž určují přechod mezi jednotlivými stavy
kodeku.
Zvolíme-li softwarovou realizaci, potom uzly grafu reprezentují funkce imple-
mentující specifikovanou činnost a hrany představují rozhraní mezi voláním těchto
funkcí.
2.2.1 Zapojení kodéru
Z návrhu kodeku vyplývá, že samotný kodér musí být rozšířen o další části. Vstupní
vyrovnávací paměť slouží k vyrovnání různých přenosových rychlostí. Dále je ne-
zbytné před odesláním prodloužit zabezpečený blok délky n na délku N = 130.
Tyto skutečnosti jsou zohledněny ve schématu 2.1.
Obr. 2.1: Schéma navrženého kodéru
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2.2.2 Zapojení dekodéru
Také dekodér musí být rozšířen o další podpůrné bloky. Struktura dekodéru je ovšem
jednodušší. Vzhledem k provedenému návrh je nutné před samotným dekódováním
opětovně zkrátit doručený blok na délku n. Tímto krokem jsou potřebné dodatečné
úpravy v dekodéru vyčerpány a stačí pouze provést dekódování a odeslat výslednou
posloupnost do dalšího bloku přenosového systému. Schéma dekodéru je na obrázku
2.2.
Obr. 2.2: Schéma navrženého kodéru
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3 ZÁVĚR
V bakalářské práci byl předveden postup při návrhu vhodného kodeku dle stano-
veného zadání. Celý proces se skládá z několika kroků, jenž se dají částečně řešit
samostatně.
Prvním krokem je nalezení vhodných korekčních kódů, které svou korekční schop-
ností vyhovují stanoveným požadavkům. Korekční kód je hlavní částí kodeku, přesto
není nezbytné v tomto kroku dbát vyšší pozornosti při hledání vhodných kódů.
Všechny vybrané kódy jsou v dalších krocích podrobeny srovnání, na základě kte-
rého je zvolen optimální kód.
V této práci probíhal výběr mezi několika různými Reed-Mullerovými a BCH
kódy.
Dalším krokem je výběr hlavních srovnávacích parametrů. Volba těchto para-
metrů je důležitá pro úspěšné vypracování návrhu. Parametry musí být vybrány s
ohledem na zadání tak, aby bylo na základě jejich hodnocení možné nalézt opravdu
optimální kód.
Pro potřeby zadání této práce byly na základě patřičného zdůvodnění za klí-
čové parametry vybrány počet opravitelných chyb t, informační poměr R a délka
zabezpečené posloupnosti n.
Po srovnání dle hlavních parametrů následuje návrh částí kodeku a porovnání
dle doplňkových parametrů. Výsledkem je potom výběr právě jednoho kódu a návrh
jeho kodeku.
Za základě zadání byla kladena velká pozornost informačnímu poměru R. Infor-
mační poměr není v zadání vůbec uveden a nejsou známy požadavky s ním souvise-
jící. Proto jsem se zvolil metodu návrhu, kdy je informačnímu poměru kladena velká
váha. Snažil jsem se tak předejít situaci, kdy například vinou nízkého informačního
poměru není možné přenášet informaci požadovanou rychlostí. Tato skutečnost se
významně promítla do výsledného řešení. Co možná nejlepší hodnotě informačnímu
poměru ustoupily některé jiné vlastnosti, jako například schopnost korekce chyb,
která na druhou stranu byla v zadání stanovena přesně a nehrozilo tedy příliš velké
riziko nepříjemných komplikací.
V zadání nebyly stanoveny také některé jiné aspekty, které mohou výrazně ovliv-
nit návrh kodeku a které je vhodné při návrhu zohlednit. Příkladem může být třeba
požadavek na určitou délku bloku nezabezpečené posloupnosti, či požadavek blíže
specifikující způsob realizace vyplývající z vlastností přenosového systému.
Bez ohledu na uvedené skutečnosti byl návrh kodeku proveden tak, aby co nejlépe
vyhovoval podmínkám stanoveným v zadání a aby co nejsnáze zapadal do přenoso-
vého systému i bez detailních znalostí jeho vlastností.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
API Application programming interface
dmin Minimální kódová vzdálenost
k Délka nezabezpečené posloupnosti
mod Binární operátor, výsledkem je zbytek po dělení
N Délka bloku posloupnosti v přenosovém kanále
n Délka zabezpečené posloupnosti
PKS Protichybový kódový systém
R Informační poměr
t Počet nezávislých chyb
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