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We answer the question: What are the Boolean functions that can be computed with a 
constant number of bit-exchange in a two-processor environment no matter how the input 
bits are distributed among the processors? 
The characterization uses “programs over a monoid M,” a construction introduced by 
D. Barrington. We prove that if the symmetric communication complexity of a Boolean 
function f is at most c (i.e., the communication complexity is at most c for all possible 
partitions of the input into two parts) then there is a commutative monoid A4 of size at most 
exp(exp(exp(exp(exp c)))) such that a program over the monoid M can be built that 
computes jI We also give size and depth upper bounds for synchronous circuits that compute 
functions with bounded symmetric communication complexity, as well as width upper bounds 
for read-only once branching programs that compute these functions. 0 1993 Academic press, I U C .  
1. DEFINITIONS 
1.1. Guide for the Reader 
The first section is devoted to the definitions. The author’s suggestion for the 
reader is to skim through this section and/or start with the actual introduction. In 
t,he body of the paper the reader will find very few precise definitions. In the table 
of definitions all the necessary information can be found. There are concepts to 
which the key is a more general concept (e.g., read once only branching programs 
are defined under the more general “branching programs” entry). At crucial points 
we give explicit reference to the table of the definitions using the arrow (+) sign. 
The list of all relevant notations is in the end of the paper. This structure is aimed 
to help those who do not want to read all the details from the beginning to the end. 
The paper is readable too for those, who are not interested in communication 
complexity. The parts dealing with communication complexity can be easily 
skipped. 
The functions that appear throughout this paper are of the form f: 2x -+ 
{ 1, . . . . C}, where X is a set of n Boolean variables. We slightly extended the set of 
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Boolean functions in order to be able to handle “subfunction-functions” that arise 
in our arguments. In general X will denote the variable set of a function f and Y, 
Z, V, W will be subsets of X. We use the letter M to denote a monoid. 
1.2. Definitions 
Almost periodic functions. Let f be a symmetric function of n variables. f is 
called almost periodic with period (k, a, 6) if f (i + k) = f (i) whenever a < i < 
n-b-k. 
ACC circuits. Bounded depth circuits with polynomially many unbounded fanin 
AND, OR gates and MOD m gates for fixed m. A MOD m gate outputs zero 
exactly when the number of ones in its input is divisible by m. 
Branching programs (The definition is taken from [2]). A branching program 
is a DAG with one source and with two kinds of vertices: vertices that are labeled 
by an input variable, in this case they must have out-degree two, and one of the 
out-going edges must be labeled with zero and the other with one; the other 
kind of vertices are sinks and they are labeled with numbers from one to C. The 
branching program computes a function f: (0, 1 }” -+ { 1, . . . . C} in the natural way. 
The size of the branching program is the number of vertices. A branching program 
is called leveled if the vertices are partitioned into subsets, Lo, . . . . LI, called the 
levels, such that all the edges out of Li go to Li+ i. The number of levels is called 
the length of the branching program, and the size of the largest level is called the 
width. A leveled branching program is called oblivious if all the vertices on a single 
level are labeled by the same variable. An oblivious branching program is read once 
only if none of the variables occur at more than one level. 
CCC (constant communication complexity). Language class defined in terms of 
symmetric communication complexity of L,. A language L belong to this class iff 
there is a constant c such that the symmetric communication complexity of L, is 
bounded by c for every n. 
Communication complexity. Let us be given a function f: 2x -+ (0, . . . . C}, and a 
partition of the set of the input variables X= Y u Z. The communication 
complexity off with respect to this partition is defined as the total number of 
communication bits exchanged between two players in the following game: Player 1 
receives the values of the variables in Y and Player 2 receives the values of the 
variables in Z. Then the players jointly evaluate f according to an optimal protocol 
agreed upon between the parties before the game starts. The game consists of 
rounds, in each of which one player is the sender and the other is the receiver. 
These roles alternate between the rounds. The protocol unambiguously determines 
the sequence of bits the sender should send to the receiver. This is a function of the 
sender’s knowledge (input bits; communication bits) at the moment when the 
message is sent. (For more details about communication complexity see the paper 
of Lovasz [13].) 
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K-complete family. A family of sets 3’ G 2X is K-complete if every Y C_ X can be 
obtained from some elements of X by a sequence of set-operations with nested 
depth at most K. The operations allowed are the intersection and the complementa- 
tion. (Example for the definition of nested depth of a fully paranthesised formula: 
the formula ((A n B) n 1 (C n D)) has nested depth 2, since by definition the 
negations do not contribute to the depth.) 
Monoid. Monoid is an algebraic structure with an associative binary operation 
and a unit element. One can simply think of a monoid as a subset of all the maps 
H+ H for some set H that is closed under composition and that includes the 
identity map. 
Monoid program (M-program). Let M be a finite monoid. A program over 
monoid A4 consists of a sequence of triplets (jci), xv’, xi’)) (i = 1, . . . . m), called 
instructions, where jci) is an index between one and n and XI”’ and xi’) are elements 
of the monoid M, and a function 4: M + { 1, . . . . C}. During the execution of the 
program a pointer to some element of M is continuously updated. This element is 
called the current state. The execution of the program takes m steps. m is the length 
of the program. In the ith step the state transition is a multiplication by xg) if the 
input bit is zero in the position j”) and a multiplication by x’;“ if this bit is one. The 
initial state of the machine is the unit element of M. The machine computes 
the function f (w) = 4(o), where o is the final state that is reached when running the 
program on input word w. 
We say that a language L has an M-program if for every nL, has a program over 
a fixed monoid M. This program is of length g(n) if the length of the corresponding 
program for L, is bounded by g,. 
Operation-continuous functions. Let q: 2x+ R+ v (0). Suppose there are two 
monotone functions a(x, y) and p(x): 
1. For every Y,, Y2 c X we have cp( Y1 n YZ) < a(cp( Y,), cp( Y,)), 
2. For every Y c X we have p(y) < fi(q( Y)). 
Then we say that 4 is operation-continuous with the moduli X(X, y) and p(x). 
Subfunction. A subfunction of a function f: (0, 1 }” -+ ( 1, ,.., C} is a function 
obtained from f when we set some variables off to take given values. If we set the 
variables in YC X then we obtain a subfunction on Y. For all possible settings of 
P we obtain the set of subfunctions {f, Y}. We define N(f, Y) = ({f, Y}l; N(f) = 
C y Nf, 0; M(f) = max y Nf, 0. 
Subfunction-function. For a function f: (0, 1 }” + { 1, . . . . C} and a set Yc X we 
define the subfunction-function f y: 2 y { - + f, Y> as the function of the variables in 
Y that for a truth assignment tx on Y gives the value f 1 cL E: {f, P}. 
Symmetric communication complexity, Let f be a Boolean function of Boolean 
variables from the set X. If for every partition of X into two sets Y and Z the 
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communication complexity off remains below c then we say that the symmetric 
communication complexity off is at most c. 
Symmetric function. Symmetric functions are the ones that do not change their 
value when the bits in their input are arbitrarily shuffled. Equivalently, the value of 
these functions depend only on the number of ones in their input. We will use the 
shorthand notation f(i) for the unique value of a symmetric function f when the 
input contains exactly i ones. 
Symmetricity classes. For a function j”: (0, 1)” --f { 1, . . . . C} we define an 
equivalence relation on the set X of variables as follows, Two variables x1, x2 E X 
are equivalent (X I wrx,) if no matter how the remaining variables are set, if we 
exchange the values of the variables x1 and x2, the value offremains the same. The 
relation wr is clearly an equivalence relation. Note that f is symmetric if and only 
if wf has only one equivalence class. 
Synchronous circuit. We call a circuit synchronous if its inputs and gates are 
divided into levels so that the input gates are on level zero and edges can go only 
from one level to the next one. The size of the smallest synchronous circuit 
computing f with fan-in ,<2 is C,(f), the synchronous complexity ofj 
2. INTRODUCTION 
2.1. The Class of Very Easy Languages 
EXAMPLE 2.1. The functions Al=1 xi (logical AND), V;=, xi (logical OR), 
@jr= 1 xi (exclusive or) are defined by algebraic operations. On the other hand, let 
(Y, 2) be an arbitrary partition of the variable set {x1, . . . . x,} into two complemen- 
tary sets. Let P, and P2 be two processors. Distribute the input among P, and P, 
so that PI obtains the values of the variables in Y and P, obtains the values of the 
variables in Z. It is easy to see that to compute any of the above three functions 
it is enough for P, to send one appropriate bit to P2. 
Let L be a language. Define L, = L n (0, 1 }“. L, can be looked at as a function 
of IZ Boolean variables x1, . . . . x,. Suppose that L has the property that there exists 
a constant c, that for every n and for every partition ( Y, Z) of {xi, . . . . x,} the func- 
tion L, can be computed by two processors P, and P2 such that P, knows only the 
valuation of Y, P, knows only the valuation of Z, and P, and P2 need to exchange 
at most c bits. Here we assume that the power of the processors is unlimited. 
The set of the above defined languages L is the language class B(c). The union 
of the classes B(c) for all c is the language class CCC. The main result of this paper 
is that the languages in CCC similar to those in Example 2.1 have very simple 
algebraic structure. In Section 6 we give nine equivalent definitions to the class 
ccc. 
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2.2. Programs over Monoids 
The first result which uses + monoid programs over a monoid M (or for short 
M-programs) as means of characterization of a complexity class is the classical 
result of David Barrington [4]. He established equivalence between the complexity 
class NC’ (the languages that can be computed by a family of circuits of 
logarithmic depth) and the class of languages that have a polynomial length 
monoid programs. There is a relatively simple divide and conquer strategy to show 
that if for a language L there is a fixed finite monoid M such that L, has a 
polynomial length M program for every n, then L E NC,. Barrington managed to 
prove, taking the advantage of some properties of S, (the set of permutations on 
five elements), that any NC1 circuit can be converted into a monoid program of 
polynomial length over this group. 
This result gave rise to a sequence of similar type results (e.g., [4,7]). In [S] the 
authors consider the case when M is an arbitrary non-associative grouppoid in 
order to capture yet more complexity classes. In any case, the algebraic structure 
of the monoid M (whether it is solvable, aperiodic, etc.) plays a crucial role in these 
characterizations. 
In [14] the monoid that represents L, is not fixed, but is rather drawn from a 
fixed variety I/ of monoids. The authors show that if V and W are two varieties that 
do not define the same set of languages, then there is a regular language that is 
defined by exactly one of V and W. 
The languages we consider in this paper have monoid programs over arbitrary, 
but fixed, finite commutative monoids. 
The Commutative Case. Let M be commutative (a + b = b+ a for every 
a, b E M). Then in a onoid program over M the instruction triplets can arbitrarily 
be shuflled, and so their order becomes irrelevant. Thus we can suppose that for 
every variable xi (1 <j< n) we have at most one instruction of the form (j, xi, xi). 
Indeed, if we had two triplets to the same variable, say (j, xi, x2) and (j, xi, xi), 
then we could simplify the program by collapsing these triplets into the single 
triplet (j, x, + x;, x2 + xi). For a word w of length it let us denote its ith bit by wi. 
In the commutative case f(w) is simply expressed by 
f(w)=d( i XL,). 
i= 1 
2.3. Symmetric Communication Complexity, the Main Theorem 
The concept of --f communication complexity introduced by Yao [23] captures 
the mathematics of the two processor environment, when the input is distributed 
between the processors in a fixed way. 
EXAMPLE 2.2. For the function f = Al= I xi 0 yi consider the partitions 
l. ({xi}lz13 {Yi}l=l)5 
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2. ({xilS=lu {.!Ji)~=l, {xi~~=s+lu {Yi)l=s+l). 
For the first partition the communication complexity off is n; for the second 
partition it is two no matter what s is. 
The + symmetric communication complexity off is defined as the communica- 
tion complexity off for the worst case partition. The language class CCC is the 
class of those languages L for which there is a uniform constant bound on the 
symmetric communication complexity of L,. Our main theorem: 
THEOREM 2.3. A language L belongs to CCC iff L has an M-program for a fixed 
A4, where M is commutative. 
Proof (The “if” direction). If a Boolean function f of n variables can be com- 
puted by a program over a commutative monoid M, then for every partition (Y, Z) 
of its input the communication complexity off is at most [log )M) 1. Indeed, order 
the instruction triplets in such a way that, first, come all the triplets with indices of 
the variables from Y and, then, those with the ones from Z (here we use the com- 
mutativity of M). The player which knows Y begins the execution of the program. 
There is a step when the first player has to send over the current state of the 
machine to his partner so that the latter can finish the execution. A state, being an 
element of M, has a [log /MI] length description. Since no other information- 
exchange is necessary, this is the length of the protocol as well. [ 
The other direction of Theorem 2.3 requires more combinatorial insight and is 
dealt with in Section 4 (see Theorem 4.1). 
2.4. Connection to Other Combinatorial and Complexity Measures 
For a Boolean f: { 0, 1 }” --) ( 1, . . . . C} with variables X = {x1, . . . . xn}, A c X, and 
a truth assignment CI: X\A --t (0, 1 }, f 1, denotes the subfunction off on A obtained 
by fixing the variables X,E X\A to m(xi). N(f; A) is the number of different 
subfunctions off on A. We define 
W-1 = c Nf, A), (1) 
AGX 
M(f) = JTC”; Nf, A 1. (2) 
In the next section it will be shown that for any sequence of functions (fi}: 1, 
wherefi is a function of i Boolean variables the following statements are equivalent: 
1. There is a constant c such that N(fi) ,< c2” for every iEN. 
2. There is a constant c such that M(fi) < c for every i E N. 
3. There is a constant c such that fi E B(c) for every i E N. 
Gy. Turan in his paper about restricted Boolean circuits [19] in 1988 called 
attention to an interesting, but apparently less known result of Uhlig [20] from 
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1973. Uhlig showed that for every constant c there is a c’ such that for every n if 
for a Boolean function f of n variables N(f) < ~2” for some constant c, then the 
circuit complexity off is at most c’n. In this paper we convert Uhlig’s proof into 
a complete characterization of the same class of functions in terms of commutative 
M-programs. 
Modifying Uhlig’s proof, Gy. Turin L-191 proved that for every c there is a c’ 
such that if N(f) < c2” then C,(j) < c’lt, where C, is the --t synchronous circuit 
complexity of J: 
Turan arrives at this conclusion through the intermediate result that such 
functions have a bounded width linear size, oblivious read-once-only branching 
programs. In Section 5 we obtain similar results using a different argument. 
In Section 7 we mention a consequence of our result for -+ ACC circuits. 
3. COMMUNICATION COMPLEXITY AND THE NUMBER OF SUBFUNCTIONS 
Let f be a Boolean function on the variable set X and (Y, Z) a partition of X. 
Let us form a 2”’ times 21z1 size matrix, where the rows correspond to the possible 
assignments of the variables in Y and the columns correspond to the assignments 
of the variables in Z. Thus each entry represents an input off and receives the 
corresponding value off: Lovasz in his survey paper [ 131 uses the above matrix 
when he defines the communication complexity with respect to the partition (Y, Z). 
A communication pattern is a description of the communication between the two 
players, in general, a flow of bits with symbols that mark the begining of the rounds 
(a new round begins when the receiver becomes a sender and vice versa). For a 
given protocol each input results in a communication pattern. It is easy to see that 
for a protocol the set of inputs that result in a fixed communication pattern 
corresponds to an all-zero or an all-one submatrix of the matrix defined above. If 
the communication complexity offfor the partition (Y, Z) is c, then the matrix can 
be decomposed into at most 2” disjoint homogeneous (all-zero or all-one) 
submatrices-one submatrix for each possible communication pattern. On the other 
hand, in [ 131 it is shown that the number of disjoint homogeneous submatrices to 
which the matrix of the partition (Y, Z) can be decomposed is not less than ,/o, 
where c is the communication complexity off with respect to this partition. 
To relate communication complexity and number of subfunctions we consider: 
Each column of the matrix represents a subfunction off on Y (see also [20]) such 
that equal columns correspond to the same subfunction. If two columns meet 
exactly the same submatrices of the above decomposition then they are equal. 
Hence we obtain: N(S, Y) < 22c. On the other hand, the communication complexity 
with respect to the partition (Y, Z) is obviously bounded from above by 
[log N(f, Y)]. Let us denote by C(f) the symmetric communication complexity 
off: We obtain 
LEMMA 3.1. exp(C(f) - 1) <M(f) < exp(exp C(f)). 
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We obviously have N(f) < M(f) 2”. It might be somewhat surprising that M(f) 
can be estimated from above in terms of N(f)/2”. 
LEMMA 3.2. 1. N(f, Yn Z) d N(J; Y) N(J Z), 
2. N(f, 8) G exp W./i Y). 
We omit the proof of these simple statements. 
Consequence 3.3. N(f, Y1 0 Y,) d y(N(f, Y,), N(S, Y,)), where 7(x, y) = 2xz’ty2’. 
In order to see this we write Y, 0 Y2 = (Y, n y2) n (Y, n PI). 
LEMMA 3.4. 1. N(f)d2”M(f), 
2. M(f)< y(N(f)/2”-‘, N(f)/2”-‘), where y(x, y)= 2x2v+y2”. 
Proof. The first inequality is obvious. For the second we argue: The set 
Pwf, z)avv2”-‘) . f is o size at least 2”-’ + 1. Thus for every Yc X there 
are Zi c X and Z, r X such that Y = Z, @Z, and N(f, Z,), N(f, Z,) G N(f)/2”- ‘. 
Applying now Consequence 3.3 on Z, and Z2 and maximizing over all possible Y 
we obtain the inequality stated in the lemma. 1 
The above results imply that the statements “The symmetric communication 
complexity of f is bounded,” “M(f) is bounded,” “N(f )/2” is bounded” are 
equivalent. Thus items 1, 2, and 7 in Theorem 6.1 are equivalent. To extend this 
equivalence to items 8 and 9 we will need a lemma on -+ operation continuous 
functions and -+ K-complete families. 
LEMMA 3.5. Let SP c 2x be a K-complete family and cp: 2x -P R + is an operation 
continuous function with the moduli to M(X, y) and b(x). Assume, moreover, that for 
every HE X we have cp(H) < c. Then for every Y c X we have 
where y(x) = c@(x), b(x)); ycK) is y iterated K times. 
EXAMPLE 3.6. Examples for operation continuous q: 
1. Let q(X) = N(f, X). By Lemma 3.2 we can set ,X(X, y) = xy, j(x) = 2”. 
2. Let q(X) be the communication complexity of any Boolean function f for 
the partition (X, z). Set a(x, y)=xy, B(x)= 2”. 
EXAMPLE 3.7. Examples for K-complete X: 
1. For any 2~2~ of size at least 2”-’ + 1 we can set K= 2 (as in 
Lemma 3.4). 
2. For the collection of the subsets of X (with (X( = n) of size m we can set 
K = max(rn/ml, rn/(n - m)l). 
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The above two examples together with Lemma 3.5 easily give that in 
Theorem 6.1, item 1 is equivalent to items 8 and 9. 
4. THE PROOF OF THE MAIN THEOREM 
4.1. An Outline of Our Methods 
The results of the previous section allow us to replace the premise of Theorem 2.3 
with the equivalent 3c Vn M(L,) < c assumption. To complete the proof of 
Theorem 2.3 (the “only if” part) we show: 
THEOREM 4.1. For every c there is a c’ s.t. iffor a Boolean function M(f) <c, 
then there exists a commutative monoid M of size at most c’ such that f can be 
computed by an M-program. 
The decisive step toward proving Theorem 2.3 is to show that if M(f) < c then 
the number of --* symmetricity classes off generated by the relation -r is at most 
2”- c. This will allow us to write f as a composition of symmetric functions. In 
order to achieve the above bound we modify D. Uhlig’s argument, which is based 
on keeping track how the value of N(f, Y) changes, when adding an extra element 
to some small Y c X in all possible ways. We ellaborate on this in the next section. 
In Section 4.2 we prove Theorem 4.1 for symmetric functions. 
Below we enumerate the facts that (aside from bounding the number of 
symmetricity classes) make possible to reduce the case of general f to that of its 
symmetric components, 
For a class Ci of -f define a function5 = fC,; i.e., f. is the -+ subfunction function 
off on Ci. 
Since fi takes N(f, Ci) different values, it is not Boolean in general. Apparently 
this is the reason that in the present paper we consider functions of the form 2X -+ 
{ 1, . . . . C} rather than Boolean functions. Facts: 
l The fi’s above are symmetric. 
l M(fi) G M(f ). 
l We obtain f as a composition off;s, i.e., f = g(f,, . . . . f,) for some composing 
function g. 
l In general, if a function f is written as f = g( f i , . . . . fi), and for i = 1, . . . . I there 
are commutative monoids Mi such that fi is computed by an Mi-program, then an 
M-program can compute f, where M = M, x . . . x M,. 
The first three of the above four items follow from in Lemma 4.9, the fourth 
needs no explanation. 
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4.2. The Symmetric Case 
Let f be a --f symmetric Boolean function of n variables. We denote the value of 
f on a valuation CI by f(i) if c1 gives the value one to exactly i variables (f(i) is well 
defined because f is symmetric). f is called periodic with period k, if f(i + k) = f(i) 
for i=O . . . n - k. It is easy to see that in this case f has at most k different subfunc- 
tions over all possible subsets of its variable set. There are symmetric functions, 
however, that have constant symmetric communication complexity, but have no 
small period. Take, e.g., the logical AND and OR functions of n Boolean variables. 
The AND function becomes periodic with period one if we replace f(n) = 1 by 
f(n) = 0. In general, we introduce the set of almost periodic functions with the com- 
pound period (k, a, b) as those that are periodic with period k between the limits 
a and n - b. We also introduce the classes Q(c) for every constant c. Q(c) is the set 
of those symmetric functions that are almost periodic with period (k, a, b) such that 
k+a+b,<c. 
LEMMA 4.2. Let f be a symmetric function. Then f l Q(M(f )). 
Proof Let A c X be a set of variables that has size c = M(f) (c cannot be bigger 
than n). When setting the variables in A, the value of C,, E A xi can take any integer 
from the set (0, . . . . c}. By the pigeon-hole principle there should be two settings of 
the variables in A, CI~ and tlZ, such that they result the same subfunction on X\A, 
but when evaluating the sum CxlEA xi we obtain rl and r2, where r1 #r,. It is easy 
to see that f is almost periodic with period (r2 - rl, rl, c - rz). 1 
LEMMA 4.3. For any f E Q(c) there is a commutative monoid S of size at most 
(c + 1)3 such that f can be computed by an S-program. 
Proof. Let (k, ci, c2) be the period off. Three pieces of information concerning 
the sum S = 2 xi are enough to determine the value off: 
1. What is the value of S modulo k? 
2. Is S smaller than cl, and if yes, what is its exact value? 
3. Is S bigger than n - c2, and if yes, what is its exact value? 
Take the monoids, each with one generator: S1 = ( gk = 1 ), SZ = ( gcl+ ’ = g”‘), 
s,= (gQ+L g”). Clearly (??,I, IS,/, IS’,1 <c+ 1. With the monoid S1 x S2 x S, a 
program can be built that enables us to answer questions 1, 2, and 3 when 
executed. 1 
Lemma 4.2 and Lemma 4.3 together provide us with a proof of Theorem 4.1 for 
symmetric functions. 
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4.3. The Main Lemma 
Our main lemma gives an estimate of the number of symmetricity classes of a 
function f: (0, 1)” -9 { 1, . . . . C} in terms of M(f). 
LEMMA 4.4 (Main lemma). Let M be an arbitrary positive integer, X be a set of 
Boolean variables, X’ s X, and f: (0, 1)” + { 1, .,., C} a function with the property 
that for any X’C Y&X, (Y\X’l G(“:‘) we have that N(f, Y) < M. Then the 
number of equivalence classes in X\X, according to -f is at most 22M - M. 
Proof. The proof is an improved version of the proof by D. Uhlig that any 
function with a small number (~2”) of subfunctions has linear circuit size. We need 
two lemmas of Uhlig (see [20]): 
LEMMA 4.5 (D. Uhlig [20]). Suppose that for YC X and XE X\Y we have that 
Nf, Yu {xj)<N(f, Y). Then {f, Y}\(f IxcO, Y> and {f, Y}\{f lxzl, Y} are not 
empty. 
LEMMA 4.6 (D. Uhlig [20]). Suppose that for some Y s X and x E X\Y we have 
that N(f, Yu {x})=N(f, Y) and also that {f, Y} = {f IxcO, Y} (resp. {f, Y} = 
{f Ixxl, Y}). Then there exists a map R: {f IxzO, Y}-+ {f Ixzl, Y} (resp. 
7-c: {f Ix=13 y> -+ {f Ix=o, Y>) such that for any f’ E {f, Y u {x} } we have that 
flIx=l=4f’lx=O) (resp.f'I.~=o=71(f'I,=1)). 
(We do not reprove these results here, but we should mention that they are not 
too hard to prove.) 
We proceed by induction on M. If M= 1 then f can be written as g(X) and, 
hence, all the variables in X\X’ are equivalent. 
For M > 1 we prove that there is a set X” with X 1 X” 3 X’ and lX”\Xl< M, 
such that one of the following two cases hold: 
1. We can find a variable x in X\X” such that the inequalities 
N(fl,zo, Y)<N(f, Y)-l<M-1, 
N(fl,zl, Y)<N(f, Y)-l<M-1 
hold for every Y, where X” E YE X\{x}, I Y\X’I < (“z’). 
This allows us to use the inductive hypothesis for the functions f lxx0 and f Ix= 1 
when X’ is replaced by X” u {x} and M by M- 1. If we have xi mflxSO xi and 
xirrflx=, xi for two variables xi, xje X\(X” u {x}) then xiwrxi is also true. This 
fact lets us estimate the number of equivalence classes produced by the relation Nf 
on X\(X” u {x}) by the product of the number of classes that are produced by the 
relations “flx=O and -fL*. 
2. For every variable xi E X\X” there is a value CZ,E (0, 1 } and a map 
xi: (f, iv} --f (f, XU} such that if two settings a’ and a” of the variables in X\X” 
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agree everywhere except at xi, where they differ, and CY’ sets xi to X, then 
l-l,- = %(fld). 
If for two elements xi, xj~ X\X” we have cli = cli and rci = rci then xi -,r x,. For ai 
we have two choices: 0 or 1. For rcn, at most MM: the number of maps from a set 
of A4 elements to itself. Thus 2MM is an upper bound on the number of equivalence 
classes of the relation wf on the set X\X”. 
Let us denote 22M - M by I(M). Our lemma follows from the inequality 
I(M)dM+max{l+1*(M- l), 2M”), 
where the two quantities in the argument of the “max” in the r.h.s. correspond to 
the two cases discussed above. The additional M comes from taking account of the 
elements in X\X’. 
Thus we are left with proving the existence of a set X” c X with one of the 
properties required above. Consider the algorithm: 
First take N(f, xl) and compare it to every N(f, X’u {x}), where x is taken 
from X\X’. If we find an x E X\X’ such that iV(f, X’ u {x}) < N(J; xl) then we 
reach branch 1. 
If for every x E X\X’ we have N(f, X’ u {x} ) = N(S, X’) then we separate two 
cases. Either there exists an XEX\X’ such that both {J; X’)\(fJxzO, xl} and 
{.A X’~\wx=l~ X’l are not empty, in which case we reach branch 1 or else, for 
every x, EX\X’ there exists an CQE (0, 1 } such that {J; X’} = {fl,,=,,, X’}. In this 
case we reach branch 2. 
Finally if none of the previous cases hold then we find an x E X\X’ for which 
N(f, X’ u (x}) > N(f, X’). Add the element x to X’ and do the previous procedure 
again with the extended x’. 
After at most M iterations we get out of the cycle, because each time the value 
of N(f, X’) increases by at least one. We denote the final value of X’ by X”. 
LEMMA 4.7. If we reach branch 1 then there is an x E A’” such that the inequalities 
N(fI,=,, Y)<N(J; Y)-1, N(flXC1, Y)dN(f, Y)-I hofdfor every X”CYCX, 
where x $ Y. 
ProoJ: We reach branch 1 either by finding an XE X\X” such that 
Nf,x”u{x}wwx”) or by finding an element XE X\X” for which 
N(f,X”u (x>)=N(f, X”) and 
{.L X”h{flX& ,“I +a; (3) 
CL X”l\Cfl*~l, X”> +!a (4) 
simultaneously hold. From Lemma 4.5 we obtain that inequalities (3) and (4) hold 
in the first case too. This is going to be the property we use. 
Let us note that (3) (resp. inequality (4)) implies that for any Y such that X” c 
YcX\{x} we have N(fl,,o, Y)<Nf, Y) (rev. N(fl,=I, Y)<Nf, VI. 
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LEMMA 4.8. If we reach branch 2 then for every variable X,E X\X” there is a 
value CAKE (0, l} and a map 7ti: {f, X”} + {f, X”} such that iffor two settings a’ and 
tl” of the variables in X\X” CI’ sets xi to ai and ct” sets xi to $, but they agree 
otherwise, then f ) MII = ni(f I,,). 
Proof If we reach branch 2 then for every xi E X\X” we have N(f, X” u {xi}) = 
N(f, X”). Moreover, for every i, where X~E X\X”, there is an MOE (0, l} such that 
LL x”> = {f lx,=(x,> q. L emma 4.6 provides us with maps rci: {f 1 x,=?,, Y} + 
{f ] x,= @,, Y} such that for any function f’ E (fl X” u (xi} } we have 
f’I.~,=hi=~i(f’lx,=a,). (5) 
Take two settings CI’ and a” of the variables in X\X” that are different only on xi 
and a’ sets xi to ai. Let f’ E (f, X” u {xi} } be the subfunction on X” u {xi} that 
sets the variables in X\(X” u (xi}} the same way as a’ and a”. From Eq. (5) we 
obtain 
f la”=f’lx=a,=“i(f’I.~=a,)=71i(f Icx’). I 
4.4. Reduction of the General Case to the Symmetric Case 
In this section we give a technical lemma about -+ subfunction-functions of a 
function f: Lemma 4.9 is particularly useful when we need to decompose f into 
functions on sets that form a partition of the original variable set. The size of the 
range of these functions is equal to the number of subfunctions on the complement 
of the variable sets these functions are defined. 
LEMMA 4.9. For a function f: (0, 1 }” + { 1, . . . . C} the following statements hold 
1. Let X=X, u . . . u X, be an arbitrary decomposition of the variable set X. 
Then there exists a function g such that 
f = g(f,,, “.2 fXk). 
In other words the value f(a) of the function f is determined by the family of 
subfunctions f 1 ‘xI c {f, X1}, . . . . f I “k E (f, Xk}, where ai = CI ) x,. 
2. Let YcX. Then M(fy)<M(f). 
3. Suppose that the set YC X has the property that the elements in it are 
equivalent with respect to the relation wf (for any yl, y, E Y we have y, wf y2). Then 
the function f y is symmetric. 
We leave out the proof of these simple statements. 
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5. BRANCHING PROGRAMS AND SYNCHRONOUS CIRCUITS 
Functions with a small number of subfunctions can be computed by bounded 
width, linear size -+ branching programs of very special form, and also by linear 
size synchronous circuits. This fact was first observed by Gy. Turan [ 191. 
Let x. ,,, . . . . xi, be a permutation of the variables in the set X. We say that an 
oblivious read once only branching program computes f in the order xj,, . . . . x,, if the 
variables appear in this order on consecutive levels. 
PROPOSITION 5.1. For a function f: (0, 1 }” -+ (1, . . . . C} and an arbitrary per- 
mutation of the variables xi,, . . . . xi, there is an oblivious read once only branching 
program with width at most M(f) that computes the function in the order given 
above. 
Proof Let us define Yj := {xJ,, . . . . xi,} for i = 1, . . . . n. For i = 1, . . . . 12 we identify 
the set of the nodes on the ith level with Li = (f, X\Yj}. An edge with label 0 
(or 1) points from f'e (f,X\Yi} to f”E (f,X\Yi+l} if f”=f’Ix,l ,=O (resp. 
f” = f’ lx,,+, =O). It is straightforward that the branching program de&red above 
computes J 1 
The converse of Proposition 5.1 is obvious: 
PROPOSITION 5.2. Let f be a function of the form f: (0, I>“-+ { 1, . . . . C>. Iffor an 
arbitrary permutation of the variables xi,, . . . . xi” there is an oblivious read-once-only 
branching program with width at most M that computes the function in the order 
given above then M(f) < 44. 
Synchronous circuits are circuits where the gates are on levels such that edges go 
only between consecutive levels. 
PROPOSITION 5.3. A function f: { 0, 1 } x --f ( 1, . . . . C} can always be computed by a 
synchronous circuit of size M2(f)(n/log M(f)) and depth (2 log M(f)) 
rlog(n/log Wf ))I 
Sketch of the Proof Decompose X, the set of the variables of f into two 
approximately equal parts, Xi and X,. As a conclusion of Lemma 4.9 the function 
f can be written as f = g(f,,, fx2) for some appropriate composing function g, 
which can be computed in size M2(f), depth 2 log M(f) with a synchronous 
circuit. We iterate this construction for fx, and fx,. We need Lemma 4.9 to maintain 
the inductional hypothesis. 
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6. THE CHARACTERIZATION OF CCC 
We can collect our results so far into the following theorem: 
THEOREM 6.1. For a language L the following statements are equivalent: 
1. LECCC. 
2. There exists a constant c such that M(L,) G c for every n. 
3. There exists a constant c such that for every n there is a partition of the 
indices (1, 2, . . . . n } = H, CI . . . CJ H, such that f can be written in the form 
f = Ah,, . . . . h,), (6) 
where hi: 2Hl -+ { 1, . . . . c} belong to Q(c) for i = 1, . . . . c. 
4. There exist a constant c such that for every n there is a commutative monoid 
M, of size at most c such that L, is computed by an M,-program. 
5. There exists a fixed (finite) commutative monoid M such that there is an 
M-program for L, (n = 1, . ..). 
6. There is a universal bound, independent of n s.t. for every ordering of 
( 1, 2, es.2 n} there exists a read-once-only leveled branching program of width c that 
computes L, such that it reads the bits in the input-word according to the ordering in 
question. 
7. There exists a constant c such that N(L,) Q ~2” for every n. 
8. There exists a constant c and a sequence O.ln < 1, d 0.9n, such that no matter 
how we split the input of L, into two parts of sizes 1, and n-l,, the communication 
complexity of the predicate X E L, is at most c between the parts. 
9. For every n the communication complexity of L, for an average partition is 
no more than c for some fixed c (independent of n). 
Items 3 and 4 explicitly describe the structure of the languages in CCC and the 
equivalence between them and item 1 is our main result (see Section 4). Item 5 is 
a simple variation of item 4, since for every c there is a fixed finite monoid that 
contains all the monoids of size at most c. The equivalence of item 6 is the topic of 
Section 5. For items 2, 7, 8, and 9, we refer the reader to Section 3. 
7. ACC CIRCUITS 
The branch of circuit complexity theory most studied in the recent past is the 
theory of circuits with bounded depth. Ajtai [l] and, independently, Furst, Saxe, 
and Sipser [9] were the first ones who gave a superpolynomial lower bound on the 
size of bounded depth circuits that compute the parity function (or the majority 
function). Later by improving the method of Razborov [16], Smolensky [17] 
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proved that bounded depth circuits with AND, OR, and MOD, gates must have 
exponential size if they compute the majority function assuming m is a prime 
power. A MOD, gate outputs zero if m) C xi, and outputs one otherwise. 
The difference between m being a prime power or an arbitrary natural number 
may seem insignificant, but as the sparsity of the results shows, the behavior of 
circuits with MOD, gates for a composite number m is much less understood. 
The AND, OR, and MOD, gates all compute functions that belong to the class 
@[log ml). We can drop every special assumption and ask: 
What is the power of bounded depth polynomial size circuits, where the only 
restriction on the gates is that they compute functions that belong to B(c) for a 
fixed c? 
It might be somewhat surprising to learn that these circuits can compute the 
same classes of functions that the circuits with only AND, OR, and MOD, gates 
can for a fixed m. 
First we prove that for any function in B(c) there is a linear size bounded depth 
circuit with Boolean and MOD,, gates that computes it. 
Let us set E(c) = exp(exp c). 
LEMMA 7.1. For any f E B(c) of n variables there is a circuit of unbounded fan-in 
Boolean gates and MOD,, gates of depth (log E(c)) E(E(c)) and size E(c)n + 
E(c)~(~(~)) that compute jY 
Proof: Let f E B(c) be a function of variables from the set X. From Lemma 3.1 
we obtain that M(f) <E(c). Find the decomposition of X into at most E(E(c)) 
classes according to the relation -r provided by Lemma 4.4. Since f is built up from 
almost periodic functions from Q(c) as discussed in Section 4 it is enough to build 
a circuit for each almost periodic function and for the function that composes them. 
The only difticulty arises when computing the exact number of ones (or zeros) up 
to c in the input set of an almost periodic function. We can overcome this by using 
a result of P. Radge and A. Wigderson [ 151 that computes the threshold function 
Thi (the function which outputs one iff x1= 1 xi 2 k) by a circuit of size O(n) and 
depth O(r), where k 6 (log n)l. 1 
As a direct consequence of this lemma we obtain 
THEOREM 7.2. Let %? be a circuit of depth d, size s of gates that compute arbitrary 
function from B(c). Then there is a circuit with AND, OR, and MOD,, gates with 
depth d(log E(c)) E(E(c)) size s(E(c)s + E(c) ECE(c))) that computes the same function. 
8. OPEN PROBLEMS 
The communication complexity approach, we believe, gives new motivation to 
finding lower bounds for bounded depth circuits with Boolean and MOD, gates, 
but the original problem remains wide open. We have, however, interesting new 
SYMMETRIC COMMUNICATION COMPLEXITY 421 
subproblems that might be worthwhile to study. Even though the “bounded depth” 
class of the models with Boolean and MOD, gates, respectively, with B(c) gates 
coincide, the classes of functions that can be computed by depth 2, 3, etc. circuits 
in these models are different. An interesting step toward the final goal would be to 
give a lower bound on the size of circuits in the “bounded communication” model 
with depth 2 that compute the MAJORY function. 
Another problem is the characterization of the class B(c) when c is not constant. 
Our multiple exponential bound on the size of the commutative monoid for a func- 
tion in B(c) yields only trivial estimates even in the case of very slowly growing 
functions. We can explicitly give an fe B(c) for which the number of equivalence 
classes produced by the “symmetricity relation” -f is at least 2”. This implies a 
2 *‘-’ ~ ’ lower bound on the size of the smallest commutative monoid for computing 
$ On the other hand, we can show by a modification of our argument that a func- 
tion f can be computed by a commutative M-program, where M is of size 22M”‘. 
This tightens the gap by an exponent, but there is still a three-exponent gap 
between the lower and upper bounds. 
APPENDIX: NOTATIONS 
2x The set of all assignments to a set of n Boolean variables X. 
;I, 
A partial assignment tl--* Y, where Y s X. 
Subfunction of f on Y, when the variables on P are fixed according to a partial 
assignment a -) F. 
{L Yl The set of all subfunctions off on Y. 
W Y) The total number of subfunctions off; N(f) = Cy N(f, Y). 
M(f) The maxima of N(f, Y) over all Y. 
fY The subfunction-function off on Y. 
(KZ) A partition of the input set X into two disjoint sets Y and Z. 
CAf 1 The synchronous circuit size of$ 
za, bl 
The symmetricity relation of the variable set of X off: 
Period of an almost periodic symmetric function. 
Q(c) The set of symmetric functions with period (k, a, b), where k + a + b < c (- almost 
symmetric functions). 
n; 7ci A map from a set of the form {f 1 x= 1, Y} to the set of the form {f IxeO, Y} (or the other 
way around) in the proof of the main lemma. 
(equations) Monoid defined by relations. 
(j(l), xg), x’/‘) An instruction of an M-program. 
(j, x6, xi) An instruction of an M program for commutative M. 
-&I The words of length n of a language L (we also take I,, as the Boolean function that 
corresponds to this set in a natural way). 
C(f) The symmetric communication complexity off: 
NC) The class of languages L for which L, is bounded by c. 
ccc The class of languages with bounded symmetric communication complexity. 
ACC Bounded depth (family of) circuits with AND OR and MOD m. Also the class of 
languages that can be computed with such a family. 
NC, Logarithmic depth family of bounded fan-in circuits. Also the class of languages that can 
be computed with such a family of circuits. 
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