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Abstract
Extending the recent work of Philippe et al. [A. Philippe, D. Surgailis, M.-C. Viano, Invariance principle
for a class of non stationary processes with long memory, C. R. Acad. Sci. Paris, Ser. 1. 342 (2006) 269–274;
A. Philippe, D. Surgailis, M.-C. Viano, Time varying fractionally integrated processes with nonstationary
long memory, Theory Probab. Appl. (2007) (in press)] on time-varying fractionally integrated operators and
processes with discrete argument, we introduce nonhomogeneous generalizations Iα(·) and Dα(·) of the
Liouville fractional integral and derivative operators, respectively, where α(u), u ∈ R, is a general function
taking values in (0, 1) and satisfying some regularity conditions. The proof of Dα(·) Iα(·) f = f relies
on a surprising integral identity. We also discuss properties of multifractional generalizations of fractional
Brownian motion defined as white noise integrals X t =
∫ t
0 (I
α(·) B˙)(s)ds and Yt =
∫ t
0 (D
−α(·) B˙)(s)ds.
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1. Introduction
The well-known Liouville (left) fractional integral and derivative of order α ∈ (0, 1) are
defined by
(I α f )(t) := 1
Γ (α)
∫
R
f (s)(t − s)α−1+ ds, (1.1)
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(Dα f )(t) := d
dt
1
Γ (1− α)
∫
R
f (s)(t − s)−α+ ds. (1.2)
It is well known that Dα(I α f ) = f for “sufficiently good” functions f and therefore the operator
Dα can be identified with the inverse of I α in a suitable functional sense.
Fractional calculus is related to stochastic calculus and integration w.r.t. fractional Brownian
motion (fBm); see e.g. [10,11]. The latter process can be heuristically defined as the integral
Bα(t) =
∫ t
0 (I
α B˙)(s)ds(0 < α < 1/2),= ∫ t0 (D−α B˙)(s)ds(−1/2 < α < 0) w.r.t. Gaussian
white noise B˙(s) = dB(s)/ds (the derivative of the standard Brownian motion B); see [22]. By
exchanging the order of integration, the two previous integrals can be written as the stochastic
integral
Bα(t) = 1Γ (α + 1)
∫
R
(
(t − s)α+ − (−s)α+
)
dB(s), (1.3)
where xα+ := xα1(x > 0). The process in (1.3) is well defined for any α ∈ (−1/2, 1/2),
is self-similar with index H = α + 1/2 and has stationary increments. Note that EB2α(1) =
Γ (α + 1)−2 ∫R((1− s)α+ − (−s)α+)2ds = (Γ (2+ 2α) cos(piα))−1 6= 1 unless α = 0.
The importance of fBm to many applied areas is widely known and cannot be overrated.
On the other hand, because of self-similarity and stationarity of increments, properties of
fBm are identical everywhere and on all scales. Therefore fBm is not suitable for modeling
“multifractional behavior”. Various generalizations of fBm were discussed in [17,8,18,19].
In particular, Peltier and Le´vy Ve´hel [17] introduced a generalization of fBm obtained by
substituting α in (1.3) by a function of t :
Bα(t)(t) = 1Γ (α(t)+ 1)
∫
R
(
(t − s)α(t)+ − (−s)α(t)+
)
dB(s), (1.4)
which they called a multifractional Brownian motion (mBm) with functional parameter H(·) =
α(·)+ 1/2. Properties of mBm in (1.4) were studied in [1–5,7] and other papers. At small scales,
the process in (1.4) resembles a fBm with Hurst parameter H(t) = α(t)+ (1/2) depending on t .
More precisely, under some regularity conditions on α(·), at each fixed point t0 ∈ R,
h−α(t0)−(1/2)
(
Bα(t0+hu)(t0 + hu)− Bα(t0)(t0)
)→f.d.d. Bα(t0)(u) (1.5)
as h → 0, in the sense of weak convergence of finite dimensional distributions; see [2].
Relation (1.5) is called local self-similarity [8] and the limiting process of the l.h.s. in (1.5),
if it exists, a tangent process at point t0 [15]. One may say that trajectories of mBm in (1.3)
can display varying Ho¨lder exponents, or multifractional behavior. On the other hand, large
scale and long-range properties of mBm are more complicated and quite peculiar [5]. Indeed,
let ∆hBα(t)(t) := Bα(t+h)(t + h)− Bα(t)(t) be an increment, 0 < h ≤ 1, and let s < t . Assume
that α(·) is constant on intervals [s, s + h] and [t, t + h], α(u) = α1 ∈ (0, 1/2)(s ≤ u ≤
s + h), α(u) = α2 ∈ (0, 1/2)(t ≤ u ≤ t + h). Then it is easy to check that
cov
(
∆hBα(s)(s),∆hBα(t)(t)
)
= cα1,α2(t − s)1+α1+α2
((
1+ h
t − s
)1+α1+α2
+
(
1− h
t − s
)1+α1+α2
− 2
)
= O
(
h2(t − s)α1+α2−1
)
, (1.6)
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as (t − s)/h → ∞, where cα1,α2 is some constant. In other words, the intensity of long-
range dependence between increments of mBm in (1.3) on “distant” intervals (s, s + h] and
(t, t + h](t − s  h) is directly related to values of α(·) taken on these intervals, or to local
regularity of the trajectory of mBm, and may abruptly change with a change of α(s) or α(t).
In the present paper we introduce multifractional processes
X t =
∫ t
0
(I α(·) B˙)(τ )dτ, Yt =
∫ t
0
(D−α(·) B˙)(τ )dτ, (1.7)
defined (in analogy with the previous definition of fBm) via nonhomogeneous fractional
integration and differentiation operators I α(·) and Dα(·) of varying order α(·). The operators
I α(·) and Dα(·) depend on the functional parameter α(·) = α(t), t ∈ R, taking values in
the interval (0, 1) and satisfying some regularity conditions; see Section 2 for details. These
operators are defined by
(I α(·) f )(t) := 1
Γ (α(t))
∫
R
f (s)(t − s)α(t)−1+ eH−(s,t)ds, (1.8)
(Dα(·) f )(t) := d
dt
∫
R
f (s)
Γ (1− α(s)) (t − s)
−α(s)
+ eH+(s,t)ds, (1.9)
where, for s < t ,
H−(s, t) :=
∫ t
s
α(u)− α(t)
t − u du, H+(s, t) :=
∫ t
s
α(s)− α(v)
v − s dv. (1.10)
Under some regularity conditions on α(·) we prove that
Dα(·) I α(·) f = f (1.11)
for any f ∈ L1(R)⋂ L∞(R). The proof of (1.11) relies on the surprising integral identity∫ 1
0
xα(x)−1(1− x)−α(x) exp
{∫ 1
0
α(u)− α(x)
x − u du
}
sin(α(x)pi)dx = pi; (1.12)
see Lemma A.2 below. Similarly to in the case of fBm, the formal integrals in (1.7) can be written
as stochastic integrals
X t :=
∫
R
{∫ t
0
1
Γ (α(τ))
(τ − s)α(τ)−1+ eH−(s,τ )dτ
}
dB(s), (1.13)
Yt :=
∫
R
1
Γ (1+ α(s))
{
(t − s)α(s)+ e−H+(s,t) − (−s)α(s)+ e−H+(s,0)
}
dB(s), (1.14)
w.r.t. a standard Brownian motion B.
Definitions (1.8), (1.9), (1.13), (1.14), as well as (1.12), were suggested by recent works [20,
21,13,9] on time-varying discrete argument fractional operators and corresponding discrete time
integrated processes.
Let us describe the main results of this paper. Although the case of discontinuous functional
parameter α(·) in (1.13) and (1.14) is clearly of interest, for technical reasons we focus here on
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the case where α(·) is continuous and satisfies the uniform Dini condition:
sup
t∈R
∫ 1
−1
|α(t)− α(t + u)|
|u| du <∞. (1.15)
We also assume that α(·) is bounded from above by an arbitrary (fixed) constant, is separated
from below from 0 in the case of X t and from −1/2 in the case of Yt in (1.14), and satisfies the
following condition:
αsup := lim sup
t−s→∞
1
t − s
∫ t
s
α(u)du < 1/2. (1.16)
Condition (1.16) refers to the upper (Cesaro) mean and allows α(·) to take arbitrary large values,
in contrast to (1.4) where the functional parameter is restricted to the interval (−1/2, 1/2).
In Section 2 we show that under the above conditions, the stochastic integrals in (1.13)
and (1.14) are well defined, for any t ∈ R, and that the variance of increments∆hX t = X t+h−X t
and ∆hYt = Yt+h − Yt is O(h2αinf+1)(h → 0) and O(h2αsup+1+)(h → ∞), where αinf :=
inft∈R α(t) and  > 0 is arbitrarily small; Theorem 2.2. In particular, if the upper Cesaro mean
αsup < 0, the variance of ∆hYt grows as o(h) with h → ∞, thus showing that increments of Yt
may exhibit negative dependence or antipersistent behavior, similarly to fBm in (1.3) with α < 0,
even if α(·) assumes (occasionally or periodically) arbitrary large positive values. In Section 2
we also discuss bounds for covariances cov(∆hXs,∆hX t ), cov(∆hYs,∆hYt ). In particular, if
α(·) as in (1.6) takes constant values on intervals [s, s + h] and [t, t + h] then
cov(∆hXs,∆hX t ) = O
(
h2(t − s)2αsup+2−1
)
, (1.17)
as t − s → ∞, where  > 0 is arbitrarily small; Proposition 2.3. Relation (1.17) should
be contrasted with (1.6). It shows that for process X t of (1.13), local regularity is essentially
separated from long-range dependence, in the sense that the former property is determined by
local behavior of α(·), and the latter property by large-time averages of α(·). A similar conclusion
holds also for process Yt . These conclusions are further confirmed by the results of Section 3,
where we study small scale and large scale limits of X t and Yt .
The Appendix contains proofs of the identities (1.11) and (1.12), as well as some examples of
the operators in (1.8) and (1.9) corresponding to concrete functions α(·). These results may have
an independent interest and are not directly used in Sections 2 and 3. However, relation (1.11)
shows that the introduced operators I α(·) and Dα(·) in (1.8) and (1.9) are natural generalizations
of the classical fractional Liouville operators and therefore processes (1.13) and (1.14) are natural
“multifractional” extensions of fractional Brownian motion.
2. Existence and (co)variance bounds
In Sections 2 and 3 we assume that α(·) is a continuous bounded function on the real line
satisfying the Dini condition (1.15). Put αinf := infx∈R α(x), αsup := supx∈R α(x), |α|∞ :=
supx∈R |α(x)|. Recall the definition of αsup in (1.16). A generic constant C will be used below to
represent positive numbers whose precise values are not required.
Lemma 2.1. For any  > 0, r > 0 one can find C <∞ such that for any s < t, t − s ≥ r
(t − s)α(t)eH−(s,t) ≤ C(t − s)αsup+, (2.1)
(t − s)α(s)e−H+(s,t) ≤ C(t − s)αsup+ . (2.2)
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Proof. We shall prove (2.1) only as the proof of (2.2) is completely analogous. Note that
sup{|H±(s, t)| : s, t ∈ R, |s − t | ≤ K } <∞ (2.3)
for any finite K <∞ because of (1.15) so that it suffices to show the bound (2.1) for |t− s| > K
and some 1 ≤ K < ∞ large enough (K may depend on  and r ). Let us first show that for any
 > 0 there exist K = K () > 0 and L = L() > 0 large enough such that∫ t−L
s
α(u)− αsup − 
t − u du ≤ 0 (2.4)
holds for all t − s > K . By definition of αsup, for any  > 0 there exists L > 0 such that
βs,t :=
∫ t
s
(α(u)− αsup − (/2))du < 0 (2.5)
holds for any t − s > L . Then write∫ t−L
s
α(u)− αsup − 
t − u du = −(/2)
∫ t−L
s
du
t − u +
∫ t−L
s
α(u)− αsup − (/2)
t − u du
=: −(/2)J ′s,t + J ′′s,t .
Here, for s < t − L ,
J ′′s,t =
∫ t−L
s
α(u)− αsup − (/2)
t − u du = −
∫ t−L
s
1
t − u dβu,t
= −βt−L ,t
L
+ βs,t
t − s +
∫ t−L
s
βu,tdu
(t − u)2 ,
where βs,t/(t − s) < 0,
∫ t−L
s βu,t (t − u)−2du < 0 hold by (2.5). Therefore, for any s < t − L
J ′′s,t ≤ −L−1βt−L ,L = αsup + (/2)− L−1
∫ t
t−L
α(u)du ≤ αsup + (/2)+ |α|∞.
On the other hand, J ′s,t → ∞ as t − s → ∞, for any L > 0 fixed, thereby proving (2.4). Using
(2.4) we obtain for t − s > K
H−(s, t) =
∫ t−L
s
α(u)− α(t)
t − u du +
∫ t
t−L
α(u)− α(t)
t − u du
=
∫ t−L
s
α(u)− αsup − 
t − u du + (αsup +  − α(t))
∫ t−L
s
du
t − u
+
∫ t
t−L
α(u)− α(t)
t − u du
≤ (αsup +  − α(t))(log(t − s)− log L)+
∫ t
t−L
α(u)− α(t)
t − u du,
implying (2.1) for |t − s| > K and C = exp{(2 + )|α|∞L + supt∈R |H−(t − L , t)|} < ∞.
Lemma 2.1 is proved. 
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Theorem 2.2. (i) Let 0 < αinf ≤ αsup <∞, αsup < 1/2. For any  > 0 there exists a constant
C <∞ such that for any t ∈ R, h ≥ 0
E(X t+h − X t )2 ≤ C
{
h2αinf+1, if 0 < h ≤ 1,
h2αsup+1+, if h ≥ 1. (2.6)
(ii) Let −1/2 < αinf ≤ αsup < ∞, αsup < 1/2. For any  > 0 there exists a constant C < ∞
such that for any t ∈ R, h ≥ 0
E(Yt+h − Yt )2 ≤ C
{
h2αinf+1, if 0 < h ≤ 1,
h2αsup+1+, if h ≥ 1. (2.7)
Proof. (i) Relations (2.1), (2.3) and boundedness of 1/Γ (z) for z ≥ 0 imply |Γ (α(t))−1(t −
s)α(t)−1eH−(s,t)| ≤ C(|t−s|αinf−1+|t−s|αsup−1+) for any s < t . Hence using the definition
of X t in (1.13) and αinf < αsup, for any s < t, h > 0
E(X t+h − X t )2 =
∫ {∫ t+h
t
1
Γ (α(τ))
(τ − s)α(τ)−1+ eH−(s,τ )dτ
}2
ds
≤ C
(∫ {∫ t+h
t
(τ − s)αinf−1+ dτ
}2
ds
+
∫ {∫ t+h
t
(τ − s)αsup−1++ dτ
}2
ds
)
= C
(
h2αinf+1 + h2αsup+1+
)
,
proving (2.6).
(ii) Note that α(s) log(t + h − s)− H+(s, t + h)− α(s) log(t − s)+ H+(s, t) =
∫ t+h
t
α(v)
v−s dv.
Thus E(Yt+h − Yt )2 =
∫
Φ2(s, t, h)ds, where
Φ(s, t, h) := Γ (α(s)+ 1)−1
(
(t + h − s)α(s)+ e−H+(s,t+h) − (t − s)α(s)+ e−H+(s,t)
)
= Γ (α(s)+ 1)−1(t − s)α(s)+ e−H+(s,t)
(
e
∫ t+h
t
α(v)
v−s dv − 1
)
. (2.8)
The first factor in (2.8) is bounded and the second one is estimated in Lemma 2.1, (2.2). Let
us estimate the last difference in (2.8). We claim that for any  > 0 small enough, there are
constants C, K <∞ such that for any t − s > K , h > t − s∫ t+h
t
α(v)
v − s dv ≤
{
C, if αsup < 0,
C + (αsup + ) log(h/(t − s)), if αsup ≥ 0. (2.9)
Let us prove the first bound in (2.9). Let  > 0 be small enough. Then∫ t+h
t
α(v)
v − s dv =
∫ t+h
t
α(v)− αsup − 
v − s dv + (αsup + )
∫ t+h
t
1
v − s dv. (2.10)
Let βt,v =
∫ v
t (α(u)− αsup − )du < 0 as in (2.5), for v − t > L large enough. Then∫ t+h
t
α(v)− αinf − 
v − s dv =
βt,t+h
t + h − s +
∫ t+h
t+L
βt,vdv
(v − s)2 +
∫ t+L
t
βt,vdv
(v − s)2 ≤ C, (2.11)
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since the two first terms on the r.h.s. of (2.11) are nonpositive and the third term is bounded
by the constant (2 + )|α|∞L/K 2 =: C . This proves the first bound in (2.9) since the last
term on the r.h.s. of (2.10) is nonpositive for  > 0 small enough. The second bound in (2.9)
also follows from (2.10) and (2.11). Also, for 0 < h ≤ t − s, we have
∣∣∣∫ t+ht α(v)v−s dv∣∣∣ ≤
|α|∞ log(1 + h/(t − s)) ≤ C(h/(t − s)). From (2.8), (2.9) and (2.2) we conclude that for
any  > 0 small enough, one can find finite constants C, K such that for any t − s > K and any
h > 0
|Φ(s, t, h)| ≤ C

(t − s)αsup+, if αsup < 0, h > t − s,
hαsup+, if αsup ≥ 0, h > t − s,
h(t − s)αsup−1+, if 0 < h ≤ t − s.
(2.12)
(Note that the last line in (2.12) applies independently of the sign of αsup.)
Next, for a given K <∞ there exists C <∞ such that for any 0 < t − s ≤ K
|Φ(s, t, h)| ≤ C
{
(t − s)αinf , if (t − s)/2 < h ≤ 2K ,
h(t − s)αinf−1, if 0 < h ≤ (t − s)/2. (2.13)
Here, the second line follows by (2.3) and (2.8) and boundedness of α(t), t ∈ R; the first line
uses a trivial bound (t + h− s)α(s)e−H+(s,t+h)+ (t − s)α(s)e−H+(s,t) ≤ C(t − s)αinf (0 < t − s ≤
K , h ≤ 2K ).
It remains the case that 0 < t − s ≤ K , h > 2K . We shall distinguish between cases αsup < 0
and αsup ≥ 0. In the first case, (t + h − s)α(s)+ e−H+(s,t+h) ≤ C(h + t − s)αsup+ ≤ C ; see (2.2).
Also, (t−s)α(s)+ e−H+(s,t) ≤ C(t−s)αinf , where αinf < 0, and therefore |Φ(s, t, h)| ≤ C(t−s)αinf .
In the second case, the same inequalities yield Φ(s, t, h) ≤ C((t − s)αinf + hαsup+), so that for
0 < t − s ≤ K , h > 2K we obtain
|Φ(s, t, h)| ≤ C
{
(t − s)αinf , if αsup < 0,
((t − s)αinf + hαsup+), if αsup ≥ 0. (2.14)
Now we are ready to prove (2.7). Let (−1/2 <)αsup < 0, h > 2K . Then from (2.12)–(2.14)
we obtain∫
Φ2(s, t, h)ds ≤ C
(∫ h/2
K
u2αsup+2du +
∫ K
0
u2αinfdu + h2
∫ ∞
h/2
u2αsup−2+2du
)
≤ C(h1+2αsup+2 + 1) ≤ Ch1+2αsup+2 .
Next, let αsup ≥ 0, h > 2K . Then from (2.12)–(2.14) we obtain∫
Φ2(s, t, h)ds ≤ C
(
h2αsup+2
∫ h/2
K
du +
∫ K
0
(u2αinf + h2αsup+2)du
+ h2
∫ ∞
h/2
u2αsup−2+2du
)
≤ C
(
h1+2αsup+2 + 1+ h2αsup+2
)
≤ Ch1+2αsup+2 .
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Finally, let 0 < h ≤ 2K . Then from (2.12)– (2.14) independently of the sign of αsup we obtain∫
Φ2(s, t, h)ds ≤ C
(∫ ∞
2K
u2αsup+2du +
∫ 2h
0
u2αinfdu + h2
∫ 2K
2h
u−2+2αinfdu
)
≤ C
(
h2 + h1+2αinf
)
≤ Ch1+2αinf .
Theorem 2.2 is proved. 
Proposition 2.3. (i) Let the conditions of Theorem 2.2(i) be satisfied. Let α(·) take constant
values α1, α2 > 0 on intervals [s, s + h], [t, t + h], respectively; t − s > h. For any  > 0,
one can find a constant C <∞ (depending on α(·)) such that for any t − s > 1, 0 < h ≤ 1
|cov(∆hXs,∆hX t )| ≤ Ch2(t − s)2αsup+2−1. (2.15)
(ii) Let the conditions of Theorem 2.2(ii) be satisfied, and let αsup ≥ 0. Let α(·) take constant
values α1, α2 ≥ 0 on intervals [s−h, s+h], [t, t+h], respectively; t−s > h. For any  > 0,
one can find a constant C <∞ (depending on α(·)) such that for any t − s > 1, 0 < h ≤ 1
|cov(∆hYs,∆hYt )| ≤ Ch2(t − s)2αsup+2−1. (2.16)
Proof. (i) From (1.13),
cov(∆hXs,∆hX t ) = c′
∫ {∫ s+h
s
(u − x)α1−1+ eH−(x,u)du
×
∫ t+h
t
(v − x)α2−1+ eH−(x,v)dv
}
dx,
where c′ = (Γ (α1)Γ (α2))−1. Using (2.1), for t − s > 1, 0 < h ≤ 1 one can estimate the
above covariance as |cov(∆hXs,∆hX t )| ≤ C∑2i=1 Ji (h), where
J1(h) :=
∫ h
−1
{∫ h
0
(u − x)α1−1+ du
∫ h
0
(v − x + t − s)αsup−1++ dv
}
dx,
J2(h) :=
∫ −1
−∞
{∫ h
0
(u − x)αsup−1++ du
∫ h
0
(v − x + t − s)αsup−1++ dv
}
dx .
By elementary integration, J1(h) ≤ Ch2(t − s)αsup−1+, J2(h) ≤ Ch2(t − s)2αsup+2−1,
where the constant C depends on α1, αsup,  only. This proves part (i).
(ii) We have
cov(∆hYs,∆hYt ) =
∫ s+h
−∞
(s − x)α(x)+ (t − x)α(x)+ e−H+(x,s)−H+(x,t)
Γ (1+ α(x))2
×
((
1+ h
s − x
)α1
− 1
)((
1+ h
t − x
)α2
− 1
)
dx .
Using (2.2) and the form of α(·) given in (ii), one can write |cov(∆hYs,∆hYt )| ≤
C
∑3
i=1 Ri (h), where
R1(h) := h(t − s)αsup+−1
∫ s
s−h
(s − x)α1
∣∣∣∣(1+ hs − x
)α1
− 1
∣∣∣∣ dx,
R2(h) := h(t − s)αsup+−1
∫ s−h
s−1
(s − x)αinf
∣∣∣∣(1+ hs − x
)α1
− 1
∣∣∣∣ dx,
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R3(h) := h2
∫ s−1
−∞
(s − x)αsup+−1(t − x)αsup+−1dx .
By elementary integration, R1(h) ≤ Ch2+α1(t − s)αsup+−1, R2(h) ≤ Ch2(t −
s)αsup+−1, R2(h) ≤ Ch2(t − s)2αsup+2−1, thus proving (2.16), since α1 ≥ 0, αsup ≥ 0.
Proposition 2.3 is proved. 
Example 2.4. Let α(·) take two values with the jump at t = 0 as in (A.3), i.e.
α(x) :=
{
α2, x ≥ 0,
α1, x < 0.
(2.17)
The corresponding operators I α(·), Dα(·) are given in (A.7) and (A.8), respectively. Although
the function in (2.17) is discontinuous and does not satisfy the Dini condition in (1.15), the
corresponding processes X t , Yt can be defined as X t = X0t + X1t , Yt = Y 0t + Y 1t , where
X0t :=
1
Γ (α2)
∫ t
0
dB(s)
∫ t
s
(τ − s)α2−1dτ,
X1t :=
1
Γ (α2)
∫ 0
−∞
dB(s)
∫ t
0
(τ − s)α1−1τα2−α1dτ,
Y 0t :=
1
Γ (1+ α2)
∫ t
0
(t − s)α2dB(s),
Y 1t :=
1
Γ (1+ α1)
∫ 0
−∞
(−s)α1−α2((t − s)α2 − (−s)α2)dB(s).
The above processes appeared in [21,9] as limit processes of partial sums of time-varying
fractionally integrated processes with discrete time. Note that X0t , Y
0
t are well defined for
α2 > 0, α2 > −1/2, respectively, and X0t = Y 0t for α2 > 0. The process Y 0t is also called a type II
fractional Brownian motion [16]. The process X1t is well defined for any |α1| < 1/2, α2 > −1/2,
while Y 1t is well defined for |α1| < 1/2 and any α2 ∈ R. Processes X0t , Y 0t , X1t are self-
similar with index 1/2 + α2, and Y 1t is self-similar with index 1/2 + α1. Moreover, X1t and Y 1t
have a.s. infinitely differentiable trajectories on (0,∞) and asymptotically vanishing increments
(see [21]).
3. Scaling limits
In this section we discuss small scale and large scale limits of processes X t , Yt in (1.13)
and (1.14).
Definition 3.1. Let ξ(t), t ∈ R be a random process. We say that ξ(t) is locally asymptotically
self-similar at point t0 ∈ R if there exists a number κ = κt0 > 0, a function L(x) = L t0(x), x ≥ 1
slowly varying at infinity, and a κ-self-similar process Z(h) = Z t0(h), h ≥ 0, such that
λ−κ L(1/λ) (ξ(t0 + hλ)− ξ(t0))−→f.d.d. Z(h) (λ→ 0). (3.1)
Related definitions can be found in [12,8,14,15]. In particular, [14] proved that at a.e. point
t0 ∈ R, the process Z(h) in (3.1) (called a tangent process) has stationary increments.
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Theorem 3.2. (i) Let α(·) satisfy the assumptions of Theorem 2.2(i). Let t0 ∈ R be any point
such that 0 < α(t0) < 1/2 and such that
α(t0 + h)− α(t0) = o(1/| log h|) (h → 0). (3.2)
Then
λ−α(t0)−(1/2)
(
X t0+hλ − X t0
)−→f.d.d. Bα(t0)(h), (3.3)
where Bα(t0) is fBm as in (1.3).
(ii) Let α(·) satisfy the assumptions of Theorem 2.2(ii). Let t0 ∈ R be any point such that
0 6= |α(t0)| < 1/2 and such that (3.2) holds. Then for any t0 ∈ R
λ−α(t0)−(1/2)
(
Yt0+hλ − Yt0
)−→f.d.d. Bα(t0)(h), (3.4)
where Bα(t0) is fBm as in (1.3).
Proof. (i) W.l.o.g. it suffices to consider the case t0 = 0. Write Zλ(h) for the l.h.s. of (3.3),
where t0 = 0. Then Zλ(h) = Z ′λ(h)+ Z ′′λ(h), where Z ′λ(h) :=
∫
R φλ,h(s)dB(s),
Z ′′λ(h) := λ−α(0)−(1/2)
∫
R
{∫ hλ
0
1
Γ (α(0))
(τ − s)α(0)−1+ dτ
}
dB(s),
φλ,h(s) := λ−α(0)−(1/2)
∫ hλ
0
(
1
Γ (α(τ))
(τ − s)α(τ)−1+ eH−(s,τ )
− 1
Γ (α(0))
(τ − s)α(0)−1+
)
dτ.
Clearly, (Z ′′λ(h))=f.d.d.(Bα(0)(h)) for any λ > 0, so that (3.3) follows from E(Z ′λ(h))2 =‖φλ,h‖2 → 0(λ → 0), for any h > 0. It suffices to prove the last relation for h = 1. By a
change of variables and using (3.2), this task reduces to∫ (∫ 1
0
(τ − s)α(0)−1+
[
(τ − s)α(λτ)−α(0)+ eH−(λs,λτ) − 1
]
dτ
)2
ds → 0, (3.5)
as λ→ 0. Split the last integral as ∫ (∫ 10 · · · 1{τ−s≤δ}dτ)2 ds+∫ (∫ 10 · · · 1{τ−s>δ}dτ)2 ds =:
I1(δ) + I2(δ); then I1(δ) can be made arbitrarily small uniformly in 0 < λ < 1, by
choosing δ > 0 small enough (here, we use the fact that αinf > 0). In I2(δ), the inner
integral tends to 0 at each point s ∈ R as λ → 0; moreover one can further split it as∫ 1
0 · · · 1{τ−s>δ}dτ =
∫ 1
0 · · · 1{τ−s>δ,s<−1/λ}dτ+
∫ 1
0 · · · 1{τ−s>δ,s>−1/λ}dτ and estimate these
integrands as∣∣∣∣∣
∫ 1
0
· · · 1{τ−s>δ,s>−1/λ}dτ
∣∣∣∣∣ ≤ C
∫ 1
0
((τ − s)α(0)−1++ + (τ − s)α(0)−1+ )dτ, (3.6)∣∣∣∣∣
∫ 1
0
· · · 1{τ−s>δ,s<−1/λ}dτ
∣∣∣∣∣ ≤ C
∫ 1
0
((τ − s)αsup−1++ + (τ − s)α(0)−1+ )dτ, (3.7)
where  > 0 is arbitrarily small (in (3.6), we use boundedness of H−(λs, λτ) for λ|τ − s| ≤
λ|1 − s| < C and continuity of α(·), and in (3.7) we use Lemma 2.1 (2.1)). Clearly, the
r.h.s. in (3.6) and (3.7), as functions of s ∈ R, are square integrable provided  > 0 is small
enough, and do not depend on λ. Therefore (3.5) follows by the dominated convergence
theorem. This proves part (i).
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(ii) Again, it suffices to consider the case t0 = 0. WriteUλ(h) for the l.h.s. of (3.4), where t0 = 0.
Then Uλ(h) = U ′λ(h)+U ′′λ (h), where U ′λ(h) :=
∫
R ψλ,h(s)dB(s),
U ′′λ (h) := λ−α(0)−(1/2)
∫
R
1
Γ (1+ α(0))
{
(λh − s)α(0)+ − (−s)α(0)+
}
dB(s),
ψλ,h(s) := λ−α(0)−(1/2)
{
1
Γ (α(s))
(
(λh − s)α(s)+ e−H+(s,λh) − (−s)α(s)+ e−H+(s,0)
)
− 1
Γ (α(0))
(
(λh − s)α(0)+ − (−s)α(0)+
)}
.
Here, (U ′′λ (h))=f.d.d.(Bα(0)(h)) for any λ > 0, so that (3.4) follows from E(U ′λ(h))2 =‖ψλ,h‖2 → 0(λ→ 0), for any h > 0. It suffices to prove the last relation for h = 1.
Choose r > 0 small enough so that sup−r/λ≤s≤1 |α(λs)−α(0)| < ,where  > 0 is chosen so
that−1/2 < α(0)± < 1/2, α(0)± 6= 0. Then ∫ −r−∞ φ2λ,1(s)ds ≤ Cλ−2α(0)−1(J1(λ)+ J2(λ)),
where
J1(λ) :=
∫ −r
−∞
(
(λ− s)α(s)+ e−H+(s,λ) − (−s)α(s)+ e−H+(s,0)
)2
ds,
J2(λ) :=
∫ −r
−∞
(
(λ− s)α(0)+ − (−s)α(0)+
)2
ds.
Here, J2(λ) = O(λ2) and therefore λ−2α(0)−1 J2(λ) = o(1), as λ → 0. Consider J1(λ). Using
(2.8), we can write
J1(λ) =
∫ −r
−∞
(−s)2α(s)+ e−2H+(s,λ)
(
e
∫ λ
0
α(v)
v−s ds − 1
)2
ds.
Note that
∣∣∣∫ λ0 α(v)v−s ds∣∣∣ ≤ C |λ/s| for s < −r . Next, in view of Lemma 2.1 (2.2), for any r,  > 0
there exists C <∞ such that (−s)α(s)+ e−H+(s,λ) ≤ C(−s)αsup+, s < −r . Using these facts,
J1(λ) ≤ Cλ2
∫ −r
−∞
(−s)2αsup+2−2+ ds ≤ O(λ2)
provided  > 0 was chosen such that αsup +  < 1/2. This proves
∫ −r
−∞ φ
2
λ,1(s)ds = o(1).
Consider the integral
∫ λ
−r φ
2
λ,1(s)ds ≤ C
∫ 1
−r/λ ψ
2
λ(s)ds, where the function
ψλ(s) := λα(λs)−α(0)
(
(1− s)α(λs)+ e−H+(λs,λ) − (−s)α(λs)+ e−H+(λs,0)
)
−
(
(1− s)α(0)+ − (−s)α(0)+
)
vanishes with λ at each point s ∈ R. It remains to show that θλ(s) := |(1 − s)α(λs)+ e−H+(λs,λ) −
(−s)α(λs)+ e−H+(λs,0)|1{−r/λ≤s≤1} is dominated by a square integrable function independent of λ.
Write θλ(s) = θλ(s)1{−r/λ≤s≤−1} + θλ(s)1{−1≤s≤1} =: θλ,1(s) + θλ,2(s). Recall that r > 0 was
chosen small enough so that sup−r/λ≤s≤1 |α(λs) − α(0)| < , where  > 0 is chosen so that
−1/2 < α(0)±  < 1/2. Then (see (2.8))
θλ,1(s) = (−s)α(λs)+ e−H+(λs,0)
∣∣∣e∫ λ0 α(v)v−λs dv − 1∣∣∣ ≤ C |s|α(0)+−1,
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where we used the facts that |H+(λs, 0)| < C and |
∫ λ
0 dv/(v−λs)| = log(1+|s|−1) ≤ |s|−1 for
−r/λ ≤ s ≤ −1. As θλ,2(s) ≤ C |s|α(0)− , we have proved that θλ(s) is dominated by the square
integrable function C
(|s|α(0)+−11{s≤−1} + |s|α(0)−1{−1≤s≤1}), and hence ∫ λ−r φ2λ,1(s)ds =
o(1) and ‖φλ,1‖ = o(1). Theorem 3.2 is proved. 
Next, we discuss large scale limits of processes X t , Yt in (1.13) and (1.14). To that end, we
need to impose an additional condition on α(·). A real bounded measurable function g(·) =
g(x), x ∈ R, will be called averageable if the following limit exists:
g = lim
K→∞ K
−1
∫ K+s
s
g(x)dx uniformly in s ∈ R. (3.8)
The number g in (3.8) will be called the mean value of g(·). LetM denote a class of averageable
functions which is closed under shifts, algebraic operations and uniform limits. Examples of such
classesM are the class of all almost periodic functions and the class of all bounded measurable
functions g(·) which admit finite limit lim|x |→∞ g(x).
Lemma 3.3. Let g(·) be averageable. Then for any 0 < b < ∞, 0 < α < 1 the following limit
exists uniformly in s ∈ R:
lim
λ→∞
∫ b
0
g(λ(s + z))zα−1dz = g
∫ b
0
zα−1dz = gbα/α. (3.9)
Proof. In view of the boundedness of g(·), for any  > 0 there exists n0 such that for any
n > n0, λ > 0, s ∈ R |
∫ b
a g(λ(s + z))zα−1dz −
∑[nb]
k=1(k/n)α−1
∫ (k+1)/n
k/n g(λ(s + z))dz| <
, | ∫ b0 zα−1dz −∑[nb]k=1(k/n)α−1n−1| < . Thus, (3.9) follows from the following relation: for
any k, n ≥ 1
lim
λ→∞ supu∈R
∣∣∣∣∣(n/λ)
∫ λ(k+1)/n
λk/n
g(u + x)dx − g
∣∣∣∣∣ = 0,
which is an immediate consequence of (3.8). Lemma 3.3 is proved. 
In Theorem 3.4 below, α(·) ∈ M is an averageable, continuous and bounded function,
satisfying the Dini condition (1.15); moreover, we assume that there exist C, δ > 0 such that
for any −∞ < s < t <∞∣∣∣∣(t − s)−1 ∫ t
s
(α(x)− α)dx
∣∣∣∣ ≤ C |t − s|−δ. (3.10)
Theorem 3.4. (i) Let αinf > 0, 0 < α < 1/2. Then
λ−α−(1/2)Xλt −→f.d.d. κ1Bα(t) (λ→∞), (3.11)
where Bα(t) is fBm and where κ1 := G1 is the mean value of the averageable function G1(·)
in (3.18).
(ii) Let −1/2 < αinf ≤ α < 1/2, α 6= 0. Then
λ−α−(1/2)Yλt −→f.d.d. κ2Bα(t), (λ→∞), (3.12)
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where Bα(t) is fBm and where κ22 := G22 is the mean value of the averageable function G22(·)
defined in (3.20).
Proof. Consider the integrals
I±(u, z) :=
∫ ∞
z
α˜(u ± w)dw
w
, u ∈ R, z > 0, (3.13)
where α˜(x) := α(x) − α is the centered function. The integrals in (3.13) converge uniformly in
u ∈ Z, z ≥ , for any fixed  > 0. Indeed,∫ K
z
α˜(u − w)w−1dw =
∫ K
z
w−1dw
∫ w
z
α˜(u − v)dv
= K−1
∫ K
z
α˜(u − v)dv +
∫ K
z
{∫ w
z
α˜(u − v)dv
}
w−2dw.
In view of (3.10), the first integral on the r.h.s. tends to 0 as K →∞, uniformly in u ∈ R, z ≥ 0,
while the second integral does not exceed∫ K
z
∣∣∣∣ 1w − z
∫ w
z
α˜(u − v)dv
∣∣∣∣ dww ≤ C
∫ K
z
dw
w(w − z)1+δ
≤ C
z
∫ z+1
z
dw
(w − z)1+δ +
C
zδ/2
∫ ∞
z+1
dw
(w − z)1+(δ/2) ≤ C max(z
−1, z−δ/2),
where the constant C does not depend on K , z, u. The above argument implies that for any
z > 0, the functions I±(·, z) ∈ M are averageable with mean values I±(·, z) = 0; moreover,
supu∈R |I±(u, z)| → 0(z →∞).
Using scaling invariance dB(λs)=law λ1/2dB(s) and (1.13) for X t , we obtain
λ−(1/2)−αXλt =law
∫
R
{
λ−α
∫ λt
0
1
Γ (α(τ))
(τ − λs)α(τ)−1+ eH−(λs,τ )dτ
}
dB(s)
=:
∫
R
Fλ(s, t)dB(s).
The convergence in (3.11) follows from
n∑
i=1
ai Fλ(·, ti )→
n∑
i=1
ai F(·, ti ) (λ→∞) (3.14)
in L2(R), for any ai ∈ R, ti ∈ [0, 1], i = 1, . . . , n, n ≥ 1, where
F(s, t) := κ
Γ (α)
∫ t
0
(τ − s)α−1+ dτ.
Below we prove (3.14) for n = 1, a1 = t1 = 1 only, the general case being analogous. This
follows from
Fλ(s, 1)→ F(s, 1) ds − a.e. (3.15)
and
|Fλ(s, 1)| ≤ F˜(s), (3.16)
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where F˜(·) ∈ L2(R). We have, for s ∈ [0, 1],
Fλ(s, 1) = λ−α
∫ λ(1−s)
0
1
Γ (α(λs + z)) z
α−1dz
× exp
{
α˜(λs + z) log z +
∫ z
0
(˜α(λs + z − w)− α˜(λs + z))w−1dw
}
= 1
Γ (α)
∫ 1−s
0
G1(λ(s + z))e−I−(λ(s+z),λz)zα−1dz, (3.17)
where I−(u, z) is defined in (3.13) and where
G1(u) := Γ (α)Γ (α(u)) exp
{∫ 1
0
α˜(u − w)− α˜(u)
w
dw +
∫ ∞
1
α˜(u − w)
w
dw
}
. (3.18)
Note that G1(·) is bounded on R and belongs to the class M (hence, G1(·) is averageable).
Indeed, 1/Γ (α(·)) ∈ M since x 7→ 1/Γ (x) is analytic on [αinf, αsup], 0 < αinf < αsup < ∞,
and the classM is closed under algebraic operations and uniform limits, while ∫ 10 (˜α(· − w) −
α˜(·))w−1dw ∈M, ∫∞1 α˜(·−w)w−1dw ∈M for similar reasons to the integral in (3.13). Using
Lemma 3.3 and the facts that sups∈R I−(λs + λz, λz) → 0 (∀z > 0), αinf > 0, we obtain the
convergence (3.15) for any 0 < s < 1, with κ = G1 the mean value of G1 in (3.18).
Let now s < 0. Then
Fλ(s, 1) = λ−α
∫ λ
0
1
Γ (α(z))
(z − λs)α−1dz
× exp
{
α˜(z) log(z − λs)+
∫ z−λs
0
(α(z − w)− α(z))w−1dw
}
= 1
Γ (α)
∫ 1−s
−s
G1(λ(s + z))e−I−(λ(s+z),λz)zα−1dz, (3.19)
where G1(z) is given in (3.18). The convergence (3.15) for s < 0 now follows exactly as in the
case 0 < s < 1 above. Relation (3.16) with F˜(s) = CF(s, 1) follows easily from the integral
representations (3.17)–(3.19) and boundedness of G1(·). This proves part (i).
(ii) Define Bλ(t) := λ−1/2
∫ t
0 G2(λs)dB(λs), t ∈ R, where
G2(z) := Γ (1+ α)Γ (1+ α(z)) exp
{∫ 1
0
α˜(z + w)− α˜(z)
w
dw +
∫ ∞
1
α˜(z + w)
w
dw
}
. (3.20)
Similarly to in part (ii), one can check that G2(·) ∈M and therefore
Bλ(t)−→f.d.d. κ2B(t), (3.21)
where B is a standard Brownian motion. Also put
F˜(s, t) := (t − s)α+ − (−s)α+, (3.22)
F˜λ(s, t) := Γ (1+ α)λ
α˜(λs)
Γ (1+ α(λs))G2(λs)
(
(t − s)α(λs)+ e−H+(λs,λt) − (−s)α(λs)+ e−H+(λs,0)
)
. (3.23)
Then λ−α−(1/2)Yλt = Γ (1 + α)−1
∫
R F˜λ(s, t)dBλ(s), Bα(t) = Γ (1 + α)−1
∫
R F˜(s, t)dB(s). In
view of (3.21), in order to prove part (ii), it suffices to show the convergence as in (3.14) for
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F˜, F˜λ in (3.22) and (3.23). Again, we restrict the proof to t = 1. By direct computation,
F˜λ(s, 1)− F˜(s, 1) = (1− s)α+
(
e−I+(λs,λ(1−s)) − 1
)
− (−s)α+
(
e−I+(λs,−λs) − 1
)
,
where I+(·, ·) is defined in (3.13). Make the split
∫ 1
−∞
(
F˜λ(s, 1)− F˜(s, 1)
)2
ds = ∫ −1−∞ · · · +∫ 1
−1 · · · =: R1 + R2. Rewrite R1 = R11 + R12, where
R11 :=
∫ ∞
1
((1+ s)α − sα)2
(
e−I+(λs,λ(1+s)) − 1
)2
ds,
R12 :=
∫ ∞
1
s2α−2e−2I+(λs,λ(1+s))r2λ(s)ds,
where rλ(s) := s
(
e
∫ λ(1+s)
λs α˜(w−λs)w−1dw − 1
)
. Using (1 + s)α − sα = O(sα−1) (s → ∞) and
sups≥1 I+(λs, λ(1 + s))→ 0, it follows that R11 → 0 (λ→ ∞). Relation R12 → 0 (λ→ ∞)
follows by sups≥1 rλ(s)→ 0 (λ→∞) whose proof is similar to that of Lemma 3.3 and uses the
fact that the mean value of α˜(·) is zero. Relation R2 → 0 (λ→∞) can be proved similarly and
we omit the details. Theorem 3.4 is proved. 
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Appendix A. Proof of identity (1.11). Examples
We shall assume that the function α(t), t ∈ R satisfies the following conditions:
(A1) 0 < αinf := inf{α(x) : x ∈ R} ≤ sup{α(x) : x ∈ R} =: αsup < 1.
(A2) There exists a countable partition . . . < τi−1 < τi < τi+1 < . . . of the real line R such
that 0 < infi (τi − τi−1) ≤ infi (τi − τi−1) ≤ 1 and such that α(x) is continuous on
each Ti := (τi , τi+1) and the limits α(τi±) = limx→τi±0 α(x) exist. Moreover, there exist
constants C, δ > 0 independent of i and such that |α(x)−α(y)| ≤ C |x − y|δ holds for any
x, y ∈ Ti and any i .
Remark A.1. Assumption (A2) can probably be weakened.
Lemma A.2. Let α(·) satisfy assumptions (A1) and (A2). Then for any reals s < t∫ t
s
(x − s)α(x)−1(t − x)−α(x) exp
{∫ t
s
α(u)− α(x)
x − u du
}
sin(α(x)pi)dx = pi. (A.1)
Corollary A.3. Let α(·) satisfy assumptions (A1) and (A2). Then for any f ∈ L1(R)∩ L∞(R),
Dα(·) I α(·) f = f (a.e. in R). (A.2)
Proof. Let f˜ (s) = I α(·) f (s). By Lemma A.10, it follows that f˜ (s) is finite everywhere except
for s = τi and satisfies | f˜ (s)| ≤ C(s − τi )∆i , τi < s < τi+1 with some C independent
of s, i . Substituting of f˜ into the integral in (1.9) and exchanging the order of integration
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one has∫
R
f˜ (s)
Γ (1− α(s)) (t − s)
−α(s)
+ eH+(s,t)ds
=
∫
R
f (u)du
∫ t
u
1
Γ (1− α(s))Γ (α(s)) (s − u)
α(s)−1
+ (t − s)−α(s)+ eH−(u,s)+H+(s,t)ds
=
∫ t
−∞
f (u)du. 
Let us present some examples of operators I α(·) and Dα(·) in (1.8) and (1.9).
Example A.4. Let α(·) take two values with a change at x = 0:
α(x) =
{
α1, x < 0,
α2, x ≥ 0, (A.3)
for some α1, α2 ∈ (0, 1). Then H−(s, t) = (α1−α2) log(t − s)/t, H+(s, t) = (α1−α2) log(t −
s)/(−s) for s < 0 < t ; H−(s, t) = H+(s, t) = 0 otherwise. For s < 0 < t , (A.1) becomes
1 = sin(piα1)
pi
∫ 0
s
(x − s)α1−1(−x)α2−α1(t − x)−α2dx
+ sin(piα2)
pi
∫ t
0
(x − s)α1−1xα2−α1(t − x)−α2dx, (A.4)
which can be verified directly as follows. Introduce the Gauss hypergeometric function
F(a, b, c; z) :=
∞∑
k=0
(a)k(b)k
(c)k
zk
k! ,
where (a)k := a(a + 1) · · · (a + k − 1) = Γ (a + k)/Γ (a) is the Pochhammer symbol, and the
Euler formula
F(a, b, c; z) = Γ (c)
Γ (a)Γ (c − a)
∫ 1
0
ζ a−1(1− ζ )c−a−1(1− zζ )−bdζ. (A.5)
Put τ := −s/(t − s) ∈ (0, 1). Using (A.5) Eq. (A.4) can be rewritten as
1 = Γ (1+ α2 − α1)
Γ (1− α1)Γ (1+ α2)τ
α2F(α1, α2, 1+ α2; τ)
+ Γ (1+ α2 − α1)
Γ (α2)Γ (2− α1) (1− τ)
1−α1F(1− α2, 1− α1, 2− α1; 1− τ). (A.6)
The last equality follows from the following properties of the hypergeometric function [6]:
F(a, b, c; z) = F(b, a, c; z), F(a, b, a; z) = (1− z)−b and
F(a, b, c; z) = Γ (c)Γ (c − a − b)
Γ (c − a)Γ (c − b) F(a, b, a + b − c + 1; 1− z)
+ (1− z)c−a−bΓ (c)Γ (a + b − c)
Γ (a)Γ (b)
F(c − a, c − b, c − a − b + 1; 1− z).
D. Surgailis / Stochastic Processes and their Applications 118 (2008) 171–198 187
Fig. A.1. The graphs of functions et and Iα(·)e·(t) in (A.9) for α1 = 1, α2 = 0.5.
Fig. A.2. The graphs of functions et and Iα(·)e·(t) in (A.9) for α1 = 0.5, α2 = 1.
The operators I α(·) and Dα(·) for α(·) in (A.3) and t > 0 are given by
I α(·) f (t) = 1
Γ (α2)
(
tα2−α1
∫ 0
−∞
f (s)(t − s)α1−1ds +
∫ t
0
f (s)(t − s)α2−1ds
)
, (A.7)
Dα(·) f (t) = d
dt
(
1
Γ (1− α1)
∫ 0
−∞
f (s)(t − s)−α2+ (−s)α2−α1ds
+ 1
Γ (1− α2)
∫ t
0
f (s)(t − s)−α2+ ds
)
, (A.8)
respectively; for t < 0, I α(·) f (t) = I α1 f (t), Dα(·) f (t) = Dα1 f (t) coincide with the operators
in (1.1) and (1.2). Note that I α(·) f (t) and Dα(·) f (t) may have power singularities at the origin
t = 0 which depend on the sign(α2 − α1) of the jump at t = 0 and on the smoothness of f near
t = 0. For example, for the exponential function f (·) = e·, we have
I α(·)e·(t) =
{
et , t < 0,
et
(
tα2−α1Γ (α1, t)+ Γ (α2)− Γ (α2, t)
)
/Γ (α2), t > 0,
(A.9)
where Γ (α, t) = ∫∞t xα−1e−xdx is the incomplete gamma function. The graphs of (A.9) for
f (t) = et , together with the function et itself, for values α1 = 1, α2 = 0.5 and α1 = 0.5, α2 = 1,
are shown in Figs. A.1 and A.2, respectively.
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Fig. A.3. The graph of the probability density in (A.10) for n = 3, α1 = 0.7, α2 = 0.4, α3 = 0.6, τ1 = 0.3, τ2 = 0.8.
Example A.5. Let α(·) be a step function on (0, 1):
α(x) = αi , x ∈ (τi−1, τi ],
where αi ∈ (0, 1), i = 1, . . . , n and 0 =: τ0 < τ1 < · · · < τn−1 < τn := 1 is a partition of (0, 1).
Then H(x) =∑nk=1(αk − αi ) log |x−τk−1||x−τk | , x ∈ (τi−1, τi ], i = 1, . . . , n, α0 := 1, αn+1 := 0, and
(A.1) becomes
n∑
i=1
sin(piαi )
pi
∫ τi
τi−1
n∏
k=0
|x − τk |αk+1−αkdx = 1. (A.10)
Remark A.6. Similarly to (A.4)–(A.6), identity (A.10) can be rewritten in terms of the
(Lauricella) hypergeometric function FD of many variables having the integral representation
FD(a, b1, . . . , bn, c; z1, . . . , zn) = Γ (c)Γ (a)Γ (c − a)∫ 1
0
ζ a−1(1− ζ )c−a−1
n∏
i=1
(1− ziζ )−bi dζ.
Remark A.7. Formulas (A.4) and (A.10) give rise to a new family of generalized beta
distributions having multiple singularities inside interval (0, 1), which might have independent
interest. See Fig. A.3 for an example of such probability density.
Example A.8. Let α(·) be a linear function on (0, 1):
α(x) =
0, x ≤ 0,x, 0 < x < 1,1, x ≥ 1. (A.11)
Then
I α(·) f (t) =

f (t), t < 0,
e−t
Γ (t)
(
t t
∫ 0
−∞
f (s)(t − s)−1ds +
∫ t
0
f (s)es(t − s)t−1ds
)
, 0 ≤ t ≤ 1,
e−1t t (t − 1)−(t−1)
∫ 0
−∞
f (s)(t − s)−1ds
+ e−1(t − 1)−(t−1)
∫ 1
0
es(t − s)t−1ds +
∫ t
1
f (s)ds, t ≥ 1.
D. Surgailis / Stochastic Processes and their Applications 118 (2008) 171–198 189
Proof of Lemma A.2. We split the proof of (A.1) into two steps:
Step 1: proof of (A.1) for Lipschitz continuous functions α(·).
Step 2: proof of (A.1) in the general case (for discontinuous α(·)).
Proof of Step 1. Below, we assume that α(·) satisfies assumption (A1) and the Lipschitz
condition: |α(x) − α(y)| ≤ K |x − y|, x, y ∈ R. It suffices to prove (A.1) for s = 0, t = 1, or
identity (1.12). We use the discrete time identity of [20,21]. Given a sequence {h} = {hu, u ∈ Z}
we associate time-varying linear filters
Axi =
∞∑
j=0
a j (i)xi− j , Bxi =
∞∑
j=0
b j (i)xi− j ,
with coefficients given by a0(i) = b0(i) := 1,
a j (i) :=
(
hi−1
1
)(
hi−2 + 1
2
)(
hi−3 + 2
3
)
· · ·
(
hi− j + j − 1
j
)
=
j∏
k=1
k − 1+ hi−k
k
, (A.12)
b j (i) :=
(−hi−1
1
)(−hi− j + 1
2
)(−hi− j+1 + 2
3
)
· · ·
(−hi−2 + j − 1
j
)
=
(−hi−1
1
) j∏
k=2
k − 1− hi− j+k−2
k
, j ≥ 1. (A.13)
Note that for constant hu ≡ α(u ∈ Z), filters {a j (i), j ≥ 0} and {b j (i), j ≥ 0} do
not depend on i ∈ Z and coincide with FARIMA filters given by the binomial expansions∑∞
j=0 a j (i)z j = (1 − z)α,
∑∞
j=0 b j (i)z j = (1 − z)−α . According to Philippe et al. [20,21],
these filters satisfy the following orthogonality property: for any integers i ∈ Z, n ≥ 0
n∑
j=0
b j (i)an− j (i − j) = δn, (A.14)
where δn is the delta function. By putting n = i and summing (A.14) over 0 ≤ i ≤ N − 1 we
obtain ∑
0≤ j≤i<N
bi− j (i)a j ( j) = 1. (A.15)
Assume now
hi = α(i/N ), i ∈ Z, (A.16)
where α(x), x ∈ R satisfies the conditions above, i.e. the Lipschitz condition and condition (A1).
The corresponding filter coefficients in (A.12) and (A.13) in the case of (A.16) are given by
a j ( j) :=
(
α(
j−1
N )
1
)(
α(
j−2
N )+ 1
2
)(
α(
j−3
N )+ 2
3
)
· · ·
(
α( 0N )+ j − 1
j
)
=
j∏
k=1
α(
j−k
N )+ k − 1
k
, (0 < j) (A.17)
190 D. Surgailis / Stochastic Processes and their Applications 118 (2008) 171–198
bi− j (i) :=
(−α( i−1N )
1
)(−α( jN )+ 1
2
)(−α( j+1N )+ 2
3
)
· · ·
(−α( i−2N )+ i − j − 1
i − j
)
=
(−α( i−1N )
1
)
i− j−2∏
k=0
−α( j+kN )+ k + 1
k + 2 , ( j < i). (A.18)
Introduce the (discrete) fractional integration operator (1 − z)−α = ∑∞j=0 ψ j (α)z j , where
ψ0(α) := 1 and
ψ j (α) :=
(α
1
)(α + 1
2
)
· · ·
(
α − 1+ j
j
)
= Γ (α + j)
j !Γ (α) ( j ≥ 1). (A.19)
Using 1− x ≤ e−x (x ≥ 0) and∑ ji=1 i−1 ≥ ∫ j1 x−1dx = log j , one has the inequality
0 ≤ ψ j (α)sgn(α) ≤ exp
{
(α − 1)
j∑
i=1
i−1
}
≤ jα−1 (A.20)
valid for any 0 < |α| ≤ 1, j ≥ 1, which will be used below.We also note that∑∞j=0 ψ j (−α) = 0
for α ∈ (0, 1). Hence the sum over i = j, . . . , N − 1 in (A.15) can be written as∑
j≤i<N
bi− j (i) = −
∑
i≥N
ψi− j
(
−α
(
j
N
))
+
∑
j≤i<N
ψi− j
(
−α
(
j
N
))(
bi− j (i)
ψi− j (−α( jN ))
− 1
)
. (A.21)
To proceed, we shall need Lemma A.9 below. Define
x := j/N , y := i/N , θN (x) := a j ( j)
ψ j (α(
j
N ))
, ϑN (x, y) := bi− j (i)
ψi− j (−α( jN ))
. (A.22)
Lemma A.9. For any  > 0, as N →∞,
sup
0≤ j<N
∣∣∣∣θN (x)− exp{∫ x
0
α(z)− α(x)
x − z dz
}∣∣∣∣→ 0, (A.23)
sup
0≤ j≤i<N
∣∣∣∣ϑN (x, y)− α(y)α(x) exp
{∫ y
x
α(x)− α(z)
z − x dz
}∣∣∣∣→ 0, (A.24)
sup
N< j≤N
∣∣∣∣∣N 1−α(x)ψ j (α(x))− xα(x)−1Γ (α(x))
∣∣∣∣∣→ 0, (A.25)
sup
0≤ j<i≤N/:i− j>N
∣∣∣∣∣N 1+α(x)ψi− j (−α(x))− (y − x)−1−α(x)Γ (−α(x))
∣∣∣∣∣→ 0. (A.26)
Moreover, there exists C such that for any N ≥ 1, 0 ≤ j < i < N
|ϑN (x, y)− 1| ≤ C |x − y|. (A.27)
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Proof. Let us prove (A.23). By definition,
θN (x) =
(
1+ α(
j−1
N )− α( jN )
α(
j
N )
)
· · ·
(
1+ α(
0
N )− α( jN )
α(
j
N )+ j − 1
)
=
j−1∏
k=0
(1+ βk( j)),
where βk( j) := (α( j−1−kN )− α( jN ))/(α( jN )+ k)→ 0 as N →∞ uniformly in 1 ≤ k, j ≤ N .
Therefore (A.23) follows from
sup
0≤ j<N
∣∣∣∣∣
j−1∑
k=0
log(1+ βk( j))−
∫ x
0
α(z)− α(x)
x − z dz
∣∣∣∣∣→ 0.
The l.h.s. does not exceed sup0≤ j<N (r1+r2), where r1 := |
∑ j−1
k=0 log(1+βk( j))−βk( j)|, r2 :=
|∑ j−1k=0 βk( j) − ∫ x0 α(z)−α(x)x−z dz|. Here, r1 ≤ C∑Nk=0(β2k ( j)) ≤ C∑Nk=0(k/N )2k−2 ≤ CN−1.
On the other hand, sup0≤ j<N r2 → 0 easily follows by integral approximation and the Lipschitz
property of α(·).
The proof of (A.24) is similar to that of (A.23). We have ϑN (x, y) = ρ1(x, y)ρ2(x, y), where,
for x = j/N , y = i/N as above,
ρ1(x, y) :=
(−α( i−1N )
−α( jN )
)
,
ρ2(x, y) :=
(
1+ −α(
j+1
N )+ α( jN )
−α( jN )+ 2
)
· · ·
(
1+ −α(
i−2
N )+ α( jN )
−α( jN )+ i − j − 1
)
=
i− j−1∏
k=2
(1+ λk( j))
where λk( j) := (α( jN ) − α( j+k−1N ))/(−α( jN ) + k) → 0 as N → ∞ uniformly in 1 ≤
k, j ≤ N . (In fact, |λk( j)| ≤ C |k − 1|/Nk ≤ C/N for all k ≥ 1, 0 ≤ j < N .) Clearly,
sup0≤≤i<N |ρ1(x, y)− α(y)/α(x)| → 0 and
sup
0≤ j≤i<N
∣∣∣∣ρ2(x, y)− exp{∫ y
x
α(x)− α(z)
z − x dz
}∣∣∣∣→ 0
follows from
sup
0≤ j≤i<N
∣∣∣∣∣
i− j−1∑
k=2
log(1+ λk( j))−
∫ y
x
α(x)− α(z)
z − x dz
∣∣∣∣∣→ 0. (A.28)
We have
∣∣∣∑i− j−1k=2 (log(1+ λk( j))− λk( j))∣∣∣ ≤ C∑i− j−2k=2 λ2k( j) ≤ C∑Nk=1(k/N )2k−2 ≤ C/N
and the rest of the proof of (A.24) follows similarly by integral approximation.
Let us prove (A.25). By (A.19) and the Stirling formula Γ (z+α)Γ (z+β) = zα−β
(
1+ O(z−1)), using
the fact that |Γ ((α( j/N )))| is bounded from zero, we obtain∣∣∣∣N 1−α(x)ψ j (α(x))− 1Γ (α(x)) xα(x)−1
∣∣∣∣
=
∣∣∣∣N 1−α( j/N )Γ (α( j/N )+ j)j !Γ (α( j/N )) − 1Γ (α( j/N )) ( j/N )α( j/N )−1
∣∣∣∣
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≤ CN 1−α( j/N )
∣∣∣Γ (α( j/N )+ j)/j ! − jα( j/N )−1∣∣∣
≤ CN 1−α( j/N ) j−1 = o(1)
uniformly in j > N for each  > 0 fixed, as α(·) is separated from 0 and 1; see assumption
(A1). The proof of (A.26) is similar and is omitted.
Let us prove (A.27). Write ϑN (x, y) = ρ1(x, y)ρ2(x, y), with ρi (x, y), i = 1, 2, as above.
Then |ϑN (x, y)−1| = |ρ2(x, y)−1||ρ1(x, y)|+ |ρ1(x, y)−1| where ρ1(x, y) = α( i−1N )/α( jN )
satisfies |ρ1(x, y)| ≤ C, |ρ1(x, y) − 1| ≤ C |x − y| by the assumptions on α(·) in Step
1. It remains to show |ρ2(x, y) − 1| ≤ C |x − y|. Using the bound |λ j (k)| ≤ C/N and
e−2|x | ≤ 1+ x ≤ e2|x |(|x | < 1/2) we obtain
ρ2(x, y) ≥ e
−2
i− j−1∑
k=2
|λ j (k)| ≥ e−2C |i− j |/N = e−2C |x−y|
and, similarly, ρ2(x, y) ≤ e2C |x−y|. Therefore, |ρ2(x, y) − 1| ≤ e2C |x − y|(0 ≤ x, y ≤ 1),
proving (A.27). Lemma A.9 is proved. 
Proof of Lemma A.2 (Step 1), continued. Let us come back to identity (A.15). Using (A.21)
and the notation, we can rewrite (A.15) as IN + JN = 1, where
IN = N−1
∑
0≤x= jN <1
N 1−α(x)ψ j (α(x))θN (x)
∑
y= iN ≥1
(−Nα(x))ψi− j (−α(x)),
JN = N−1
∑
0≤x= jN <1
N 1−α(x)ψ j (α(x))θN (x)
× N−1
∑
x≤y= iN <1
N 1+α(x)ψi− j (−α(x))(ϑN (x, y)− 1).
We claim that, as N →∞, these sums tend to respective integrals:
IN → I, JN → J, (A.29)
where
I :=
∫ 1
0
1
B(α(x))
xα(x)−1(1− x)−α(x)eH−(0,x)dx,
J :=
∫ 1
0
1
B(α(x))
xα(x)−1eH−(0,x)dx
∫ 1
x
(y − x)−1−α(x)
(
α(x)− α(y)eH+(x,y)
)
dy,
and where H±(·, ·) are defined in (1.10), B(z) := Γ (z)Γ (1 − z) = pi/ sin(pi z). Observe that
the integrals I1, I2 are well defined and finite; in particular
∣∣∣α(y)α(x)eH+(x,y) − 1∣∣∣ ≤ C |x − y| as
|H+(x, y)| ≤ C |x − y|. Furthermore,((
eH+(x,y) − 1
)
(y − x)−α(x)
)′
y
= (y − x)−α(x)−1
(
α(x)− α(y)eH+(x,y)
)
.
We obtain
I + J =
∫ 1
0
1
B(α(x))
xα(x)−1(1− x)−α(x)eH−(0,x)+H+(x,1)dx
=
∫ 1
0
sin(α(x)pi)
pi
xα(x)−1(1− x)−α(x)eH(x)dx,
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where H(x) := H−(0, x)+H+(x, 1) =
∫ 1
0
α(x)−α(z)
z−x dz. As limN→∞(IN + JN ) = 1, one obtains
relation (A.1) for s = 0, t = 1 and for α(·) as in Step 1.
It remains to prove the convergences in (A.29). Make the split IN =∑3j=1 I j N , where
I1N := N−1
∑
<
j
N <1−
· · · , I2N := N−1
∑
0≤ jN ≤
· · · , I3N := N−1
∑
1−≤ jN <1
· · · ,
and where  > 0 is a small number. Then it suffices to show that for any  > 0 fixed,
I1N →
∫ 1−

1
B(α(x))
xα(x)−1(1− x)−α(x)eH−(0,x)dx (N →∞), (A.30)
and that
lim
→0 lim supN≥1
|I j N | = 0 ( j = 2, 3). (A.31)
Relation (A.30) follows from Lemma A.9 (A.23), (A.25) and
sup
x= j/N<1−
∣∣∣∣∣∣
∑
y= iN ≥1
(−Nα(x))ψi− j (−α(x))− 1Γ (−α(x))
∫ ∞
1
(y − x)−1−α(x)dy
∣∣∣∣∣∣→ 0.
(A.32)
In turn, (A.32) follows from Lemma A.9 (A.26) and the relation
lim
K→∞ sup0<x= j/N<1
Nα(x) ∑
i
N ≥K
|ψi− j (−α(x))| + 1
Γ (−α(x))
∫ ∞
K
(y − x)−1−α(x)dy
 = 0,
which follows easily from bound (A.20) (recall that α(·) is separated from 0 and 1).
Let us prove (A.31). Using (A.20) and (A.23),
|I3N | ≤ C
∑
1−≤ jN <1
jα( j/N )−1
∑
i
N ≥1
|i − j |−α( j/N )−1
≤ C
∑
1−≤ jN <1
jα( j/N )−1|N − j |−α( j/N )
≤ CNα( j/N )−1
∑
1−≤ jN <1
|N − j |−α( j/N )
≤ CNα( j/N )−1(N)1−α( j/N ) ≤ C1−αsup → 0
as  → 0. This proves (A.31) for j = 3 and the proof for j = 2 is analogous.
Finally, let us prove the second relation in (A.29). Write JN =∑3i=1 Ji N , where
J1N :=
∑
<x= jN <1
∑
j
N +<y= iN <1
· · · , J2N :=
∑
0≤x= jN ≤
∑
j
N <y= iN <1
· · · ,
J3N :=
∑
0≤x= jN <1
∑
j
N <y= iN ≤ jN +
· · · ,
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so that it suffices to show that for any  > 0 fixed, J1N tends to the integral J1 :=∫ 1

1
B(α(x)) x
α(x)−1eH−(0,x)dx
∫ 1
x+(y − x)−1−α(x)
(
α(x)− α(y)eH+(x,y)) dy, and that
lim
→0 lim supN≥1
|Ji N | = 0 (i = 2, 3). (A.33)
The convergence J1N → JN follows from Lemma A.9 (A.23)–(A.26). Let us prove (A.33) for
i = 3; the proof for i = 2 is analogous. Using (A.20) and (A.23), (A.27), one obtains
|J3N | ≤ C
∑
0< jN <1
jα( j/N )−1
∑
j
N <
i
N ≤ jN +
|i − j |−α( j/N )−1|i − j |/N
≤ C
∑
0< jN <1
jα( j/N )−1(N)1−α( j/N )N−1
≤ C1−αsup → 0
as  → 0. This proves Step 1.
Proof of Lemma A.2, Step 2. For notational convenience, we restrict the proof of (A.1) to the
case of α(·) having a single discontinuity at τ = .5 ∈ (0, 1) = (s, t). Accordingly, let
T1 = [0, .5), T2 = [.5, 1] and we assume that α(·) is Ho¨lder continuous on Ti , i = 1, 2:
|α(x)− α(y)| ≤ K |x − y|δ (x, y ∈ Ti , i = 1, 2) (A.34)
with some K , δ > 0. Let 0 ≤ φ(·) ∈ C10(0, 1),
∫ 1
0 φ(u)du = 1 be a continuously differentiable
kernel,
α(x) :=
∫ 1
0
α(x + v)φ(v)dv, x ∈ [0, 1], (A.35)
where α(x) := α(1) (x > 1). Then α(·) satisfies a Lipschitz condition on [0, 1] and
0 < αinf ≤ infx∈[0,1] α(x) ≤ supx∈[0,1] α(x) ≤ αsup < 1, so that α(·) satisfies the assumptions
of Step 1 and hence the equality∫ 1
0
xα
(x)−1(1− x)−α(x)eH (x) sin(α(x)pi)dx = pi (A.36)
holds, where H (x) := ∫ 10 (α(u) − α(x))(x − u)−1du. Observe α(x) → α(x) ( → 0) at
each continuity point x ∈ [0, 1], x 6= .5. Moreover, for each ν > 0,
sup
x∈[0,.5−ν]∪[.5,1]
|α(x)− α(x)| → 0, sup
x∈[0,.5−ν]∪[.5,1]
|H (x)− H(x)| → 0, (A.37)
as  → 0. Indeed, the first relation in (A.37) is obvious. To show the second relation, let
Cφ := supx∈[0,1] |φ(x)|, Bη(x) := {u ∈ [0, 1] : |u − x | < η}. Then
|H (x)− H(x)| ≤ Cφ
∫ 1
0
dv
∫
Bη(x)
|α(u + v)− α(x + v)− α(u)+ α(x)|
|x − u| du
+
∫
[0,1]\Bη(x)
|α(u)− α(x)− α(u)+ α(x)|
|x − u| du =: I1(x)+ I2(x).
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Here, I1(x) ≤ CφK
∫
Bη(x)
|x − u|δ−1du ≤ CφK δ−1ηδ can be made arbitrarily small uniformly
in x ∈ [0, .5− ν] ∪ [.5, 1], by choosing η > 0 small enough. Next,
I2(x) ≤ η−1
(
sup
x∈[0,.5−ν]∪[.5,1]
|α(x)− α(x)| +
∫ 1
0
|α(u)− α(u)|du
)
→ 0 ( → 0)
by the dominated convergence theorem and the first relation in (A.37). This proves (A.37).
With (A.37) in mind, to pass to the limit  → 0 inside the integral of (A.36), it suffices to
show that eH
(x) and eH(x) are dominated by an integrable function on [.5 − ν, .5]. Namely, for
any η > 0 there exist 0 > 0,C > 0 such that for any  < 0, x ∈ [.5− ν, .5)
H (x) ≤ C + (∆− − η) log(.5− x), H(x) ≤ C + (∆− − η) log(.5− x), (A.38)
where∆− := (α(.5+)−α(.5−))∧0. Then∆−−η > −1 for η > 0 sufficiently small, implying
the integrable bound eH
(x) + eH(x) ≤ C |.5 − x |∆−−η for all  < 0, x ∈ [.5 − ν, .5) and the
validity of the passage to the limit  → 0 in (A.36).
It remains to prove (A.38). It suffices to show the bound for H (x) only; the bound for H(x)
follows similarly. We have H (x) =∑4i=1 Ji (x), where
J1(x) :=
∫ 1∧(.5−x)/
0
φ(v)dv
∫ 1∧(.5−v)
0
α(u + v)− α(x + v)
x − u du,
J2(x) :=
∫ 1
1∧(.5−x)/
φ(v)dv
∫ 1∧(.5−v)
0
α(u + v)− α(x + v)
x − u du,
J3(x) :=
∫ 1∧(.5−x)/
0
φ(v)dv
∫ 1
1∧(.5−v)
α(u + v)− α(x + v)
x − u du,
J4(x) :=
∫ 1
1∧(.5−x)/
φ(v)dv
∫ 1
1∧(.5−v)
α(u + v)− α(x + v)
x − u du.
Note that u + v < .5, x + v < .5 in J1(x), u + v > .5, x + v > .5 in J4(x) and so these
integrals are bounded: |J1(x)| + |J4(x)| < C . Consider J2, where u+ v < .5, 1 > x + v > .5
and x − u > 0. Rewrite J2(x) = J ′2(x)+ J ′′2 (x), where
J ′2(x) :=
∫ 1
1∧(.5−x)/
φ(v)dv
{∫ .5−v
0
α(u + v)− α(.5−)
x − u du
+ (α(.5−)− α(x + v)) log x
}
,
J ′′2 (x) :=
∫ 1
1∧(.5−x)/
(α(x + v)− α(.5−)) log(x − .5+ v)φ(v)dv.
Note that supx∈[.5−ν,.5) |J ′2(x)| is bounded by a constant independent of  > 0, as |α(u + v)−
α(.5−)| ≤ K |u + v − .5|δ ≤ K |u − x |δ and | log x | is bounded on [.5 − ν, .5). Also note
that J ′′2 ≤ 0 if either α(.5+) − α(.5−) > 0 (and ν > 0 is small enough), or  ≤ .5 − x hold.
Therefore we need to consider only the case α(.5+)− α(.5−) < 0,  > .5− x . In the last case,
with η := sup.5≤v≤.5+ |α(v)− α(.5+)|, from the definition of J ′′2 (x) we obtain
J ′′2 (x) ≤ (−∆− + η)
∫ 1
(.5−x)/
| log(x − .5+ v)|dv,
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where the last integral does not exceed 1+ | log(.5− x)| provided 0 < .5− x < e−1. Indeed, let
0 < h := .5− x <  < 1; then ∫ 1h/ | log(v − h)|dv = −h log( 1−h )+ −h and
 − h

log
(
1
 − h
)
< log
(
1
h
)
holds for 0 < h < e−1, h <  < 1 (consider the cases  − h < h and  − h > h separately).
Therefore, J ′′2 (x) ≤ C + (∆− − η) log(.5− x), proving J2(x) ≤ C + (∆− − η) log(.5− x).
It remains to show a similar bound for J3(x). In this integral, 1 > u + v > .5, x + v < .5
and x − u < 0. Rewrite J3(x) = J ′3(x)+ J ′′3 (x), where
J ′3(x) :=
∫ 1∧(.5−x)/
0
φ(v)dv
{∫ 1
.5−v
α(u + v)− α(.5+)
x − u du
+ (α(x + v)− α(.5+)) log(1− x)
}
,
J ′′3 (x) :=
∫ 1∧(.5−x)/
0
(α(.5+)− α(x + v)) log(.5− v − x)φ(v)dv.
Similarly to above, one can show that supx∈[.5−ν,.5) |J ′3(x)| is bounded by a constant independent
of  > 0, while J ′′3 ≤ 0 if either α(.5+)−α(.5−) > 0 (and ν > 0 is small enough), or  ≤ .5−x
hold. In the case α(.5+)− α(.5−) < 0,  > .5− x , we obtain
J ′′3 (x) ≤ (−∆− + η)
∫ (.5−x)/
0
| log(.5− v − x)|dv ≤ (−∆− + η)(1+ | log(.5− x)|)
similarly to above, and with the same η. This proves J3(x) ≤ C + (∆−− η) log(.5− x), thereby
completing the proofs of (A.38) and Lemma A.2. 
Lemma A.10. Under the assumption (A2), there exists a constant C < ∞ such that for any
s < t
(t − s)α(t)−1eH−(s,t) ≤ C(t − s)αinf−1, (t − s)−α(s)eH+(s,t) ≤ C(t − s)−αsup , (A.39)
if τi < s < t < τi+1 (i.e., if s and t belong to the same continuity interval),
(t − s)α(t)−1eH−(s,t) ≤ C(t − τi )∆i
(
(t − s)αinf−1 + (t − s)αsup−1
)
(A.40)
if s < τi < t < τi+1,
(t − s)−α(s)eH+(s,t) ≤ C(τi − s)∆i
(
(t − s)−αinf + (t − s)−αsup) , (A.41)
if τi−1 < s < τi < t (i ∈ Z), so that (A.40), (A.41) refer to the case where s and t belong to
different continuity intervals. Here, ∆i := (α(τi+) − α(τi−)) ∧ 0 is the value of negative jump
of α(·) at τi .
Proof. Inequalities (A.39) are trivial since H±(s, t) are bounded on Ti = (τi , τi+1) by some
constant independent of i ∈ Z. Let us prove (A.40); the proof of (A.41) is analogous.
Let s < τ ≡ τi < t < τi+1,∆ ≡ ∆i . Consider the case t − s ≤ 1. Then
H−(s, t) =
∫ t
τ
α(u)− α(t)
t − u du +
∫ τ
s
α(u)− α(t)
t − u du =: H1(s, t)+ H2(s, t). (A.42)
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Here, H1(s, t) ≤ C by the Ho¨lder condition in (A2). Rewrite H2(s, t) as
H2(s, t) =
∫ τ
s
α(u)− α(τ−)
t − u du −∆α(τ)
∫ τ
s
1
t − u du
+
∫ τ
s
α(τ+)− α(t)
t − u du =:
3∑
j=1
H2 j (s, t),
where ∆α(τ) = α(τ+) − α(τ−). Here, H21(s, t) ≤ C , by the same Ho¨lder condition, and
similarly, |H23(s, t)| ≤ C |t − τ |δ(| log(t − τ)| + | log(t − s)|) ≤ C , while H22(s, t) ≤ 0 unless
∆ = ∆α(τ) < 0. In the last case, we obtain
(t − s)α(t)−1eH−(s,t) ≤ C(t − s)α(t)−1e−∆
∫ τ
s
1
t−u du
= C(t − s)α(t)−∆−1(t − τ)∆ ≤ C(t − s)αinf−1(t − τ)∆
as α(t) ≥ αinf,∆ < 0. This proves (A.40) for t − s ≤ 1.
Next, let t − s ≥ 1. Write H−(s, t) = ∑3i=1 H˜i (s, t), where H˜1(s, t) = H1(s, t) is the same
as in (A.42) above, and
H˜2(s, t) :=
∫ τ
t−1
α(u)− α(t)
t − u du, H˜3(s, t) :=
∫ t−1
s
α(u)− α(t)
t − u du.
Then H˜1(s, t) ≤ C, H˜2(s, t) ≤ C+∆ log(t− τ) as in the estimation of H1(s, t), H2(s, t) above,
and H˜3(s, t) ≤ (αsup − α(t)) log(t − s). Putting together these estimates, we obtain
(t − s)α(t)−1eH−(s,t) ≤ (t − s)α(t)−1eC+∆ log(t−τ)+(αsup−α(t)) log(t−s)
≤ C(t − s)αsup−1(t − τ)∆.
This proves (A.40) and the lemma, too. 
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