The classi cation of High Range Resolution (HRR) radar signatures using multi-scale features is considered. We present a hierarchical autoregressive moving average (ARMA) model for modeling HRR radar signals at multiple scales, and use spectral features extracted from the model for classifying radar signatures. First, we show that the radar signal at a di erent scale follows an ARMA process if it is an ARMA process at the observed scale. Then an algorithm to estimate model parameters and power spectral density function at di erent scales using model parameters at the observed scale is presented. A feature set composed of spectral peaks is extracted from the estimated spectral density function using multi-scale ARMA models. For HRR radar signature classi cation, multi-spectral features extracted from ve di erent scales are used, and a minimum distance classi er with multiple prototypes is used to classify HRR data. The multi-scale classi er is applied to two HRR radar data sets. Each data set contains 2500 test samples and 2500 training samples in ve classes. For both data sets, about 95 percent of the radar returns are correctly classi ed.
I. Introduction
Automatic target recognition (ATR) using HRR radar signatures is a challenging problem. The resolution of HRR radar is su ciently high to discriminate tactical targets at ranges out to several kilometers and modern radar technology provides extensive data including fully polarimetric and Doppler radar, but the radar range pro le is very sensitive to small aspect angle changes and the stealth technology makes the target classi cation more di cult 25] . The Non-Cooperating Target Identi cation (NCTI) problem requires the identi cation of targets at di erent acquisition distances and di erent viewing angles with su ciently high accuracy 20]. Because of the special nature of radar characteristics and background clutter, the peaks in radar pro le become quite di erent as distance and viewing angle change 21] . Therefore, reliable feature extraction from radar pro les is an important problem for ATR using HRR signatures.
A HRR radar typically operates in the millimeter wave region (about 35 GHz) and a radar pro le is obtained by illuminating a target with coherent radar waves, and then processing the re ected signal. 12] The short wavelength of radar waves and the advanced radar signal processing techniques including pulse compression algorithms provide high range resolution. While the HRR radar can resolve a target with more detail, there are many open issues to be addressed. For example, non-cooperative targets alter radar pro les through stealth capabilities.
We consider the classi cation of HRR radar pro les by using features extracted from di erent scales. The literature on scale space expansion of signals using wavelet We present an algorithm for classifying radar pro les using a hierarchical model. A radar pro le observed at a di erent acquisition distance is scaled by its distance ratio if the viewing angle is constant 12] 18] 23]. To recognize targets reliably when target acquisition distance varies, the classi er needs to be trained with features extracted at di erent acquisition distances. A model which represents a signal at di erent scales using model parameters estimated at a single scale may be useful for this problem. This enables us to model signals acquired at di erent distances without actually performing expensive target acquisition for collecting data. The change in data acquisition distance from closer to farther changes the scale of a radar return from a ner scale to a coarser scale. The scale change from a ner scale to a coarser scale is usually modeled by a decimation-lter 22]. We show that the signal at a coarser scale obtained by decimation-ltering is an ARMA process if the signal at a ner scale is an ARMA process. Further, we present an algorithm to estimate model parameters at a coarser scale from the model parameters at a ner scale. We also show that the signal at a ner scale is also an ARMA process if a signal at a coarser signal is an ARMA process. We present an algorithm to estimate parameters of the model at a ner scale from the model at a coarser scale.
For radar target classi cation, spectral features at multiple scales is used in a minimum distance classi er with multiple prototypes. The spectral features are obtained by ARMA spectral density estimation with model parameters and correlation functions obtained by the hierarchical modeling approach. When a classi er is trained with multi-scale spectral features, it can classify targets reliably even when the targets may be shifted or the acquisition distance changes. If the radar signature is modeled as an autoregressive (AR) process (MA order is zero), and if the lter in a decimation-lter is an ideal low-pass lter, the signals at other scales are also AR processes. Although ideal low-pass lter is not realizable, it can be approximated by a truncated sinc lter and the decimation-ltered signal can be approximated by an AR process. In this special case, roots of the AR polynomial is used as features, further simplifying the feature extraction process.
We experimented with both ARMA and AR models for the classi cation of radar returns in the NCTI database. The NCTI database contains two sets of HRR radar data. Each set contains 2500 training samples and 2500 test samples from ve di erent classes. In the NCTI database, training samples are synthetically collected using radar signature prediction software, and test samples are collected from real targets. Each radar return in the NCTI data contains three Doppler channels (0, +1, and ?1) of I and Q phase components.
Both test and training data has 783 resolution cells. In the experiments, multi-spectral features are extracted from samples in NCTI database. The minimum distance classi er is trained with multi-scale spectral features extracted from all three Doppler channels, and test samples are classi ed. About 95 percent of samples are correctly classi ed in the experiment.
This paper is organized as follows: In section 2, ARMA modeling of a signal in scale space is considered. We present an algorithm to estimate parameters and spectral density function at multiple scales. In section 3, a multi-scale feature extraction algorithm is presented. In section 4, a minimum distance classi er using multiple scale features is described. In section 5, experimental results with radar returns in NCTI datasets is presented.
II. Hierarchical Stochastic Model
In ATR problems, the targets may be shifted and scaled from the trained data. The change in look angle results shifting in radar signature, and the change in target acquisition distance results scale change in radar signature. Therefore, a classi er using features extracted from the radar signatures should classify targets reliably even when radar signatures are shifted or scaled. In general, parameters of time-series models such as ARMA models are not scale invariant. Thus, the classi cation of scaled targets with model parameter features can results in poor classi cation accuracy. There are a few approaches to make a classi er more reliable to shifting and scaling. For example, the use of scale invariant features or training with scaled samples can make a classi er more robust to scaling.
In this section, we will consider the modeling of signals at di erent scales by using a hierarchical approach. Suppose that a continuous signal x(t) is a training sample. The classi er need to classify scaled signal of x(t) correctly as the same class as x(t). The scaled signal of x(t) is given by y (t) = 1 x( t): (1) One approach to achieve this is to train a classi er with features extracted from scaled signals of x(t). For example, di erent features at m di erent scales are extracted from scaled signals y 1 (t); y 2 (t); : : : ; y m (t), then the classi er is trained with these multi-scale features. If the number of scales included in the training is large enough, the classi er will classify signals having large scale changes. However, there are at least two potential problems with this approach if the signal is a discrete signal fx(i); i = 1; ; Ng. First, the original signal is de ned only at discrete points, the signal at the ner scale is not de ned at certain points. Second, feature extraction is performed multiple times with a single training sample, and the computational complexity increases linearly as the number of scales increases. These di culties can be solved by the hierarchical modeling approach. The hierarchical modeling approach presented in this section extracts multi-scale features without adding much computational complexity. A discrete signal can be scaled to a coarser scale or a ner scale by decimation-ltering or interpolation, respectively. We will rst consider the decimation ltering of a signal, and its e ect to the statistical model, and then we will consider scaling to a ner scale as a modeling process. A decimation lter is de ned as a local averaging (FIR ltering) followed by a down-sampling process as shown in Figure 1 . If the down-sampling rate is m, the decimation-ltered signal represents the signal at the scale reduced by the factor of m.
Let H be a FIR lter of length r and # be the down-sampling operator of factor m.
where is a unit delay operator.
(# x)(i) = x(mi): (3) Suppose that a signal at a coarser scale y m (i) is obtained by decimation-ltering of the original signal x(i).
y m (i) = H( )x(im); i = 1; : : : ; N=m (4) We will rst consider the correlation structure of the decimation-ltered signal y m (i).
The correlation function R yy (k) of the aggregated series y m (i) is obtained from the aggregation relation (4) ; L 0;
where G r (L) is a Lx(mL+r) matrix of the coe cients of H( )H( ?1 ) de ned in (5). Now we will consider decimation-ltered ARMA processes. Suppose that the signal fx(i); i = 1; : : : ; Ng follows an ARMA(p; q) model.
b j w(j); i = 1; : : : ; N; (7) where fw(i)g is a zero mean white noise sequence with variance 2 w , and a j 's and b j 's are real coe cients. Equation (7) (9) and is the unit delay operator, and we assume that the roots of A p ( ) and B q ( ) lie inside of the unit circle for stability and invertability of the model. (1 ? r j )x(im) = B q ( )w(im):
Multiplying both sides of (9) by 
By substituting (15) into (14), the following equation is obtained.
where r 0 = 1. The LHS of (16) (16) is a moving average of p(m ? 1) + r + q ? 1 terms. By substituting (4) into (14) and changing scale, we obtain the following equation. (18) Then the decimation-ltered process is an ARMA process by Theorem 1. If H(!) is an ideal low-pass lter having bandwidth =m, then the process y m (i) becomes an AR process. Since ideal low-pass lter is not realizable, the decimation-ltered process is not strictly an AR process when a truncated sinc lter is used. However, the moving average terms can be ignored since its contribution is minor. This suggests that the decimation- 
where s j are roots of C p ( ). Now, we need to nd the MA polynomial B q ( ) of the model of the signal at the ner scale. The MA polynomial B q ( ) of the ner-scale model can be estimated from the correlation function fR xx (k)g of ner-scale data. The correlation R xx (k) is not available, and it needs be obtained from the model parameters of the process y m (i). As explained earlier, one can assume that the MA order q of B q ( ) is not greater than p, the AR order. Then the correlations of the process x(i) can be obtained from the correlations of y m (i) and its AR parameters.
For the computation of R xx (k), we only need to consider R yy (k) for k p because R yy (k) does not depend on MA parameters for k > p. Therefore from (6), ; (23) where G r (p) is de ned in (6). Further, R xx (k) for k > p can be obtained in terms of fR xx (k); k pg and the AR parameters using the following relation.
Therefore, we can rewrite (23) as follows. 
The correlations R xx (k) for k > p are obtained using (24) , and the MA parameters of the ner-scale model can be estimated. If y m (i) is an AR(p) process and the lter H is an ideal low-pass lter, the process x(i) at a ner scale is also an AR(p) process as we discussed earlier. Therefore, modeling a ner scale signal can be much simpler in this special case, and the AR model parameters are obtained by nding the roots of (21).
III. Multi-scale Spectral Feature Extraction
The ARMA model parameters are shift-invariant because its parameters depend only on mean and correlations. Power spectral density can be estimated by using ARMA model parameters, and is also shift-invariant and provides features which are intuitively appealing. For example, spectral peaks or notches represents presence or absence of a frequency component in the signal. For radar signal classi cation, ARMA power spectrum features at multiple scales are used. Power spectral density of an ARMA process can be estimated by an extended least squares (ELS) method 8].
Suppose that x(i) is an ARMA(p; q) process and w(i) is the input white sequence with variance 2 as de ned in (7). Let R xx (k) be the auto-correlation functions of x(i), and R xw (k) be the cross-correlation between x(i) and w(i). The power spectral density of the ARMA process x(t) is estimated from the correlations of x ma (t) and the AR parameters estimated by Yule-Walker equations. The ELS power spectrum estimation algorithm is summarized below.
ELS Spectrum Estimation Algorithm:
Step 1: Compute sample correlations R xx (k) for k = 0; : : : ; p + q.
Step (32)
Step 3 For each training sample x(i), the models at other scales (both coarser and ner scales) are obtained by the hierarchical modeling approach presented in the previous section. The model at a coarser scale is obtained using Theorem 1. The AR polynomial is obtained by (12) , and the correlation of the signal at the coarse scale is obtained by (6) with a proper choice of smoothing lter H, such as Gaussian lter. Thus, the spectral density of the signal at a coarser scale is obtained by the ELS algorithm. The model at a ner scale is obtained by the approach explained in the Section 2. The AR polynomial of the signal at a ner scale are obtained by (22) under no-hidden-periodicity assumption. The correlation function at a ner scale is obtained by (28), and the ARMA spectrum at a ner scale is obtained by the ELS estimation algorithm. The multi-scale feature extraction algorithm is summarized below.
Multi-scale Spectral Feature Extraction Algorithm:
Step 1: Each radar return is normalized to zero mean and unit variance by x(i) = (x(i) ?m) (35) wherem and^ 2 are sample mean and sample variances of x(i). M K-dimensional features from M scales (including coarser and ner scales) are obtained from the normalized radar returns by the following procedure.
Step 2: For each training sample, the AR parameters and correlations are estimated by the ELS algorithm. For k = 0; 1; : : : ; K ? 1, the power spectrum is estimated at ! = k K . The logarithm of the power spectral density forms a K-dimensional feature vector.
Step 3: At each coarser scale, a feature vector is obtained by estimating the power spectrum using the ELS method with model parameters obtained by the hierarchical modeling approach. The logarithm of the power spectral density forms a K-dimensional feature vector at a coarser scale. Feature vectors at multiple scales are obtained by repeating this step at coarser scales.
Step 4: At each ner scale, a feature vector is obtained by estimating the power spectrum using ELS method with model parameters obtained by the hierarchical modeling approach. This is repeated for other ner scales, and multiple K-dimensional feature vectors are obtained from the logarithm of the power spectral density.
IV. Target Classification with Multi-scale Spectral Features
The classi cation of radar signatures requires features that are resistant to variations in noise, clutter, aspect angle, range, etc. The peaks in a radar pro le change with small variations in aspect angle and range due to scaling and shift, and therefore they are not very reliable features. However, the peaks in radar returns represent corners of the target, and the intervals between peaks may be more reliable features. Intuitively, the power spectral density of a radar return represents the frequency distribution of peaks, and spectral features in frequency domain may be better features than time-domain features for a certain target classi cation application. The multi-scale spectral features explained in the previous section are invariant to shift, and invariance to scale changes can be achieved by training a classi er with multiple features at di erent scales. Features at di erent scales are computed by the algorithm presented in the previous section without heavy computational burden. The multi-scale features e ectively increase the number of features used in the training of a classi er because multiple features are extracted from di erent scales.
For the application of the multi-scale extraction algorithm to NCTI data classi cation, ARMA (20, 10) and AR(30) models at the scale of the observed signal are used for spectral feature extraction. The MA order changes as the scale changes as summarized in Theorem 1, so the MA model order determined by Theorem 1 is used in modeling coarser signal. For ner signal models, the MA order equal to the AR order is used. The dimension of feature vector at a given scale determines how densely the spectral density is sampled. We found a 30-dimensional vector to be su cient for classi cation. Di erent low-pass lters, such as Harr-wavelet lter, sinc lter, and Gaussian lter, were experimented in decimation-ltering. If the observed signal is assumed as an AR process, the computation can be simpli ed by assuming a sinc lter in decimation-ltering, because the signal at a coarser scale become an AR process, as MA terms can be ignored when a sinc lter is used. This simpli es the spectrum estimation process in coarser and ner scales. If the observed signal is assumed to be an ARMA process, the correlation of MA component need to be computed using the convolution equation (5) . 
V. Experimental Results
The multi-scale target classi cation algorithm is applied to radar returns in NCTI data sets. There are two sets of NCTI data available for this experiment. The rst set contains poorly aligned HRR radar returns, and the second set contains better aligned HRR radar returns. Each data set contains 2500 actual radar returns for testing, and 2500 synthesized radar signatures for training. These radar signatures are collected from ve di erent target classes, and there are 500 radar signatures for each class per set. Each radar return in NCTI data set have 3 Doppler channels of complex signals. Figure 2 shows the radar returns from ve di erent classes of targets in the NCTI database. The left column shows the stationary Doppler channel of the radar returns from the test targets, and the right column shows the stationary channel of the radar returns from the training targets. Both of test and training data have 783 resolution cells. Between the test and training radar returns from the same class of targets, there are similarities. However, it is di cult to identify the similarity of two targets from the locations of their peaks. The locations of the peaks of two di erent targets are very close, and the peaks of the radar returns do not di erentiate di erent targets well. The similarity in the radar returns from the same target can be observed easily in the frequency domain rather than from the locations and shapes of peaks. This observation justi es the use of spectral features for HRR radar classi cation. Figure 3 shows the spectral densities of the radar returns from the ve di erent classes of targets shown in Figure 2 . The spectral densities are estimated by tting ARMA (20, 10) model to the signal using ELS algorithm presented in the last section. The left column in Figure 3 is the spectral densities estimated from the test data, and the right column in Figure 3 is the spectral densities estimated from the training data shown in Figure 2 . The di erence in spectral densities of two targets in di erent classes is easily observed in Figure 3 because the spectral peaks are di erent in di erent targets. This shows that spectral features can discriminate di erent targets. The spectral densities of signals from the same target class are similar although the time-domain signal in Figure 2 appears quite di erent. For example, the time-domain signals at the fth row (class 5) are very di erent, but the estimated power spectral densities are similar.
In our experiment, models having di erent AR and MA orders are used. The results presented in this paper are obtained with ARMA(20,10) model and AR(30) model at the observed scale. As explained in Section 2, MA order changes as the scale changes. The ELS estimation algorithm is applied with the new MA order to estimate the power spectral density from the correlation structure and estimated AR parameters. The estimation of power spectral density by AR modeling is much simpler than estimation by ARMA modeling. Further, the MA terms in decimation-ltered AR process can be ignored after the scale change if we assume that the decimation-ltering is done with an ideal low-pass lter. Our experiment suggests that the power spectra estimated by an ARMA model are closer than those estimated by an AR model when two radar signatures belong to the same class. As we can observe in Figure 3 , the ARMA spectral shapes are similar when two returns are in the same class. However, AR modeling also has an advantage since the AR spectral density is simpler to estimate. When an AR model is used, the estimated spectral density is a function of AR polynomial, and the spectral peaks are contributed by the roots of AR polynomial. Therefore, AR roots can be used as features equivalent to spectral features, since they are related to spectral peaks. In the classi cation experiments with AR models, we used roots of the AR polynomial as features because it simpli es the feature extraction process.
Since the HRR radar return is a complex signal (I and Q components), the magnitude of each complex radar signal is used to estimate the ARMA and AR spectral densities. All three Doppler channels are used for classi cation, and are considered as separate data samples. A minimum distance classi er with multiple prototypes is trained with multiscale features, and the test radar signals in the NCTI database are classi ed. For the computation of the distance between two signals, three Doppler channels are considered as separate samples, and the minimum distance among three pairs of channels is used as the distance between two radar returns.
First we experimented with ARMA(20,10) model. The multi-scale classi er is applied to poorly and better aligned data sets. The AR parameters and power spectral density are estimated by ELS algorithm at the observed scale, and the power spectral densities at other scales are estimated by the hierarchical modeling approach. Thirty spectral features at each of ve scales (m=1,2,4,8 and 1/2) are extracted as the sampled log-spectrum, and used for classi cation. The radar returns are classi ed using a minimum distance classi er with multiple prototypes. Tables 1 and 2 show the confusion matrices for the results obtained with NCTI data sets 1 (poorly aligned data) and NCTI data set 2 (better aligned data), respectively. With poorly aligned data, 92.28% of samples are correctly classi ed, and 93.92% of samples are correctly classi ed with better aligned data.
In the experiment with AR(30) modeling, the roots of the estimated AR polynomial are used as features instead of the sampled power spectrum. This further simpli es the feature extraction process. The feature vector is formed by 30 roots of AR polynomial. For complex roots, only roots having positive imaginary component is selected since conjugate root is identical except for the sign of the imaginary component. Therefore, each feature vector consists of 30 real components. If we use the Eucledian distance for two feature vectors of AR roots, the classi cation result can be unsatisfactory if a certain spectral peak is not present in a signal from the same class. Therefore, the distance between two feature vectors is computed by the sum of minimum distances among 30 components. The features at ve di erent scales are computed by using the algorithm explained in section 2, and used for the multi-scale classi er training. Table 3 shows the confusion matrix of the classi cation results with NCTI data set 1 (poorly aligned data) by the hierarchical modeling approach with AR(30) modeling of signals at all ve scales (m=1,2,4,8, and 1/2). It shows that 94.84 percent of the samples are correctly classi ed. Table 4 shows the confusion matrix of the classi cation results with NCTI data set 2 (better aligned data) by the hierarchical modeling approach with AR(30) modeling of signals at all ve scales (m=1,2,4,8, and 1/2). 95.24 percent of the samples are correctly classi ed with NCTI data set 2. The di erence is less than 0.5 percent between the poorly aligned data and better aligned data, which shows the robustness of the multi-scale radar classi cation algorithm.
VI. Discussion and Conclusions
The hierarchical modeling approach used in this approach is relatively robust to target misalignments as shown in the experimental results. In experiments with NCTI data sets, 94.84 percent of the targets in poorly aligned data and 95.24 percent of the targets in better aligned data are correctly classi ed using the multi-scale classi er when an AR(30) model is used. When ARMA multi-scale spectral features used, the performance is slightly worse (92.28% and 93.92%) than AR features. We think that it is because the location of spectral peaks are better features than the spectral envelope. We will continue to investigate other aspect of multi-scale ARMA modeling for radar classi cation applications, including signal detection in clutter as well as invariant features. Table Captions   TABLE I ARMA (20, 10) Classification Results with Data Set 1 
