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By combining the methods of time series analysis and extreme value theory, this disserta-
tion focuses on the extremal behaviour and parameter estimation of certain nonlinear time
series processes. The theoretical contributions presented here were initially motivated by
an applied hydrological project that aimed to build models capable of capturing both the
times series dynamics and the extremal behaviour of real water discharge data sets.
Since it is natural to ask questions such as "how often will a river exceed a certain high
value" or "what is the average duration of a flood above a given high level", hydrology has
always played a crucial role in the development of extreme value theory (EVT). In fact,
one of the earliest statistical estimation problems associated with EVT was raised after the
disastrous flooding of two Dutch provinces in 1953, and concerned the determination of
the height of the sea dykes such that the probability of a future flood lies below a certain
pre-specified level (de Haan, 1990). Since then, EVT has acquired a recognised place both
in theoretical and applied statistics, with numerous monographs appearing in the field (e.g.
Embrechts et al. (1997) quickly becoming a classic) and leading figures of EVT being
acknowledged also in the wider statistics community.
EVT is concerned with limit theorems about the structure of rare events in an indepen-
dent identically distributed (i.i.d.) sample or in a time series. For instance, it can be proven
under general conditions that the properly normalised sample maximum of i.i.d. observa-
tions asymptotically follows a parametric distribution called the generalised extreme value
law. Similarly, as the threshold goes to the upper endpoint of the support of a distribution,
the normalised excess above this threshold converges in distribution to the generalised
Pareto law. Or, in the time series setting, the extreme observations in a stationary process
under reasonable assumptions tend to occur in clusters, and the clustering tendencies can
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be characterised by a single number, the extremal index, the reciprocal of which gives the
average size of an extremal cluster.
In the absence of other information, the parametric statistical methodology based on
these limit results provides the most appropriate way of estimating the high quantiles of a
distribution or the extremal clustering of a time series. They are indeed routinely used in
telecommunications (in analysing periods with high rate of data transmission), finance (in
conducting Value-at-Risk calculations), climate studies or in the above mentioned hydrol-
ogy. However, the purely EVT-based estimation procedures rely only on a small fraction
of the sample (on the highest observations), thus they require large sample sizes and can
be very imprecise in small samples or in a nonstationary environment. Furthermore, they
do not make use of additional, "physical" information on the dynamics of the whole data
generating process, hence they are inefficient in cases when "background" information ex-
ists. In such instances studying the extremal behaviour of the "theoretical" data generating
process may increase the accuracy of extremal event estimation and simulation, as it has
been demonstrated with the analysis of heavy-tailed processes in telecommunications or of
conditionally heteroscedastic models in finance. In fact, the current world financial turmoil
clearly shows that no matter how sophisticated methodology is used, relying solely on the
statistical information of the not-too-distant past, without having an appropriate model for
the observed process, may be misleading and may not accurately provide the true proba-
bility of extreme events.1
Hydrology happens to be a field where a vast amount of knowledge about the depen-
dence structure of discharge processes has accumulated over time. Hydrologists have al-
ways been concerned with developing simulation models useful to the design of reservoirs,
and it was already noticed by Brochu (1978) that even modest improvements in the oper-
ation of reservoirs can lead to multi-million dollar savings per year. No wonder that new
statistical techniques have quickly found their way into the hydrological practice. For in-
stance, an intuitive definition of long range dependence was first given by Harold Edwin
Hurst, a civil engineer who analysed discharge series of river Nile (Hurst, 1951). Since
then, fractional ARIMA, regime switching and shot-noise processes, and other time series
1The unwarranted use of statistical techniques (among them extreme value ones) in mathematical finance
has been criticised in the extreme value community long before the current financial crisis. For instance,
Thomas Mikosch, a leading researcher in EVT initiated a discussion at the Extreme Value Analysis confer-
ence in 2005 by opposing the use of copula methods on the ground that the transformation of the data into
uniform marginals (the essence of copula techniques) hides the "true" data generating process from the eyes
of the modeler. Instead, more attention should be paid to the real stochastic process behind the observed
phenomena. See Mikosch (2006) and the discussion in the same special issue of Extremes, particularly the
rejoinder.
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models have been frequently developed and applied in the hydrological context. Given this
accumulated knowledge, it is not surprising that the combination of time series analysis
and extreme value theory proves to be practically useful in hydrology as well. This has
motivated our theoretical and empirical contribution.
1.2 Methods and main results
It is generally agreed that, unlike rivers with small catchments, discharge series of larger
rivers are not as heavy tailed as e.g. financial series: their moments of all orders seem to
be finite. Partly because of the relatively smaller attention received, extremal behaviour
of such nonlinear time series models are often less studied than that of ARCH or other
heavy-tailed processes, and often different methods are needed to prove extremal results
on them.
In the dissertation I develop and examine two classes of such models. Both classes
arose from our empirical observation that linear models – even after allowing for long range
dependence and non-Gaussian innovations – are not adequate to describe the extremes of
water discharge series of rivers Danube and Tisza in Hungary. As a first attempt to solve
this puzzle, I present an ARMA-ARCH-type model of the following form:
Xt = ct +
p∑
i=1





where ct is a deterministic periodic function, Zt is an independent identically distributed
random sequence with zero mean and unit variance and, most importantly, σ2(x) is increas-
ing slower than quadratic as x → ∞. Besides the unusual feedback structure (i.e. that the
conditional variance depends on Xt−1 and not on εt−1), the slower than quadratic increase
of σ2(x) makes this conditionally heteroscedastic model substantially different from the
usual ARCH-specifications. Using the drift condition for Markov chains, I prove that – un-
like of the quadratic ARCH-case – all moments of the stationary distribution of this model
are finite provided that the corresponding linear ARMA model is stationary and invertible.
More interestingly, applying various approximation techniques, I give a Weibull-like lower
and upper bound for the tail of the stationary distribution. The approximation implies that
the model is still heavy-tailed for certain parameter values in the sense that its moment
generating function is infinite for all z > 0. Turning to the examination of extremal de-




Parameter estimation is carried out by a combination of least squares and maximum
likelihood, and I prove consistency and asymptotic normality of the estimator.
Although simulations show that the model is able to reproduce the probability density,
high quantiles and clustering tendencies of river discharge series at practically relevant
thresholds, asymptotically it exhibits less (i.e. zero) clustering and heavier (i.e. close to
Weibull-like) tail than hydrologists tend to assume about such series. Moreover, the model
does not give back the practically important pulsatile nature of river flows, i.e. that short
but steep rising periods are followed by longer, gradually falling ones. This leads to the
second class of analysed models, Markov-switching autoregressive processes. Again, I
concentrate on the case previously less examined in the literature by assuming that the
process behaves as a random walk in one of the regimes, and that the noise distribution is
light-tailed. More precisely, the model can be written as:
Xt = Xt−1 + ε1,t if It = 1
Xt = a0Xt−1 + ε0,t if It = 0,
where |a0| < 1, εi,t are i.i.d. sequences (i = 0, 1), independent of each other as well,
ε1,t is light-tailed and It is a Markov chain. Using the drift condition for Markov chains
and methods of renewal theory and extreme value theory, I prove under mild additional
assumptions that the process has asymptotically exponential upper tail and its extremal
values form nontrivial clusters. The extremal index is obtained in terms of the solution of
a Wiener-Hopf equation, which can be solved explicitly in special cases. Using Laplace’s
method for sums, I also obtain Weibull-like bounds for the tail of the distribution of a prac-
tically important measure of extremal clustering, the limiting aggregate excess functional.
Instead of fitting a Markov-switching autoregressive (MS-AR) model to the whole river
discharge series, I propose a different approach, which is more tailor-made for extremes.
I prove that the limiting extremal behaviour of general Markov-switching, conditionally
Markovian models can be approximated by MS-AR structures. Based on this result, I
fit by maximum likelihood such a limiting MS-AR representation using only high-level
exceedances of the river flow series, examine the properties of this estimator and obtain
estimates for extremal clustering from the fitted representation. Simulations show that the
extremal clustering behaviour obtained this way provides a reasonable approximation to
the observed clustering of river flow series.
The dissertation is organised as follows. Chapter 2 gives preliminary results of time
series analysis and extreme value theory, which are necessary to understand the further
chapters. Chapter 3 presents the empirical features of river flow series and thus restricts the
types of nonlinear time series processes that are considered in the dissertation. Chapter 4
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deals with the stationarity, tail behaviour, extremes, parameter estimation and hydrological
application of ARMA-ARCH type models, while Markov-switching models are examined
in Chapter 5. Finally, Chapter 6 explores the relationships between the two classes of
models and draws the conclusions.
1.3 Articles of the author
The dissertation is based on the following four peer-reviewed journal articles and one yet
unpublished manuscript:
• Elek, P., Márkus, L., 2004. A long range dependent model with nonlinear innova-
tions for simulating daily river flows. Natural Hazards and Earth Systems Sciences
4, 277-283.
• Elek, P., Márkus, L., 2008. A light-tailed conditionally heteroscedastic time series
model with an application to river flows. Journal of Time Series Analysis 29, 14-36.
• Elek, P., Zempléni, A., 2008. Tail behaviour and extremes of two-state Markov-
switching autoregressive models. Computers and Mathematics with Applications
55, 2839-2855.
• Elek, P., Zempléni, A., 2009. Modelling extremes of time-dependent data byMarkov-
switching structures. Journal of Statistical Planning and Inference 139, 1953-1967.
• Elek, P., Márkus, L., 2009. Tail behaviour of β-TARCH processes. Manuscript,
submitted.
The author has also published two conference proceedings and various conference abstracts
in the topic. Results on ARMA-ARCH-type models are joint work with László Márkus,
while results on Markov-switching structures are joint work with András Zempléni.
Although the following three journal articles do not form the basis of the dissertation,
they are loosely connected to the current topic:
• Arató, M., Bozsó, D., Elek, P., Zempléni, A., 2008. Forecasting and simulating
mortality tables. Mathematical and Computer Modelling 49, 805-813.
• Bíró, A., Elek,P., Vincze, J., 2008. Model-based sensitivity analysis of the Hungarian
economy to shocks and uncertainties. Acta Oeconomica 58, 367-401.
9
CHAPTER 1. INTRODUCTION
• Vasas, K., Elek, P., Márkus, L., 2007. A two-state regime switching autoregressive
model with application to river flow analysis. Journal of Statistical Planning and
Inference 137, 3113-3126.
Vasas et al. (2007) deals with MCMC-based estimation of a more general regime
switching autoregressive model than considered in this dissertation. Arató et al. (2008)
and Bíró et al. (2008) are applied papers in the fields of insurance and economics. Finally,
the MA thesis Elek (2003) applies volatility modelling and extreme value techniques to
Value At Risk calculations on the stock market in Hungary.
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cX (s) log E exp (sX) , the cumulant generating function of X
FX (x) P (X < x), the distribution function of X
F̄ (x) 1 − FX (x) , the survival function of X
fX (x) the density function of X
LX (s) E exp (sX) , the moment generating function of X









ρi ρ (Xt, Xt−i) , autocorrelation function of Xt
x+ max (x, 0)
x− max (−x, 0)
xF sup{x : F (x) < 1}, the upper end point of the support of the distribution
||x||r r-norm of a vector x




2.1 Preliminaries in time series analysis
Let us first recall a few basic concepts from time series analysis, which can mainly be found
in classical monographs such as Brockwell and Davis (1991). In the dissertation, we will
focus on time series models in discrete time that have a stationary distribution (possibly
apart from a seasonal trend in the mean and variance). Denoting the time series by Xt,
(strict) stationarity means that for any (i1, i2, . . . , in) ∈ Zn and for any t ∈ Z,
(Xi1 , Xi2 , . . . , Xin) =
d (Xt+i1 , Xt+i2 , . . . , Xt+in)
where, as usual, =d indicates that the distributions of the left and right hand sides are
identical. In the following, unless stated otherwise, all probability statements on Xt will
refer to probabilities under the (unique) stationary distribution.
Classical time series analysis is mainly concerned with linear processes of the form




where μ = E (Xt) and {εt} is a zero-mean i.i.d. sequence of random variables with finite
variance σ2εt and {πi} is a real-valued sequence with π0 = 1. In this case, if
∞∑
i=0
|πi| < ∞, (2.2)
the sum defining Xt converges a.s. and Xt has finite variance.
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where ai (i = 1, . . . , p) and bi (i = 0, . . . , q) are real numbers, b0 = 1 and {εt} is a zero-
mean i.i.d. sequence with finite variance. We also assume that








i = 0 if |z| ≤ 1, (2.4)
and Φ(z) and Ψ(z) have no common zeros.
The condition on Φ(z) ensures that the model has a unique stationary solution in a
causal form,1 i.e. it can be written as (2.1) with (2.2) satisfied. The generating function of





i = Ψ (z) /Φ (z) .
Using the backward shift operator B, the stationary solution can be written as
Xt = (Φ(B))
−1 Ψ(B)εt.




ηiXt−i = (Ψ (B))
−1 Φ (B) Xt,
where
∑∞
i=0 |ηi| < ∞. Throughout the dissertation, we will focus on causal and invertible
ARMA models. (For a more detailed discussion of causality and invertibility, see Brock-
well and Davis (1991, Chapter 3).)
Parameter estimation of ARMA processes can be carried out in many ways. Since in
the presence of MA-terms full maximum likelihood estimation may not be straightforward
we present here, for later reference, the simplest form of the least squares procedure. For
any vector θ = (θ1, . . . , θp+q) , define







with ei (θ) = 0 and Xi = 0 for all i ≤ 0. If (2.4) holds and εt has finite variance, the





1The unique stationary distribution exists under more general conditions, i.e. when Φ(z) = 0 for |z| = 1.
However, when Φ(z) has a zero inside the open unit disk the ARMA-solution is non-causal, i.e. Xt depends
on future values of {εt} as well.
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leads to a consistent and asmptotically normal estimator.2
Goodness of fit of an ARMA model is usually examined by the Box-Pierce (BP) test
or its various modifications such as the Ljung-Box (LB) test. Denoting the estimated i-lag
autocorrelation function of the fitted innovation sequence ε̂t by ν̂i = ρ̂ (ε̂t, ε̂t−i) , the test








n − i , (2.5)
respectively. If the true model is a (linear) ARMA(p, q) process, bothQBP andQLB follow
asymptotically a χ2r−p−q-distribution (however, the Ljung-Box statistic has more favourable
small sample properties). Thus in large samples a χ2-test can be constructed to test the
appropriateness of the model.
ARMA models are routinely used in natural sciences, economics and other fields to
describe the linear dependence structure of observed phenomena. Their popularity partly
stems from the easy to implement ARMA fitting procedure known as the Box-Jenkins
methodology (Box and Jenkins, 1970). The procedure consists of five steps: in the first
step differencing is applied until the modelled process becomes stationary, while in the
second the orders p and q of the ARMA-process are identified by the inspection of the
autocorrelation and partial autocorrelation functions. The third step deals with model es-
timation (e.g. with least squares), the fourth with investigating goodness of fit (e.g. by the
Box-Pierce or Ljung-Box tests), and the fifth step covers forecasting. Nowadays, statistical
softwares make it easy to fit ARMA models even in the applied statistical practice.
Basically, there are two possibilities to generalise the ARMA model that are of interest
for us: to allow long memory, and to allow nonlinearities.
First, denoting the autocorrelation function by ρi = ρ (Xt, Xt−i) , it can be shown easily
that ρi decays exponentially in the case of ARMA processes as i → ∞. This behaviour is
too restrictive for some applications e.g. in hydrology or telecommunications, thus there
is considerable research in the field of the so-called long range dependent processes. The
following is one possible definition of long memory. (The concepts and basic results below
can be found e.g. in the monograph of Beran (1994).) As usual, we use the notation a(x) ∼
b(x) as x → ∞ if limx→∞ a(x)/b(x) = 1.
Definition 2.1. A stationary processXt is called long range dependent (LRD) if there exist
K > 0 and 1/2 < H < 1 such that ρi ∼ Ki2H−2 as i → ∞.
In such a case H is called the Hurst-parameter. As the following Propositions state
LRD processes behave very differently than processes with exponentially decaying auto-
2Various small-sample improvements to this procedure (such as back-forecasting) exist.
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correlations. Their spectral density has a pole at zero, and their aggregate variance grows
faster than Kn as n → ∞.
Proposition 2.2. Let η(x) denote the spectral density of the stationary process Xt. Xt is
LRD if and only if there exist K > 0 and 1/2 < H < 1 such that η (x) ∼ K|x|1−2H .








The easiest way to model LRD series is by fractional ARIMA processes. With the
notations of (2.4), a zero-mean fractional ARIMA (FARIMA) process Xt satisfies
Φ(B)(1 − B)dXt = Ψ(B)εt (2.6)
where d is the order of fractional differencing (lying between 0 and 0.5 in cases of our
interest) and εt is an independent zero-mean innovation (noise) sequence with variance σ2ε .
If 0 ≤ d < 0.5 and all roots of the polynomials Φ(z) and Ψ(z) lie outside the unit circle
the model is stationary. Then, the d = 0 case gives a simple ARMA process, while if
0 < d < 1/2, the process is LRD with H = d + 1/2.
Parameters of FARIMA models (including d and the short-run coefficients) can be es-
timated by exact Gaussian maximum likelihood or by the Whittle-procedure. The latter
basically depends on the approximation of the Gaussian likelihood in the spectral domain,
and is consistent and asymptotically normally distributed – under mild regularity condi-
tions which FARIMA models satisfy – for linear processes driven by i.i.d. εt innovations
with finite fourth moments (Giraitis and Surgailis, 1990).
Hence a straightforward parametric method to estimate the Hurst-parameter of a series
is to fit a FARIMAmodel and obtainH = d+1/2 from the estimated d coefficient. Alterna-
tively, there exist various nonparametric estimators which make use of certain properties of
LRD series. For instance, the autocorrelation-based method estimates H by regressing the
logarithms of the estimated sample autocorrelations ρ̂i on log i for large values of i, while
the periodogram-based method and the aggregate variance method utilise Propositions 2.2
and 2.3, respectively. Other popular procedures include the rescaled-range statistic and the
Geweke-Porter-Hudak estimator.
Leaving the field of LRD models, a second possible deviation from ARMA processes
is the modelling of nonlinearities. It follows from Wold’s decomposition, one of the basic
results of time series analysis, that a stationary time series with finite variance and van-
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ishing memory3 can be written in the form of (2.1) where εt are zero-mean uncorrelated
random variables with finite variance. (See e.g. Bierens (2004, Chapter 7).) This "weak"
MA(∞)-representation may be useful for forecasting purposes but it is not a proper data
generating process, i.e. it does not give a full probabilistic description of time-dependence.
The class of nonlinear models, therefore, is very wide and difficult to characterise because
nonlinearities may arise for several reasons. A thorough treatment of nonlinear time series
analysis is given in Tong (1990).
If, furthermore, the nonlinear model can be represented as (2.3) with εt an uncor-
related sequence, it is said to have a "weak" ARMA-representation (as opposed to the
strong ARMA-representation when εt is i.i.d.). Between the weak and the strong cases
there is the semi-strong ARMA-representation, when εt is assumed to be a martingale dif-
ference sequence. Both classes of nonlinear processes examined in this dissertation (the
ARMA-ARCH-type model and theMarkov-switching autregressive model) possess a weak
ARMA-representation.
2.2 Preliminaries in extreme value theory
A fast growing field of research, extreme value theory (EVT) is concerned with the analysis
and estimation of high observations of data generating processes. EVT for i.i.d. data gives
limit results on the distribution of the (properly normalised) maximum of a high number
of observations, or on the distribution of observations above a high threshold, assuming as
little as we can about the underlying distribution of observations. If the i.i.d. assumption
is relaxed, further questions arise about the pattern of clustering among high observations
(i.e. how these observations occur together in time), which is the topic of extreme value
theory for dependent sequences.
The probabilistic results then provide the basis of parametric estimation techniques for
high quantiles of a distribution or for the clustering tendencies of a time series. Nowa-
days, these procedures have a wide range of applications in e.g. actuarial science, finance,
economics, telecommunications, hydrology or environmental modelling.
In this section we outline the main results of extreme value theory of i.i.d. observations
first, and then focus on its extension for stationary sequences. Unless otherwise indicated,
3A time series Xt has vanishing memory if all the events in the σ-algebra F−∞X =
∩∞t=0σ (X−t, X−t−1, . . . , ) have 0 or 1 probability. This is a natural assumption for series of practical inter-
est. If the vanishing memory condition is not assumed, the stationary time series can only be written as the
sum of an MA(∞)-term and a deterministic term.
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these basic results can be found in the monographs of Embrechts et al. (1997) or Coles
(2001).
2.2.1 Extreme value theory for i.i.d. random variables
Let {Xi} be an i.i.d. sequence with common distribution function F and let us denote the
maximum of the first n observations by M1,n = max (X1, X2, . . . , Xn) . If xF = sup{x :
F (x) < 1} is the upper end point of the support of the distribution, then it is clear that
M1,n → xF a.s. as n → ∞. Thus, we are rather interested in the non-degenerate limit of
M1,n, properly normalised. The Fisher-Tippet theorem states that the limit distribution, if
exists, is in the class of the so-called generalised extreme value (GEV) distributions.
Definition 2.4. The generalised extreme value distribution with shape parameter ξ has the
following distribution function. If ξ = 0,
FGEVξ (x) = exp
[
− (1 + ξx)−1/ξ
]
for 1 + ξx > 0 (and otherwise 0 if ξ > 0 and 1 if ξ < 0.) If ξ = 0,
FGEVξ (x) = exp
[−e−x] .
The ξ = 0 case can also be obtained from the ξ = 0 case by letting ξ → 0. The name of
the distribution is Frechet for ξ > 0, Gumbel for ξ = 0 and Weibull for ξ < 0.We can also
define the corresponding location-scale family FGEVξ,μ,σ by replacing x above by (x − μ) /σ
for μ ∈ R and σ > 0 and changing the support accordingly. This latter family is also
referred to as GEV.





where Z is a non-degenerate random variable, then Z is distributed as GEV. In this case
we say that the distribution ofXi belongs to the max-domain of attraction of a generalised
extreme value distribution.
More importantly from our point of view, the fact that the distribution of a random
variable X lies within the max-domain of attraction of a GEV, implies that the distribution
of exceedances of that random variable above a high threshold has a particular limiting
representation. To be precise, using the notation F = FX , the following theorem, due to
Balkema and de Haan, holds.
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Theorem 2.6. (Balkema and de Haan, 1974) The distribution of X lies within the do-
main of attraction of a GEV with shape parameter ξ if and only if there exists a positive
measurable function a(u) such that for all 1 + ξx > 0
lim
u→xF
F̄ (u + xa (u))
F̄ (u)
= F̄GPDξ (x) (2.7)
where F̄GPDξ stands for the survival function of the generalised Pareto distribution with
shape parameter ξ (defined in the following).
Definition 2.7. The generalised Pareto distribution (GPD) with shape parameter ξ has the
following form. Its support is [0,∞] if ξ ≥ 0 and [0,−1/ξ] if ξ < 0. If x is within the
support, the distribution function can be written as
FGPDξ (x) = 1 − (1 + ξx)−1/ξ if ξ = 0
FGPDξ (x) = 1 − exp (−x) if ξ = 0.
One can also introduce the location-scale family FGPDξ,μ,σ by replacing x by (x − μ) /σ for
μ ∈ R and σ > 0 and by adjusting the support accordingly. FGPDξ,μ,σ will also be referred to
as GPD.
Note that the ξ = 0 case is just the exponential distribution, and it can be obtained from
the ξ = 0 case by letting ξ → 0.
Thus, intuitively, Theorem 2.5 states that normalised maxima of many i.i.d. random
variables follow approximately a GEV distribution, while Theorem 2.6 states that the
scaled excesses over high thresholds (i.e. (X − u) /a (u) provided thatX ≥ u) are approx-
imately GPD. These facts can be used to construct nowadays commonly used estimation
methods for the distribution of maxima and high quantiles.
One of the most popular estimation procedures is the peaks over threshold (POT)
method. In the i.i.d. setting this consists of estimating high quantiles of an observed dis-
tribution by fitting a GPD to exceedances above a sufficiently high threshold by maximum
likelihood and then calculating the quantiles of the estimated GPD. (The maximum like-
lihood estimator is consistent and asymptotically normal if ξ > −1/2.) Although in the
absence of other information this is an appropriate quantile estimating procedure, thresh-
old choice may be difficult during its application because of the bias-variance tradeoff.
Since Theorem 2.6 is an asymptotic result choosing a low threshold may lead to an es-
timation bias, while a high threshold necessarily yields an increased variance of the pa-
rameter estimates. However, the GPD has an interesting property: if X ∼ GPDξ,μ,σ then
X| (X > u) ∼ GPDξ,μ(u),σ(u), i.e. taking threshold exceedances does not alter the shape
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parameter. Hence the bias-variance problem can be partly resolved by estimating the GPD
model above various thresholds and choosing one above which the shape parameter looks
roughly constant.
The EVT-based statistical procedures implicitly assume that most distributions of prac-
tical interest lie within the max-domain of attraction of a GEV (and hence in the domain of
attraction of a GPD). Therefore, a natural question arises: how wide is the class of distri-
butions for which the limit results in Theorems 2.5 and 2.6 hold? It is not difficult to find
counterexamples (e.g. among discrete distributions) but most "well-behaved" continuous
distributions lie within the domains of attraction. In the Frechet- and Weibull-cases (i.e.
when ξ = 0) there exist relatively easily verifiable conditions.
A distribution function F belongs to the domain of attraction of a GPD with ξ > 0 (i.e.
to the max-domain of attraction of the Frechet distribution) if and only if F̄ is regularly
varying, that is, F̄ (u) = R(u)u−1/ξ where R(u) is a slowly varying function. A function





= 1 for all a > 0.
(An example of a nonconstant slowly varying function is the logarithmic function.) Thus
we can say that the domain of attraction of the Frechet-distribution roughly contains dis-
tributions with polynomially decaying survival function. It follows easily from the charac-
terisation that if the distribution of X belongs to the Frechet(ξ)-domain, then E (X+)m is
infinite for m > 1/ξ and finite for m < 1/ξ. (Here we use the notation x+ = max(0, x).)
Hence such a distribution has infinite moments for sufficiently largem. Examples for distri-
butions belonging to the domain of attraction of the Frechet-distribution include the Pareto,
the Cauchy and (for α < 2) the stable distributions.
In contrast to these heavy-tailed distributions, the Weibull-domain (ξ < 0) contains
distributions which have a finite right endpoint xF < ∞. More precisely, the distribution
function F belongs to the domain of attraction of the Weibull-distribution with shape pa-
rameter ξ < 0 if and only if xF < ∞ and F̄ (xF − x−1) = x1/ξR (x) for some slowly
varying function R. Examples for this domain of attraction include the uniform and the
beta distributions.
The third, Gumbel-case (ξ = 0) is much more complicated. Although there exist
necessary and sufficient conditions here as well (in terms of von Mises functions, see
Embrechts et al. (1997, Thms 3.3.26 and 3.3.27)), they are hardly used in practice. In-
deed, the Gumbel-domain consists of distributions whose tails can be very different, al-
though they have the common feature that all of their moments are finite (more precisely,
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Figure 2.1: The mean and 95% confidence
interval of the shape parameter of GPDs
as a function of the threshold (chosen and
displayed as a high quantile) for normally
distributed samples of size 50000


























< ∞ for all m > 0). To give some classification of the distributions belonging
to this domain of attraction, let us introduce the notion of heavy-tailedness.
Definition 2.8. Let LX(s) = E exp (sX) denote the moment-generating function of a
random variableX. X is heavy-tailed if LX (s) = ∞ for all s > 0, and light-tailed if there
exists an s > 0 such that LX (s) < ∞.
It is clear from above that all distributions in the ξ > 0 domain are heavy-tailed, while
all distributions in the ξ < 0 domain are light-tailed. In contrast, it can be shown that within
the Gumbel-domain (ξ = 0) there are heavy-tailed distributions whose all moments are
finite (e.g. the lognormal distribution), but also light-tailed distributions (e.g. the normal,
the exponential or the gamma distribution, and even some distributions whose support is
bounded to the right).
Hence the fact that a distribution belongs to the Gumbel-domain only gives a first ap-
proximation to its tail. Although it ensures the asymptotic exponentiality of scaled ex-
ceedances (Theorem 2.6), their behaviour above finite thresholds may differ very much
from this asymptotics. As an illustration, Figure 2.1 shows the shape parameters of the
GDPs fitted to exceedances above various thresholds (chosen as quantiles) for different
normally distributed samples of size 50000. (Estimation of GPD parameters were carried
out by maximum likelihood. According to the Figure, the mean of the estimated shape
parameters is lower than the asymptotic value (zero) even for very high thresholds, which
is not surprising because the normal distribution is lighter tailed than the exponential. The
95% confidence intervals on the Figure also illustrate the bias-variance trade-off mentioned
previously.
20
2.2. PRELIMINARIES IN EXTREME VALUE THEORY
An interesting family within the domain of attraction of the Gumbel-distribution, the
class of distributions with Weibull-like tail, will be recalled throughout the dissertation. It
is easy to show that such a distribution is heavy-tailed if α < 1 and light-tailed if α ≥ 1. 4
Definition 2.9. The distribution of a random variableX has Weibull-like tail with exponent
α > 0 if there existK1 > 0, K2 and λ > 0 such that, as u → ∞,
F̄X (u) ∼ K1u
K2 exp (−λuα) .
2.2.2 Extreme value theory for stationary sequences
When the i.i.d. assumption is relaxed and stationary time series are examined instead, a lot
of new questions arise. The first type of questions is about the one-dimensional (marginal)
distribution of the time series model: does the stationary distribution belong to the domain
of attraction of a GEV, and if yes, to which one? If it belongs to the Gumbel domain, what
is the more precise asymptotic behaviour of its tail? Answering these questions usually
requires a thorough investigation of the data generating process.
The second type of questions is about the extremal dependence structure of the time
series: how does the distribution of maxima change compared to the i.i.d. case, or what
are the features of the clusters of high-level exceedances, which occur together? To make
these questions more precise, let us first introduce the most basic concept of extremal
dependence, the extremal index.
Extremal index and point process convergence
Let Xt be a stationary time series with continuous marginal distribution function F (and
survival function F̄ ) and let un denote a sequence of thresholds such that
n(1 − F (un)) → τ > 0, (2.8)
which is equivalent to F n (un) → exp (−τ) . Here, as F (un) → 1, un plays the role of a
high threshold.
IfXt is i.i.d., it follows that P (M1,n ≤ un) = F n(un) → exp (−τ) as n → ∞. Instead
of this relationship, for a wide range of stationary sequences there exists a θ real number
4Note that the naming may cause a slight confusion. In most fields of probability theory (e.g. in reli-
ability), the Weibull-distribution is defined as having survival function F̄ (u) = exp (−λuα) for u > 0,
hence the name "Weibull-like" in the definition. If X is a Weibull-distributed random variable in this sense
and λαα = 1, then − (X − α) is a Weibull-distribution in the extreme value sense (see Definition 2.4) and




P (M1,n ≤ un) → exp (−θτ) (2.9)
for each τ > 0 and un satisfying (2.8). In this case θ is called the extremal index of the
stationary series. Equations (2.8) and (2.9) together imply that
θ = lim
n→∞
log P (M1,n ≤ un)
n log F (un)
. (2.10)
It follows easily from the definition that θ ∈ [0, 1], thus a first intuitive meaning of
θ (see (2.10)) is that the distribution of M1,n may be stochastically smaller because of
the clustering of high values than it would be if the data were i.i.d. with the same marginal
distribution function F. For a deeper meaning of the extremal index, one needs to introduce
the point process of exceedances.





where νx(.) is the Dirac-measure, i.e. for any A ⊂ E Borel-set νx(A) = 1 if x ∈ A and
νx(A) = 0 otherwise. Thus Nn puts a unit mass to t/n if Xt > un. The importance of
Nn comes from the fact that the most relevant indicators in extreme value theory can be
deduced from it. For instance, taking the whole interval (0, 1], we obtain
Nn(0, 1] = card{t : 0 < t/n ≤ 1 and Xt > un} = card{t ≤ n : Xt > un}
hence the Nn(0, 1] = 0 event is equivalent to M1,n ≤ un, which already appeared in the
definition of the extremal index.
If the {Xt} sequence is i.i.d., thenNn converges weakly inMp(E) (the state of all point
measures on E equipped with an appropriate σ-algebra) to a homogenous Poisson-process
N on E = (0, 1] with intensity τ (see Embrechts et al. (1997, Thm. 5.3.2)). Intuitively,
this means that high-level exceedances occur independently (i.e. without clustering) in the
i.i.d. case. But how does this limit result change if {Xt} is a dependent process?
Obviously, we cannot expect a limit result to hold in general for Nn. For instance, if
Xt = X for a fixed random variable X for all t, the point process of exceedances will
not converge to a reasonable limit. To obtain a meaningful theorem, we have to restrict
our attention to processes with certain mixing properties. In the following we give four
definitions of mixing, which will be useful further in the dissertation. The first concept,
strong mixing, is widely used in all areas of probability, while the other three are rather
motivated by extreme value theory.
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Definition 2.10. (strong mixing) Let F ba be the σ-algebra generated by {Xi : a ≤ i ≤ b}
and let
αl = sup{|P (A ∩ B) − P (A) P (B) | : −∞ < t < ∞, A ∈ F t−∞, B ∈ F∞t+l}.
Xt is strong mixing if αl → 0 as l → ∞.
Definition 2.11. (ConditionΔ (un)) LetHba (un) be the σ-algebra generated by the events
{Xt ≤ un : a ≤ t ≤ b}. For 1 ≤ l ≤ n − 1 write
βΔn,l = sup{|P (A ∩ B) − P (A) P (B) | : A ∈ Hk1 , B ∈ Hnk+l, 1 ≤ k ≤ n}.
Condition Δ(un) is said to hold if βΔn,ln → 0 as n → ∞ for some sequence ln = o(n).
Definition 2.12. (Condition D (un)) Let
βDn,l = sup{|P (max (Xt : t ∈ A1 ∪ A2) ≤ un) −
2∏
i=1
P (max (Xt : t ∈ Ai) ≤ un) | :
A1 = {i1, . . . , ip}, A2 = {j1, . . . , jq},
1 ≤ i1 < · · · < ip < j1 < · · · < jq ≤ n, j1 − ip ≥ l, p ∈ Z, q ∈ Z}.
Condition D(un) holds if βDn,ln → 0 as n → ∞ for some sequence ln = o(n).








P (X1 > un, Xi > un) = 0.
It is clear that strong mixing implies condition Δ(un), and condition Δ(un) implies
D(un). The reasons for introducing them are the following theorems.
Theorem 2.14. Let un be a sequence satisfying (2.8), and assume conditions D(un) and
D′(un) for Xt. Then the point process of exceedances, Nn converges weakly in Mp(E) to
a homogenous Poisson-process with intensity τ.
Theorem 2.15. (Hsing et al., 1988) Suppose that Xt has extremal index θ > 0 and con-
dition Δ(un) holds with a un satisfying (2.8). Let kn be a sequence of integers such that













Then, if πn(i) has a limit π(i) for each i = 1, 2, . . . , then π is a probability distribution and
the point process of exceedances Nn converges weakly to a compound Poisson-process Ñ





where {ξi} is a sequence of i.i.d. positive integer valued random variables with common
distribution π, {Γi} are the points of a homogenous Poisson-process N with intensity θτ,
and N is independent of all ξi.
The heuristic interpretation of Theorem 2.15 is that high-level exceedances of a station-
ary time series (satisfying some weak mixing conditions) occur in clusters. Under some
additional summability conditions on πn(i) :
τ = lim
n→∞
nF̄ (un) = lim
n→∞
ENn(0, 1] = EN(0, 1] = θτEξ1,
hence θ = (Eξ1)−1 , the reciprocal of the average cluster size. This interpretation makes
the extremal index the most common measure of extremal clustering. A lower θ indicates
a more pronounced clustering at extreme levels.
Theorem 2.14 has the important consequence that even some dependent sequences
(which satisfy conditions D(un) and D′(un)) behave in the same way at extreme levels
as i.i.d. sequences do, and hence their extremal index is equal to one. For instance, for a
stationary Gaussian sequence with autocorrelation function ρn, a sufficient condition for
these conditions to hold is ρn log n → 0 as n → ∞, which is indeed very weak. It implies
that Gaussian ARMAmodels (and long range dependent FARIMAmodels as well) all have
θ = 1.
Based on this example, one could conjecture that very mild assumptions on the auto-
correlation function ensure θ = 1 for a linear model. However, this is not the case: θ is
determined together by the innovation distribution and the autocorrelation function. For
instance, if the assumption of normality is dropped, even an AR(1) model may produce
nontrivial extremal clustering (i.e. θ < 1). Let Xt = aXt−1 + εt be a linear process with
0 < a < 1. If εt belongs to the max-domain of attraction of the Frechet distribution with
shape parameter ξ > 0 and a tail balance condition holds (i.e. F̄εt (u) ∼ pF̄|εt| (u) for a
p ∈ (0, 1]), then the extremal index of Xt is given by
θ = p
(
1 − a1/ξ) < 1.
On the other hand, if εt is light-tailed, and some general conditions on its probability
density function are satisfied, the extremal index ofXt is equal to one, see e.g. Klüppelberg
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and Lindner (2005). (For a more detailed analysis of extremes of linear processes see
Embrechts et al. (1997).) In the case of nonlinear processes, calculating the extremal index
can be even more complicated.
How to estimate the extremal index? A classical procedure is the so-called blocks
method, which makes use of representation (2.10) of θ. Let us divide our series of length
n into k pieces of consecutive blocks of length r = [n/k] and let K denote the number of
blocks that contain at least one exceedance of u. Furthermore, let N be the total number of
exceedances of u. Then P (M1,r ≤ u) ≈ 1−K/k and F (u) ≈ 1−N/n, hence the blocks
estimator of θ is given by
θ̂n(u, r) =
k log(1 − K/k)
n log(1 − N/n) .
As an approximation we get θ̂n ≈ K/N , which is just an approximation of the reciprocal
of the average cluster size at extreme levels.
Another widely used method, the runs procedure, uses a different declustering scheme.
Two exceedances of u are considered to belong to different clusters if there are at least r
consecutive observations smaller than u between them. Then, denoting by K∗ the number
of exceedances where the following r observations lie below u (i.e. the number of rightmost
members of the clusters), a natural estimator for θ is again the reciprocal of the average
cluster size:
θ̂∗n (u, r) = K
∗/N. (2.11)
If u = un and r tends to infinity at an appropriate rate, both θ̂n and θ̂∗n are consistent.
Both the blocks and the runs method have the drawback that they require to specify not
only threshold u but also a cluster length r and θ̂ may depend very much on these particular
choices. In an influential article, Ferro and Segers (2003) proposed a partial solution to this
problem by analysing the distribution of the time between successive exceedances of u,
denoted by T (u). They prove under general mixing conditions that as u → xF ,
F̄ (u) T (u) →d Tθ,
where Tθ is the mixture of a degenerate distribution concentrated at zero and an exponen-
tial distribution with parameter θ, each having weights 1 − θ and θ, respectively. Thus the
extremal index has a double role: in the limit it is both the proportion of non-zero interex-
ceedance times (which is in line with the fact that the average size of an extremal cluster
is 1/θ) and the reciprocal of the mean of the non-zero interexceedance times, properly
normalised.
Based on this observation, Ferro and Segers (2003) give a moment-based estimator for
θ, and prove its consistency at least for m-dependent processes. An automatic declustering
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Figure 2.2: θ̂ as a function of the thresh-
old (chosen and displayed as a high quan-
tile) for a Gaussian AR(1) process (length
40000) with autoregressive coefficient 0.7.
The runs method (r = 5 and r = 20) and
the method of Ferro and Segers (FS) were
used.
























scheme is also proposed: given an initial choice of θ, the limit result suggests to consider
the largest θ̂N interexceedance times as intercluster times, i.e. as times that separate
different clusters of high level exceedances from each other. (This is equivalent to choosing
r as the θ̂N-th largest interexceedance time in the runs declustering scheme.) Then a final
estimate for θ can be given e.g. the same way as in (2.11).
This way, we obtain an asymptotically motivated estimator of the extremal index, which
is a function of only u, and is considered to be superior to the classical blocks or runs
method. Although the problem of choosing r is eliminated, the estimation remains notori-
ously difficult because the behaviour of a process at finite u thresholds may differ substan-
tially from the asymptotic behaviour measured by θ.
As an illustration, Figure 2.2 displays θ̂ as a function of the threshold (chosen as a
quantile of the marginal distribution) estimated by the runs method (with r = 5 and r = 20)
and with the method of Ferro and Segers for a Gaussian AR(1)-process with autoregressive
coefficient 0.7. The estimates are substantially lower than the theoretical extremal index of
the process (which is equal to one) even for high quantiles because dependencies die out
very slowly as the threshold tends to∞. This phenomenon is similar to what was observed
in Figure 2.1, where the slow convergence of the shape parameter estimate of the GPD was
presented.
Apart from illustrating the difficulties of estimating extremal characteristics, this simple
example also teaches us that in many practical situations not only the asymptotic (extremal)
behaviour of the process, but also the behaviour at finite (but high) thresholds is of interest.
The asymptotic independence (as in the above AR(1) process) may be less important if the
clustering is very pronounced at thresholds of practical interest.
26
2.2. PRELIMINARIES IN EXTREME VALUE THEORY
Extremal cluster functionals
EVT for dependent observations traditionally focuses on the extremal index and (to a
smaller extent) on the distribution of the size of an extremal cluster, π. However, in prac-
tical situations, other extremal quantities may be equally important. For instance, in the
context of flood risk assessment, naturally arising quantities include not only the distribu-
tion and the mean of the duration of a flood (measured by π and 1/θ, respectively), but also
the distribution of the flood peak (i.e. of the cluster maximum) or of the aggregate flood
volume (i.e. of the aggregate excess above a high threshold).
Among these quantities, the distribution of the cluster maximum is quite easy to de-
termine. Under general conditions (see e.g. Smith et al. (1997)) the cluster maximum has
the same limit distribution as an arbitrary exceedance, hence it can be modelled as a GPD.
For modelling other quantities (e.g. aggregate excesses), let us introduce the concept of
extremal functional.




g (Xt − u, . . . , Xt+m−1 − u)
where g is a Rm → R+ function satisfying g(x) = 0 for all x /∈ Rm+ (i.e. for vectors that
have at least one negative component).
A few examples are the following. (Somewhat more general extremal functionals are
considered in Segers (2003).)
Example 2.17. The total number of exceedances above threshold u is obtained by choosing
m = 1 and g(x) = χ{x>0}.
Example 2.18. The aggregate excess is defined bym = 1 and g(x) = x+.
Example 2.19. Letm > 1, and for some z > 0 let
g (xt, . . . , xt+m−1) = 1 if min (xt, . . . , xt+m−1) > z,
and g (x) = 0 otherwise. Then Cn(u) is the number of times that there are m consecutive
exceedances of u + z.
It is not surprising in light of the point process convergence result (Theorem 2.15) that
Cn(un) has a compound Poisson limiting distribution when u goes to the upper end point of
the support of the marginal distribution at a particular rate. Indeed, the following theorem,
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due to Smith et al. (1997), states that under some technical conditions, which most series
of practical interest satisfy, the distribution of Cn(un) (with un defined by (2.8)) converges
as n → ∞ to the distribution of a Poisson sum of i.i.d. variables. The essence is that each
cluster of high-level exceedances of a stationary time series contributes independently to
the determination of Cn(un).
Theorem 2.20. (Smith et al., 1997)5 Let us assume that the Xt process is strong mixing
with mixing function αl. We can define a pn sequence satisfying













P (Xk > un|X0 > un) = 0 (2.13)
and
E (Cpn(un)|M1,pn > un) ≤ K < ∞. (2.14)
Finally, we assume that there exists a C∗ random variable such that




P (Cp(u) ≤ y|M1,p > u). (2.15)
Then the distribution of Cn(un) converges as n → ∞ to the distribution of C∗1 +C∗2 + · · ·+
C∗L where L is a Poisson random variable and C∗1 , C∗2 , . . . are independent, of each other
and of L, random variables with the same distribution as C∗. The mean of L is θτ where








θ (u, p) = lim
u→∞
P (M1,p ≤ u|X0 > u). (2.17)
Definition 2.21. C∗ in the theorem is called the extremal cluster functional. Its distribution
is the limiting cluster size distribution in the case of Example 2.17 (then it is equal to π)
and the limiting aggregate excess distribution in the case of Example 2.18.
5Note that Smith et al. (1997) focused on Markov chains and thus stated the theorem assuming that Xt is
a stationary aperiodic Harris chain. But only the strong mixing property of Xt was used in the proof.
28
2.2. PRELIMINARIES IN EXTREME VALUE THEORY
How to estimate the extremal cluster functionals? In contrast to the GPD which de-
scribes threshold exceedances and cluster maxima, there do not exist unique parametric
families to model the distributions of extremal cluster functionals. Moreover, as we illus-
trated, even the estimation of the extremal index (a single number) may pose great dif-
ficulties, hence the estimation of the cluster functionals is almost impossible in practice
without additional assumptions on the data generating process (e.g. Markovity or a certain
time series structure). This will be a recurrent topic in the dissertation.
2.2.3 Extreme value theory for Markov chains
To give an example how assuming a certain structure on the time series may help estimate
the extremal index and the extremal cluster functionals, let us consider a discrete time
Markov chain Xt with continuous state space. Assume that its stationary distribution has
asymptotically a unit exponential tail: F̄X (u) ∼ K exp (−u) . There is no loss of general-
ity in this since we are interested in the extremal clustering of the process and the general
case can be derived by a marginal transformation. Concerning the bivariate dependence
structure, a natural assumption, which is satisfied by all practically relevant bivariate dis-
tributions, is that the joint distribution of (Xt−1, Xt) belongs to the domain of attraction of
a bivariate extreme value law (see Coles (2001) and Coles and Tawn (1991)). A sufficient
condition for this assumption is given below, adapted from Resnick (1987, Prop. 5. 15.) to
the case of exponential marginals.
Let (Y1, Y2) be a bivariate random variable with distribution function G(y1, y2) and
marginals G1(y1) and G2(y2), respectively. Using the notation Zj (yj) = − log (Gj (yj)) ,
let Y ∗j = Zj (Yj) (j = 1, 2), then (Y ∗1 , Y ∗2 ) has unit exponential marginals and bivariate
distribution function
G∗ (s1, s2) = G
(





(Y1, Y2) (or, alternatively, G) belongs to the domain of attraction of a bivariate extreme
value distribution if for all s1 and s2
lim
u→∞
1 − G∗ (u + s1, u + s2)
1 − G∗ (u, u) =






















(1 − w) dH (w) = 1. (2.20)
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H is called the spectral measure of the bivariate extreme value distribution. It completely
determines the extremal dependence of the two univariate variables. For instance, if Y1 and
Y2 are (asymptotically) independent H puts all its mass equally to 0 and 1, and if there is a
monotone increasing deterministic relationship between Y1 and Y2, H puts all the mass to
1/2.
Taking (2.18) as an identity for large ui = u + si (i = 1, 2) we can obtain by using the
fact that V is homogeneous of order -1 (c.f. Smith et al. (1997)):
1 − G∗ (u1, u2) = e
u (1 − G∗ (u, u))
V (1, 1)
V (eu1 , eu2) = K (u) V (eu1 , eu2) . (2.21)
K(u) is determined by the marginal distributions. If we set u1 = ∞ and utilise the identity
V (∞, x) = x−1 (see (2.19) and (2.20)) and the exponential marginals of G∗, we get from
(2.21) that e−u2 = K(u)e−u2 and hence K(u) = 1.
Then, if (2.21) exactly holds, using the fact that V1, the partial derivative of V, is ho-
mogeneous of order -2, we can obtain (see Bortot and Coles (2000))
F ∗ (z) : = lim
u→∞











− (e−u)−1 euV1 (eu, eu+z)]
= lim
u→∞
[−e2ue−2uV1 (1, ez)] = −V1 (1, ez) .
(2.22)
Thus, provided that the bivariate dependence structure exactly follows an extreme value
law above a sufficiently high threshold and Y ∗1 is large enough, the distribution of Y ∗2 −Y ∗1
does not depend on Y ∗1 . If the bivariate extreme value law is only an approximation, then
the above property holds only under some regularity conditions (i.e. if taking the derivative
and taking the limit can be interchanged).
Thus on the basis of these considerations we can expect that for Xt Markov chains
with asymptotically exponential marginals that are important from a statistical modelling
perspective there exists a limiting step distribution function
F ∗ (z) = lim
u→∞
P (Xt < u + z|Xt−1 = u) . (2.23)
Note that F ∗(z) – even if it exists – is not always a proper distribution function. For
instance, if Xt−1 and Xt are (asymptotically) independent, then F ∗(z) = 1 for all z.
When deriving the extremal properties of Markov chains the literature in extreme value
theory generally assumes (2.23) or a version of it rather than making the conditions behind
it (which we outlined above) explicit. A typical article of this kind proves under further
30
2.2. PRELIMINARIES IN EXTREME VALUE THEORY
conditions that the chain behaves at extreme levels as a random walk for many steps ahead,
sufficiently for the extremal index or extremal cluster functionals to converge to their ran-
dom walk versions. For instance, Smith (1992) proves the following proposition.
Proposition 2.22. (Smith, 1992) Assume that (2.13) holds and the transition density q(x, y)
of the Markov chain satisfies limu→∞ q(u, u+z) = h(z) for some limiting function h(z) ≥
0,
∫ ∞
−∞ h(z)dz ≤ 1.Moreover, suppose that there exists a u∗ such that, for allM, q(u, u+z)







P (Xt > u|Xt−1 = x) = 0. (2.24)





exp (x) Q (x) dx,




Q (y) F ∗(x − dy).
Note that (2.24) ensures that the Markov chain jumps from a very low level to a high
level in one step only with vanishing probability. The appearence of the Wiener-Hopf
equation in the calculation of θ is not a surprise. If Xt has a unit exponential marginal and
happens to follow exactly a random walk above a certain level, then (2.16)-(2.17) yield
under some regularity conditions that, using the notation Mk,∞ = max{Xi : i ≥ k},
θ = P (M1,∞ ≤ u|X0 > u) =
∫ 0
−∞




Q (x) exp (x) dx,




P (M2,∞ ≤ u|X1 = u − y) F ∗ (x − dy) =
∫ ∞
0
Q (y) F ∗ (x − dy) .
Proposition 2.22 for the extremal index was later generalised to the determination of
extremal cluster functionals by Perfekt (1994). Based on these findings and generalising
them, Smith et al. (1997) developed an estimation and simulation scheme for the extremal
cluster functionals of Markov chains with exponential tail. In the spirit of the threshold
methods of extreme value theory (e.g. of the POT procedure described above), they assume
that the values of the analysed process are censored. That is, instead of Xt, only Wt =
31
CHAPTER 2. PRELIMINARIES
(Vt, δt) is observed, where Vt = max (Xt, u) and δt = χ{Xt>u} with a sufficiently high u
threshold.
As a result of Markovity, the joint density for {Xt} factorises into






Taking into account censoring, an approximate likelihood can be obtained for {Wt} in a
straightforward way. In view of Theorem 2.6 the f (Xt−1) term is replaced by the density
of the GPD if Xt−1 > u and by FX (u) otherwise. The f (Xt−1, Xt) term can be modelled
with a parameteric bivariate extreme value distribution (i.e. assuming a parametric struc-
ture on V or H in (2.19)) by using approximation (2.21)6 if min (Xt−1, Xt) > u and by
appropriate modifications otherwise. Then, the approximate likelihood can be maximised
to yield the parameters of the GPD and of the bivariate extreme value law governing the
transition of the Markov chain at extreme levels.
In the second step of the method proposed by Smith et al. (1997), after transformation
of the marginals into exponential tail, the limiting step distribution function of the Markov
chain is calculated from (2.22) and then the extremal cluster functionals are simulated on
the basis of this limiting random walk representation. With this procedure, the accuracy of
extremal estimation and simulation is improved substantially compared to the case when no
prior knowledge is given about the structure of dependence and hence when only nonpara-
metric estimation of extremal functionals is possible. The method has become a popular
tool in EVT of time series, and gave rise to various modifications and generalisations such
as in Bortot and Tawn (1998) or Sisson and Coles (2003). For a practical application, see
Fawcett and Walshaw (2006).




Motivation: empirical features of water
discharge data
In this chapter we present the most important time series and extreme value features of
water discharge series of rivers Danube and Tisza. These "stylised facts" help us restrict
the classes of time series processes that can arise as possible candidates for modelling river
flow series. The final aim (achieved in Chapters 4 and 5) will be to combine the knowledge
on the time-dependence structure of the series with extreme value theory to understand the
extremes of river flows better than it would be possible with the techniques of extreme value
theory or time series analysis alone. The motivation behind doing such a research comes
from the fact that both rivers have a long history of damaging inundations and record-high
floods indeed occured repeatedly in the last few years as well, causing losses of property
worth hundreds of billion HUFs.
3.1 Time series properties
The data examined in this dissertation consist of daily water discharge measurements
at three monitoring stations along river Danube (Komárom, Nagymaros, Budapest) and
also three stations at river Tisza (Tivadar, Vásárosnamény, Záhony).1 All series finish
in year 2000 but they start in different years. The starting point is 1901 for Nagymaros
and Vásárosnamény, 1925 for Budapest, 1951 for Tivadar, 1953 for Záhony and 1961 for
1Although water level data are also available we focus on water discharge measurements. Level data tend
to be more unstable because of the changing shape of the river basin, hence it is a common practice to use
discharge data in the hydrological literature in spite of their slightly smaller practical value. Discharge data
are calculated from level data by appropriate hydrological transformations, and inverse transformations also
exist.
33
CHAPTER 3. MOTIVATION: EMPIRICAL FEATURES OF WATER DISCHARGE DATA



























































Figure 3.1: A one year portion (along with the estimated seasonal component), the proba-
bility density and the autocorrelation function of the water discharge series at Nagymaros
(river Danube, Hungary)
Komárom. Thus each data set consists of at least 14600 observations, and some as many
as 36500 days.
To obtain a first impression of the data, Figure 3.1/a displays a one-year portion of the
daily water discharge series at Nagymaros. Similarly to the other five series, a distinctive
feature of this data set is its pulsatile nature, i.e. that apparently random short and steep
rising periods are followed by longer, gradually falling ones. As Figure 3.1/b shows, the
series has a highly skewed marginal distribution.
All series exhibit substantial seasonality both in mean and in other features of their
distribution, and there is also a small upward trend in all series. Although there have been
important water resource developments at the Hungarian segments of Danube and Tisza
during the examined period (e.g. the construction of the Tiszalök and Kisköre hydroelectric
power plants), no practically important structural break can be detected in the series. The
reason is that the examined monitoring stations lie in segments relatively unaffected by
such dammings.
As a starting point, the seasonal and trend component (ct) in the mean of each se-
ries was estimated using a local polynomial fitting (LOESS) procedure as proposed by
Cleveland et al. (1990). (Figure 3.1/a also displays the estimated seasonal component at
Nagymaros.) The remaining Xt − ct series is stationary in mean but still has a seasonal
component e.g. in its variance, which is an issue to be solved during modelling.
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3.1.1 ARMA modelling
The deseasonalised Xt − ct series have zero mean and are strongly autocorrelated at all
sites: the one-lag autocorrelations are e.g. around 0.95. (See the autocorrelation function
at site Nagymaros in Figure 3.1/c.) As a first approach to tackle the dependence structure,
ARMA(p,q) models were fitted to Xt − ct with various p and q orders.
As already mentioned in section 2.1, the standard way to examine the adequacy of
an ARMA model is to check the autocorrelation function of the fitted innovations. At
first sight ARMA(3,1) or ARMA(2,1) models (depending on the site) seem appropriate
at the monitoring stations in the sense that there remains little autocorrelation in the {ε̂t}
sequences. However, a formal evaluation of the goodness of fit is not an easy task because
{ε̂t} – although roughly uncorrelated – is far from an independent series: there is a strong
autocorrelation in its square and also in the absolute values of the fitted innovations at
each station. (Figure 3.2 displays the autocorrelation function of the fitted innovations, of
the squared and absolute valued innovations at Nagymaros.) Since the p-values derived
from the standard Box-Pierce or Ljung-Box tests (equation (2.5)) are valid only if the εt
innovations are independent (i.e. if Xt − ct follows a strong ARMA process), they are
not applicable in this case. In fact, if the ARMA representation is only a semi-strong or
weak one, the asymptotic distribution of the Box-Pierce and Ljung-Box statistics and thus
the critical values depend substantially on the true data generating process (Francq et al.,
2005).
Therefore a posterior evaluation strategy was used to justify the adequateness of the
choice p = 3 (or p = 2), q = 1. After estimating an ARMA-ARCH-type nonlinear model
(which fits well to the observations, see section 4.6), we simulated synthetic ARMA-
ARCH-type series with the estimated parameters, fitted the ARMA models to them and
obtained empirical critical values of the Box-Pierce statistics of the resulting innovations
by simulation. The fit was accepted at all sites at the 99% level for not too large lags in
the autocorrelations.2 Note also that model selection based on the standard Box-Pierce p-
values (i.e. assuming that the process is a strong ARMA) would have rejected the chosen
ARMAmodels and thus would have resulted in overfitting. For instance, at site Nagymaros
the simulated 99% critical value of the test statistic of the first r = 8 autocorrelations of the
innovations was 22.1, while the observed value was 21.6. In comparison, the 99% quantile
2The use of the 99% level may be justified by the large sample sizes (15000-36000 observations). With
the somewhat vag ue concept of "practical" (as opposed to "statistical") significance, one can surely say that
the deviation from the chosen weak ARMA representations – even if it exists – is not practically significant
for not too large lags.
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ACF of absolute values
Figure 3.2: Probability density of the innovations, autocorrelation function of the innova-
tions, of their squares and of their absolute values at Nagymaros
of a χ2 distribution with r − p − q = 4 degrees of freedom is 13.3.3 It is worth noting that
more restricted models (e.g. ARMA(1,1)) were not appropriate at any site.
According to the Box-Pierce test there remain some autocorrelations at high lags at all
sites but this problem cannot be overcome by increasing the ARMA model order. This
fact is related to the otherwise detectable long range dependence of the series (see section
3.1.2).
Therefore, modelling the water discharge data by a strong ARMA process has the short-
coming that it neglects both the nonlinearity (as evidenced by the autocorrelation in the
squared innovations) and long range dependence present in the data. However, from the
natural hazards (flood) perspective, the main question is whether this simplification affects
the model’s performance in terms of approximating the probability distribution and high
quantiles of the observed discharge series. To examine that, we need to simulate water
discharge series from the ARMA-model.
3Naturally, other nonlinear structures such as the regime switching autoregressive models of Chapter 5
could also be used to simulate the true data generating process. The p-values derived this way would slightly
differ from those in the ARMA-ARCH-case, but would still be higher than in the strong ARMA-case.
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If the independence of innovations is assumed (i.e. the model is strong ARMA), the
simulation can be carried out in a straightforward way even when the fitted innovations are
strongly non-Gaussian. Non-Gaussianity is the case here as well: the probability density
of ε̂t is highly peaked and somewhat skewed, see the case of Nagymaros in Figure 3.2.
In order to concentrate on the time-dependence structure, we can use a seasonal bootstrap
procedure to generate the innovation sequence: that is, a synthetic innovation in month A
is randomly selected from all observed innovations in the same month but in a possibly dif-
ferent year. This method is commonly used in hydrology (see e.g. Montanari et al. (1997))
and has the advantage of not making any artificial distributional assumptions, moreover,
it takes into account the observed seasonality of the series even after having removed the
seasonal component in the mean (ct). However, it may be sensitive to a few extreme obser-
vations, therefore the financial econometric literature (e.g. McNeil and Frey (2000)) prefers
to use its slight modification where only the central part of the distribution is generated by
bootstrap, while the upper and lower tail (e.g. the upper and lower 5%) are simulated by
fitting a GPD to them. We pursued both the full bootstrap and the mixed method but did
not find a substantial difference between them, therefore we present only the results with
the simpler (full bootstrap) procedure here.
After simulating the independent innovation sequence, the synthetic water discharge
series is generated by applying the linear (ARMA) filter to the innovations and finally
adding back the seasonal and trend component ct. This way, the autocorrelation structure
of the series is properly reproduced. However, the probability densities of the simulated
and the observed series do not fit well and high quantiles are seriously underestimated by
the simulations especially for sites at river Tisza. (This is illustrated in Figure 3.3 for two
selected monitoring stations: Nagymaros at river Danube and Tivadar at river Tisza.) Thus
the use of simple ARMA processes – although often applied in practice – may be very
misleading in flood risk assessment.
3.1.2 A note on fractional ARIMA modelling
Before turning to the nonlinear models one should also consider whether long range de-
pendent (LRD) processes may help improve the density and quantile forecasts. The river
flow series exhibit LRD patterns: the slow decay of the autocorrelation function is already
displayed in Figure 3.1/c, and other nonparametric procedures (e.g. aggregate variance
method, R/S statistics) also point to the presence of long memory (Elek, 2002). This is not
a particularly surprising fact: the detection of long range dependence in certain hydrologic
time series dates back to the early works of Hurst (1951) and since then a plenty of articles
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Figure 3.3: Probability density and high quantiles of empirical (observed) and ARMA-
simulated series at two selected monitoring stations (Nagymaros and Tivadar). The box-
plots of simulated quantiles are constructed from 100 simulated series of the same length
as the original ones. The boxes show the middle 50% of the distribution.
have dealt with this phenomenon in river flow series. (For recent examples see Montanari
et al. (1997) or Ooms and Franses (2001).) However, the LRD properties of rivers Danube
and Tisza had not been investigated before.
In Elek and Márkus (2004) we fitted fractional ARIMA processes to the water dis-
charge series of six monitoring stations at river Tisza by the Whittle estimation procedure
and obtained that the estimated Hurst parameter lies in the range of 0.75-0.82 and turns
out to be significantly greater than 1/2 at all stations. The introduction of the fractional
differentiation filter (1 − B)d on top of the ARMA one completely eliminates all high-lag
autocorrelations in the innovations of the ARMA fit. At the same time, however, simu-
lations from the fitted fractional ARIMA model (performed in a similar way than in the
ARMA case) leave the obtained probability densities and high quantiles practically the
same as in the simpler ARMA case. This is illustrated in Figure 3.4 where the simula-
tion results of the ARMA and FARIMA models are compared for Tivadar, and only slight
differences occur.
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Figure 3.4: Comparison of the fit of the
ARMA and FARIMA models in terms of
approximating the probability density and
high quantiles at Tivadar. The two lines
are almost indistinguishable.
Therefore it can be concluded that even a long range dependent linear model with
independent non-Gaussian innovations does not approximate well the probability density
and high quantiles of the discharge series. This result differs from the findings of Montanari
et al. (1997), where a fractional ARIMA model with independent, seasonally changing
non-Gaussian innovations is used to simulate daily inflows to Lake Maggiore in Italy and
the fit of the probability density is adequate. Thus using nonlinear models in the cases
of Danube and Tisza is essential because the fitting criteria of the linear processes do not
guarantee and in fact do not produce the fit of the tails.
3.2 Extreme value properties
The class of nonlinear processes which arise as possible candidates for river flowmodelling
is very wide. In this section we restrict this class by examining a few important extreme
value properties of the observed series. These properties should hold for reasonable models
of water discharges of Danube and Tisza.
Table 3.1 displays the shape parameter estimates of the GPD-s (with the corresponding
standard errors) fitted to exceedances over two different thresholds, roughly the 90% and
95% quantiles, at each site.4 It turns out that the point estimates are close to zero and are
generally negative, being only the estimate at Záhony significantly lower than zero.5 This
4Since the observations are not i.i.d., a separation method should be used here as well to identify approx-
imately independent exceedances. The runs method with run length of 15 days was used for this purpose.
5Standard errors and thus p-values were determined from the Fisher information matrix, using asymptotic
likelihood theory. More precise (asymmetric) confidence intervals could have been obtained with the profile
likelihood method.
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gives a strong indication against time series with positive shape parameter (ξ > 0). (For
more details on extreme value analysis of floods at River Tisza, see Bozsó et al., 2005.)
It is worth noting that these findings are supported by other international hydrologi-
cal studies, too. A comprehensive analysis conducted in the mid-eightees by the World
Meteorological Organization indicated that the Gumbel distribution is one of the most fre-
quently applicable tool for annual maxima of discharge series (Cunnane, 1989). (It follows
from Theorem 2.6 that if a Gumbel distribution fits well to the annual maxima, then the
exceedances over high thresholds can be approximated by the GPD with ξ = 0.) Out of
the 54 hydrological agencies (mostly in Europe and North America) 28 used this distri-
bution as the recommended or "standard" one for medium and large rivers. (The Frechet
distribution, i.e. ξ > 0, is usually advised for smaller catchments.)
Table 3.1: Shape parameter estimates (with standard errors in parentheses) of the GPDs
fitted to exceedances over the specified thresholds at different monitoring stations
Monitoring station Threshold ξ Threshold ξ
(m3/s) (m3/s)
Komárom 3400 -0.022 (0.077) 4000 0.055 (0.111)
Nagymaros 3700 -0.059 (0.121) 4300 -0.095 (0.060)
Budapest 3600 -0.034 (0.123) 4200 -0.116 (0.106)
Tivadar 500 -0.048 (0.062) 700 0.032 (0.090)
Vásárosnamény 800 -0.085 (0.075) 1100 -0.131 (0.112)
Záhony 850 -0.230 (0.048) 1150 -0.214 (0.055)
Turning to the extremal clustering properties, all series display substantial clustering
even above high thresholds. This is illustrated in Figure 3.5 where the extremal index
estimated with the method of Ferro and Segers (2003) is shown as a function of the quantile
of the marginal distribution for two sites, and the estimates turn out to be lower than 1/2
even at the 99.5% quantile. (In order to eliminate the potential effect of the seasonality, the
extremal index was also estimated for the deseasonalised series at Tivadar but the results
did not differ substantially.) Thus, a suitable model of river flows should reflect this feature
of clustering at high level. However, it does not necessarily follow that the theoretical
extremal index of such a model should be less than one: as Figure 2.2 illustrated even
































Figure 3.5: Extremal index as a function
of the threshold chosen as a quantile for
Nagymaros and for the observed and sea-
sonally adjusted series at Tivadar. The in-
dex is estimated with the method of Ferro
and Segers.
3.3 Summary
In this chapter we outlined those statistical properties of the water discharge series that
are most important from a modelling point of view. The nonlinearity of the data sets
was illustrated by the inadequate fit of ARMA (and also fractional ARIMA) models, even
when generated by non-Gaussian innovations. As far as extremes are concerned, the series
possess tails in the max-domain of attraction of the Gumbel distribution, rather than poly-
nomially decaying tails, and they exhibit remarkable clustering of high values at least at
not too high levels.
Therefore, in order to model successfully the time series and extreme value proper-
ties of the water discharge series, one should use nonlinear processes that are not "too"
heavy tailed, i.e. that the shape parameter of their corresponding GPD is zero. In the fol-
lowing two chapters we present two classes of such models. The first, a conditionally
heteroscedastic process, models the remaining (nonlinear) structure of the innovations of
an ARMA model fitted to the series. Therefore, this approach can be regarded as a rather
statistical solution to the nonlinearity problem. To the contrary, the second model, a regime
switching autoregressive one, directly captures the "pulsatile" nature of the river flow data
and therefore is a rather "structural" (or "physical") approach to modelling. Besides prov-
ing the usefulness of both models in hydrological analysis, we raise and answer interesting
mathematical questions about their stationarity, tail behaviour, extremal clustering proper-





In this chapter we introduce a specific class of conditionally heteroscedastic models and
investigate its stationarity, tail behaviour, extremes, estimation of its parameters and its
applicability in river flow analysis.
An ARCH(r)-type model (ARCH stands for autoregressive conditional heteroscedas-
ticity) is defined by the equation
εt = σ (εt−1, εt−2, . . . , εt−r) · Zt (4.1)
where Zt is an i.i.d. sequence with zero mean and unit variance, and σ(x) is an appro-
priate Rr → R+ nonconstant function. Then, if the model has a stationary solution,
E (εt|Ft−1) = 0 where Ft is the σ−algebra generated by {Xi : i ≤ t}. That is, εt is a mar-
tingale difference sequence (hence it is uncorrelated provided that it has finite variance).
Nevertheless, it is not independent because E (ε2t |Ft−1) = σ2 (εt−1, . . . , εt−r) . Therefore,
ARCH-type processes provide a natural (and statistically inspired) way to introduce non-
linearity by allowing to model the conditional variance structure of an already uncorrelated
process.
Since volatility clustering is one of the "stylised facts" of financial time series (e.g. of
stock returns), ARCH-type processes have become the standard tools in financial analysis
in the last two decades. Restricting the attention to ARCH(1)-type models, the original
specification, due to Engle (1982), gives the conditional variance as a quadratic function of
the previous value:
σ2(x) = α0 + α1x
2. (4.2)
(This model will be referred to as the standard / quadratic specification.) Numerous gen-
eralisations have been published since, which are successfully applied in financial econo-
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metrics. For instance, the TARCH(1)-model (Glosten et al., 1993) is defined as








where α0 > 0, α1+ ≥ 0 and α1− ≥ 0. This model is motivated by the fact that negative
shocks to the stock market tend to have larger impact on the variance than positive shocks,
hence α1+ > α1− generally holds for stock return series. Further generalisations (the so-
called GARCH-type models) arise when the conditional variance is allowed to depend on
all lags of εt.1
A typical ARMA-ARCH-type model is then defined by combining a version of equa-
tion (4.1) with the ARMA-equation (2.3), see e.g. Hamilton (1994). With this choice the
latter equation drives the conditional expectation of the process, while the former deter-
mines the conditional variance.
Probabilistic and statistical properties of the above, typically used ARCH- and ARMA-
ARCH-type models have been researched thouroughly, and a number of articles and mono-
graphs has been published about them (some of which will be cited later in this disserta-
tion). However, they are not appropriate without modifications for river flow modelling for
at least two reasons.
First, as equations (4.2) or (4.3) show, the typical models have the common feature
that their conditional variance is asymptotically a quadratic function of the past observa-
tions. This property yields that the stationary distribution (if it exists) has a polynomially
decaying tail (see e.g. Borkovec and Klüppelberg (2001)), which contradicts the empirical
findings on river flow series. Hence, to get the tail behaviour right, the conditional variance
of a suitable model should increase slower than a quadratic function, i.e. assuming only
one lag, lim|x|→∞ σ2(x)/x2 = 0.
Second, the usual definition of the ARMA-ARCH process (that is, the simple com-
bination of (2.3) and (4.1)) is not easily interpreted in hydrological terms since in that
setting the conditional variance of εt depends on εt−1 (the previous innovation). Instead,
conditioning should be made directly on the past value of Xt itself to capture a proper
feedback from the modelled process. High river discharge, as a rule, goes together with a
more saturated watershed, allowing any further precipitation a more straightforward reach
to the river and thus leading to a greater possible increase in the water supply. On the other
1More precisely, εt is a GARCH(r, s)-type model if εt = σtZt where
σ2t = f
(




with an appropriate function f. In the original GARCH(1,1) model (Bollerslev, 1986) σ2t = α0 + α1ε2t−1 +
γσ2t−1. A GARCH model can be written in the form of an ARCH(∞) model.
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hand, saturated watershed gives away water quicker, producing greater possible decrease
of the series. As a result, higher water discharge indicates higher uncertainty for the next
day’s discharge, corresponding to the mentioned feedback effect. Though models where
the conditional variance of εt is defined directly as a function of the past values of Xt are
known (Borkovec and Klüppelberg, 2001; Masry and Tjostheim, 1995), they are much less
elaborated in the literature than the usual specification.
Based on the above considerations, we introduce and examine the following ARMA-
ARCH-type model in the dissertation:
Xt = ct +
p∑
i=1




εt = σ(Xt−1)Zt = σtZt, (4.5)
where
σ2 (x) = α0 + α1+
(
(x − m)+)2β + α1− ((x − m)−)2β . (4.6)
(Hence the notation σt = σ (Xt−1) will also be used.) Here, ct is a deterministic periodic
function (with period of e.g. one year), representing the seasonal component of the mean,
and the following assumptions are imposed on the parameters and on the noise sequence.
Assumption 4.1. Zt is an independent identically distributed random sequence (or more
generally, an independent sequence with seasonally changing distribution) with zero mean
and unit variance. The distribution of Zt is absolutely continuous with respect to the
Lebesgue-measure, and its support is the whole real line. (In contrast to the term inno-
vation, Zt will be referred to as the noise in the model.)
Assumption 4.2. For the characteristic polynomials








i = 0 if |z| ≤ 1,
and Φ(z) and Ψ(z) have no common zeros.
Assumption 4.3. 0 < β < 1.
Assumption 4.4. α0 > 0, α1+ ≥ 0 and α1− ≥ 0.
Putting (4.4)–(4.6) into words the process Xt is generated from the εt innovation se-
quence like an ARMA process with seasonally changing mean. Assumption 4.2 ensures
that the corresponding (strong) ARMA model with independent innovations and constant
ct = c is stationary and invertible. The εt innovations, however, are uncorrelated but not
44
4.2. EXISTENCE AND MOMENTS OF THE STATIONARY DISTRIBUTION
independent here as their temporally changing variance creates interdependence. (Hence
representation (4.4) is a weak ARMA one.) Their variance depends on the lagged value
of the observed process Xt. The form of dependence – characterised by σ2(x) – is asym-
metric and goes to ∞ proportionally to x2β for both positive and negative x-s. Hence,
by Assumption 4.3, lim|x|→∞ σ2 (x) /x2 = 0. We will prove that this property implies the
finiteness of all moments of Xt provided that the same is true for Zt, making the model
suitable for river flow analysis in this respect.
The asymmetric nature of σ(x), together with the specification of the conditional vari-
ance as a function of the past value of Xt, yields that Xt has a highly skewed marginal
distribution even in the case of a symmetrically distributed Zt noise, in accordance with
the aims of river flow modelling. If a linear ARMA model were used instead, innovations
with asymmetric distribution would be necessary in order to produce skewness.
Although the model is new in its generality, some special cases have been introduced
before. The pure ARCH-type version of the model (i.e. when no ARMA-equation is
present, p = q = 0) was first proposed by Guegan and Diebolt (1994) and it was called
a β-ARCH process. Following this terminology, the model presented in this dissertation
could be named an ARMA-β-TARCH model to reflect both the presence of the ARMA
filter and the asymmetric form of σ(x). If the ARMA term is absent and m = 0 and β = 1,
the model reduces to the standard TARCH model of (4.3) but this case (because of β < 1)
lies outside the scope of our analysis.
In the following sections we examine the probabilistic and statistical properties of the
model and compare them to the corresponding properties of the usual (quadratic) specifi-
cations.
4.2 Existence and moments of the stationary distribution
First we address the problem of existence of a stationary solution to model (4.4)-(4.6).
Geometric ergodicity and hence existence of a unique stationary distribution was proven in
the case of q = 0 (i.e. in the AR-β-TARCH case) in Masry and Tjostheim (1995) provided
that all roots of the characteristic equation of the corresponding AR model lie within the
unit circle (i.e. the corresponding linear AR model has a stationary solution). Guegan and
Diebolt (1994) studied in detail the case p = 0 and q = 0 (i.e. the pure β-TARCH case
without AR- or MA-terms). They proved that under the finiteness of all moments of Zt, all
moments of the stationary distribution of Xt are finite, too. We now prove the stationarity
and moment properties of the general model (4.4)-(4.6). To avoid technical problems with
seasonality, it is assumed that ct = c is a constant.
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Theorem 4.1. Assume that ct = c and Assumptions 4.1-4.4 hold. Then, the Xt process
defined by (4.4)-(4.6) is geometrically ergodic and has a unique stationary distribution.
If, moreover, E(|Zt|r) < ∞ for an r ≥ 2 real, then E (|Xt|r) < ∞ under the stationary
distribution.
Before the proof let us introduce a few notations and a technical lemma. We may
assume that p ≥ 1 and q ≥ 1. Clearly,
Yt = (Xt − c,Xt−1 − c, . . . , Xt−p+1 − c, εt, εt−1, . . . , εt−q+1)T
is a (p + q)-dimensional Markov chain, and there exists a matrix A for which
Yt = AYt−1 + Et, (4.7)
where Et = (εt, 0, . . . , 0, εt)T is a (p + q)-dimensional random vector, q eigenvalues of A
are 0, and the other p eigenvalues lie within the unit circle. There exists a real matrix P
such that B = PAP−1 is in real Jordan form. If λj is a real eigenvalue, a corresponding
component of B, depending on the multiplicity, is:
1. either (λj) ∈ R1×1
2. or a matrix where the diagonal elements are λj , the elements above the diagonal are
1 and the other elements are zero.















directly above them (all other elements being zero).
Lemma 4.2. For all r ≥ 2 there exist a real number μ < 1 and a diagonal matrix Q =
diag(qi) with positive diagonal elements such that for all y ∈ Rp+q
||QBy||r ≤ μ||Qy||r (4.8)
where ||x||r denotes the r-norm of a vector x.
Proof. Let ρ < 1 denote the maximum of the absolute values of the eigenvalues of B (and
so of A) and choose μ = ρ+1
2
. There are four types of components in B, and the diagonal
elements of Q may be chosen independently in each component. In the above mentioned
first case with real eigenvalue λj , qj = 1 will be an appropriate choice for the diagonal
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element of Q. Similarly, in the first case with complex eigenvalue, (1, 1)T ∈ R2 will
suffice as the diagonal component. In the second case with real eigenvalue the matrix with
diagonal component (η, . . . , η, 1)T satisfies the inequality for a sufficiently small η > 0.
Similarly, in the remaining case, (η, . . . , η, 1, 1)T is appropriate with some η > 0.
Proof of Theorem 4.1. Since Zt has full support on the real line and σ(x) is bounded away
from zero, Yt is easily seen to be ψ-irreducible and aperiodic, with ψ being the Lebesgue-
measure. Moreover, as the density of Zt is absolutely continuous, Yt is a Feller chain.
Thus, by Meyn and Tweedie (1993, Theorem 5.5.7 and 6.0.1), every compact set is small
and smallness is equivalent to petiteness. (For the definition and properties of small and
petite sets, see Meyn and Tweedie, 1993, Chapter 5.) Then, by Meyn and Tweedie (1993,
Theorem 15.0.1) it is enough to find a suitable test function V ≥ 1, a petite (small) set C,
constants b < ∞ and 1 > δ > 0 such that
E(V (Y1)|Y0 = y) ≤ (1 − δ)V (y) + bIC(y) (4.9)
where IC denotes the indicator function of the set C. (In other words, the conditional ex-
pectation should be bounded on C and be a contraction outside it.) This condition ensures
that Yt is geometrically ergodic, i.e. denoting by P n(y, .) the probability measure of the
Markov-chain with initial state y after n steps, there is a unique invariant probability mea-
sure π for which ||P n(y, .) − π|| = o(ρn) in the variation norm with some 0 < ρ < 1.
Moreover, the stationary distribution of Yt has finite V -moment (see Meyn and Tweedie,
1993, Theorem 14.0.1).
Assume that ||Zt||rLr = E(|Zt|r) < ∞ for an r ≥ 2 real number and put
V (y) = 1 + ||QPy||rr.
In what follows let us denote the first component of a vector y by y1. As ||QPE1||r is
proportional to |ε1| there exists an s > 0 such that ||QPE1||r = s|ε1| = sσ (Y 10 ) |Z1|. The
identity PA = BP, the triangle inequality for the r-norm and inequality (4.8) yield
E (V (Y1) | Y0 = y) = 1 + E (||QP (Ay + E1) ||rr | Y0 = y)
= 1 + E (||QBPy + QPE1||rr | Y0 = y)
≤ 1 + E ((||QBPy||r + ||QPE1||r)r | Y0 = y)
≤ 1 + E ((||μQPy||r + ||QPE1||r)r | Y0 = y) .
Combined with Minkowski’s inequality this gives




≤ (μ||QPy||r + sσ(y1)||Z1||Lr)r ≤ (μV 1/r(y) + sσ(y1)||Z1||Lr)r .
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AsQ andP are nonsingular matrices, k1‖y‖rr ≤ V (y)−1 ≤ k2‖y‖rr for some positive
constants k1 and k2. Furthermore, σ(x) = o(|x|) as x → ∞ so the second term in the last
expression is dominated by the first one when ||y||r → ∞. Thus there exist a compact set
C = {y : ‖y‖r ≤ M} and μ < μ2 < 1 such that for all y ∈ C
E(V (Y1)|Y0 = y) ≤ μ2V (y).
Since V (y) and σ(x) are bounded on compact sets, (4.9) is satisfied with 1 − δ = μ2 and
with a suitably chosen b. This means that the stationary distribution exists and has finite
V -moments and consequently has finite rth moments. This concludes the proof.
Remark 4.3. Assume that E(|Zt|r) < ∞ and a function g satisfies g(x) = O(|x|r). Then,






g(Xt) → Eπ(g(Xt)) a.s., (4.10)
where Eπ denotes the expectation under the stationary distribution.
The results of Theorem 4.1 (and also the previously mentioned results on the special
cases) go against the classical ARCH(1) model of quadratic heteroscedasticity (equation
(4.2)) where the domain of stationarity depends on the parameters of the σ2(x) function and
on the distribution of the noise Zt. Moreover, not all moments of the stationary distribution
are finite in this case. For instance, the simple quadratic ARCH model without AR-term
and with normally distributed Zt has a stationary distribution if and only if 0 ≤ α1 <
2 exp (γ) ≈ 3.56 where γ is the Euler-constant, and it has a finite variance only if α1 < 1.
(For more details see Borkovec and Klüppelberg, 2001.)
In the sequel, unless otherwise indicated, all probability statements correspond to the
stationary distribution of Xt.
4.3 Tail behaviour
Let us now turn to the tail behaviour, i.e. to the decay of the tail of the stationary distri-
bution. The tail behaviour of the standard (quadratic) ARCH processes is much studied
in the literature. It has been known for more than 15 years (Goldie, 1991) that in the
absence of ARMA-parameters the simple quadratic ARCH process has regularly varying
tail even when Zt is normally distributed. This means that a light-tailed input results in
a heavy-tailed output in the case of ARCH-models. More generally, Borkovec and Klüp-
pelberg (2001) proved that the AR(1)-ARCH(1) model also has regularly varying tail for a
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wide class of noise distributions including the normal or Laplace ones. It follows that the
stationary distribution of such processes belongs to the domain of attraction of the Frechet-
distribution, or in the peaks-over-threshold framework their tail can be approximated by a
GPD with shape parameter ξ > 0.
The situation is very different for β-ARCH-type processes. It follows from the previous
section that if all moments of the generating noise is finite, all moments of the stationary
distribution of Xt will be finite, too. The finiteness of all moments and the infinite support
of a distribution imply that the shape parameter of the GPD (if the distribution belongs
to the domain of attraction of a GPD at all) is zero. Hence, e.g. a normal or Laplace-
distributed noise can only generate a stationary distribution with ξ = 0 in the ARMA-β-
TARCH model under Assumptions 4.1-4.4.
This finding, however, does not determine the exact tail behaviour: as it was illustrated
in section 2.2.1 the Gumbel-domain (the ξ = 0 case) contains many different types of
distributions. In fact, compared to the quadratic ARCH models, little is known about the
precise tail behaviour of ARMA-β-ARCH-type processes: even the case without ARMA-
terms (i.e. p = q = 0) is not yet settled in its full generality. Therefore, in this section, we












Being the tail of Xt very sensitive to the tail of Zt, more assumptions are needed on the
latter than in the previous section. We assume the following:
Assumption 4.5. Zt is an i.i.d. sequence and there exist u0 > 0, γ > 0, K1 > 0 and K2
such that its probability density satisfies
fZt (u) = K1|u|K2 exp (−κ|u|γ) (4.12)
for every |u| > u0.
Thus Zt is symmetric and has a Weibull-like tail with exponent γ in the sense of Def-
inition 2.9. The Gaussian (γ = 2) or the Laplace (γ = 1) distributions are obtained as
special cases.
Guegan and Diebolt (1994) showed under the additional assumption α1+ > 0 and
α1− > 0 that if β > (γ − 1)/γ, Xt has no exponential moment (i.e. it is heavier tailed
than the exponential distribution) while if β < (γ − 1)/γ, Xt has a moment generating
function defined around the neighbourhood of zero. This finding already suggests that
Xt may possess (approximately) a Weibull-like tail with exponent γ(1 − β). Assuming a
normally distributed noise (i.e. γ = 2), α1+ = α1− and 1/2 < β < 1, Robert (2000) argued
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that this is indeed the case: under his assumptions Xt has Weibull-like tail with exponent
2 (1 − β) . Although the proof of his findings seems to be incomplete,2 some of his ideas
are useful to prove that Xt has approximately Weibull-like tail even if we allow the more
general case, i.e. α1+ = α1−, γ = 2 and 0 < β ≤ 1/2.
Theorem 4.4. Assume (4.11), Assumption 4.5, α0 > 0, α1+ > 0, α1− > 0 and 0 < β < 1.




























Proof. We may assume without loss of generality that αmax1 = α1+ ≥ α1−. Let Yt =
log(X2t ), Ut,1 = log (α1+Z
2
t ) , and Ut,2 = log (α1−Z2t ) . Furthermore, let us introduce the
functions
h1 (y) = log (α0/α1+ + exp (βy)) ,
h2 (y) = log (α0/α1− + exp (βy))
and the random variables Vt,i = hi (Yt−1) − βYt−1 (i = 1, 2) . Then
Yt = h1 (Yt−1) + Ut,1 = βYt−1 + Ut,1 + Vt,1 if Zt−1 > 0,
Yt = h2 (Yt−1) + Ut,2 = βYt−1 + Ut,2 + Vt,2 if Zt−1 ≤ 0.
Since hi (y) ≥ βy (i = 1, 2) , Vt,i ≥ 0 a.s. Moreover, as Zt is a symmetrically distributed
i.i.d. sequence, Yt can be written as
Yt = βYt−1 + Ut + Vt
where Ut is an independent 1/2-1/2 mixture of Ut,1 and Ut,2 and similarly Vt is an indepen-
dent 1/2-1/2 mixture of Vt,1 and Vt,2.
Let us introduce the auxiliary sequence
Y ∗t = βY
∗




2He derives a functional equation for the logarithm of the moment generating function LY (s) of Yt and
estimates the tail of Yt based on the behaviour of LY (s) around ∞. During the calculations he assumes
(see Appendix 1 of his paper) that if a function g satisfies g(x) − g(αx) = O(1/x) as x → ∞, then
g(x) = O(1/x). However, this is not the case: if e.g. g(x) = sin (2π log x/ log α) then g(x) − g(αx) = 0.
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It is clear that Y ∗t ≤ Yt, therefore by examining the tail behaviour of Y ∗t we obtain a lower
bound for the tail of Yt as well.
Since Ut is sufficiently light-tailed, Y ∗t lies within the framework of Klüppelberg and
Lindner (2005) who examined the tail behaviour of linear moving average processes with
light-tailed increments, i.e. of
∑∞
−∞ ciWt−i. They assume that the probability density of
the i.i.d. increment sequence Wt satisfies
f(u) = ν(u) exp (−ψ(u)) , u ≥ u0
for some u0, and ψ(u) is C2, ψ′(u0) = 0, ψ′(∞) = ∞, ψ′′ is strictly positive on [u0,∞]
and φ = 1/
√
ψ′′ is self-neglecting, i.e.
lim
u→∞
φ (u + xφ (u))
φ (u)
= 1
uniformly on bounded x-intervals. The function ν is assumed to be flat for φ, i.e.
lim
u→∞
ν (u + xφ (u))
ν (u)
= 1
uniformly on bounded x-intervals. Furthermore, define












It follows from the conditions that Q is a strictly increasing function. Then, provided that
ci is a summable sequence of non-negative real numbers, not all zero, and assuming that



















the following theorem is true:

























where ρ (τ) = o (1/σ∞ (τ)) . It is also true that 1/σ∞ (τ) = o (τ) so the first term in the
integral is the leading term.
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= ν(u) exp (−ψ(u))
where – in order to satisfy the necessary assumptions – ψ(u) can be defined as
ψ (u) = κ (α1+)
−γ/2 e
γu
2 − eκ (α1+)−γ/2 /2 if u ≥ 2/γ,
ψ (u) = eκ (α1+)
−γ/2 (γ/2)2 u2/2 if u < 2/γ.
Then it is a routine matter to check that the resulting ν(u) function is flat for ψ(u) and
φ(u) is self-neglecting (see also Example 2.4. (c) in Klüppelberg and Lindner (2005)), so
the tail of Y ∗t can be approximated in principle using ci = βi−1 for i ≥ 0 and ci = 0 for
i < 0. (Conditions (4.14)-(4.15) should also be checked, see below.) Using the notation
τ0 = eκ (α1+)
−γ/2 γ/2, we obtain





2 if u ≥ 2/γ,
ψ′ (u) = eκ (α1+)
−γ/2 (γ/2)2 u = τ0 (γ/2) u if u < 2/γ
and hence
q(τ) = 2γ−1τ/τ0 if τ < τ0













































)1+θ − (βjeτ/τ0)θ log (βjeτ/τ0)) . (4.17)
Since the function f (x) = xθ log x → 0 as x → 0 for 0 < θ < 1, f(x) is bounded on (0, e].
Hence (βjeτ/τ0)
θ
log (βjeτ/τ0) and trivially eθ (βjτ/τ0)









)1+θ − (βjeτ/τ0)θ log (βjeτ/τ0)) = o (1)
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as τ → ∞. Therefore the sum in (4.17) (and so the second term in (4.16)) is o (τ−θ) , thus
Q (τ) = 2γ−1 (1 − β)−1 (log τ + β (1 − β)−1 log β + 1 − log τ0) + o (τ−θ)
as τ → ∞,which is of the formQ (τ) = A (log τ + B)+o (τ−θ) . Trivially,Q−1 (u) → ∞
as u → ∞, hence
Q−1 (u) = exp
(
A−1u − B) exp (−o((Q−1 (u))−θ)) = exp (A−1u − B) (1 + o (1)) .
Using this we obtain a better estimate for Q−1 (u) in the second round:
Q−1 (u) = exp
(






















Moreover, q′ (τ) = 2γ−1/τ0 if τ < τ0 and q′ (τ) = 2γ−1/τ if τ ≥ τ0, hence σ2i (τ) =
2γ−1β2i/τ0 if βiτ < τ0 and σ2i (τ) = 2γ−1βi/τ if βiτ ≥ τ0. Thus










⎠ ∼ 2γ−1 (1 − β)−1 /τ,
so (4.14)-(4.15) hold for the ci = βi−1 sequence, thus Theorem 4.5 can be applied. It also




and u0 = 0 in that Theorem. If we choose θ > 1/2, we
obtain
































Taking into account that Y ∗t ≤ Yt = log (X2t ) , the lower bound is obtained for F̄Xt (u)
in (4.13).
To show the upper bound for the tail, let us first observe that, trivially, the increase of
either α1+ or α1− does not make the tail of Yt lighter. Therefore, we can assume that α1+ =
α1− and get an upper bound for the tail of this restricted model. In this case, let us introduce
for each t a random variable U∗∗t ≥ 0 such that Ut ≤ U∗∗t a.s. and fU∗∗t (u) = KfUt (u) for
all u > 0 with an appropriate K > 0. (Such a variable can be easily constructed.) Define
also h(y) = βyχ{y≥0} + log (1 + α0/α1+) . It follows from α1+ = α1− that hi (y) ≤ h(y)
(i = 1, 2) and thus it can be shown straightforwardly that F̄Y ∗∗t (u) ≥ F̄Yt (u) holds for the
stationary distribution of the model defined by
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Using Ut ≤ U∗∗t we can prove by induction that Yt ≤ Ŷt :








+ U∗∗t = Ŷt.
Since the distribution of Ŷt tends to the stationary distribution of Y ∗∗t as t → ∞, Yt is
indeed stochastically smaller than Y ∗∗t .
As h(y) ≥ 0 for all y and U∗∗t ≥ 0 a.s., an alternative definition for Y ∗∗t is








log (1 + α0/α1+)
1 − β .




has the same form as the tail of Y ∗t (equation (4.18)). Then it is easy to derive the upper
bound for the tail of Xt in (4.13).
Theorem 4.4 falls short of stating that Xt has Weibull-like tail as defined in Definition
2.9 because it does not give a precise asymptotics but only bounds the tail above and below
by Weibull-like distributions with the same exponent.
What happens when certain restrictions of the theorem are relaxed? If α1− = 0 is
allowed, then the upper bound in (4.13) certainly holds and a slightly weaker lower bound
can also be proven easily:
Proposition 4.6. Assume the assumptions of Theorem 4.4 but allow α1− = 0. Then for
every δ > 0 there exists a K > 0 such that
exp
(−Ku(1+δ)γ(1−β)) ≤ F̄Xt (u) . (4.19)
Proof. Let us use the same notations as in the proof of Theorem 4.4 and let Y ∗∗∗t be defined
by




t if Zt ≥ 0
Y ∗∗∗t = U
0
t if Zt < 0
where U0t = log (α0Z2t ) . It is easily shown that Y ∗∗∗t ≤ Yt stochastically in this case.
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F̄Y ∗∗∗t (u) ≥ q2−nF̄Yt,n (u) .
Moreover, similarly to the derivation of the tail of Y ∗t , it follows again from Theorem 4.5
that
F̄Yt,n (u) = exp
(






with a suitable K > 0. Choosing n such that 1/ (1 − βn) < 1 + δ we obtain




with a possibly different K > 0, and transforming Yt to Xt gives the statement of the
proposition.
It is a natural question to ask how the tail behaviour is modified when AR- or MA-terms
are added to the simple uncorrelated model. Unfortunately, this question is not yet settled
but we conjecture that the more general ARMA-β-TARCH model has approximately a
Weibull-like tail, too.
4.4 Extremal clustering behaviour
The next question regards the extremal clustering behaviour of the ARMA-β-TARCH
model. It is a well-known fact that, regardless of the parameters, the extremal index of
a simple quadratic ARCH model is strictly less than one, and this is the case for the
quadratic AR-ARCH model as well (Borkovec, 2000). Things are changing, however,
when 0 < β < 1. It is conjectured that an AR-β-(T)ARCH model has extremal index
equal to one, i.e. it does not exhibit clustering at extreme levels.
To illustrate this conjecture, Figure 4.1 shows the extremal index estimated by the
method of Ferro and Segers (see section 2.2.2) for three different processes. The first pro-
cess is a linear AR(1) model, the second is an AR(1)-β-ARCH(1) model with β = 1/2 and
the third is an AR(1)-ARCH(1) model (i.e. β = 1). The AR-term is chosen as 0.3 for all
cases. As the threshold is increasing, the extremal index estimate tends to one (apart from
random fluctuation) for the first and the second model, indicating the absence of extremal
clustering, while it stays well below one for the third process, in line with theory.
4.5 Model estimation
In this section we address the issue of parameter estimation. Besides treating the model
orders p and q as given, we also keep the parameters m and β fixed. Since the partial
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Figure 4.1: The extremal index estimate as
a function of the threshold as a quantile for
the linear AR, the AR-β-ARCH and the
AR-ARCH models
























derivative of σ (x) with respect to m and β does not exist at every point, the estimation
of these parameters is not possible within the standard likelihood framework but would
require e.g. the concept of Frechet derivatives (see Hwang and Basawa (2003)). Details of
identification of p, q, m and β are described in section 4.6 for the particular hydrological
application considered in this dissertation.
Let us denote the set of the linear filter and variance parameters to be estimated by θ0 =
(a1, . . . , ap, b1, . . . , bq) and byα0 = (α0, α1+, α1−). (As we are concerned with asymptotic
properties, and these are not affected by replacing the expectation by the empirical mean, in
the following we make the technical assumption that the mean parameter c is also known.)
In order to achieve a fast algorithm for large sample sizes, a two stage estimation procedure
is applied instead of full maximum likelihood. We will prove that no efficiency is lost by
this method compared to the full ML procedure in the estimation of α0. (Some efficiency
may be lost in the estimation of θ0 but – compared to α0 – it is estimated quite accurately
regardless of the particular method chosen.)
As usual in the estimation literature, we impose some compactness restrictions on the
parameter space. We assume that the roots of the AR and MA characteristic polynomials
lie in a closed subset disjoint from the closed unit disk. Furthermore, the parameter space
for the variance equation is compact, the true variance parameter vector lies within its
interior and the set of possible constant terms in the variance equation is separated from
zero:
Assumption 4.6. There exists a δ > 0 such that θ0 ∈ Θδ where
Θδ = {θ ∈ Rp+q : the roots of Φθ(x) and Ψθ(x) have moduli ≥ 1 + δ}.
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Moreover, α0 ∈ int(K), whereK is a compact subset ofR++ × R+ × R+.
The estimation method is as follows. First, based on the weak ARMA representation
of Xt the least squares estimator of θ0 is obtained. Repeating the expressions in section







where et(θ) is recursively defined as
et(θ) = Xt − c −
p∑
i=1




The unknown starting values are set to zero and θ denotes (θ1, . . . , θp+q). Hereinafter, we
use the notation ε̂t for the fitted innovations at θ̂n, i.e. ε̂t = et(θ̂n).
It follows e.g. from Theorem 1 in Francq and Zakoian (1998) that the least squares
estimator of a weak ARMA process is consistent provided that all roots of the AR and MA
characteristic polynomials lie in a closed subset disjoint from the closed unit disk, they
have no common zeros and the process belongs to L2. Hence, Assumptions 4.1-4.3 and 4.6
together imply that θ̂n is consistent, i.e. θ̂n → θ0 a.s. For asymptotic normality of θ̂n an
additional condition is needed:
Assumption 4.7. E(|Zt|4+2η) < ∞ holds for some η > 0.
By Theorem 4.1 this assumption implies that E(|Xt|4+2η) < ∞. Using Theorem 2
in Francq and Zakoian (1998) the n1/2-consistency and asymptotic normality of the least
squares estimator follows.3
The estimation of the parameter vector α0 = (α0, α1+, α1−) in the variance equation
can be carried out by Gaussian quasi maximum likelihood (QML). (The term "quasi" refers
to the fact that although the likelihood is defined as if Zt were normally distributed, much
weaker distributional assumptions are needed for consistency and asymptotic normality.)






l(ε̂t, Xt−1, α), (4.20)
3According to Theorem 2 in Francq and Zakoian (1998) asymptotic normality of the least squares esti-
mator of a weak ARMA representation holds if, in addition to the conditions of Theorem 1, the (4 + 2η)th
moment condition of the Xt process and an additional summability condition of the mixing coefficients de-
fined in Definition 2.10 are satisfied. However, the summability condition trivially holds in our case because
of the geometric ergodicity of Xt, which follows from Theorem 4.1.
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where









is the log-likelihood contribution of the observation y coming from a Gaussian distribution
with zero mean and σ2(x, α) variance as defined in (4.6). (With this notation we emphasize
that σ depends on the parameter vector α, too.)
Then the following holds.
Theorem 4.7. Under Assumptions 4.1-4.3 and 4.6 the QML estimator is consistent, i.e.
α̂n → α0 a.s. (4.22)
If in addition Assumption 4.7 holds, the resulting estimator is asymptotically normally
distributed, i.e.
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Moreover, the H(α0) and V(α0) matrices can be consistently estimated by the empirical
counterparts ofH(α̂n) andV(α̂n), where expectations are replaced by sample averages.
Proof. Let us first assume that the true εt innovations are observed (i.e. that θ0 is known a







The proof of consistency in this case goes directly along the lines of Kristensen and
Rahbek (2005). They consider the ARCH model
εt = σtZt
σ2t = α0 + α1
′Ut,
where Ut is an m-dimensional process and {(εt,Ut)} is observed. Clearly, our model fits
into this framework by choosing α1 = (α1+, α1−) and Ut =
(





For the consistency, conditions C.1.-C.4. of Kristensen and Rahbek (2005) are needed.
However, they note that if the the parameter space is compact (our Assumption 4.6), condi-
tion C.1. is not required and C.4. (ii) can be weakened to the E [| log σ2t |] < ∞ assumption,
which is trivially satisfied in our case because Xt has finite variance (by Theorem 4.1) and
σ2t ≥ α0. Condition C.2. is about the parameter space, and is actually weaker than our
Assumption 4.6. Finally, C.3. assumes that Ut ∈ Rm+ , there does not exist a v ∈ Rm and
c ∈ R such that P (v′Ut = c) = 1, and Ut is measurable with respect to the σ-algebra
generated by (εt, εt−1, . . . , εt−r) for an r ≥ 1. Among these conditions, only the last one
is not satisfied by our model because here Xt depends on the infinite past of {εt}. Never-
theless, the last condition can be replaced by the assumption that (εt,Ut−1) is embedded
into a multidimensional Markov chain.4 In our case, (εt, . . . , εt−q,Ut−1, . . . ,Ut−p) is a
Markov chain, hence all conditions of consistency hold when εt is properly observed.
For later reference, let us summarize the main steps of the proof of consistency in
Kristensen and Rahbek (2005). According to the ergodic theorem
Ln(α) → L(α) = Eπl(εt, Xt−1,α) a.s.
and it can be proven that L(α) obtains its maximum at the true parameter value α0 (Kris-
tensen and Rahbek, 2005, Lemma 3). Thus, after some technical details, it is not surprising
that the maximisation of Ln(α) gives a consistent estimator.
Asymptotic normality in the case of no estimation error follows from a standard Taylor-
expansion. There exists an α∗n lying between α̂n and α0 such that
0 = Sn(α̂n) = Sn(α
















It can be proven easily that
√
nSn(α
0) →d N (0,V (α0)) andHn(α∗n) → H(α0) a.s. (for
























which is just (4.23).
4The proofs do not change by relaxing the assumptions this way, which has also been confirmed by private
communication with Dennis Kristensen.
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To deal with the case when estimation error is present in the ARMA-parameters, the
following lemma is needed.





(ε̂2t − ε2t ) → 0 a.s. (4.28)







(ε̂2t − ε2t ) → 0 a.s. (4.29)
Proof. It is easy to show that Qn(θ) is continuous in θ (in fact, it is differentiable, see
e.g. the lemmas in Francq and Zakoian, 1998) so the first statement follows. To prove the































where θ∗n lies between θ̂n and θ
0. Using the facts that ∂Qn(θ)/∂θ is continuous (see again
the lemmas in Francq and Zakoian, 1998), θ̂n → θ0 almost surely and by the definition
of the least squares estimator ∂Qn(θ̂n)/∂θ = 0, we obtain that ∂Qn(θ∗n)/∂θ → 0 almost
surely. As
√
n(θ̂n − θ0) is asymptotically normally distributed, the statement follows.
Returning to the proof of Theorem 4.7 we can compare the log-likelihood L̂n(α) cal-
culated from the ε̂t series and the log-likelihood Ln(α) calculated from the true εt series:







By (4.28) this almost surely converges to zero uniformly on K. As the maximisation of
Ln(α) leads to a consistent estimator and Ln(α) → L(α) and L(α) obtains its maximum
at the true parameter value, the maximisation of L̂n(α) also provides a consistent estimator
of α0.
To prove asymptotic normality when there is estimation error in the ARMA-parameters
















4.6. APPLICATION TO WATER DISCHARGE DATA
Equations (4.21) and (4.29) imply that n1/2[Ŝn(α)−Sn(α)] → 0 and Ĥn(α)−Hn(α) →
0 almost surely uniformly onK. Thus all arguments regarding the above Taylor-expansion
(4.27) remain valid and so asymptotic normality of the parameters in the variance equation
holds in this case, too.
4.6 Application to water discharge data
To our knowledge, no attempt had been made to model the nonlinear structure of river flow
series by ARCH-type processes before the article of Elek and Márkus (2004). Since then,
the idea has received attention in the hydrological literature and has been incorporated
into other models as well. For instance, motivated by our research, Szilágyi et al. (2006)
introduce an ARCH-type specification of the innovation in their detailed regime switching
river flow model.
In Elek and Márkus (2004) we developed a FARIMA model driven by a GARCH-type
innovation εt defined as
εt = σtZt
σ2t = α0 + α1 (1 − exp (−sεt−1)) + βσ2t−1.
Thus the equation approximately yields a standard FARIMA-GARCHmodel if εt−1 is close
to zero: σ2t ≈ α0+α1sε2t−1+βσ2t−1 but the conditional variance is roughly an autoregression
when |εt−1| is large: σ2t ≈ α0 + α1 + βσ2t−1. Therefore the model is lighter-tailed than a
standard GARCH model.
The model gives reasonable results in hydrological simulations but the performance of
the newer model presented in Elek and Márkus (2008) is superior to it. Therefore, in the
following we present only the hydrological application of the latter, ARMA-ARCH-type
model and do not go into the details of the previous specification.
4.6.1 Model identification and estimation
The starting point of the analysis is to fit ARMA processes to the series as described in
section 3.1.1. It turns out that p = 3 (or p = 2) and q = 1 are appropriate at all sites to
model the linear dependence structure. It remains to determine m and β.
We use a simplified version of the nonparametric procedure described in Bühlmann and
McNeil (2002) to identify the parametric form of the conditional variance function σ2(x).
The discharges (the Xt values) are grouped into 50 groups according to their magnitude
and the fitted innovations of the ARMA model (the ε̂t-s) are classified based on the group
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Figure 4.2: Conditional variance as a function of lagged water discharge at six stations, the
lines showing the fitted relationships with maximum likelihood estimates α0 and α1+
of Xt−1. Thereafter, the variance of the fitted innovations and the mean of the discharges
in each group are calculated and plotted against each other.
Figure 4.2 displays these plots (the estimated conditional variance as a function of
the lagged water discharge) for the three monitoring stations at river Danube (upper row)
and for the three monitoring stations at river Tisza (lower row). Apart from one outlier
at Nagymaros, Budapest and Tivadar respectively,5 the empirical relationship is close to
linear for all stations. This fact makes the choice of the simplest model for σ2(x), the
linear, sensible, which leads to the β = 1/2 parameter choice. Note that there would be no
apparent pattern in the figures if a strong ARMA model were appropriate.
Since the empirical variance function does not have a negative slope anywhere, α1− = 0
is also a reasonable parameter restriction and the break point m should lie very close to (or
perhaps even lower than) the observed minimum of the water discharge series. After a pilot
5At Nagymaros and Budapest the outlier is caused by the spring flood of 1940, which corresponds to the
largest calculated water discharge at Budapest and to the second largest at Nagymaros in the examined period.
Although we did not find a convincing reason to leave out these values, it should be noted that estimation of
large water discharges from level data contains more uncertainty for the distant than for the recent past. At
Tivadar more than one flood events contribute to the highest point in the discharge-variance plot.
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study, we have fixed m at the minimum at each site. Different choices had no substantial
effect on the properties of the simulated series from the models as long as m was not
chosen too large, although the estimate of α0 obviously varied with different values of m.
Note also that different models with m lower than the minimum discharge value cannot be
distinguished from each other since the conditional variance applies for the whole observed
series in these cases. In practice, however, this is not a crucial problem as they produce
only slightly different simulation outputs.
Figure 4.2 also displays the fitted lines y = α0 + α1+ (x − m) with QML estimates α0
and α1+ (see below) at each site. Apart from Tivadar, the lines are generally close to the
estimated variance points, supporting the decision for the form of σ2 (x) .
After the above parameter restrictions, Table 4.1 shows the QML estimates of the α0
and α1+ parameters (along with the fixed value of m) for the six stations.6 Asymptotic
standard errors from Theorem 4.7 are provided in parentheses. The α1+ parameter is sig-
nificant at all reasonable significance levels at all stations, indicating the presence of the
ARCH-effect in the river flow series.
Table 4.1: Parameter estimates with standard errors in parentheses (measurement unit is
m3/s)
Monitoring station m α0 α1+
Komárom 789 1807.8 (2009.8) 26.06 (2.22)
Nagymaros 586 544.7 (154.1) 11.95 (0.57)
Budapest 580 907.1 (314.0) 10.29 (0.55)
Tivadar 23 24.49 (5.95) 18.80 (1.13)
Vásárosnamény 30 82.45 (32.82) 20.71 (0.51)
Záhony 45 67.04 (17.31) 12.37 (1.19)
Based on the estimated parameters, the fitted noise sequence (Ẑt = ε̂t/σ(Xt−1)) can
be calculated easily. Figure 4.3 shows its probability density, its autocorrelation function
as well as the autocorrelation function of its square and of its absolute value at Nagymaros.
Similarly to the innovations of the ARMA model (Figure 3.2), the noises are highly non-
Gaussian and highly peaked. However, they are much closer to independence than the
innovations as not only themselves, but also their squares can be regarded as uncorrelated
(with some remaining autocorrelation in the absolute valued sequence).
6Strictly speaking Assumption 4.6 does not hold in this case because α1− = 0. However, Theorem 4.7
remains valid if α1− is fixed and (α0, α1+) ∈ int(K) where K is a compact subset of R++ × R+.
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ACF of absolute values
Figure 4.3: Probability density of the noise, autocorrelation function of the noise, of its
square and of its absolute value at Nagymaros
4.6.2 Simulations
Simulation of synthetic water discharge series from the fitted model goes as follows. First,
the same seasonal resampling procedure that was used in section 3.1.1 to generate the
εt innovations is used to simulate the independent-valued noise sequence Zt. (The sim-
ulated values in a given month are drawn from the set of empirical values in the same
month.) Since the sample is substantially large (15000-36000 observations at each site),
this method provides a reasonable approximation to the distribution of the noise, at least
at not very large quantiles. Having generated Zt, the synthetic water discharge series are
then simulated by applying the estimated nonlinear ARCH-filter and the linear filter, and
finally adding back the seasonal component ct which was estimated with a local polyno-
mial smoothing (LOESS) procedure. To tackle the substantial parameter uncertainty in the
variance equation, the parameters α0 and α1+ in the ARCH-filter are drawn from a bivari-
ate normal distribution with mean vector and covariance matrix estimated from Theorem
4.7.
Figure 4.4 shows the goodness of fit of the model in terms of approximating the prob-
ability density of the observed discharge series. (The simulated probability density is cal-
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Figure 4.4: Probability density of the empirical (continuous) and simulated (dashed) series
at the monitoring stations. The almost perfect fit makes the lines almost indistinguishable.
culated from a 1000-year long synthetic series at each site.) Figure 4.5 compares various
high quantiles of the empirical discharge series to the corresponding quantities of synthetic
series of the same length. The quantiles fit generally well at sites of river Danube (upper
row), while some quantiles are slightly underestimated at sites of river Tisza. However,
the fit of the probability density is adequate at the latter sites, too, and the model performs
altogether much better than the ARMA model (Figure 3.3).
Let us compare specifically the extremal behaviours, i.e. the tails and the extremal clus-
tering tendencies of the simulated and original series. Figure 4.6 shows the histogram of
the estimated shape, scale parameters and the expected values of the GPDs fitted to the
upper tails of 500 simulated series at Nagymaros, the vertical lines indicating the results
for the observed series. (The threshold is equal to 4300 m3/s and a declustering period
of 15 days is applied. The lengths of the observed and simulated series are the same.)
The median and mean of the simulated shape parameters are a bit higher than zero (0.04),
which indicates that the simulated series is a bit heavier tailed at this threshold than the
exponential distribution. This fact is not surprising for the following reason. Since the
fitted ARMA-β-TARCH model exhibits strong linear dependence (with first order auto-
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Figure 4.5: High quantiles of empirical (crosses) and simulated (boxplots) series at the
monitoring stations. The boxplots of quantiles are constructed from 100 simulated series
of the same length as the original ones. The boxes show the middle 50% of the distribution.
correlation around 0.95), it is at least as heavy tailed than the corresponding β-TARCH
model without ARMA terms, and Proposition 4.6 yields that the latter is heavier tailed
than any Weibull distribution with exponent larger than γ (1 − β) . A careful examination
of the fitted noise sequence reveals that Zt is heavier tailed than the normal distribution,
hence γ < 2 and thus γ (1 − β) < 1, yielding positive shape parameter estimates for finite
thresholds.
Although the observed shape parameter of the original series (-0.10) at threshold 4300
m3/s is below the mean of the simulated shape parameters (0.04), it is still within the
range acceptable for model fit since around 10% of the simulated shape parameters lie
below -0.10. At the same time, the simulated scale parameters are generally lower than the
observed one, with only around 5% of them exceeding it. As a result of these two effects,
the expected values of the GPDs fitted to the simulated exceedances approximate well the
corresponding quantity of the observed threshold exceedances. (This quantity estimates























































Figure 4.6: Histograms of shape and scale parameters and expected values of the GPDs
fitted to the upper tails of 500 simulated series at Nagymaros. Vertical lines indicate the
estimates for the observed series, the threshold is chosen as 4300 m3/s.
Figure 4.7 displays the extremal index estimates using the Ferro-Segers method for
the observed and simulated series at two selected sites. Threshold values are determined
as various quantiles (from 90% to 99.9%) of the observed water discharge distribution.
Estimates for the observed series lie in the range of the estimates for simulated series except
for the highest quantiles (99.9% quantile for Nagymaros and 99.5% and 99.9% quantiles
for Tivadar). The fact that the estimated extremal index is small for the simulated data does
not contradict the conjecture of section 4.4 about a unit extremal index because the large
first order autocorrelations already lead to strong clustering at subasymptotic levels, which
is slightly further increased by the seasonal component ct.
It should also be noted that other extremal cluster characteristics such as the distribution
of aggregate excesses or the seasonality of high-level exceedances are reasonably well
captured by the model, too.
4.7 Summary
In this chapter we examined the probabilistic properties, extreme value features and sta-
tistical estimation of the ARMA-β-TARCH model and fitted it to water discharge data.
The model approximates the important extremal features of river flow series reasonably
well but tends to possess slightly heavier tail and stronger high-level clustering above the
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Figure 4.7: Extremal index estimates for the original and simulated series at Nagymaros
and Tivadar. The boxplots are constructed from 50 simulated series of the same length as
the original ones. The boxes show the middle 50% of the distribution.
thresholds of practical interest than the observed data. Moreover, although the model spec-
ification is straightforward and statistically appealing, it is not easy to explain – apart from
the feedback argument at the beginning of the section – what physical reasons lead to the
exact conditional variance specification.
To the contrary, the next chapter will deal with more physically motivated models,
which have asymptotically exponential tail and are more able to describe certain empir-





5.1 The model and basic results
Markov-switching autoregressive (MS-AR) processes are governed by a latent Markov
chain with a finite number of states (which are called regimes), and they behave as an
autoregressive model in each regime. Because of their easy interpretability and flexible
structure, they are widely used in economics (see the sequence of articles originating from
Hamilton (1990)), engineering or hydrology (Lu and Berliner (1999), Szilágyi et al. (2006),
Vasas et al. (2007)).
In this chapter we first explore the tail behaviour and extremal clustering of a class
of two-state Markov-switching autoregressive processes. Then we show that the extremal
behaviour of certain more general Markov-switching models can be approximated by these
MS-AR processes. This gives the idea to develop a method of fitting MS-AR models when
only high level exceedances of a process are known. Finally, we use this method to analyse
extremal clustering behaviour of the river flow series.
Define the Xt process as a two-state Markov-switching AR(1) model:
Xt = a1Xt−1 + ε1,t if It = 1, (5.1)
Xt = a0Xt−1 + ε0,t if It = 0, (5.2)
where It is a two-state Markov chain with transition probabilities
p1 = P (It = 0|It−1 = 1) , (5.3)
p0 = P (It = 1|It−1 = 0) . (5.4)
We assume that {ε1,t} and {ε0,t} are both independent, identically distributed noise se-
quences (but the two distributions need not be the same), independent from each other and
from the {It} sequence as well.
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The Markov structure of It implies that regime durations are independent geometri-
cally distributed random variables: the duration of staying in regime j is distributed as
Geom(pj) (j = 0, 1). The model can be written as a random coefficient autoregression
Xt = AtXt−1 + Bt where At =
∑1
j=0 χ{It=j}aj and Bt =
∑1
j=0 χ{It=j}εj,t. According to
Brandt (1986) such a model has a unique stationary solution if
E (log |At|) < 0 and E (|Bt|) < ∞.
Here the second condition is automatically satisfied for a very wide range of distributions
(in fact, Assumptions 5.2-5.3 defined below are much stronger), and the first condition
holds in the case of the MS-AR model if
p1 log |a0| + p0 log |a1| < 0. (5.5)
Hence, local stationarity (i.e. that |a0| < 1 and |a1| < 1) is a sufficient but not neces-
sary condition for the "global" stationarity of the Markov-switching autoregressive model.
Further probabilistic properties of MS-AR models are given e.g. in Yao and Attali (2000).
Let us assume that |a1| ≥ |a0|. The extremal properties of the model depend substan-
tially on the stability of the dynamics in the particular regimes. If in both regimes the
parameters lie within the open interval (-1,1) (i.e. |a0| ≤ |a1| < 1) and the generating
noise is light-tailed, the precise form of the stationary distribution depends very much on
the generating noise, but it is certainly light-tailed and there is no extremal clustering. On
the other hand, if in one of the regimes the AR(1)-parameter is greater than one (|a1| > 1)
but (5.5) still holds, it is easy to show that not all moments ofXt exist even when ε1,t is suf-
ficiently light-tailed, e.g. normally distributed. In fact, under some additional conditions, it
follows from Saporta (2005) that for |a1| > 1, there exist a K > 0 and λ > 0 (which cer-
tainly depend on a1, a0 and the distribution of the noises) such that P (Xt > u) ∼ Ku−λ.
Hence, the tail is typically regularly varying in this case. There remains the case when
one of the parameters is exactly one, i.e. when the process behaves as a random walk in
one regime. This parameter choice – whose extremal properties have not been studied yet
in the literature – is qualitatively different from the above mentioned ones thus our main
focus is the following:
Assumption 5.1. a1 = 1 and 0 ≤ a0 < 1.
This assumption implies that the process behaves like a random walk in the first regime,
while it is a stationary autoregression in the second one. (The 0 ≤ a0 < 1 assumption can
be weakened, see Remark 5.16.) The stationary solution for Xt always exists by (5.5),
and unless otherwise indicated, all probability statements in the sequel correspond to this
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unique stationary distribution. As far as extremes are concerned this parameter choice is on
the border of the two previously mentioned cases because – as it will turn out in sections 5.2
and 5.3 – if the noise is light-tailed the stationary solution is light-tailed (as when |a1| < 1),
but there is asymptotic clustering of high values (as when a1 > 1).
Throughout the chapter, the following assumptions on the noise sequences will be ap-
plied. Assumption 5.2 essentially states that the upper tail of ε1,t is light (excluding e.g.
subexponential noises), while Assumption 5.3 implies that ε0,t is not much heavier tailed
than the positive part of ε1,t. As usual in the dissertation, LX (s) = E (exp (sX)) denotes
the moment generating function and cX (s) = log LX (s) the cumulant generating function.
Assumption 5.2. The distribution of ε1,t is absolutely continuous w.r.t. the Lebesgue-
measure and Eε21,t < ∞.Moreover, there exists a κ > 0 such that
(1 − p1) Lε1,t (κ) = 1, (5.6)
and L′ε1,t (κ) < ∞.
Assumption 5.3. The distribution of ε0,t is absolutely continuous w.r.t. the Lebesgue-
measure and its support is the whole real line. With κ defined in (5.6), there exists an
s0 > κ such that L|ε0,t| (s0) < ∞.
Assumption 5.2 is satisfied for a wide range of distributions, Examples 5.1–5.3 state a
few practically important ones. (Assumption 5.3 is even weaker.) Example 5.3 is particu-
larly interesting because it relates to the river flow model of Vasas et al. (2007), which will
be discussed in section 5.6. The derivative condition of Assumption 5.2 is satisfied in all
the cases below.
Example 5.1. If ε1,t is normally distributed with mean μ and variance σ2,
κ =
(μ2 − 2σ2 log (1 − p1))1/2 − μ
σ2
is the positive solution of equation (5.6).
Example 5.2. Let ε1,t be distributed as skewed Laplace with parameters c, λL and λU , i.e.
have probability density
f (x) = λLλU
λL+λU
exp (λL (x − c)) if x < c,
f (x) = λLλU
λL+λU
exp (−λU (x − c)) if x ≥ c.
Then, κ is the solution of the equation
(1 − p1) exp (cκ) = (κ + λL) (λU − κ)
λLλU
. (5.7)
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Example 5.3. Let ε1,t be distributed as Γ (α, λ) , then κ = λ
(
1 − (1 − p1)1/α
)
.
Before showing the importance of Assumption 5.2, the following simple observations
are given, which will be used throughout the chapter.
Lemma 5.4. Let Q1 be a random variable with P (Q1 > u) ∼ K1 exp (−κu) , and let Q2
be an independent variable with LQ2 (s) < ∞ for an s > κ. Then,
P (Q1 + Q2 > u) ∼ K1LQ2 (κ) exp (−κu) .
Proof. According to Breiman’s theorem (Breiman, 1965), if X and Y are two independent
nonnegative random variables such that the tail of X is regularly varying with index −δ




< ∞ for some η > 0, then P (XY > v) ∼ E (Y δ) P (X > v) as
v → ∞. Thus the statement follows with the choice X = exp (Q1) , Y = exp (Q2) , δ = κ
and η = s − κ > 0.
Lemma 5.5. LetQ1 andQ2 be two independent random variables with tails P (Qi > u) ∼
Ki exp (−κu) (i = 1, 2) and let |a| < 1. Then for every fixed v ≥ 0, as u → ∞,
P (aQ1 + Q2 > u + v|Q1 > u) ∼ K2 (1 − a)−1 exp (− (1 − a) κu) exp (−κv) .
Proof. For 0 < a < 1, let η = (2 − a + 1/a) /2 and for −1 < a ≤ 0, let η > 2 − a
arbitrary. Then η > 1 and aη < 1, hence for u → ∞
P (aQ1 + Q2 > u + v, u < Q1 ≤ ηu) = −
∫ ηu
u




K2 exp (−κ (u + v − ax)) dF̄Q1 (x) .
By partial integration, this is equal to




K2κa exp (−κ (u + v − ax)) F̄Q1 (x) dx




K2κa exp (−κ (u + v − ax)) K1 exp (−κx) dx
= − [K2K1 (1 − a)−1 exp (−κ (u + v + (1 − a) x))]x=ηux=u
∼ K2K1 (1 − a)−1 exp (−κ (u + v + (1 − a) u))
∼ P (Q1 > u) K2 (1 − a)−1 exp (−κ (1 − a) u) exp (−κv) .
Moreover, as u → ∞, P (Q1 > ηu) ∼ P (Q1 > u) exp (− (η − 1) κu) is negligible com-
pared to the above term for every fixed v ≥ 0 because η − 1 > 1 − a. Hence the statement
follows.
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The importance of Assumption 5.2 comes from its connection with the theory of ran-
dom walks, which we will explore in a slightly unusual setting. Let
S0 = 0, Sn = Sn−1 + εn (n = 1, 2, . . . ) (5.8)
be a random walk and define τu = min{n : Sn > u} the crossing time of level u and
Bu = (Sτu − u) on (τu < ∞) the overshoot of u (when it exists). First, the following
well-known result holds.
Lemma 5.6. If Eεn ≥ 0, P (τu < ∞) = 1 for all u ≥ 0. Furthermore, let us assume
that the distribution is non-lattice.1 Under this condition if 0 < Eεn < ∞, or Eεn = 0
and Eε2n < ∞ then E (B0) < ∞ and Bu →d B∞ as u → ∞, where B∞ has probability
density function
fB∞ (y) = F̄B0 (y) /E (B0) (5.9)
for y > 0.
Proof. By Asmussen (1987, Chapter VII., Thm. 2.4.) Eεn ≥ 0 implies that P (τ0 < ∞) =
1, hence P (τu < ∞) = 1 holds as a consequence of Asmussen (1987, Chapter VII., Thm.
2.1.) so the first part is proven.
Spitzer (1960, Thm. 3.4.) states that 0 < Eεn < ∞ implies E (B0) < ∞, and the same
is true if Eεn = 0 and Eε2n < ∞ together hold. According to Asmussen (1987, Chapter
VII., Thm. 2.1.) P (τ0 < ∞) = 1, E (B0) < ∞ and the non-latticeness of the distribution
of {εn} together yield that Bu →d B∞ and (5.9) holds.
Now let εn be distributed as ε1,t in definition (5.8) of the random walk. Let T be a
Geom(p1)-distributed random variable, i.e. P (T ≥ k) = (1 − p1)k−1 , independent of Sn.
Define the maximum of the stopped random walk
MSk,T−1 = max{Si : k ≤ i ≤ T − 1} (5.10)
where MSk,T−1 = −∞ if k > T − 1. (We will also use the notation MSk,m for the maximum
of {Sn} between time points k and m.) Then





∼ K exp (−κu) . (5.11)
1A distribution is called lattice if it concentrates on the set of points {a + iλ : i ∈ Z} with some a and λ.
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Proof. The statement is very similar to the Cramér-Lundberg (C-L) approximation for ran-
dom walks, which gives the tail behaviour of the distribution of the maximum of a random
walk with negative drift if the increments are light-tailed (Asmussen, 1987, Chapter XII.,
Thms 5.2. and 5.3.). If S ′0 = 0, S ′n = S ′n−1 + ε′n (n = 1, 2, . . . ), Eε′n < 0, ε′n has a
non-lattice distribution and there exists a κ′ such that Lε′n (κ
′) = 1 and L′ε′n (κ
′) < ∞,
then the C-L approximation states that for M ′ = max{S ′i : 0 ≤ i} (which exists a.s.)
P (M ′ > u) ∼ K exp (−κ′u) with some K > 0.
Heuristically, the random walk in our lemma has a defective step distribution. Let ε′n =
−∞ with probability p1 and be equal to εn with probability 1 − p1. Then MS0,T−1 = M ′,
and the exponent κ of its tail comes from the equation
1 = Lε′n (κ) = (1 − p1) Lε1,t (κ) ,
which is just the statement of the lemma.
The formal proof goes similarly to the proof of the original C-L approximation. Let
F0 be the distribution function of the i.i.d. random variables {εn} and define Θ = {s :
Lεn (s) < ∞}. For an s ∈ Θ
dFs (x) = exp (sx − c (s)) dF0 (x)
is a proper distribution with the cumulant generating function c (s) = log Lεn (s) , and
{Fs} is called the conjugate family of distributions. Now, for a random walk {Sn} with
increments {εn}, we can examine the corresponding events not only under the assumption
that εn is distributed as F0 but for any other distribution Fs from the conjugate family. The
resulting probabilities and expectations will be denoted by Ps and Es, respectively. Then
P = P0 and E = E0.
Let τ be a stopping time of the random walk {Sn} and let G ∈ Fτ , G ⊂ {τ < ∞}.
Then a form of Wald’s fundamental identity (Asmussen, 1987, Chapter XII., Thm. 4.1.)
states that for any s ∈ Θ
P (G) = Es
[
exp (−sSτ − τc (s)) χ{G}
]
.
In our case let s = κ as defined in Assumption 5.2, let τ = τu be the crossing time of level u
andGn = {τ = n}. (Also, let {εn} be distributed as {ε1,t}.) Since log (1 − p1)+c (κ) = 0
and Sτu = u + Bu on (τu < ∞) , the formula gives





= P (τu < T ) for the independent geometrically distributed
variable T, hence summing up the previous formula with the P (T > n) probabilities we
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obtain
P (τu < T ) = exp (−κu)
∞∑
n=0
P (T > n) (1 − p1)−n Eκ [exp (−κBu) |τu = n] Pκ (τu = n)
= exp (−κu) Eκ [exp (−κBu) |τu < ∞] Pκ (τ < ∞) .
(5.12)
Since c (s) is convex, c(0) = 0 and c (κ) = − log (1 − p1) > 0, we obtain that c′ (κ) > 0
(which exists by Assumption 5.2). However, E (ε1,t) = c′(0) from a well-known property
of the cumulant generating function, and similarly Es (ε1,t) = c′(s) if the derivative exists.
Thus our randomwalk has a positive drift under the Fκ distribution hence Pκ (τu < ∞) = 1
and Bu →d B∞ under the Pκ measure by Lemma 5.6. This last consequence also provides
that
Eκ [exp (−κBu)] → Eκ [exp (−κB∞)] = K > 0





= P (τu < T ) → K exp (−κu) .
A more important consequence from our point of view is that Assumption 5.2 also
ensures that ST , which is a geometric sum of i.i.d. variables distributed as {ε1,t} in this
case, has an exponential tail.
Proposition 5.8. Under Assumption 5.2 there exists a K > 0 such that
P (ST > u) ∼ K exp (−κu) .
Proof. Theorem 1 in Greenwood (1976) states that
ST−1 = max{Sn : n ≤ T − 1} + min{Sn : n ≤ T − 1}
if the terms on the right are added independently. Here the first term is just MS0,T−1 defined
in (5.10), which has approximately Exp (κ)-tail by Proposition 5.7. As the second term
in the sum is nonpositive, Lemma 5.4 yields that ST−1 has the same tail, too. But ST =
ST−1 + ε1, and Lε1 (s) < ∞ for an s > κ by Assumption 5.2. Hence Lemma 5.4 can be
applied again to obtain the tail of ST .
Remark 5.9. In the special case when ε1,t ≥ 0 a.s., Proposition 5.8 follows easily from
the renewal theorem.
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Proof. By the constant hazard property of the geometric distribution
F̄ST (u) = F̄ε1,t (u) + (1 − p1)
∫ u
0
fε1,t (z) F̄ST (u − z) dz.
Multiplying both sides by exp (κu) we obtain, using the notations of the Proposition and
the notation h (u) = exp (κu) F̄ST (u) that
h (u) = exp (κu) F̄ε1,t (u) +
∫ u
0
(1 − p1) exp (κz) fε1,t (z) h (u − z) dz
= exp (κu) F̄ε1,t (u) +
∫ u
0
h (u − z) dFκ (z)






exp (κz) F̄ε1,t (z) dz
Eκ (ε1,t)
= K > 0
follows from the key renewal theorem, thus the Proposition is proven in this special case.
Remark 5.10. The Proposition can be proven directly even in some cases when the ε1,t ≥ 0
a.s. assumption does not hold. For instance, if ε1,t is normally distributed, fST is given
straightforwardly as an infinite sum, whose asymptotic behaviour can be determined by
Laplace’s method for sums (by similar techniques as used in the proof of Lemma 5.25).
5.2 Tail behaviour
As already noted, we examine the a1 = 1 case. In the sequel the It = 1 regime will be
called the "random walk" or nonstationary regime, while the It = 0 regime the stationary
one. Since It is a Markov chain, regime durations are independent and geometrically dis-
tributed. To examine the extremal behaviour of the model, let us introduce a few auxiliary
processes. Let ξm and ζm, respectively, denote the series of time points when the It = 1
and It = 0 regimes end. (The indexing is chosen to ensure that ξm−1 < ζm < ξm < ζm+1.)
For later reference, let γm(u) = min{ζm + 1 ≤ t ≤ ξm : Xt > u} be the time of first
reaching a threshold u in a nonstationary regime (and γm(u) remains undefined if there
is no such t). The notations N1m = ξm − ζm and N0m = ζm − ξm−1 are used. Finally,
let B(t) = max (ξm|ξm ≤ t) be the end of the last nonstationary regime up to time t, and
similarly let D(t) = max (ζm|ζm ≤ t) the end of the last stationary regime.
Then Ym = Xξm (the sequence of last values in the nonstationary regimes) is a Markov
chain, and one can expect that its tail behaviour characterises the tail of Xt. Similarly,
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Zm = Xζm (the series of last values in the stationary regimes) is a Markov chain as well.
For later reference, let M (m) = max{Xt : ζm + 1 ≤ t ≤ ξm} be the maximum in a
nonstationary regime.
The sequence Ym can be written as
Ym = Zm + Vm = A0mYm−1 + Um + Vm. (5.13)
Here, A0m = aN0m0 , Vm =
∑ξm
t=ζm+1
ε1,t is a geometric random sum of i.i.d. variables (be-
cause the time spent in a regime is geometrically distributed), thus as a direct consequence
of Proposition 5.8 there exists a K > 0 such that





0 ε0,t is a geometric random weighted sum of i.i.d. variables. If
m = k, (A0m, Um, Vm) is independent of (A0k, Uk, Vk) , but A0m is not independent of Um.
Hence, standard results on the solutions of stochastic difference equations are not directly
applicable.
Based on the asymptotically exponential tail of Vm, the following Theorem states that
Xt also has such a tail.
Theorem 5.11. If Assumptions 5.1–5.3 hold there is a constant K > 0 such that
P (Xt > u) ∼ K exp (−κu) .
Proof. Let L0 (s) = L|ε0,t| (s) . By Jensen’s inequality, L0 (as) ≤ (L0 (s))a for all 0 ≤ a <
1. According to Assumption 5.3, for all s ≤ s0 given there,






|a0|k log L0 (s) < ∞. (5.15)
To determine the tail behaviour of Xt, we first use the drift condition for the stability
of Markov chains (c.f. Meyn and Tweedie (1993)) to prove that for all 0 < s < κ
LYm (s) < ∞. (5.16)
Clearly, Ym is a ψ-irreducible and aperiodic Feller chain, with ψ being the Lebesgue-
measure. Thus, by Meyn and Tweedie (1993, Thms 5.5.7 and 6.0.1), every compact set is
small and smallness is equivalent to petiteness. (For the definition and properties of small
and petite sets, see Meyn and Tweedie (1993, Chapter 5).) Following Meyn and Tweedie
(1993, Thms 14.0.1 and 15.0.1), for every 0 < s < κ it is enough to find a suitable test
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function h ≥ 1 which satisfies h (y) ≥ exp (sy) for y ≥ 0, a compact set C and constants
d and 0 < β < 1 such that
E (h (Ym) |Ym−1 = y) ≤ (1 − β) h (y) + dχC (y)
where χC denotes the indicator function of the set C. Then E (h (Ym)) < ∞, and thus
(5.16) also holds.
In our case we can choose h (y) = y−+exp (sy+) . By (5.13), Y +n ≤ a0y+ +U+n +V +n .






) |Ym−1 = y) ≤ exp (sa0y+) LU+m (s) LV +m (s) ≤ K (s) exp (sa0y+)
for all 0 < s < κ. Furthermore, exp (sa0y) / exp (sy) → 0 as (y → ∞) and
E
(
Y −m |Ym−1 = y
) ≤ a0y− + E (U−m) + E (V −m ) .
Thus, there exists a C = {y : |y| ≤ m} compact set and β < 1 − a0 for which
E
(
Y −m + exp
(
sY +m
) |Ym−1 = y) ≤ (1 − β) (y− + exp (sy+)) + dχC(y),







)) ≤ E (exp (ra0Y +m−1)) E (exp (rU+m)) < ∞
if 0 < r < min (κ/a0, s0) > κ. Since Ym is the independent sum of Zm and Vm, Lemma
5.4 with the choiceQ1 = Vm andQ2 = Zm immediately implies that Ym has Exp (κ) upper
tail.
Finally, it is easy to show by the constant hazard property of the geometric distribution
that the same asymptotic results hold for the tail of Xt in the whole nonstationary period
(i.e. Xt|(It = 1)), not just of Ym. On the other hand, Assumption 5.3 ensures that
E (exp (sXt) |It = 0) < ∞
for all 0 < s < min (s0, κ/a0) > κ, hence the tail of Xt is completely determined by the
It = 1 regime. Thus the theorem is proven.
Corollary 5.12. Under Assumptions 5.1–5.3 the stationary distribution of Xt belongs to
the domain of attraction of the GPD with ξ = 0 (with the choice a (u) = κ−1 in equation
(2.7)) and to the max-domain of attraction of the Gumbel distribution.
Remark 5.13. It follows from the proof that P (Xt > u|It = 0) /P (Xt > u|It = 1) → 0
as u → ∞, hence P (It = 1|Xt > u) → 1 as u → ∞.
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Remark 5.14. Since there exists an s > κ with Lε1,t (s) < ∞, a related consequence is
that (γm(u) − ζm) |
(
M (m) > u
) → ∞ as u → ∞, i.e. the time necessary to reach a high
threshold u in a nonstationary regime goes to infinity.
Remark 5.15. By Proposition 5.7,M (m) − Zm and hence alsoM (m) have asymptotically
Exp (κ) upper tail.
Remark 5.16. It is clear from the proof that the 0 ≤ a0 assumption can be substituted with
a weaker one which ensures that even when −1 < a0 < 0, the lower tail of ε1,t does not
influence the upper tail of Ym. In particular, if a0 < 0 and there exists a κ− > 0 such that
(1 − p1) L−ε1,t (κ−) = 1,
then Vm has asymptotically Exp (κ−) lower tail and a0Vm has Exp (−κ−/a0) upper tail.
Hence the upper tail of Ym is not affected and the theorem is valid if κ−/κ > −a0. Or,
in the case of L−ε1,t (s) < ∞ for all s > 0 (e.g. in Examples 5.1 and 5.3), |a0| < 1 is
sufficient for the statement of the theorem to hold.
Corollary 5.17. If ε1,t is normally distributed with mean μ and variance σ2, and Assump-
tions 5.1 and 5.3 hold,
P (Xt > u) ∼ K exp
(
−(μ





Corollary 5.18. If ε1,t is distributed as skewed double exponential with parameters c, λL
and λU , and Assumptions 5.1 and 5.3 holds,
P (Xt > u) ∼ K exp (−κu)
where κ is the positive root of (5.7).
Corollary 5.19. If ε1,t is Γ (α, λ)-distributed and Assumptions 5.1 and 5.3 hold, then









5.3 Extremal clustering behaviour
In contrast to section 4.4 where it was conjectured that the extremal index of the ARMA-
β-TARCH model is one and thus its clustering at extreme levels is trivial, in this section
we prove that the extremal index of the MS-AR model is smaller than one and hence other
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aspects of its extremal clustering such as the limiting cluster size or limiting aggregate
excess distribution should also be investigated.
Not surprisingly, the key to analysing extremal functionals in the MS-AR model is to






g (Xt − u)
)
| (M (m) > u) = ξm∑
t=γm(u)
g (Xt − u) .
To obtain the distributional limit of C ′(u) as u → ∞, let us first return to the random walk
Sn governed by increments distributed as ε1,t. Since Assumption 5.2 automatically implies
that Eε21,t < ∞, we obtain from Lemma 5.6 that Eε1,t ≥ 0 ensures P (τu < ∞) = 1 and
Bu has a distributional limit B∞ given by (5.9). On the other hand, if Eε1,t < 0 then
L′ε1,t(0) < 0 and so Assumption 5.2 ensures that there is a κ
′ such that Lε1,t (κ′) = 1 and
L′ε1,t (κ
′) < ∞. Hence, although P (τu < ∞) → 0 as u → ∞ in the case with negative
drift, it is still true by Asmussen (1982) that the distributional limit of Bu| (τu < ∞) exists
(and it will also be denoted by B∞).2
Now, define the S∗n random walk as




n−1 + εn (n = 1, 2, . . . )
where εn is i.i.d., distributed as ε1,t and chosen independently ofB∞. Let T be a Geom (p1)-




g (S∗k) . (5.17)
Then
Proposition 5.20. Under Assumptions 5.1–5.3, C ′(u) →d C∗ as u → ∞.
Proof. If M (m) > u, let ε∗(u) = Xγm(u) − u. By conditioning on the value of the end of




F̄Bu−z(y)fZm|M(m)>u(z)dz + F̄Zm|M(m)>u(u + y). (5.18)
By Remark 5.15, as u → ∞,
fZm|(M(m)>u) (z) = P
(




M (m) > u
)
∼ K exp (−κ (u − z)) fZm (z) / exp (−κu) = K exp (κz) fZm (z) .
2Asmussen (1982) derives various limit theorems of functionals of ε1, . . . , ετu subject to the condition
τu < ∞, showing that the behaviour of the functionals under this condition is similar to the case when {εn}
are independent and distributed as Fκ′ .
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It follows from the proof of Theorem 5.11 that LZm (s) < ∞ for every
0 < s < min (κ/a0, s0) > κ,
hence for every δ > 0 there exists a z0 such that limu→∞ F̄Zm|(M(m)>u)(z0) < δ. Thus the
second term on the right hand side of (5.18) and also the integral on (z0,∞) is negligible.
Therefore, since limu→∞ F̄Bu−z(y) = F̄B∞(y) for every fixed z and y > 0, we obtain that
limu→∞ F̄ε∗(u)(y) = F̄B∞(y). Hence, as u → ∞, {Xt : γm(u) ≤ t ≤ ξm} behaves like
{S∗k : 0 ≤ k ≤ T − 1}, and the statement of the proposition holds.
Proposition 5.22 below states that the asymptotic distribution of an extremal functional
in the case of our Markov-switching autoregressive model depends only on its behaviour
in a typical It = 1 regime. It also gives a formula for calculating the extremal index of the
process in terms of the solution of a Wiener-Hopf equation. The proof relies on Lemma
5.21 which states that there is no extremal clustering among values in different It = 1
regimes because they are asymptotically independent in the extreme value sense. That is,
e.g. for the end points of two subsequent such regimes, P (Ym > u|Ym−1 > u) → 0 as
u → ∞.
Lemma 5.21. Let g(x) = 0 for x < 0, and g(x) = o (exp (κx)) as x → ∞. Then there
exists a K > 0 such that for all j integers









The same bound holds for E (g (Xt − u) |Xt−l > u) provided that there are j stationary
regimes in (t− l, t), and also for E (g (M (m) − u) |M (m−j) > u) whereM (m) is the max-
imum of the m-th nonstationary regime.
It follows with the choice g(x) = χ{x>0} that for j = 0, as u → ∞,
P (Ym > u|Ym−j > u) → 0.
Proof. Let us first assume that j = 1. We know from the proof of Theorem 5.11 that
Um+Vm and Ym−1 are independent and both have asymptotically Exp (κ) tail. If Ym−1 > 0,
Ym ≤ a0Ym−1 + Um + Vm. Since g(x) = o (exp (κx)) , the bound (5.19) for j = 1 follows
from Lemma 5.5 with the choice Q1 = Ym−1, Q2 = Um + Vm and a = a0.
To prove the bound for E (g (Xt − u) |Xt−l > u) , Remark 5.13 implies that we only
have to deal with the case when Xt and Xt−l are both in nonstationary regimes. Let
m = D(t) be the end of the last stationary regime before t, Q1 = Xt−l and Q2 =
a0 (Ym−1 − Xt−l) + Um + (Xt − Zm) . Then, for Ym−1 > 0, Xt ≤ a0Q1 + Q2. By the con-
stant hazard property of the geometric distribution, Xt − Zm has asymptotically Exp (κ)-
tail. a0 (Ym−1 − Xt−l) is lighter tailed than Xt − Zm, and independent of Xt−l, Um and
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(Xt − Zm) . Hence, after using Lemma 5.4 to obtain the tail of Q2, we can apply Lemma
5.5 with a = a0 to get the required upper bound.





M (m) − u) |M (m−1) > u) ≤ E (g (M (m) − u) |Ym−1 > u) ,
and for Ym−1 > 0, M (m) ≤ a0Ym−1 + Um + (M (m) − Zm). By Remark 5.15, M (m) − Zm
has Exp (κ)-tail, and it is independent of a0Ym−1 and Um, hence the statement holds by
Lemma 5.5.
The j = 1 cases can be treated similarly.
Proposition 5.22. If g(x) = 0 for x < 0 and g(x) = o (exp (κx)) as x → ∞, the
conditions of Theorem 2.20 are satisfied with C∗ defined by (5.17). That is, Cn(un) defined
there converges in distribution to a Poisson sum of independent copies of C∗.




κ exp (κx) Q(x)dx (5.20)
where Q(x) is the solution of the Wiener-Hopf equation
Q(x) = p1 + (1 − p1)
∫ ∞
0
Q(y)fε1,t(x − y)dy. (5.21)
Proof. It follows from the existence of the test function constructed in the proof of The-
orem 5.11 that Ym is geometrically ergodic and hence strong mixing with an exponential
rate. A routine calculation then yields the strong mixing of Xt with mixing coefficient
αl = Kρ
l for some 0 < ρ < 1. Thus pn in (2.12) can be chosen as K log n with an ap-
propriate K > 0. Meanwhile, Theorem 5.11 implies that un ∼ log n/κ for un defined in
(2.8).
Moreover, Lemma 5.21 and Theorem 5.11 yield that for all g(x) = o (exp (κx)) and
m > 0
E (g (Xt − un) |Xt−l > un) ≤ Kna
j
0−1,
provided that there are at least j stationary regimes in (t− l, t). Hence, for each 0 < η < 1,
E (g (Xt − un) |Xt−l > un)
≤ Knaηl0 −1 + K ′P (less thanηlstationary regimes in (t − l, t)) .
Here the last term can be bounded from above by K ′P (N0 > l/2) + K ′P (N1 > l/2)
where N0 is the sum of the durations of ηl independent stationary regimes and N1 is the
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sum of the lengths of ηl nonstationary ones. Since regime durations are independent and
geometrically distributed, Ni − (ηl − 1) (i = 0, 1) are negative binomially distributed
with parameter (ηl, pi) . It can then be shown easily that if η < pi/2, P (Ni > l/2) ≤
Kiρ
l
i (i = 0, 1) with 0 < ρi < 1. Therefore,
E (g (Xt − un) |Xt−l > un) ≤ Kna
ηl





E (g (Xk − un) |X0 > un) ≤ Kpnna
ηp









which tends to 0 as n → ∞ for all p. Thus, putting g(x) = χ(x>0), the Xt process satisfies
(2.13).
This argument also yields that the number of nonstationary regimes which exceed un
in time interval [1, pn], provided that M1,pn > un, converges in probability to one as n →
∞. Thus, using (5.22) again, (2.14) follows. Similarly, if M1,p > u for a fixed p, the
distribution of Cp(u) deviates from the distribution of C ′(u) only for two reasons. First,
there may be at least two nonstationary regimes exceeding u in [1, p] (the probability of
this event vanishes as u → ∞) and second, the single such regime (say, the m-th one) may
be too long to belong entirely to [1, p]. If the latter event occurs, ξm − γm(u) ≥ p1/2 or
ξm ∈ [1, p1/2] or ξm ∈ [p, p + p1/2]. Since (ξm − γm(u)) |
(










+ (1 − p1)p
1/2
for all p integers and y ≥ 0. Letting p → ∞ and using Proposition 5.20, (2.15) holds with
C∗ defined by (5.17). Hence all conditions of Theorem 2.20 have been checked, and the
limit result on Cn(un) holds.
Turning to the calculation of the extremal index, let us first recall that according to
(2.16)-(2.17) θ can be calculated as θ = limp→∞ θp where
θp = lim
u→∞
P (M1,p ≤ u|X0 > u) .
At the same time, with similar arguments as above, one can show that the probability that
at least two nonstationary regimes exceed u in [0, p] given X0 = u − x converges to zero
uniformly as u → ∞ if x is in a compact subset of the negative half-line. Moreover,
P (X1 > u|X0 = u − x, I1 = 0) = F̄ε0,t ((1 − a) u + ax) → 0
uniformly on compact subsets, too, therefore the conditional maximum of the {Xt} process
on [1, p] can be approximated by the maximum of the random walk {Sn} stopped at a
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|P (M1,p ≤ u|X0 = u − x) − P
(
MS1,min{T−1,p} ≤ x
) | = 0
uniformly if x ∈ [−K, 0] for any K > 0. Hence
lim sup
u→∞
|P (M1,p ≤ u|X0 = u − x) − P
(
MS1,T−1 ≤ x
) | ≤ (1 − p1)p+1
and by the uniform convergence on compact subsets
lim sup
u→∞







κ exp (κx) dx| ≤ (1 − p1)p+1 .








κ exp (κx) dx =
∫ 0
−∞
Q (x) κ exp (κx) dx




can be calculated by the Wiener-Hopf equation





MS2,T−1 ≤ x|S1 = x − y, T ≥ 2
)
fε1,t (x − y) dy
= p1 + (1 − p1)
∫ ∞
0
Q (y) fε1,t (x − y) dy.
Put shortly, as long as extremes are concerned, our Markov-switching autoregressive
model behaves as a Markov chain, moreover, like a random walk with defective step dis-
tribution function F ∗(z) which puts p1 mass to −∞ : F ∗ (z) = p1 + (1 − p1) Fε1,t (z) . It
is not surprising in light of section 2.2.3 that the extremal index is given in terms of the
solution of a Wiener-Hopf equation.
Extremal index in some special cases
It follows from Assumption 5.2 that P (ε1,t > 0) > 0, thus Q (x) < 1 for all x < 0 which
yields that θ < 1. However, θ can be rarely obtained analytically because the Wiener-Hopf
equation rarely has an explicit solution. A trivial exception is when ε1,t ≥ 0 a.s., then the
extremal index is obviously p1. This is the case for Example 5.3. Another distribution for
which an explicit expression is available is the skewed Laplace one, introduced in Example
5.2. To illustrate this, the following proposition gives the result for c = 0.
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Proposition 5.23. If ε1,t has a skewed Laplace distribution with parameters c = 0, λL and
λU , the extremal index of Xt is












Proof. The Wiener-Hopf equation can now be solved explicitly because the right tail of
ε1,t is exponential. Let S ′0 = 0, S ′n = S ′n−1 + ε′n be a random walk with Eε′n < 0 and with
exponential right tail, i.e. fε′n (x) = α exp (−δx) for x > 0 (and no assumption is made on
the form of the distribution for x ≤ 0.) Let κ′ > 0 satisfy Lε′n (κ′) = 1 and let M ′ be the
maximum of the random walk. Then Asmussen (1987, Chapter IX., Thm. 1.2.) states that
the Cramer-Lundberg approximation is exact, or more precisely







for u > 0.
As in the heuristic proof of Proposition 5.7, let ε′n = −∞ with probability p1 and be





κ = κ′ and δ = λU in our case we obtain










for x > 0. Hence for x ≤ 0 (5.21) yields
Q(x) = p1 + (1 − p1) exp (λLx) κ
κ + λL
.
(A formal proof just shows that the above two formulas satisfy the Wiener-Hopf equation.)
Finally integration in (5.20) shows the statement.
There is no closed form for Q(x) in the Gaussian case (Example 5.1). Instead, we
approximate the extremal index by Monte Carlo simulations in this setting.3 It is easy to
show that θ is determined by p1 and μ/σ, so Figure 5.1/a displays θ as a function of r = μ/σ
for p1 = 1/8, 1/4, 3/8 and 1/2. Obviously, θ > p1 and θ → p1 as r → ∞. However,
according to Figure 5.1/b, θ is only moderately higher than p1 even for μ = r = 0. (The
3The simulation is straightforward by the fact that (5.20) yields θ = P
(
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Figure 5.1: a) θ as a function of r = μ/σ for four different values of p1 in the Gaussian
model. b) θ − p1 as a function of p1 for the Gaussian and the Laplace-distributed model if
E(ε1,t) = 0.
difference is highest when p1 is close neither to 0 nor to 1.) Figure 5.1/b also displays θ−p1
as a function of p1 for the symmetric Laplace-distributed case with c = 0 (see (5.23)). It
clearly shows that if E (ε1,t) = 0 and p1 is the same, clustering is higher (i.e. θ is lower)
for the process driven by a Laplace-noise than for the one generated by a Gaussian noise.
Extremal cluster functionals in special cases
More elaborate extremal characteristics such as the limiting cluster size distribution or the
limiting aggregate excess distribution can be calculated explicitly in even fewer cases. For
instance, when ε1,t > 0 a.s. (as in Example 5.3), S∗k > 0 for all k, hence the limiting cluster
size distribution is geometric with parameter p1. However, this is no longer the case in the
Gaussian or double exponential setting.
To illustrate this, we simulated limiting cluster size distributions (denoted by N ) for
p1 = 0.25, 0.5 and 0.75 when the generating noise is the Laplace distribution with c = 0.
The calculated empirical hazard functions P (N = k|N ≥ k) – plotted in Figure 5.2 –
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Figure 5.2: Hazard function of the limiting
cluster size distributions of the model with
Laplace-distributed noise with zero mean
for three different values of p1
show that hazards are decreasing with k, therefore the cluster size distributions belong to
the DFR (decreasing failure rate) family for these parameters.
Turning to the limiting aggregate excess distribution, it cannot be obtained in a closed
form even in a relatively simple case, i.e. when ε1,t is Gamma-distributed. Nevertheless,
we prove below that in this case the tail of the limiting aggregate excess distribution can be
approximated by Weibull-like distributions with exponent parameter 1/2. This finding will






be the aggregate excess above un, then Wn(un) converges in distribution to a Poisson
sum of i.i.d. random variables distributed as W ∗, which has the following property in
the Gamma-distributed case. The proof relies on renewal theoretical arguments and on
Laplace’s method of sums.
Theorem 5.24. Let Assumption 5.1 and 5.3 hold and the condition in Example 5.3 be
satisfied. Then there exist Ki > 0 (i = 1, 2) constants such that
K1 exp
(
−23/2 (λ−10 − αλ0) (λy)1/2) ≤ F̄W ∗ (y) ≤ K2 exp (−2 (λ−10 − αλ0) (λy)1/2)
(5.24)
where λ0 is the unique real number satisfying
λ−20 − 2α log λ0 + log(1 − p1) − α(1 + log α) = 0. (5.25)
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Proof. We may assume that λ = 1. By Propositions 5.20 and 5.22, and since S∗k > 0 for





+ = TB∞ +
T−1∑
k=1
(T − k)εk. (5.26)
T is a Geom (p1)-distributed random variable, εk (k = 1, 2, . . . ) are distributed as Γ(α, 1)
and the density of B∞ is given by (5.9). Since εi ≥ 0 a.s., B0 in (5.9) is also distributed as
Γ(α, 1).
Let us first examine the α ≥ 1 case. Then the Γ(α, 1) distribution belongs to the class
of NBUE-distributions ("new better than used in expectation"), thus for all y ∈ R+
F̄B∞ (y) ≤ F̄Γ(α,1)(y). (5.27)
Since F̄Γ(α,1) (v) ≥ exp (−v) E (Γ (α, 1)) for all v ≥ 0, a lower bound can also be given





E (Γ (α, 1))
≥ F̄Exp(1) (y) .




by (5.26) and (5.27) (here ε0 is also chosen as Γ (α, 1)), hence it is enough to examine the










ykα−1 exp (−y/k) =
∞∑
k=1
exp (h (y, k))
(5.28)
where
h(y, k) = log p1 + (k − 1) log (1 − p1) − log Γ (kα) + (kα − 1) log y − kα log k − y/k.
The asymptotic behaviour of this sum as y → ∞ can be examined by Laplace’s method
for sums (see e.g. Bender and Orszag (1999)). After finding the location of the maximum
kmax(y) of the function k → h(y, k), we use Taylor series expansion around kmax(y) to
obtain the following result (the proof is given later):
Lemma 5.25. There exists a K > 0 constant such that with λ0 defined by (5.25)
fR1 (y) ∼ Ky
−1/2 exp
(−2 (λ−10 − αλ0) y1/2) . (5.29)
Integrating this directly gives the upper bound in (5.24). To give a lower bound for




. (The notation implies that R2
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takes 0 with probability p1.) Clearly, for y > 0, fR2 (y) = (1 − p1) fR1 (y) , hence the
approximation in Lemma 5.25 – though with a different constant – applies for fR2 (y) .
Moreover, the variables W ′1 =
∑T−1




k=1 (T − k − 1/2) εk are




1 , hence F̄R2 (2y) ≤
2F̄W ′′1
(y) for all y. Additionally, by (5.26), W ∗ > W ′′1 a.s., hence F̄R2 (2y) ≤ 2F̄W ∗ (y),
which yields the lower bound in (5.24). This concludes the proof when α ≥ 1.
When α < 1, similar calculations give F̄Γ(α,1) (y) ≤ F̄B∞ (y) ≤ F̄Exp(1) (y) for all
y > 0 hence the lower bound for P (W ∗ > y) can be obtained by observing that the
variables W ′2 =
∑T−1




k=0 (T − k − 1/2) εk are identically
distributed, their sum is R1 and they are stochastically smaller than W ∗. On the other
hand, R3 =
∑T+1/α	
k=T εk is distributed as Γ (α1 + 1/α, 1) , hence is stochastically larger





and this can be easily shown to have the same tail as R1, though with a
different constant. This concludes the proof for α < 1, too.
Proof of Lemma 5.25. Denoting the logarithmic derivative of the Gamma-function byΨ(.)
and using Ψ(x) = log x + O(x−1), Ψ′(x) = x−1 + O(x−2) and Ψ′′(x) = O(x−2) (see
Abramowitz and Stegun (1965)) we obtain that
h′k(y, k) = log (1 − p1) − αΨ (kα) + α log y − α log k − α + yk−2 =





















Solving the equation h′k (y, k) = 0 for k yields kmax(y) = λ0y1/2 + O(1) with λ0
defined by (5.25). (It is easy to check that λ0 satisfies 0 < λ0 < α−1/2.) If we use the
notation ky = λ0y1/2 and apply Stirling’s formula, we obtain from above and from the
definition of λ0 that
h (y, ky) = λ0y
1/2
(
log (1 − p1) − α log α + α − 2α log λ0 − λ−20
)−




) − 3/4 log y + K + O (y−1/2)
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To examine the sum in (5.28) we distinguish between different values of k. If |k−ky| <
y3/10, a Taylor-series expansion around ky gives
h (y, k) − h (y, ky) = (k − ky) O
(
y−1/2
) − (k − ky)2 (λ2y−1/2 + O (y−1)) +









Therefore, as y → ∞,
∑
|k−ky |<y3/10





















(−t2/2) dt ∼ Ky1/4.
On the other hand, using the fact that k → h′k(y, k) is a decreasing function for all y
and h′k (y, ky) = 0, we obtain from (5.30) that for all |k − ky| ≥ y3/10





Moreover, if k > y then h(y, k) < − log Γ(kα). Hence, as y → ∞,
∑
{k>0: |k−ky |≥y3/10}
exp (h (y, k) − h (y, ky))
≤ Ky exp (−λ2y1/10) + exp (−h (y, ky)) ∑
k>y
1/Γ (k) = o(1).
Combining the above estimates yields
fR1 (y) ∼ exp (h (y, ky))
∞∑
k=1
exp (h (y, k) − h (y, ky))
∼ Ky1/4 exp (h (y, ky)) ∼ Ky
−1/2 exp
(−2 (λ−10 − αλ0) y1/2) .
5.4 Extremes of Markov-switching, conditionally Markov
models
Section 2.2.3 has revealed that examining the extremal behaviour of random walks is not
only interesting on its own right but sheds light on the extremal clustering properties of cer-
tain Markov chains as well. Therefore, it is a natural question to ask whether the Markov-
switching autoregressive model of the previous sections (which behaves as a random walk
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in one regime) also arises as an extremal limit of certain more general models. Obvious
candidates are the Markov-switching, conditionally Markov models, defined in the follow-
ing.
Assumption 5.4. Let It be a two-state discrete time Markov chain with transition proba-
bilities given by (5.3)-(5.4). LetXt be a stationary process whose conditional distribution,
provided that It is known, only depends on the value of Xt−1 (i.e. Xt is conditionally Mar-
kov in each regime). Formally, for At ⊂ R Borel-sets and jt ∈ {0, 1},
P (Xt ∈ At|It = jt, Xt−i ∈ At−i, It−i = jt−i, i = 1, 2, . . . )
= P (Xt ∈ At|Xt−1 ∈ At−1, It = jt) .
Moreover, for each t, conditionally on (I1, I2, . . . , It) , the set of variables (X1, X2, . . . , Xt)
is independent of (It+1, It+2, . . . ) .
The simplest model of this class is obtained when the sequence {Xt} is conditionally
independent given {It} and the distribution of Xt only depends on It. Extremes of this
restricted model were examined in detail by Resnick (1971) and his results were later gen-
eralised to allow some form of conditional dependence (see e.g. Turkman and Oliveira
(1992)). However, these generalisations still assume that the distribution of Xt only de-
pends on It, i.e. that It−i (i ≥ 1) does not yield new information on Xt provided that It
is known. This restriction does not necessarily hold for models satisfying Assumption 5.4,
hence our following analysis is basically novel. For instance, Markov-switching AR(1)
processes lie within the framework of Assumption 5.4 but do not satisfy the conditions of
Turkman and Oliveira (1992): the distribution of Xt in such a process depends not only on
It but on the location of t in the actual regime, thus e.g. on It−1 as well.
Furthermore, we assume that the stationary distribution of the process Xt is asymptot-
ically exponential in each regime, i.e. using the notations Fj(x) = P (Xt < u|It = j) and
F̄j(u) = 1−Fj(u) (j = 0, 1) the following holds. (Note that in the sequel, unless indicated
otherwise, all probability statements are made under the stationary distribution of Xt.)
Assumption 5.5. Xt has an absolutely continuous distribution with respect to the Lebesgue-
measure and there exist K0 > 0 and K1 > 0 such that
F̄1 (u) ∼ K1e
−κu (5.31)
F̄0 (u) ∼ K0e
−κu/a (5.32)
where 0 < a ≤ 1 holds.
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This assumption is more straightforward than it looks at a first glance. (5.31) can al-
ways be satisfied by a marginal transformation of the process, which leaves the extremal
dependence structure essentially unchanged. As far as the second equation is concerned,
we may assume without much loss of generality that F0 also belongs to the domain of
attraction of a GPD and that F̄0 (u) ≤ F̄1 (u) for sufficiently large u. Then, as the exponen-
tial distribution is the GPD with shape parameter ξ1 = 0, the shape parameter of the GPD
corresponding to F0 can only be ξ0 ≤ 0. The ξ0 < 0 case is not particularly interesting
because the support of F0 has a finite upper end point in this case. Hence only ξ0 = 0
remains and one may obtain (5.32) as a reasonable approximation of the tail of F0.4
Assumption 5.5 immediately implies that P (It = 0|Xt > u) → 0 if 0 < a < 1. With
this in mind, the It = 1 regime will be called as the dominant regime, and the other as the
dominated one, although strictly speaking this distinction is not valid for a = 1.
Turning to the dependence structure, it is completely determined for given marginals
by the bivariate distributions ((Xt−1, Xt) |It = j) (j = 0, 1) because of the conditional
Markovity assumption. Indeed, with a slightly vague use of notation, the joint distribution
can be written as
P (Xn, . . . , X1) =
∑
In,In−1,...,I1
P (Xn, Xn−1, . . . , X1|In, In−1, . . . , I1) P (In, In−1, . . . , I1)
with
P (Xn, Xn−1, . . . , X1|In, . . . , I1)
= P (Xn|Xn−1, . . . , X1, In, . . . , I1) P (Xn−1, Xn−2, . . . , X1|In, In−1, . . . , I1)
= P (Xn|Xn−1, In) P (Xn−1, Xn−2, . . . , X1|In, . . . , I1)
= P (Xn|Xn−1, In) P (Xn−1, Xn−2, . . . , X1|In−1, . . . , I1)
where we used Assumption 5.4. Furthermore,
P (Xn|Xn−1, In) = P (Xn−1, Xn|In)∑
In
P (Xn−1|In−1) P (In−1|In) ,
hence recursively





P (Xt−1|It−1) P (It−1|It) .
Concerning the bivariate dependence structure, it is natural to assume that the condi-
tional joint distributions ((Xt−1, Xt) |It = j) for j = 0, 1 both belong to the domain of
4It is clear from section 2.2.1 that ξ = 0 is compatible with many different distributions. However,
by Theorem 2.6 the exponential distribution is the best choice because in this case exceedances themselves
follow the GPD.
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attraction of bivariate extreme value laws with spectral measures H0 and H1, respectively,
as this assumption is satisfied by all practically relevant bivariate distributions. A short
introduction into the topic of bivariate extreme value theory was given in section 2.2.3.
Equation (2.22) suggests that if both marginals of a bivariate extreme value law are
unit exponential, the joint distribution behaves (under some regularity conditions) as a ran-
dom walk above high thresholds. Although the unit exponentiality assumption is not valid
for either conditional joint distributions in the Markov-switching, conditionally Markov
model, the idea behind (2.22) can be applied after appropriate transformations as follows.
For later reference, using the notations a1 = 1 and a0 = a, define for j = 0, 1
F uj (z) = P (Xt < aju + z|Xt−1 = u, It = j) .
We will examine whether F uj (z) has a limit (in the spirit of (2.22)) as u → ∞.
It is a well known fact that It – being a two-state Markov chain – is a Markov chain in
reversed time as well, and its transition matrix is equal to that of the original chain:
P (It−1 = i|It = j) = P (It = i|It−1 = j)
for i, j ∈ {0, 1}. As
P (Xt−1 > u|It = i) =
1∑
j=0
P (Xt−1 > u|It−1 = j) P (It−1 = j|It = i)
for i = 0, 1, one can obtain
P (Xt−1 > u|It = 1) ∼ (1 − p1) K1e−κu + p1K0e−κu/a (5.33)
P (Xt−1 > u|It = 0) ∼ p0K1e−κu + (1 − p0) K0e−κu/a. (5.34)
Thus (5.33) implies
P (Xt−1 + c1 > u|It = 1) ∼ K1e−κu ∼ P (Xt > u|It = 1) , (5.35)
where c1 = log (1 − p1) /κ if 0 < a < 1 and c1 = log (1 − p1 + p1K0/K1) /κ if a = 1.
Hence, if It = 1, both marginals of (κ (Xt−1 + c1) , κXt) are asymptotically unit exponen-
tial. Taking into account the bivariate extreme value assumption, it follows from (2.22) that
– under further regularity conditions – the limit
lim
u→∞
P (κXt < u + z|κ (Xt−1 + c1) = u, It = 1)
and hence also the limit
F ∗1 (z) := lim
u→∞
F u1 (z) (5.36)
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exist for all z. Similarly, (5.34) yields that
P (aXt−1 + c0 > u|It = 0) ∼ K0e−κu/a ∼ P (Xt > u|It = 0) (5.37)
with c0 = a/κ log (K0/ (p0K1)) if 0 < a < 1 and c0 = log (1 − p0 + p0K1/K0) /κ if




P (κXt/a < u + z|κ/a (aXt−1 + c0) = u, It = 0)
and also
F ∗0 (z) := lim
u→∞
F u0 (z) (5.38)
exist under appropriate regularity conditions. (We will also use the notations F̄ ∗j (z) =
1 − F ∗j (z) for j = 0, 1.) It is natural to assume the following, slightly stronger versions of
(5.36) and (5.38) for Xt :
Assumption 5.6. The joint distributions (Xt−1, Xt) | (It = j) (j = 0, 1) are absolutely
continuous with respect to the Lebesgue-measure. There exist (possibly improper) distri-
bution functions F ∗j (z) such that F uj (z) → F ∗j (z) as u → ∞ uniformly on all compact







P (Xt > aiu|Xt−1 = u − y, It = i) = 0 (5.39)
is satisfied for i = 0, 1 where a1 = 1 and a0 = a.
Note that F ∗j (∞) = limz→∞ F ∗j (z) = 1 always holds because of the exponential decay
of the marginal distributions. Indeed, if F ∗j (z) exists for a z, then Assumption 5.5 and
equations (5.35) and (5.37) imply
Kje




P (Xt > ajv + z|Xt−1 = v, It = j) f(Xt−1|It=j) (v) dv
∼ F̄ ∗j (z) P (Xt−1 > u|It = j) ∼ F̄ ∗j (z) Kje−κ(u+cj/aj)
hence F̄ ∗j (z) ≤ e−κ(z−cj)/aj .
On the other hand, F ∗j (−∞) > 0 may well happen. For instance, if Xt is independent
conditionally on It, then F ∗j (z) = 1 for all z. Condition (5.39) is needed in order to rule
out models which "jump" from a moderate or an extremely low level to a very high one in
a single step (e.g. "tail-switching" models such as ARCH-type processes).
94
5.4. EXTREMES OF MARKOV-SWITCHING, CONDITIONALLY MARKOV MODELS
Let us now introduce a (not necessarily stationary) Markov-switching autoregressive
process, with the It process in the background:
Yt = Yt−1 + ε1,t if It = 1, (5.40)
Yt = aYt−1 + ε0,t if It = 0 (5.41)
where 0 < a ≤ 1 and εj,t (j = 0, 1) are both i.i.d. (possibly non-finite) random variables
with distribution functions F ∗j (z), and they are independent of each other as well. (They
take −∞ with probability F ∗j (−∞).) Note that Yt automatically satisfies Assumptions 5.4
(apart from the stationarity condition if a = 1) and 5.6, while Theorem 5.11 ensures that
Assumption 5.5 also holds under further technical conditions on the distribution of εj,t.
As the following Proposition states, Xt and Yt behave similarly in the region of ex-
tremes. For ease of notation, for any symbolw ∈ {X,Y,x,y, r, s} letwk,l = (wk, . . . , wl) .
(If k = 1 and l = p, the subscripts will be occasionally omitted.) We will use wk,l < vk,l
if wi < vi (k ≤ i ≤ l). Also, for a fixed set of ji ∈ {0, 1} (i = k, . . . , l) let ak,l =




i=k aji and aCk,l =
(




. Finally, for given {ji} , xk,l and
yk,l, define the following notations for the events











aCk,lu + xk,l ≤ Yk,l < aCk,lu + yk,l
}
.
Proposition 5.26. Let us assume Assumptions 5.4-5.6 and let a1 = 1 and a0 = a. Then,
for all p, ji ∈ {0, 1} and yi (i = 1, . . . , p) ,
lim
u→∞
∣∣P (X1,p < aC1,pu + y1,p|X0 = u,A1,p) − P (Y1,p < aC1,pu + y1,p|Y0 = u,A1,p)∣∣ = 0.





∣∣P (Bu,x,y1,p | X0 = u,A1,p) − P (Cu,x,y1,p | Y0 = u,A1,p)∣∣ = 0. (5.42)
Indeed, for p = 1,
P
(
Bu,x,y1,1 | X0 = u,A1,1
) − P (Cu,x,y1,1 | Y0 = u,A1,1)
=
(
F uj1 (y1) − F ∗j1 (y1)
) − (F uj1 (x1) − F ∗j1 (x1)) ,
95
CHAPTER 5. MARKOV-SWITCHING AUTOREGRESSIVE MODELS
which tends to 0 uniformly on all compact intervals according to Assumption 5.6. Then


























∣∣P (Baj1u,x2,p,y2,p2,p | X1 = aj1u + v, A2,p)
− P (Caj1u,x2,p,y2,p2,p | Y1 = aj1u + v, A2,p)∣∣ dF ∗j1 (v)
+
∣∣F uj1 (y1) − F ∗j1 (y1)∣∣ + ∣∣F uj1 (x1) − F ∗j1 (x1)∣∣
≤ sup
x1<v<y1





2,p | Y1 = u′, A2,p
)∣∣∣
+
∣∣F uj1 (y1) − F ∗j1 (y1)∣∣ + ∣∣F uj1 (x1) − F ∗j1 (x1)∣∣
where u′ = aj1u + v. Here the supremum of the first term in the last inequality over
r < x < y < s goes to zero as u′ → ∞ by the induction argument, while the suprema of
the second and third terms tend to zero by Assumption 5.6. Hence (5.42) is proven.
So far we examined the probabilities of events bounded from both sides. But what
happens when xi → −∞? It is easy to see that if {Z} = {X} or {Z} = {Y },








1,iu − iM | Zi−1 ≥ aC1,i−1u − (i − 1) M, Ii = ji
)




) − aji (aC1,i−1u − (i − 1) M) = − (i (1 − aji) + aji) M, where we










1,iu − iM | Zi−1 ≥ aC1,i−1u − (i − 1) M, Ii = ji
)
= F ∗ji (−∞) .
(5.43)
Trivially, the above statement also holds when the condition is Zi−1 = aC1,i−1u−(i − 1) M,
Ii = ji.
(5.43) means that if F ∗j (−∞) = 0 (j = 0, 1) the Xt or Yt process, starting from a
relatively high region, will not reach a much lower region compared to its usual path in a
single step with probability close to one. On the other hand, if F ∗j (−∞) > 0, we obtain


















) − ajl (aC1,l−1u − al−1−idi,l−1M) ≥ al−iM/ (p − i) .
Thus once the process has reached a low level compared to its usual sample path, it will







(∃l : i + 1 ≤ l ≤ p, Zl > aC1,lu − al−idi,lM | Zi < aC1,iu − iM, A1,p) = 0.
(5.44)






∣∣P (Bu,−∞,y1,p and ∃i : Xi < aC1,iu − iM | X0 = u,A1,p)
− P (Cu,−∞,y1,p and ∃i : Yi < aC1,iu − iM | Y0 = u,A1,p)∣∣ = 0.
Finally, the combination of this equation and (5.42) with the choice xi = −iM (i =
1, . . . , p) yields the statement in the Proposition.
Proposition 5.26 suggests approximating Xt above sufficiently high thresholds with Yt,
a Markov-switching autoregressive process. One of the regimes in Yt is a random walk and
the other may be a random walk (if a = 1) or a stationary autoregression (if 0 < a < 1).
For instance, if Xt is precisely a two-state MS-AR(1) process with autoregressive pa-
rameters 1 and 0 < a < 1, respectively, then this extremal approximation is certainly
exact. As another extreme example, if Xt is conditionally independent given It, then
ε1,t = ε0,t = −∞ with probability 1 in the limiting representation.
Adapting Appendix 1 of Smith et al. (1997), one could explicitly calculate F ∗j (z) if the
joint distribution of ((Xt−1, Xt)|It = j) were in the domain of attraction of specific bivari-
ate extreme value laws such as the logistic, bilogistic, negative bilogistic or asymmetric
ones. For instance, F ∗j (z) are proper distribution functions in all these cases apart from the
negative bilogistic one.
The given extremal approximation for Markov-switching, conditionally Markov pro-
cesses generalises the idea presented in section 2.2.3 where simple Markov chains with
asymptotically exponential marginal distributions are modelled as a random walk above
high thresholds. In fact, if 0 < a < 1 the conditionally Markov processes are asymptoti-
cally still Markov chains because the dominant regime determines their behaviour at "very
high" thresholds. Since in this case
P (Xt > u + x|Xt−1 = u, It = 0) ≈ P (aXt−1 + ε0,t > u + x|Xt−1 = u)
= P (ε0,t > (1 − a) u + x) → 0
(5.45)
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for all x as u → ∞, the asymptotic step distribution function of the "limiting" Markov
chain takes −∞ with probability p1 + (1 − p1)F ∗1 (−∞) . (Here p1 is the probability of
switching to the dominated regime and the other term is the probability of jumping in the
limit to −∞ while staying in the dominant regime.) By taking into account the domi-
nated regime, the two-state model gives more insight into the subasymptotic behaviour of
a Markov-switching conditionally Markov process than the simple Markov chain represen-
tation.
We should note however that, similarly to the original Markov chain methodology for
extremes (Smith (1992), Smith et al. (1997)) and to its generalisations (e.g. Bortot and
Tawn (1998) or Sisson and Coles (2003)), our motivation comes from statistical mod-
elling. In statistical practice the regularity conditions behind Assumption 5.6 are not con-
sidered restrictive thus Proposition 5.26 gives an appropriate basis for modelling extremes
of Markov-switching conditionally Markov processes with exponential tail.
5.5 Model estimation and simulation
Assume that a process exactly follows a Markov-switching autoregressive structure defined
in (5.1)-(5.2) (or, more generally, a regime switching AR(1) model with negative binomial
regime durations, see section 5.6) and εj,t (j = 0, 1) have parametric distributions. Then,
theoretically, model parameters can be estimated by maximum likelihood – although in
practice, due to computational reasons, Markov Chain Monte Carlo (MCMC) algorithms
are needed even for not too large sample sizes. In Vasas et al. (2007) we present and com-
pare two MCMC estimation schemes for the more general regime switching AR(1) model:
the It-s serve as auxiliary parameters in the first approach, while the change points of the
regimes do the same in the second, reversible jump framework. (Reversible jump MCMC
methods were introduced by Green (1995) and allow for the change of the dimension of
the parameter space.)
In this dissertation we do not go into details of MCMC estimation methods. Instead, we
develop a framework that is more suitable for extreme value analysis. Suppose that Xt is
a Markov-switching, conditionally Markov process (which is a much weaker assumption
than the MS-AR one) with exponential marginals and suppose in the spirit of threshold
methods that we observe data only above a high threshold u. The aim is to estimate the ex-
tremal dependence structure of the process based on these high-level observations, which
we model according to Proposition 5.26 by a Yt Markov-switching autoregressive process.
Compared to fitting an MS-AR model to the whole series, this approach has the advan-
tage that it uses only the high-level exceedances for the estimation of extremes (thus it is
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unaffected by potentially different dynamics at normal levels) and at the same time has
a theoretical foundation. Furthermore, estimation is much less computationally intensive
compared to the MCMC scheme.
So, assume that u is high enough for the approximation of Xt by Yt to be valid and that
the following condition holds.
Assumption 5.7. 0 < a < 1, F ∗1 (0) = 0 and the distributions of εj,t (j = 0, 1) are
absolutely continuous with respect to the Lebesgue-measure with density function hj(z).
This condition is not crucial for the estimation procedure but makes the interpretation
easier. Since ε1,t ≥ 0 a.s. in this case the It = 1 regime can be called asymptotically
the "ascending" regime and the other regime – because of 0 < a < 1 and (5.45) – the
"descending" one.
If all data were observed and the whole process followed a Markov-switching autore-
gression (5.40)-(5.41), the likelihood function would just be the product of the individual
conditional likelihood terms ft = f (Yt|Yt−1, . . . , Y1) :




and ft could be calculated easily by the following recursion. Let
rt = P (It = 1|Yt, Yt−1, . . . , Y1)
denote the conditional probability of belonging to the dominant regime at time t given all
observations up to time t, then
r1,t = P (It = 1|Yt−1, . . . , Y1) = (1 − p1)rt−1 + p0(1 − rt−1)
f1,t = f(Yt, It = 1|Yt−1, Yt−2, . . . , Y1) = r1,th1(Yt − Yt−1)
f0,t = f(Yt, It = 0|Yt−1, Yt−2, . . . , Y1) = (1 − r1,t)h0(Yt − aYt−1)
ft = f(Yt|Yt−1, Yt−2, . . . , Y1) = f0,t + f1,t
rt = f1,t/ft
and the starting values r1 and f (Y1) do not influence the estimates in large samples. The
resulting maximum likelihood estimator is consistent, see Francq and Roussignol (1998).
As in the Markov chain case in section 2.2.3 due to censoring we only observe (Zt, δt)
where Zt = max (Yt, u) and δt = χ{Yt>u}. The aim is to derive an approximation of the
likelihood (5.46) based only on (Zt, δt) . Then, if Yt−1 > u and Yt > u both Yt−1 and Yt are
known and hence the same recursion as above can be applied. However, approximations
are needed in the other three cases.
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When Yt−1 ≤ u and Yt > u two approximations are used to determine ft. First, since
P (It = 1|Yt > u, Yt−1 ≤ u) → 1 as u → ∞, it is assumed in this case that rt ≈ 1. Second,
we cannot observe Yt − Yt−1, hence the distribution of Q = (Yt − u|Yt > u, Yt−1 ≤ u) has
to be approximated. It is easy to show that if 0 < a < 1 holds (Assumption 5.7) then
P (It = 1, It−1 = 1, . . . , It−m = 1|Yt > u, Yt−1 ≤ u) → 1 (5.47)
for any fixed m as u → ∞ (i.e. a long It = 1 regime is needed for the process to cross a
high level u). Thus at the time of reaching u the process behaves similarly to Sn defined in
(5.8) where εn has density function h1(x). Therefore, Q is approximately distributed as the
limiting overshoot of Sn, which was denoted byB∞ in Lemma 5.6. Since the nonnegativity
of ε1,t implies B0 = ε1, (5.9) yields that the probability density of Q is approximately
fQ(y) = F̄ε1,t (y) /Eε1,t. (5.48)
(If ε1,t is e.g. exponentially distributed,Q is also exponential because of the constant hazard
property of the exponential distribution.) Taking together the two approximations, we
obtain ft ≈ fQ(Yt − u) when Yt−1 ≤ u and Yt > u.
When Yt−1 > u and Yt ≤ uwe get rt = 0 because ε1,t ≥ 0 a.s. Thus P (Yt ≤ u|Yt−1) =
P (ε0,t ≤ u − aYt−1) , hence ft ≈
∫ u−aYt−1
−∞ h0(y)dy.
Finally, when Yt−1 ≤ u and Yt ≤ u we simply take ft ≈ P (Yt ≤ u) , which is a
reasonable approximation for most of the sample. By Assumption 5.5, P (Yt ≤ u) depends
on K1 and K0 which do not enter the approximate likelihood at other places, hence these
terms do not influence the maximum likelihood estimation of the structural parameters.
Having obtained the approximate likelihood (which is a function of (Zt, δt) only) the
maximum likelihood estimates of the parameters can be calculated. It follows from the
approximations that when u is not high enough a bias may appear even at large samples,
but it certainly tends to zero as u → ∞. Moreover, the smaller the parameters a and p0 are,
the smaller the estimation bias is.
To illustrate the performance of the approximate likelihood estimator, consider an Xt
Markov-switching autoregressive process where the underlying Markov chain is governed
by p1 = 0.6 and p0 = 0.025 transition probabilities and the two regimes are characterised
by a = 0.8, ε1,t ∼ Exp (λ) and ε0,t ∼ N (0, σ2) with λ = 1 and σ = 0.5. (Apart from a
scaling factor, these parameters roughly correspond to the estimates obtained for the river
discharge data set in section 5.6.) Let us examine the parameter estimates resulting from
the approximate likelihood as a function of the threshold u. The threshold ranges from the
95% to the 99.9% quantile of the marginal distribution of the process. Figure 5.3 shows
that the parameters of the dominated regime, p0, a and σ are essentially unbiased even at
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Figure 5.3: Parameter estimates (and approximate 95% confidence bands) as functions
of the threshold u for a Markov-switching AR(1) process with original length 100000.
The thresholds range from the 95% to the 99.9% quantile of the marginal distribution.
The horizontal lines show the true parameter values. The lower right panel displays the
probabilities r(u) and v(u).
reasonably small thresholds while the p1 (transition probability) and λ (scale) parameters
of the dominant regime are both overestimated for moderate u values – though with a
vanishing margin as u → ∞. (Their bias essentially disappears at around u = 4, the 99.3%
quantile of the marginal distribution.)
The lower right panel of the figure displays two probabilities. The first is
r(u) = P (It = 1|Xt > u, Xt−1 ≤ u) ,
which is an approximation of rt at the time of reaching u, hence it is not surprising that
the distance of r(u) from 1 strongly determines the bias of p1 and λ. The other probability
shown in the figure is v(u) = P (It = 0|Xt > u), which certainly tends to zero as u → ∞,
but this convergence is very slow. There is a wide range of thresholds where the bias of the
variables are negligible but v(u) is still far from zero. These are the thresholds of particular
interest: the parameter estimation gives reliable results but the dominated regime plays a
substantial role in determining the behaviour of the process at such levels.
101
CHAPTER 5. MARKOV-SWITCHING AUTOREGRESSIVE MODELS
The choice of an appropriate u constitutes a bias-variance problem often encountered in
extreme value analysis: an increase of the threshold reduces the estimation bias but raises
the variance by lowering the effective sample size. As an illustration, Figure 5.3 also shows
the calculated 95% confidence intervals of the parameters estimated on the basis of various
threshold exceedances of the Markov-switching autoregressive process with original length
100000. Similarly to e.g. the usual diagnostic check of fitting a GPD to i.i.d. exceedances
(see page 19), a simple way to find a suitable threshold is to select one above which the
parameter estimates look roughly constant. An alternative solution would be to directly
estimate r(u) from the sample but this seems to be complicated as only the large values are
observed.
The final aim of analysing the extremal dependence structure of the Markov-switching,
conditionally Markov model is to describe the behaviour of its limiting extremal cluster
functionals denoted by C∗ in section 2.2.2 (Theorem 2.20). After estimating p1, p0, a and
the parameters of h1(x) and h0(x), an extremal cluster can be simulated straightforwardly
from the autoregressive approximation as follows. By (5.47) we can assume that It = 1 at
the start of a cluster and thus the first value above a high threshold u is distributed as Q in
(5.48). Then we simulate the Markov chain It and the process Yt according to (5.40)-(5.41)
until the process decreases sufficiently below u. Finally, we calculate the desired extremal
cluster functional.
5.6 Application to water discharge data
Figure 3.1/a already suggested why Markov-switching models – together with shot noise
processes and neural networks – are among the most widely used tools to study hydrolog-
ical phenomena. That figure shows the pulsatile nature of the water discharge series: short
but steep ascending periods are followed by longer, gradually descending ones. Hydrolog-
ical evidence suggests that the two periods are governed by completely different physical
phenomena (Jain and Srinivasulu, 2006), pointing to a Markov-switching (or generally, a
regime switching) process.
Among the various switching models presented in the literature two recent articles de-
serve most attention from the point of view of this dissertation. Lu and Berliner (1999)
develop a three-state Markov-switching AR(1) model where the innovations are normally
distributed in each state and the lagged precipitation is included as a regressor. They esti-
mate the model by MCMC methods and find that it reproduces the usual features of river
flow series reasonably well.
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However, in their model the inclusion of precipitation – which is not available to us –
is necessary to reproduce the pulsatile nature of the series. In the absence of an exogenous
trigger such as precipitation the easiest way to model the pulsatility of river flow data in the
regime switching autoregressive framework is to allow a.s. positive increments in one of
the regimes. Szilágyi et al. (2006) propose a two-state Markov-switching model where in
the first, "random walk-type" regime the increments are Weibull-distributed and are ranked
in increasing order within the regime (i.e. always the larger increments occur at the end of
the regime). In the second regime the process decays exponentially, without a random term.
Since the first regime contains the increasing periods and the second the decreasing ones
identification of the regimes is very easy, however, statistically appropriate estimation is
impossible on real data because the decay is never deterministic in reality. Nevertheless, the
model (estimated on ad hoc grounds) performs well in practical hydrological simulations.
In Vasas et al. (2007) we introduce a generalisation of the above model5, which is
also a slight generalisation of the MS-AR model discussed in this chapter. We define a
regime switching AR(1) process (5.1)-(5.2), where regime durations are independent and
the duration of the random walk regime is negative binomially distributed6 with param-
eter (b1, p1) , while the duration of the stationary regime is Geom (p0)-distributed. Since
the MS-AR model has independent and geometrically distributed regime durations, it is
obtained as a special case by choosing b1 = 1. The noise in the random walk regime is as-
sumed to follow a Γ (α, λ) distribution, while the noise in the stationary regime is Gaussian
with zero mean and σ2 variance.
In Vasas et al. (2007) we obtain MCMC parameter estimates for the water discharge
series at Tivadar and show that synthetic water discharge series simulated from the fitted
model reproduce the empirical features (such as the probability density) of the observed
series reasonably well. As in section 4.6 with the ARCH-type model, one could also make
inference on the extremes based on these simulations. (Moreover, the theoretical tail be-
haviour and extremal clustering could also be investigated with methods similar to those
used in this chapter for the MS-AR model.) However, when the extremal behaviour is of
interest, the elegant threshold method developed in section 5.5 is a more suitable estimation
technique because it relies only on high-level exceedances, moreover, it assumes only the
5apart from the ranking condition of the increments in the rising regime
6The negative binomial distribution {qk,1} (k ≥ 1) with parameter (b1, p1) is defined as:
qk,1 =
Γ(k + b1 − 1)
Γ(k)Γ(b1)
pb11 (1 − p1)k−1, (5.49)
i.e. regime durations can be positive integers and their distribution is IFR (increasing failure rate) if b1 > 1,
DFR (decreasing failure rate) if b1 < 1 and geometric if b1 = 1.
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conditional Markov structure (and not the conditional AR structure) of the whole series. If
the switching AR model is estimated on the whole series instead of on the exceedances, the
measures of extremal clustering may be biased due to model misspecification. Misspecifi-
cation may occur e.g. because the expectation of the increments is threshold-dependent –
a hydrological phenomenon captured by ranking the increments in Szilágyi et al. (2006).
Therefore we focus on the threshold method in the sequel.
As a price for using the threshold method one should stick to the Markov-switching
regime structure (i.e. geometrically distributed durations) instead of the more general neg-
ative binomial framework. However, as far as extremes are concerned, this is not a very
strong restriction for the following reason. If we have a conditionally Markov model with
negative binomial regime durations where Assumption 5.7 holds, it is still true that a long
It = 1 regime is needed to reach a high threshold (equation (5.47)). Therefore, since an N
negative binomially distributed random variable with parameter (b1, p1) has the property
that (N − k) | (N > k) →d Geom (p1) as k → ∞, the duration of the It = 1 regime can
be approximated as geometric above high thresholds, providing some theoretical justifica-
tion of the Markov-switching limiting representation Yt even when the ascending regime
durations are negative binomially distributed.
Application of the threshold method
The aim is to analyse the distributions of flood peaks, flood durations and flood volumes
in the water discharge data set measured at Tivadar. (In hydrological practice, flood peaks,
durations and volumes together describe the severity of a flood event.) More precisely, we
ultimately seek to determine a value x such that all flood volumes (or flood durations or
flood peaks) in the next n years (e.g. n = 50) will lie below x with a certain pre-specified
probability q. (The value of q is close to one.) If we assume – in the spirit of Theorem 2.20
– that the number of floods in the coming n years (denoted by K) is Poisson-distributed
with parameter μ and the floods are independent of each other, x can be given easily in
terms of the quantile function of the corresponding cluster functional distribution during a
particular flood (C ′) since
q = P (max (C ′1, C
′
2, . . . , C
′
K) ≤ x) = exp (−μ (1 − P (C ′ ≤ x))) . (5.50)
The threshold defining a flood is chosen as u0 = 1250 m3/s, which is the 99.3%
quantile of the marginal distribution of the river flow series and roughly corresponds to the
water height of the first level of preparedness in the flood alert system. As an operational
definition – which slightly differs from the usual declustering procedures – we regard two
floods distinct if there is at least one day when the water discharge goes below a u < u0,
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Figure 5.4: A few typical observed and simulated flood scenarios
say u = 1050 m3/s auxiliary threshold between them. The hydrological reason behind
this scheme lies in allowing the natural reservoirs to give away excess water during the
inter-flood periods. Note however, that the precise definition of flood does not influence
much the results given below.
Figure 5.4/a provides a rough picture about the shape of a few observed flood scenarios
above the threshold while the upper row in Figure 5.5 displays the histogram of flood peaks,
flood durations and flood volumes.
A variety of studies has examined the distribution of flood peaks and modelled them in
line with extreme value theory by GPD. (In fact, it follows from section 3.2 that the GPDs
fitted to flood peaks of medium and larger rivers tend to be close to the exponential distri-
bution.) A few papers have also investigated flood duration and flood volume distributions,
but they have usually chosen the parametric family used in the analysis on ad hoc grounds.
(Nonparametric modelling is rarely feasible because of the small sample size: e.g. in the
case at Tivadar there are only 48 flood events.) Anderson and Dancy (1992) proposed a
Weibull distribution for aggregate excesses, while Grimaldi and Serinaldi (2006) applied
Gamma distribution for them and lognormal for the durations. Nevertheless, when the use
of a particular parametric family is to be justified, one has to provide a dependence structure
asymptotically yielding that family for the distribution of the extremal cluster functional.
Threshold methods are tailor-made for this purpose.
In view of section 2.2.3 the first idea for threshold-based modelling of the water dis-
charge data is to assume a Markov chain structure, estimate the transition density based on
the censored observations and use the random walk approximation of Smith et al. (1997)
for simulation. However, a simple analysis reveals that the river flow data cannot be treated
as Markov even above high thresholds. Denoting the time series byXt, Figure 5.6 displays
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Figure 5.5: Histograms of observed and 50000 simulated peaks, durations and volumes
above u0 = 1250 m3/s, with auxiliary threshold u = 1050 m3/s. Observed and simulated
peaks are close to exponential.
the plots of Xt − Xt−1 against Xt−1 if Xt−1 − Xt−2 is larger or smaller than zero, respec-
tively. Although the figures only show the cases when Xt−1 is larger than the 98% quantile
of the marginal distribution, the two plots are not similar, indicating that the series is not
first order Markov even above this high threshold.
Being more general, our threshold method assumes that the data come from a Markov-
switching, conditionally Markov model. The approximation in section 5.4 then suggests
that the process behaves asymptotically as a random walk in one regime and as a stationary
autoregression (or perhaps as another random walk) in the other one. In our case, because
of the markedly ascending ("pulsatile") nature of the process in the first regime we may
assume that ε1,t ≥ 0 a.s., and because of the "descending" nature in the other regime we
may assume 0 < a < 1. (The justification also comes from the previously mentioned
hydrological paper Szilágyi et al. (2006).) So in this case the dominant regime can be
called the "ascending", and the dominated regime – at extreme levels – the "descending"
one.
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Figure 5.6: Plot of the increments against the previous day’s discharge values above the
98% quantile, conditioned on the sign of the previous day’s increment

















Figure 5.7: Exponential QQ-plot of the
positive increments above the threshold
u = 1050 m3/s
It also follows that a first approximation to the distribution of ε1,t can be given by exam-
ining the positive increments measured above a high threshold u, i.e. (Xt − Xt−1)|(Xt −
Xt−1 > 0, Xt−1 > u). Figure 5.7 displays the exponential QQ-plot of these increments
above u = 1050 m3/s, indicating that their distribution is close to exponential (apart from
an outlier). Thus we assume that ε1,t is Exp (λ)-distributed, and – as a standard condition –
ε0,t is normally distributed with zero mean and σ2 variance. Hence Assumption 5.7, needed
for the estimation procedure of section 5.5, is satisfied in this case.
Following this procedure, we fit the extremal model with parameters p0, p1, a, λ and σ
using thresholds ranging from u = 500 to 1800 m3/s (or from the 90% to the 99.9% quan-
tile of the marginal distribution). Figure 5.8 shows the parameter estimates as functions of
u. We did not display p0 because it lies below 0.05 irrespective of the threshold and thus
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Figure 5.8: Parameter estimates for the water discharge series as functions of the threshold
it only slightly affects extremal clustering. (Because of the low value of p0 nearly all ob-
served dominated regimes above a high threshold are censored.) The estimate of p1 seems
to be constant from around 1050 m3/s (the 98,7% quantile), while λ and σ do not have
a strong trend from that threshold until around 1500 m3/s (above which the sample size
is less than 50 hence the estimates become very imprecise). The only parameter steadily
decreasing is a but its whole range is narrow enough not to alter substantially the results.
Therefore, we have chosen the threshold u = 1050 m3/s and show the resulting max-
imum likelihood parameter estimates along with their asymptotic standard errors in Table
5.1. Above this threshold, the average duration of an ascending regime is 1/p1 = 1.56 days
and the average increment is 1/λ = 261.1 m3/s. The persistence is quite high even in the
stationary regime with a = 0.819. The value of p0 is estimated very imprecisely because
(nearly) all stationary regimes above the threshold are censored.
Table 5.1: Parameter estimates with standard errors
Parameter p1 p0 λ−1(m3/s) a0 σ(m3/s)
ML-estimate 0.642 0.0289 261.1 0.819 159.7
Standard error 0.045 0.0168 22.3 0.009 12.1
108
5.6. APPLICATION TO WATER DISCHARGE DATA
To give an impression of the model, Figure 5.4 also displays a few simulated flood sce-
narios. (Simulations start at u but the flood definition does not change: only floods above
the first level of preparedness, u0 = 1250 m3/s are taken into account when calculating the
extremal cluster functionals.) The shapes of the simulated and observed floods are similar.
The average simulated flood duration above u0 is 2.71 days, so the process in the dominated
("descending") regime remains above the threshold for more than one day on average after
the peak. Since under the asymptotic structure the process would fall immediately below
the threshold after reaching the peak, the subasymptotic component has an important effect
on clustering tendencies at this level.
The lower row in Figure 5.5 shows the histogram of 50000 simulated flood peaks, flood
durations and flood volumes above the threshold u0. Although the probability of the one
day long floods is significantly higher in the simulated flood duration distribution than in
the observed one and thus a formal χ2-test slightly rejects the fit of the two distributions,
the observed and simulated averages (2.71 days) are equal. The goodness of fit is ap-
propriate in the case of the peaks and volumes, which is illustrated in Figure 5.9 by the
QQ-plots of the observed quantities with respect to their simulated counterparts. Since the
model-based flood peaks can be given approximately as Geom (p1) random sums of i.i.d.
Exp (λ)-distributed variables, they are approximately exponentially distributed with mean
1/(λp1) = 406.7 m
3/s, in accordance with the observed data.
The flood volumes are clearly heavier tailed than the exponential distribution. In fact,
since the threshold model is just an MS-AR(1) process above high thresholds, it follows
from Theorem 5.24 that the limiting aggregate excess distribution in this model has ap-
proximately Weibull-like tail. Hence, the fit of the model to water discharge data also gives
some theoretical justification to the method of Anderson and Dancy (1992), who proposed
to approximate the aggregate excesses of hydrological data sets by Weibull distributions.
Based on the simulated flood duration and flood volume distributions, return values
can be obtained for these quantities. We use e.g. μ = 48 and q = 0.95 in (5.50) for the
50 years, 95% return value, and obtain a point estimate of x = 1370 million m3 for flood
volume and x = 14 days for flood duration. This means that, for instance, the chance of
a flood volume greater than 1370 million m3 in the coming 50 years is approximately 5%.
Note that the highest observed flood volume in the last fifty years was about 570 million
m3/s, which corresponds to the 50 years, 44% return value according to the simulation-
based flood volume distribution. The longest flood in the last fifty years took eight days,
which corresponds to the model-based 50 years, 30% return value in the flood duration
distribution.
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Figure 5.9: QQ-plots of observed flood peaks and volumes with respect to their simulated
counterparts
5.7 Summary
Within the field of the analysis of Markov-switching structures, this chapter gave novel
results in two areas. First, we examined the tail behaviour and extremal clustering of a
certain Markov-switching autoregressive model which was not examined previously in the
literature. In particular, we proved under general conditions that the tail of the model
is asymptotically exponential, and obtained its extremal index in terms of a Wiener-Hopf
integral equation, which can be solved explicitly under further restrictions. We also showed
that the tail of the limiting aggregate excess distribution can be approximated by Weibull-
like distributions if the increments in the first regime are Gamma-distributed.
Second, we proved that extremes of certain Markov-switching, conditionally Markov
models can be approximated by the Markov-switching AR(1) model examined previously,
and developed a threshold-based method to fit the MS-AR(1) model. Finally, we used this




In this dissertation we analysed two classes of models, an ARMA-ARCH-type process and
a Markov-switching autoregressive process, and applied both of them to real hydrologi-
cal data. Although both models proved useful to some degree in practical applications,
it should be asked at the end of the day which model is more valuable. In our opinion,
the MS-AR(1) model outperforms the ARMA-ARCH-type process both in its "physical"
interpretability and in its ability to describe the extremes of hydrological data sets (asymp-
totically exponential vs. Weibull-like tail; smaller than one extremal index vs. clustering
only at subasymptotic levels). This does not mean, however, that the conditional het-
eroscedasticity idea behind the ARMA-ARCH-type model should not be used in further
analyses. On the contrary, its successful application in hydrology suggests that it may
prove practically useful beyond its traditional fields of finance and economics.
To make a connection between the two models we show that the ARMA-ARCH-type
model may be viewed as a statistical approximation to the MS-AR(1) process. It follows
from Karlsen (1990) or Zhang and Stine (2001) that an MS-AR(1) model with k distinct
regimes has a weak ARMA (p, q)-representation where p ≤ k and q ≤ k − 1, hence the
model examined in chapter 5 is actually a weak ARMA(2,1) process.1 Furthermore, the
innovation of this weak ARMA process (denoted in the sequel by wt) has an interesting
property. By the uniqueness of Wold’s decomposition wt is the error of the linear pro-
jection of Xt on the space spanned by {Xs : s ≤ t − 1}, but according to Yang (2000,
Theorem 4) it can also be given in our MS-AR setting as wt = Xt − E (Xt|Gt−1) , where




+ σItVt, where Vt is a zero
mean uncorrelated process, independent of the It Markov chain, and bj , aj are real numbers and σj > 0.
With similar notations our model can be written as Xt = bIt + aItXt−1 + σItVt, where bj = E (εj,t) and
σj = D (εj,t) for j = 0, 1, hence it is not exactly of the same form as in Zhang and Stine (2001). However,
the proofs remain valid with slight modifications, thus the weak ARMA representation still holds.
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Gt is the σ-field generated by {Xs, Is : s ≤ t}. Obviously, E (wt|Gt−1) = 0, and the
E (w2t |Gt−1) conditional variance is a function of only Xt−1 and It−1. Using the notations
pji = P (It = i|It−1 = j) , bj = E (εj,t) , σ2j = D2 (εj,t) (i, j = 0, 1) and a1 = 1, a0 = a
we obtain in our model that
d2j (x) : = D











pji (aix + bi)
)2
.
Since d2j(x) is a quadratic function of x for both js the weak ARMA representation of the
MS-AR(1) process exhibits conditional heteroscedasticity. The variance conditioned on
Xt−1 is given by
d2 (x) := D2 (wt|Xt−1 = x) =
1∑
j=0
d2j (x) P (It−1 = j|Xt−1 = x) .
As limx→∞ P (It−1 = 1|Xt−1 = x) = 1, d2(x) is asymptotically quadratic in x, thus the
weak ARMA-ARCH representation of the process does not belong to the weak type of the
framework of chapter 4. (There the conditional variance should be proportionate to x2β
with 0 < β < 1.) Nevertheless, due to the behaviour of P (It−1 = 1|Xt−1 = x) it may
be possible for certain parameter choices of the MS-AR(1) process that d2(x) is approxi-
mately linear for a wide range of x values and thus the statistical fit of the ARMA-ARCH
model with linear variance (as in section 4.6) may be appropriate. This is illustrated in
Figure 6.1 where d20(x), d21(x) and d2(x) are plotted for an MS-AR(1) model with param-
eters estimated by MCMC for the river flow data at Tivadar, and approximate linearity is
observed for values between about 200 and 1500.
Hence it is not surprising that if the true model is the MS-AR(1) process a statistical
model fitting procedure may lead first to a weak ARMA(2,1) model (as at a few stations
in section 3.1.1) and then to an ARMA-ARCH representation with linear conditional vari-
ance. It should be stressed, however, that this ARMA-ARCH representation is not a proper
data generating process because even if the conditional variance were specified correctly
wt could not be written in the form wt = σ (Xt−1) Zt with i.i.d. Zt noise.
Beyond the theoretical results on the extremes, one of the main messages of the dis-
sertation is that the combination of extreme value tools with time series methods may
allow more insight into the extremal behaviour of processes than extreme value procedures
alone would do. As illustrated especially nicely with the application of the threshold-based
Markov-switching model in section 5.6, extremal clusters can be estimated more precisely
if some – but not very specific – information on the time dependence of the data is utilised.
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Figure 6.1: The functions d21(x) (contin-
uous), d20(x) (dashed) and d2(x) (dotted
line) for the MS-AR(1) model estimated
for the water discharge data set
This combined approach is not constrained to hydrological applicatons. The same phi-
losophy – or even a version of the Markov switching model presented here – could be
helpful in examining extremal phenomena of other series e.g. in biology (endocrinology),
macroeconomics or energy market analysis.
Another related question arises from a multivariate perspective. Similarly to the limit-
ing cluster size or limiting aggregate excess distributions in the univariate time series case,
there does not exist a unique parametric family to describe multivariate extreme value laws.
Therefore, one might ask whether the extremal analysis of appropriate models (e.g. mul-
tivariate Markov-switching processes) could suggest a reasonable parametrisation for the
joint occurence of e.g. extreme water discharges at different monitoring stations. With such
an approach the understanding of multivariate extreme events could be improved.
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Summary
In this thesis I investigate probabilistic properties, extremal behaviour, parameter estima-
tion and hydrological applications of two classes of stationary nonlinear time series models
that share the common feature that all of their moments are finite.
After the Introduction, Chapter 2 summarizes the concepts of time series analysis and
extreme value theory needed for the results of the thesis. Discussing in detail the motivation
behind developing the models, I present the empirical properties of daily river discharge
data of Danube and Tisza in Chapter 3. Besides being highly autocorrelated, these se-
ries belong to the max-domain of attraction of the Gumbel law and exhibit clustering at
high levels. I also demonstrate that linear ARMA or fractional ARIMA processes are not
suitable for analysing the data sets thus the use of nonlinear models is necessary.
Chapter 4 introduces an unusual ARMA-ARCH-type model where the conditional vari-
ance of the ARMA innovations grows as Kx2β where 0 < β < 1. I prove that if all roots
of the characteristic polynomials of the corresponding AR- and MA-terms lie outside the
closed unit disk the model has a stationary solution, moreover, all of its moments are finite
provided that the same is true for the generating noise. The model is shown to possess ap-
proximately a Weibull-like tail. It is estimated by a mixture of least squares and maximum
likelihood methods and I prove the consistency and asymptotic normality of the estimator.
Finally, the model is fitted to the water discharge data and is shown to be superior to the
linear specifications.
Chapter 5 examines Markov-switching autoregressive (MS-AR) models with two states
(regimes): a random walk one and a stationary one. I prove that if the generating noise of
the random walk regime is light-tailed then the model asymptotically has an exponential
tail, its extremal clustering is nontrivial and its limiting aggregate excess distribution ap-
proximately has a Weibull-like tail. I also show why the extremal behaviour of this model
is a good statistical approximation of the extremes of more general Markov-switching con-
ditionally Markov models. Then I develop a threshold-based procedure to fit the MS-AR
model to high-level exceedances of an observed process and analyse the extremal cluster
functionals of the water discharge data using this method. Finally, the concluding chapter
examines the relationship between the two model families of the dissertation and outlines
directions for further research.
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Összefoglaló
A disszertációban két olyan nemlineáris idősormodell-család valószínűségi jellemzőit, ext-
remális viselkedését, paramétereinek becslését és hidrológiai alkalmazásait vizsgálom, ame-
lyek stacionárius eloszlásának minden momentuma véges.
A bevezetés után a 2. fejezetben foglalom össze az idősorelemzés és az extrémérték-
elmélet néhány fontos eredményét. Mivel a modellvizsgálatokat eredetileg hidrológiai al-
kalmazások motiválták, a 3. fejezetben mutatom be a Duna és Tisza folyók vízhozamadat-
sorainak empirikus jellemzőit. Az idősorok erősen autokorreláltak, eloszlásuk a Gumbel-
eloszlás maximum vonzási tartományába tartozik, és magas értékeik klaszterekben fordul-
nak elő. Azt is bemutatom, hogy lineáris ARMA- és frakcionális ARIMA-folyamatokkal
nem lehet megfelelően modellezni az adatsorokat, ezért szükséges a nemlineáris mod-
ellezés.
A 4. fejezetben egy olyan, a szokásostól eltérő ARMA-ARCH-típusú modellt vizsgá-
lok, amelyben az innovációk feltételes varianciája Kx2β nagyságrendű, ahol 0 < β < 1.
Bebizonyítom, hogy ha az AR- és MA-tagok karakterisztikus egyenletének minden gyöke
a zárt egységkörön kívül van, akkor a modellnek létezik stacionárius megoldása, sőt a
megoldás minden momentuma véges, ha ugyanez teljesül a generáló zajra. A stacionárius
eloszlás széle közelítően Weibull-típusú módon cseng le. A modellt a maximum likelihood
és a legkisebb négyzetek módszerének kombinációjával becsülöm, és bebizonyítom a becs-
lőfüggvény konzisztenciáját és aszimptotikus normalitását. Végül vízhozamidősorokra
illesztem a modellt és illusztrálom annak kedvező szimulációs tulajdonságait a lineáris
specifikációhoz képest.
Az 5. fejezetben egy olyan kétállapotú Markov-rezsimváltó autoregresszív (MS-AR)
modellt elemzek, amelyben az egyik rezsim véletlen bolyongás, a másik pedig stacionárius
autoregresszió. Bebizonyítom, hogy ha az első rezsimben a zaj vékony szélű, akkor a
modell stacionárius eloszlása aszimptotikusan exponenciális lecsengésű, a folyamat ma-
gas értékei klaszterekben fordulnak elő, és az aggregált túllépések határeloszlása hoz-
závetőlegesen Weibull-típusú. Megmutatom azt is, hogy bizonyos általánosabb Markov-
rezsimváltó, feltételesen Markov-típusú folyamatok extremális viselkedése is jól közelí-
thető MS-AR-modellel. Ezután egy küszöbalapú becslési eljárást dolgozok ki az MS-AR-
modell becslésére abban az esetben, ha csak magas értéknél cenzorált megfigyelések állnak
rendelkezésre, és elemzem a vízhozam-idősorok extremális klaszter funkcionáljait az így
illesztett modell alapján. Végül az utolsó, következtetéseket tartalmazó fejezet rámutat
a disszertációban vizsgált két modellcsalád közötti kapcsolatra, és további lehetséges ku-
tatási témákat is megfogalmaz.
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