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Abstract. We derive a closed form solution for the Kullback-Leibler
divergence between two generalized gamma distributions. These notes
are meant as a reference and provide a guided tour towards a result of
practical interest that is rarely explicated in the literature.
1 The Generalized Gamma Distribution
The origins of the generalized gamma distribution can be traced back to work of
Amoroso in 1925 [1,2]. Here, we are concerned with the three-parameter version
that was later introduced by Stacy [3]. Its probability density function is defined
for x ∈ [0,∞) and given by
f(x | a, d, p) =
p
ad
xd−1
Γ (d/p)
exp
[
−
(x
a
)p]
(1)
where Γ (·) is the gamma function, a > 0 determines scale and d > 0 and p >
0 are two shape parameters. We note that, depending on its parametrization,
this unimodal density may be skewed to the left or to the right. Moreover, the
generalized gamma contains other distributions as special cases. For d = p, it
coincides with the Weibull distribution, and, if p = 1, it becomes the gamma
distribution. Setting d = p = 1 yields the exponential distribution, and, for
a = 2, p = 1, and d = k/2 where k ∈ N, we obtain the χ2 distribution with k
degrees of freedom.
As a flexible skewed distribution, the generalized gamma is frequently used for
life-time analysis and reliability testing. In addition, it models fading phenomena
in wireless communication, has been applied in automatic image retrieval and
analysis [4,5,6], was used to evaluate dimensionality reduction techniques [7], and
also appears to be connected to diffusion processes in (social) networks [8,9,10].
Accordingly, methods for measuring (dis)similarities between generalized gamma
distributions are of practical interest in data science because they facilitate model
selection and statistical inference.
2 The Kullback-Leibler Divergence
The Kullback-Leibler divergence (KL divergence) provides an asymmetric mea-
sure of the similarity of two probability distributions P and Q [11]. For the case
where the two distributions are continuous, it is defined as
DKL(P ‖ Q) =
∞∫
−∞
p(x) ln
p(x)
q(x)
dx (2)
where p(x) and q(x) denote the corresponding probability densities.
The KL divergence gives a measure of relative entropy. That is, it can be
understood as the loss of information if P is modeled in terms of Q. Hence, the
smaller DKL(P ‖ Q), the more similar are P and Q. Although this resembles
the behavior of a distance measure, it is important to point out that the KL
divergence does not define a distance since it is neither symmetric nor satisfies
the triangle inequality.
3 The KL Divergence between two Generalized Gamma
Distributions
Plugging two generalized gamma distributions F1 and F2 into (2) and recalling
that their probability densities f1 and f2 are defined for x ∈ [0,∞) yields
DKL(F1 ‖ F2) =
∞∫
0
f1(x | a1, d1, p1) ln
f1(x | a1, d1, p1)
f2(x | a2, d2, p2)
dx. (3)
3.1 Step by Step Solution
We begin evaluating the KL divergence in (3) by considering the logarithmic
factor inside the integral. For two generalized gamma densities as in (1), it is
fairly easy to see that, after a few algebraic manipulations, this factor amounts
to
ln
p1
ad1
Γ
(
d1
p1
) + (d1 − 1) lnx−
(
x
a1
)p1
− ln
p2
ad2
Γ
(
d2
p2
) − (d2 − 1) lnx+
(
x
a2
)p2
or, equivalently
ln
p1
ad1
Γ
(
d1
p1
) − ln p2ad2
Γ
(
d2
p2
)
︸ ︷︷ ︸
A
+(d1 − d2) lnx+
(
x
a2
)p2
−
(
x
a1
)p1
(4)
and we observe that term A in (4) is a constant independent of the variable of
integration x.
Plugging (4) back into (3) then leads to
∞∫
0
f1(x | a1, d1, p1)
[
A+ (d1 − d2) lnx+
(
x
a2
)p2
−
(
x
a1
)p1]
dx
= A
∞∫
0
f1(x | a1, d1, p1) dx (5)
+
∞∫
0
f1(x | a1, d1, p1) (d1 − d2) lnx dx (6)
+
∞∫
0
f1(x | a1, d1, p1)
(
x
a2
)p2
dx (7)
−
∞∫
0
f1(x | a1, d1, p1)
(
x
a1
)p1
dx (8)
Given this expansion of (3), we consider the integrals in (5) to (8) one by one
and then construct the final result from the intermediate results we thus obtain.
Solving (5) Since f1(x | a1, d1, p1) is a probability density over [0,∞), we
immediately see that
A
∫
∞
0
f1(x | a1, d1, p1) dx = A · 1 = A. (9)
Solving (6) Plugging the definition of f1(x | a1, d1, p1) into (6) yields∫
∞
0
p1
ad11
xd1−1
Γ (d1/p1)
e−(x/a1)
p1
(d1 − d2) lnx dx
=
p1
ad11
1
Γ
(
d1
p1
) (d1 − d2)
︸ ︷︷ ︸
B
∫
∞
0
xd1−1 e−(x/a1)
p1
lnx dx (10)
where we recognize the factor B as another constant independent of x. In order
to solve the integral in (10), we consider the following substitution
y =
(
x
a1
)p1
(11)
which is equivalent to
y
1
p1 =
x
a1
. (12)
Based on this substitution, we obtain new expressions for two of the factors
inside the integral in (10), namely
xd1−1 = ad1−11 y
d1−1
p1 (13)
lnx = ln a1 +
1
p1
ln y. (14)
In addition, our substitution allows for rewriting the differential dx. In particular,
we have
dy =
p1
a1
(
x
a1
)p1−1
dx (15)
=
p1
a1
y
p1−1
p1 dx (16)
which is to say that
dx =
a1
p1
y
−
p1−1
p1 dy. (17)
Making use of all the above identities, the expression in (10) can be recast and
expanded as follows
B
∫
∞
0
ad1−11 y
d1−1
p1 e−y ln a1
a1
p1
y
−
p1−1
p1 dy
+B
∫
∞
0
ad1−11 y
d1−1
p1 e−y
1
p1
ln y
a1
p1
y−
p1−1
p1 dy
= B
ad11
p1
ln a1
∫
∞
0
y
d1
p1
−1 e−y dy +B
ad11
p21
∫
∞
0
y
d1
p1
−1 e−y ln y dy (18)
As the integrals in (18) are rather intricate, we next resort to the venerable
text by Gradshteyn and Ryzhik [12] which provides an invaluable resource for
tackling integral equations. In particular, in [12, eq. 3.381], we find
∫
∞
0
yν−1 e−µy dy =
1
µν
Γ (ν).
and [12, eq. 4.352] states that
∫
∞
0
yν−1 e−µy ln y dy =
1
µν
Γ (ν)
(
ψ(ν) − lnµ
)
where ψ(·) denotes the digamma function for which we recall that
ψ(x) =
d
dx
lnΓ (x) =
Γ ′(x)
Γ (x)
.
Hence, if we set µ = 1 and ν = d1/p1 and write out constant B from (10),
the first term in (18) becomes
p1
ad11
1
Γ
(
d1
p1
) (d1 − d2) ad11
p1
ln a1 Γ
(
d1
p1
)
= (d1 − d2) ln a1 (19)
and for the second term in (18) we find
p1
ad11
1
Γ
(
d1
p1
) (d1 − d2) ad11
p21
Γ
(
d1
p1
)
ψ
(
d1
p1
)
=
1
p1
ψ
(
d1
p1
)
(d1 − d2). (20)
Added back together, both expressions therefore provide us with the following,
pleasantly simple intermediate result
∞∫
0
f1(x | a1, d1, p1) (d1 − d2) lnx dx =
[
1
p1
ψ
(
d1
p1
)
+ ln a1
]
(d1 − d2). (21)
Solving (7) Plugging the definition of f1(x | a1, d1, p1) into (7) yields
p1
ad1
1
Γ
(
d1
p1
)
︸ ︷︷ ︸
C
∫
∞
0
xd1−1 e−(x/a1)
p1
(
x
a2
)p2
dx. (22)
In order to simplify this expression, we once again apply the substitution that
was introduced in (11) and subsequently find
C
∫
∞
0
ad1−11 y
d1−1
p1 e−y
(
a1
a2
)p2
y
p2
p1
a1
p1
y
−
p1−1
p1 dx
= C
ad11
p1
(
a1
a2
)p2 ∫ ∞
0
y
d1+p2
p1
−1
e−y dy. (23)
Looking at this integral, we recognize its structure to be similar to that of the
integral in the first term of (18). As we already know how to deal with integrals
like these, we omit further details and immediately obtain our next intermediate
result
∞∫
0
f1(x | a1, d1, p1)
(
x
a2
)p2
dx =
Γ
(
d1+p2
p1
)
Γ
(
d1
p1
) (a1
a2
)p2
. (24)
Solving (8) Finally, plugging the definition of f1(x | a1, d1, p1) into (8) yields
−C
∫
∞
0
xd1−1 e−(x/a1)
p1
(
x
a1
)p1
dx. (25)
where the multiplicative constant C is defined as above. Again, this expression
can be solved quickly using the change of variables we considered before. That
is, applying (11), the expression in (25) can be written as
− C
∫
∞
0
ad1−11 y
d1−1
p1 e−y y
a1
p1
y
−p1−1
p1 dy
= − C
ad11
p1
∫
∞
0
y
d1
p1 e−y dy (26)
where we have used that y = yp1/p1 . Once more, we recognize a structural
similarity to the first term in (18) so that, if we set ν = d1/p1+1, we obtain our
final intermediate result as follows
−
∞∫
0
f1(x | a1, d1, p1)
(
x
a1
)p1
dx = −
Γ
(
d1
p1
+ 1
)
Γ
(
d1
p1
) = −d1
p1
. (27)
3.2 Final Result
Finally, assembling the four intermediate results in (9), (21), (24), and (27)
establishes that: The KL divergence between two generalized gamma densities
f1 and f2 amounts to
∞∫
0
f1(x | a1, d1, p1) ln
f1(x | a1, d1, p1)
f2(x | a2, d2, p2)
= ln
p1 a
d2
2 Γ
(
d2
p2
)
p2 a
d1
1 Γ
(
d1
p1
) +

ψ
(
d1
p1
)
p1
+ ln a1

 (d1 − d2) + Γ
(
d1+p2
p1
)
Γ
(
d1
p1
) (a1
a2
)p2
−
d1
p1
(28)
4 Concluding Remarks
Given this closed form solution for the KL divergence between two generalized
gamma distributions, it appears instructive to verify it for special cases. Equating
the shape parameters d and p of a generalized gamma distribution produces a
Weibull distribution. Evaluating (28) for the particular case where d1 = p1 and
d2 = p2 yields
ln
p1 a
p2
2
p2 a
p1
1
+
[
−
γ
p1
+ ln a1
]
(p1 − p2) + Γ
(
p2
p1
+ 1
)(
a1
a2
)p2
− 1 (29)
where γ = −ψ(1) ≈ 0.5772 is the Euler constant. This indeed corresponds to
the KL divergence between two Weibull distributions [13].
Likewise, equating the shape parameter p of a generalized gamma distribution
to 1 produces a gamma distribution. An evaluation of (28) for the special case
where p1 = p2 = 1 yields
ln
ad22 Γ (d2)
ad11 Γ (d1)
+ [ψ(d1) + ln a1] (d1 − d2) + d1
(
a1
a2
)
− d1 (30)
which is indeed the arguably well known KL divergence between two gamma
distributions.
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