Abstract In this paper, we define a number of closely related isomorphisms. On one side of these isomorphisms sit a number of of algebras generalizing the Hecke and affine Hecke algebras, which we call the "Hecke family"; on the other, we find generalizations of KLR algebras in finite and affine type A, the "KLR family."
Introduction
Fix a field k and an element q = 1, 0 ∈ k. Let e be the multiplicative order of q. In this paper, we discuss isomorphisms between two different families of algebras constructed from this data.
One of these families is ultimately descended from Erich Hecke, though it is a rather distant descent. It's not clear he would recognize these particular progeny. The other family is of a more recent vintage. While the first hint of its existence was the nilHecke algebra acting on the cohomology of the complete flag variety, it was not written in full generality until the past decade in work of Khovanov, Lauda and Rouquier [11, 12, 18] .
In the spirit of other families in representation theory, one can think of Hecke family as being trigonometric and the KLR family as rational. However, a common phenomenon in mathematics is the existence of an isomorphism between trigonometric and rational versions of an object after suitable completion; the "ur-isomorphism" of this type is between the associated graded of the K-theory of a manifold and its cohomology. Such an isomorphism has been given for completions of non-degenerate and degenerate affine Hecke algebras by Lusztig in [13] . Another similar isomorphism is because the correspondence between degenerate and non-degenerate formulas is easy to work out (just replace multiplication by q ±1 by addition of ±1), and our ultimate goal is to apply our results to the Cherednik category O in [24] , which only uses the non-degenerate case. Remark 1.2. Very closely related (and in many cases, Morita equivalent) algebras were introduced by Maksimau and Stroppel [16] ; they use the terms "Hecke family" and "KLR family" exactly as above. The main difference between the approaches in these papers is that this paper emphasizes not Schur algebras as those working in the field understand them, but certain Morita equivalent algebras we find more convenient to work with, whereas [16] work more directly with the Schur algebra.
Type O. We'll first consider the simplest case of this isomorphism. In essence, this is just a rewriting of the approach in [18, § 3.2] , but for applications in [24] , we require a small generalization of those results, and it will serve to illustrate our techniques for the sections on other types. The two algebras we consider are:
• the affine Hecke algebra H(q) of S n with parameter qe h , considered as a k[[h]]-algebra. Note that this deformation only makes sense if k has characteristic 0.
• the KLR algebra R(h) of rank n for sl e attached to the polynomials Q i+1,i (u, v) = u − v + h, also considered over k [[h] ]. These algebras are defined in [3, (4.1-5) ] and [3, (1.6-15) ] respectively; here we consider them with the addition of an h-adic deformation. This deformation is very important since it allows us to compare affine Hecke algebras with q at a root of unity with those for generic q. For KLR algebras, this corresponds to comparing KLR algebras for A e and A ∞ (as in [22, Ex. 2.25] ). By the usual idempotent lifting arguments (see, for example, [25, Lem. 2.2] ), the Grothendieck group of projective modules for R(h) is the same as that for the usual KLR algebra R with h set to 0; thus, R(h)-modules categorify the algebra U + (sl ∞ ) or U + ( sl e ) by [12, Thm. 8] .
Theorem 1.3. There is a k[[h]]-algebra isomorphism H(q) ∼ = R(h).
The characteristic 0 assumption may look peculiar to experts in the field; the Hecke algebra over a field of characteristic p has similar deformations coming from deforming the parameter q (though e h does not make sense here), but it's not clear how to match other deformations of the Hecke algebra with the simplest deformations of the KLR Algebraic Combinatorics, Vol. 3 #1 (2020) algebra. A different deformation of the KLR algebra defined by Hu and Mathas [9] is compatible with more general deformations of the Hecke algebra, in particular with the deformation of F p [S n ] to Z p [S n ]. Since our primary applications will be to Hecke algebras and related structures of characteristic 0, this hypothesis is no problem for us. In general, we'll prove our results in parallel with the undeformed Hecke algebra (and related structures) in arbitrary characteristic, and with the exponentially deformed Hecke algebra in characteristic 0.
One isomorphism between type O completions was implicitly constructed by Brundan and Kleshchev in [3] and for a related localization by Rouquier in [18, § 3.2.5] for h = 0. Unfortunately, it is not clear how to extend these isomorphisms to the deformed case, so instead we construct an isomorphism which is different even after the specialization h = 0. This isomorphism still has a similar flavor to those previously defined; in brief, we use a general power series of the form 1 + y + · · · (in particular e y ) where Brundan and Kleshchev or Rouquier use 1 + y. We will also generalize this theorem in a small but useful way: in fact there is a natural class of completions of the Hecke algebra that correspond with the KLR algebra for a larger Lie algebra G U . Here we consider an arbitrary finite subset U ⊂ k {0}, given a graph structure connecting u and u if qu = u , and let G U be the associated Kac-Moody algebra.
This definition is the same as the "type A graphs" in [18, § 3.2.5], but we do not impose a connectedness assumption. The most important case is when U is the eth roots of unity, so U is an e-cycle, but having a more general statement will be useful in an analysis of the category O for a cyclotomic rational Cherednik algebra given in [24] . A more direct proof of this equivalence using the Dunkl-Opdam subalgebra is now given in [21] . The generalization of Theorem 1.3 to this case (Proposition 3.10) gives an alternate approach (and graded version) of the theorem of Dipper and Mathas [5] that Ariki-Koike algebras for arbitrary parameters are Morita equivalent to a tensor product of such algebras with q-connected parameters.
The technique we use for this isomorphism and all others considered in this paper is a variation on that used by Rouquier in [18, § 3.26] . We construct an isomorphism between completions of the polynomial representations of H(q) and R(h), and then match the operators given by these algebras. This requires considerably less calculation than confirming the relations of the algebras themselves. It also has the considerable advantage of easily generalizing to other types.
In Maksimau and Stroppel's framework [16] , these are the cases which are "no level, not Schur."
Type W. The first variation we introduce is "weightedness." This is a similar change of framework in both the Hecke and KLR families, though it is not easy to see from the usual perspective on the Hecke algebra. This algebra can be considered as the span of strand diagrams with number of strands equal to the rank of the algebra, and a crossing corresponding to T i +1 or T i −q, depending on conventions. In this framework, we can introduce a generalization of the Hecke algebra which allows "action at a distance" where certain interactions between strands occur at a fixed distance from each other rather than when they cross. To see the difference between these, compare the local relations (1a-1c) with (12a-12f). We have already introduced this concept in the KLR family as weighted KLR algebras [22] , but the idea of incorporating it into the Hecke algebra seems to be new. Note that wKLR algebras are defined for any Cartan datum, but as usual, we will only consider those attached to the quiver structures on sets U (which are always unions of finite and affine type A). 
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On graded presentations of Hecke algebras and their generalizations
The main result in this case is that we obtain a graded KLR type algebra Morita equivalent to the affine Schur algebra after completion; after this preprint had appear on the arXiv, Miemietz and Stroppel [17] showed a direct isomorphism of the completed affine Schur algebra with a quiver Schur algebra from [19] . When e = ∞, these algebras are Morita equivalent to the type O algebras, and thus they still categorify the algebra U + (sl ∞ ). When e < ∞, the category of representations is larger, and corresponds to the passage from U + ( sl e ) to U + ( gl e ). Thus, in Maksimau and Stroppel's framework [16] , these are the cases which are "no level, Schur" (though again, we should emphasize that our algebra only match theirs up to Morita equivalence in the Schur cases).
Type F. The second variation we'll consider is "framing." This is also a fundamentally graphical operation, accomplished by including red lines, which then interplay with those representing our original Hecke algebra. This case is closely related to the extension from Hecke algebras to cyclotomic Hecke algebras and parabolic category O of type A.
These algebras lead to categorifications of tensor products of simple representations. In the KLR family, these are precisely the tensor product algebras introduced in [23, Def. 4.7] ; in the Hecke family, these algebras do not seem to have appeared in precisely this form before, though they appear naturally as endomorphisms of modules over cyclotomic Hecke algebras.
In particular, we show that our isomorphism and deformation are also compatible with deformations of cyclotomic quotients. For a fixed multiset {Q 1 , . . . , Q } of elements of U , there are cyclotomic quotients of both H(q) and R(q) (the specializations at h = 0), which Brundan and Kleshchev construct an isomorphism between. We can deform this cyclotomic quotient with respect to variables z = {z j }.
For H(q), consider the deformed cyclotomic quotient attached to the polynomial
by the 2-sided ideal generated by C(X 1 ).
This is precisely the Ariki-Koike algebra of [2, Def. 3.1] for G( , 1, n) with the parameters u i = Q i e −zi (where we use u i as in the reference of [2] ). For R(h), the corresponding quotient is given by an additive deformation of the roots. For each u ∈ U , we have a polynomial c u (a) = Qj =u (a − z j ).
] by the ideal generated by c u1 (y 1 )e u for every length n sequence u ∈ U n .
For the usual indexing of cyclotomic quotients by dominant weights, this is a deformation of the cyclotomic KLR algebra R λ attached in [11] to a dominant weight
In Maksimau and Stroppel's framework [16] , these are the cases which are "higher level, not Schur." Type WF. Our final goal, the algebras incorporating both these modifications, is the least likely to be familiar to readers. The category of representations over these algebras is equivalent to the category O for a rational Cherednik algebra for Z/ Z S n , as we show in [24] . In certain cases, these algebras are also Morita equivalent to cyclotomic q-Schur algebras.
The isomorphism between the two families in this case will prove key in the results of [24] , proving the conjecture of Rouquier identifying decomposition numbers in this category O with parabolic Kazhdan-Lusztig polynomials. This construction is also of some independent interest as a categorification of Uglov's higher level Fock space, introduced in [20] . In [24] , we will show that several natural, but hard-to-motivate structures on the Fock space arise from these algebras.
In Maksimau and Stroppel's framework [16] , these include the cases which are "higher level, Schur" (as before, up to Morita equivalence). We should however, note that the algebras we consider are more general, since they depend on the ratios of parameters corresponding to the weightedness and the framing; the higher level Schur case only captures situations where this ratio is small. This more general context is used in [24, 21] to compare with category O over Cherednik algebras [7] .
Polynomial-style representations
First, we will discuss some generalities about completions of algebras and their representations. There are a few facts about these completions we will want to use many times, so it is more convenient to have a general framework from which they follow.
Let A be a K-algebra for K a commutative ring. Let B a Noetherian commutative K-algebra such that Spec B is a smooth curve over Spec K. We'll primarily be interested in the case where
, that is the affine line or punctured affine line. The n-fold tensor power B ⊗n = B ⊗ K B ⊗ K · · · ⊗ K B is thus the functions on the n-fold fiber product of Spec B with its usual induced action of S n , and the algebra Z = (B ⊗n ) Sn has smooth spectrum Spec Z = Sym n Spec k (Spec B). As usual, B ⊗n is projective of rank n! over Z, and free if Spec B is the punctured or unpunctured affine line. We'll want to consider representations of such algebras where some fixed ideal I ⊂ B acts nilpotently under every inclusion ψ(B ⊗ · · · ⊗ B ⊗ I ⊗ B ⊗ · · · ⊗ B). We can express this as a topological condition.
Consider B as a topological ring with the I-adic topology, and the obvious induced topologies on B ⊗n and Z. Let B ⊗n and Z be the corresponding completions of these algebras. The former topology is just the I (n) -adic topology for I (n) the sum of all ideals of the form B ⊗ · · · ⊗ I ⊗ · · · ⊗ B. 
m as a simple calculation with projection to invariants (i.e. the Reynolds operator) shows. This will will follow if these ideals have the same radical.
Since B ⊗n is integral over Z, every generator of I (n) has a minimal polynomial over Z, whose coefficients, of course, lie in I . Thus, a power of this generator lies in I , which establishes the desired equality of radicals. Now we wish to endow A with the coarsest topology compatible with this topology on B ⊗n , or equivalently on Z. This is induced by the bases
m A, which give equivalent topologies by the equality Proof. Note that we have an injective map A → End Z (P ). The projectivity of P over Z implies that End Z (P ) ∼ = Hom Z (P, Z) ⊗ Z P is also projective over Z. Thus, the induced map
giving the action of A agrees with the base change by Z of the original action map. This remains injective by the flatness of A over Z.
3. Type O 3.1. Hecke algebras. We will follow the conventions of [3] concerning Hecke algebras. Our basic object is H(q), the affine Hecke algebra. Let us fix our assumptions on base fields and parameters:
Algebraic Combinatorics, Vol. 3 #1 (2020) ( * ) Let k be a field of any characteristic. Fix a element q ∈ k {0, 1}; let e the multiplicative order of q (which may be ∞).
, and let q = qd(q).
Differentiating, we see that this is only possible if d(h) = e d1h ; in particular, if k has positive characteristic, we must have d 1 = 0, whereas if K has characteristic 0, this makes sense for any d 1 .
The algebra H(q) is generated by {X
. . , T n−1 } with the relations:
The subalgebra generated by the T i 's alone is a copy of the (finite) Hecke algebra H(q), and the subalgebra generated by the X ±1 i is a copy of the Laurent polynomial
In this paper, we'll rely heavily on a diagrammatic visualization of this algebra. An example of such a rank 5 diagram is given below:
As usual, we can compose these by taking ab to be the diagram where we place a on top of b and attempt to match up the bottom of a and top of b. If the number of strands is the same, the result is unique up to isotopy, and if it is different, we formally declare the result to be 0.
The rank n type O affine Hecke algebra is the quotient of the span of these diagrams over k [[h] ] by the local relations: (1a) 
Remark 3.2. We want to make sure that the reader notices the distinction here between "relations" and "local relations." Here "relations" has the usual algebraic meaning: generators of the kernel of the homomorphism to an algebra of the free associative algebra on the generators. However, "local relations" means something a bit more subtle: whenever we have two diagrams which are identical outside a small region, and match the two sides of the equation, then they are set equal. Of course, the effect this has depends on what is allowed in the rest of the diagram. So a relation like 1a can be applied in type O diagrams (as in this section) or in type W diagrams, which we'll introduce later. While the pictures on the page are the same, the induced relations are different, since we have different rules for how the rest of the diagram is constructed. Thus in later sections, we will refer back to these local relations, but apply them in a different diagrammatic framework.
Remark 3.3. In the degenerate case, we can write a similar set of local relations, replacing (1a-1c) with the local relations: (1d)
It may not be immediately clear what the additional value of this graphical presentations is. However, this perspective will lead us to generalizations of the affine Hecke algebra which we call types W, F and WF.
Theorem 3.4. The algebra H(q) is isomorphic to the rank n type O Hecke algebra via the map sending T r + 1 to the crossing of the rth and r + 1st strands, and X r to the square on the rth strand, as shown below:
Ben Webster
Proof. We'll use the relations given in [3, § 4] without additional citation. The equations (1a-1c) become the relations:
Similarly, one can easily derive the relations of the affine Hecke from the diagrammatic ones given above. This shows that we have an isomorphism.
Note that if we instead sent the element T i − q to the crossing, we would obtain local relations which are quite similar to (1a-1c), but have a few subtle differences: (3a)
Our first task is to describe the completions that are of interest to us. Consider a finite subset U ⊂ k {0}; as before, we endow this with a graph structure by adding an edge from u to u if u = qu. Note that for U chosen generically there will simply be no edges, and that under this graph structure U will always be a union of segments and cycles with e nodes (if e < ∞).
We will apply the results of Section 2 in this context with
One natural construction of modules over H(q) is given by induction from H(q), as discussed in [15, § 4.3] ; as discussed there, the result is free as a C-module if the original module is free over k[[h]], with ranks matching. In particular, applying this to the two 1-dimensional representations of H(q), where this algebra acts by the characters χ
gives natural (signed) polynomial representation
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Lemma 3.5. The data of (4) defines a polynomial-style representation on P = P ± .
Proof.
(1) This freeness is clear from the basis in [14, 4.3] ; in fact, as B ⊗n = C-module,
(2) The center of the affine Hecke algebra H(q) is precisely the symmetric Laurent polynomials Z = C Sn by [14, 4.5] . (3) The module P ± is faithful by [15, (4.3.10) ], and its freeness over C has already been discussed.
Thus, as in Section 2, we have an induced topology on H(q) with completion H(q).
We could also define H(q) as the completion of H(q) in the directed system of all quotients where the spectrum of each X i lies in U .
We can identify Spec(C) with (A 1 {0}) n × A 1 where the last factor has coordinate h and is completed at 0. Let U = U n × {0} ⊂ Spec(C). This is the vanishing set of I (n) as defined in Section 2. Thus, the closure of C in H(q) is the completion of C at this subscheme. In particular, the identity in C, and thus in H(q) decomposes as a sum of idempotents 1 = u∈U n e u . These have the property that on any topological
and for any module, we have M = ⊕e u M .
In particular, we have that H(q) = u∈U n e u H(q) = u,u ∈U n e u H(q)e u .
3.1.1. Formulas for the polynomial representation. Now, let us study the action of H(q) on its polynomial representation P ± . Denote the action of S n on U n by u → u s for s ∈ S n ; as usual, we let s i = (i, i + 1). For any Laurent polynomial F , we let
For notational clarity, we denote 1 = 1⊗1 ∈ P − , so this representation is generated by this vector, subject to the relation T i 1 = −1. As in [15, (4.3. 3)], one can calculate the action of T i on F 1 for any Laurent polynomial F ; this is easiest to see if we expand
where F 0 and F 1 are s i -invariant Laurent polynomials. Thus, we have that
Thus, we have that
The Hecke algebra acts faithfully on this representation by [15, (4.3.10) ], so we can identify the affine Hecke algebra with a subalgebra of operators on P ± . Similarly, the representation P + is generated by an element 1
The action of H(q) in this case is given by the formula
so we have that
Consider the H(q)-module P ± := H(q) ⊗ H(q) P ± . It follows from Lemma 2.5 that:
Lemma 3.6. The module P ± is a rank 1 free module over the completion of C at the set U, and this representation remains faithful. The space e u P ± is isomorphic to
3.2. KLR algebras. We wish to define a similar completion of the KLR algebra R(h) for the graph U . We use the conventions of Brundan and Kleshchev, but we record the relations we need here for the sake of completeness and to match our slightly more general context. The rank (2) n KLR algebra R(h) attached to the Dynkin diagram U is generated over k[h] by elements {e(u)} u∈U n ∪ {y 1 , . . . , y n } ∪ {ψ 1 , . . . , ψ n−1 } subject to the relations:
ψ r e(u) = e(u sr )ψ r ;
otherwise.
Just as in the Hecke case, there is a graphical presentation for the KLR algebra. Since this is covered in [11] and numerous other sources, we'll just record an example (2) Note here that the "rank" n has no relationship to the size of the set U (typically called the rank of the corresponding Kac-Moody algebra); for any fixed U , we get a different algebra for each positive integer n. and write out the local relations here for convenience:
We will again apply the results of Section 2, now with
The algebra R(h) also has a natural polynomial representation P , defined by Rouquier in [18, § 3.2] and Khovanov and Lauda in [11, § 2.3] . This representation P is generated by a single element 1, with the relations
This can be written as a sum of the images of e u , and we always have that e u P is a rank 1 free module over C.
Just as in the Hecke algebra, the action of ψ k on arbitrary polynomials can be written in terms of Demazure operators. For a polynomial f ∈ k[[h]][y 1 , . . . , y n ], we can describe the action as
The data of (6) defines a graded polynomial-style representation on P .
(1) The algebra R(h) is finitely generated free as a C-module by [ Let R(h) be the completion of R(h) respect to the induced topology and
be the completion of this polynomial representation. By Lemma 2.3, this is the same as completing these graded abelian groups with respect to their grading. We can easily deduce from Lemma 2.5 that:
Lemma 3.8. The module P over R(h) is faithful, and the action of C induces an isomorphism e u P ∼ = C, the completion of this ring with respect to its grading topology. 
Our approach will match Brundan and Kleshchev's if we choose b(h) = 1 + h.
There is a unique vector space isomorphism γ p : P − → P defined by the formula
In particular, under this map, the operator of multiplication by X i on e u P − is sent to multiplication by u i b(y i ).
Here the subscript p is not a parameter, but distinguishes this map from an isomorphism of algebras we'll define later.
Proof. By Lemma 3.6, the elements (u
an e u are a basis of P − , so this map is well-defined. We will check that it is an isomorphism on the image of each idempotent e u . On this image, this map is induced by the ring homomorphism
The induced map modulo the square of the maximal ideal sends X i − u i → u i y i + · · · , and so defines an isomorphism of these completed polynomial rings. By Lemma 3.8, this shows that the map is an isomorphism.
Just as in Brundan and Kleshchev, it will be convenient for us to use different generators for H(q). Let
We will freely use the relations involving these given in [3, Lem. 4.1], the most important of which is (10) Φ r e u = e u sr Φ r
where the second equality holds by (8) . Also, let β(w, z) =
This fraction is an invertible power series, since both the numerator and denominator have non-zero constant terms.
which is also invertible.
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Thus we can define an invertible power series by
Proof. The match γ(X r ) = u u r b(y r )e u is clear from the definition of the map (9) . Thus, we turn to considering γ(Φ r ). Using (10) and the definition, one can easily calculate that
Using the commutation of Φ r with symmetric Laurent polynomials in the X ±1 i 's, we obtain a general form of action of this operator on an arbitrary Laurent polynomial
Now, consider how this operator acts if we intertwine with the isomorphism γ p ; substituting into the formulas (11), we obtain that for a power series
Thus from (7), we immediately obtain that A u r ψ r e(u) = Φ r e(u). Since A u r is invertible, this immediately shows that the image of R(h) lies in that of H(q) and vice versa. Thus, we obtain an induced isomorphism between these algebras. 4 . Type W 4.1. Type W Hecke algebras. The isomorphism of Theorem 3.10 can be generalized a bit further to include not just KLR algebras but also weighted KLR algebras, a generalization introduced by the author in [22] .
Fix a real number g = 0. 
• Proof. The equations (12a-12b) are the usual relations satisfied by multiplication and Demazure operators. The equations (12c-12d) are clear from the definition of the operators for ghost/strand crossings. Finally, the relations (12e-12f) are calculation with Demazure operators similar to that which is standard for triple points in various KLR calculi. For example, assuming g < 0 for (12e), the LHS is
using the usual twisted Leibnitz rule for Demazure operators; this is the RHS, so we are done. On the other hand, (12f) follows in a similar way from the equation
This completes the proof. and (a 1 , . . . , a n ) ∈ Z n ; here D w is a arbitrarily chosen diagram which induces the permutation w on the endpoints at y = 0 when they are associated to the endpoint at the top of same strand, and no pair of strands or ghosts cross twice.
The action of W(q) B (q) on its polynomial representation is faithful.
Proof. This proof follows many similar ones in KLR theory. These elements are linearly independent because the elements D w span the action of k[S n ] after extending scalars to the fraction field of rational functions, since D w = f w w+ v<w f v v for some rational functions f v with f w = 0. Thus our proposed basis is linearly independent over k in this scalar extension, so must have been linearly independent before. Note that this shows that the action of these elements on the polynomial representation is linearly independent. Thus, if we show that they span, it will show that the representation is faithful.
Now we need only show that they span. Using relation (12a), we can assume that all squares are at the bottom of the diagram.
Furthermore, any two choices of the diagram D w differ via a series of isotopies and triple points, so relations (12b,12e,12f) show that these diagrams differ by diagrams with fewer crossings between strands and ghosts. Thus, we need only show that any diagram with a bigon can be written as a sum of diagrams with fewer crossings. Now, assume we have such a bigon. We should assume that it has no smaller bigons inside it. In this case, we can shrink the bigon, using the relations (12b,12e,12f) whenever we need to move a strand through the top and bottom of the bigon or a crossing out through its side. Thus, we can ultimately assume that the bigon is empty, and apply the relations (12b-12d).
We now have the results we need to apply the results of Section 2, in the case of
The requisite freeness and the faithfulness of the polynomial representation follow from Proposition 4.5, so this defines a polynomial style representation. Thus, we have an induced completion W B with faithful completed polynomial representation by Lemma 2.5.
Comparison with Hecke and Schur algebras. Choose
for s some real number with s |g|. For every type O diagram on n strands, we can choose an isotopy representative such that the endpoints of the diagram are precisely B s at both y = 0 and y = 1. Furthermore, we can choose this representative so that if we think of it as a type W diagram and add ghosts, no strand is between a crossing of strands and the corresponding ghost crossing. Obviously we can do this for individual crossings, and any diagram can be factored into these. • If g < 0, this isomorphism sends a single crossing to T i + 1. That is, the diagrams satisfy the local relations ( 1a-1c).
• If g > 0, this isomorphism sends a single crossing to T i − q. That is, the diagrams satisfy the local relations ( 3a-3c).
The polynomial representation defined above is intertwined by this map with the polynomial representation of H(q) if g < 0 and the signed polynomial representation if
This theorem shows that if we view type O diagrams as type W diagrams where |g| is sufficiently small that we cannot distinguish between a strand and its ghost (3) , then the local relations (1a-1c) will be consequences of (12a-12f).
Proof. We'll consider the case where g < 0. We have that T i + 1 is sent to the diagram which sent by the polynomial representation of the type W affine Hecke algebra representation to (Y r − qY r+1 ) • ∂ r . That is, we have
Since W(q) B (q) acts faithfully on its polynomial representation, this shows that we have a map of the Hecke algebra to the WAHA; the faithfulness of P − implies that this map is injective. Since the diagram D w and the polynomials in the squares are in the image of this map, the map is surjective.
The case g > 0 follows similarly.
Thus, the WAHA for any set containing V is a "larger" algebra than the affine Hecke algebra. The category of representations of affine Hecke algebras are a quotient category of its representations via the functor M → e V M , though in some cases, this quotient will be an equivalence. where the sum is over n-part compositions of m.
Following [8], we let E(n, m) denote the S(q, n, m)-H(q) bimodule |k|=m k H(q).
By a result of Jimbo [10] , the affine Hecke algebra acts naturally on M ⊗ V ⊗n for any finite dimensional U q (gl n )-module M and V the defining representation using universal R-matrices and Casimir operators; analogously, the algebra S(q, n, m) naturally acts on
Furthermore, the algebra S(q, n, m) has a natural polynomial representation given by
There is a more detailed exposition of this representation in [17, § 4] .
Lemma 4.8. This representation is faithful.
(3) Perhaps this will be easier if you take off your glasses. . This element is defined as a linear combination of left multiplications of elements of H(q), restricted to k H(q). Thus, any non-trivial linear combination of these elements has the same property. By the faithfulness of P − , this implies that no non-trivial linear combination of φ d k,k acts trivially. That is, the action is faithful.
If we replace k by the anti-symmetrizing quasi-idempotent
then we obtain the signed q-Schur algebra S − h (n, m), which instead acts on
The affine q-Schur algebra has a diagrammatic realization much like the affine Hecke algebra. For each composition µ = (µ 1 , . . . , µ n ) of m, we let C µ = {i +js | 0 i < µ j } for some fixed 0 < g s, and let C be the collection of these sets. That is, we have groups of dots corresponding to the parts of the composition, with sizes given by µ i .
In the type W affine Hecke algebra W(q) C (q), we have an idempotent e µ which on each group in [js, js+µ j ] traces out the primitive idempotent in the nilHecke algebra which acts as ∂ w0 y µj −1 1 · · · y µj −1 in the polynomial representation. For example, for µ = (1, 3, 2), this idempotent is given by:
Let e = µ e µ be the sum of these idempotents over m-part compositions of n. Theorem 4.9. If g < 0, we have an isomorphism of algebras e W(q) C (q)e ∼ = S(q, n, m) which induces an isomorphism of representations e P C ∼ = P S(q,n,m) . Similarly, if g > 0, we have an isomorphism of algebras e W(q) C (q)e ∼ = S − h (n, m). Setting h = 0, we obtain an isomorphism between the WAHA e W(q) C (q)e (at h = 0) with the usual affine Schur algebra for any field k and any q / ∈ {0, 1}. Since this isomorphism requires passing through a Morita equivalence, it is quite difficult to make it explicit. A closely related isomorphism is shown in much greater detail by Miemietz and Stroppel in [17] , relating the affine Schur algebra and the quiver Schur algebra from [19] ; presumably these results can ultimately be matched by tracing through the Morita equivalence of [22, Th. 3.8], but we will not trace through the details of doing so.
Proof. First, consider the case g < 0. Consider the idempotent e Bs in e W(q) C (q)e . This satisfies e Bs W(q) C (q)e Bs ∼ = H(q) by Theorem 4.6.
Thus, e e Cµ W(q) C (q)e Bs is naturally a right module over H(q). We wish to show that it is isomorphic to µ H(q). . . . , X n ), we see that it must be injective as well. Thus, the action of e W(q) C (q)e on e W(q) C (q)e Bs defines a map e W(q) C (q)e → S h . Assume a = 0 is in the kernel of this map e W(q) C (q)e ; that is, a acts trivially on e W(q) C (q)e Bs . Note that W(q) C (q) acts faithfully on the rational representation P
n ] K, and the element D 1 induces an isomorphism e Cµ P K C ⊗F → e Bs P K C ⊗ F . Thus, we must have that aD 1 then acts non-trivially in e Bs P C , and so aD 1 e Bs = 0, contradicting our assumption that a is in the kernel. Thus, we can only have a = 0, and the map to the Schur algebra is injective.
On the other hand, note that the element e e Cµ D w e C µ e for w any shortest double coset representative is sent to the element φ w = w ∈SµwS µ T w plus elements in When g > 0, the argument is quite similar, but with T i − q replacing T i + 1 and using the g > 0 version of Theorem 4.6.
We'll prove in Corollary 6.7 that the idempotent e induces a Morita equivalence between W(q) C and S h (n, m). Thus, from the perspective of the Hecke side, introducing the type W relations is an alternate way of understanding the affine Schur algebra.
Weighted KLR algebras.
On the other hand, the author has incorporated similar ideas into the theory of KLR algebras, by introducing weighted KLR algebras [22] . 
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For the sake of completeness, here is an example of a weighted KLR diagram:
We can define a degree function on KL diagrams, a special case of the degree function in [22] . The degrees are given on elementary diagrams by (15)
and h is given grading 2. Note that the relations (14a-14h) are all homogeneous with wKLR diagrams given the grading of (15).
Proposition 4.11 ([22, Prop. 2.7]). The wKLR algebra W D (q) for a collection D has a faithful polynomial representation
defined by the rule that • Each crossing of the r and r + 1st strands acts by the Demazure operator
• Thus, we can again apply the results of Section 2, with
Lemma 4.12. The polynomial representation P D is graded polynomial-style with the data of (16) . Let i be a loading in the sense of [22] , that is, a finite subset D = {d 1 , . . . , d n } with d 1 < · · · < d n of R together with a map i : D → U . In the algebra W(q) D (q), we have an idempotent i projecting to the stable kernel of X j − i(d j ) (that is, the kernel of Theorem 4.14. There is an isomorphism γ :
Proof. This follows from comparing the polynomial representations. Exactly as argued in Lemma 3.9, the map is an isomorphism of vector spaces between the polynomial representations: the polynomial representation P B has one copy of C for each subset in B. In P B , each of these copies is completed at U n , and becomes the direct sum of the images of e u , which is a copy of the completed polynomial ring. We can think of the choice of subset and of u as giving a loading, which has a corresponding copy of C in P B . The map γ p induces an isomorphism between these completed polynomial rings. Now, we should consider how identifying completed polynomial representations via γ p affects how the basic diagrams of the WAHA act on the polynomial representation.
We have that
is invertible, so the appropriate case of (17a) holds. If u r = u r+1 , then
is invertible, so the formula is clear. Now, we turn to (17b). We find that
The first case of the isomorphism (17b) thus follows directly from the polynomial representation of the wKLR algebra given in Proposition 4.11. The second case of (17b) is clear.
The reader will note that the image of the idempotent e under this isomorphism is not homogeneous. On abstract grounds, there must exist a homogeneous idempotent e with isomorphic image. Let us give a description of one such, which is philosophically quite close to the approach of [19] .
Choose an arbitrary order on the elements of U . The idempotent e µ for a composition µ is replaced by the sum of contributions from a list of multi-subsets Z i of U such that |Z i | = µ i . There's a loading corresponding to these subsets, which we'll denote i Z * . The underlying subset is C µ as defined before; the points associated to the jth part at x = js + , . . . , js + µ j are labeled with the elements of Z j in our fixed order. Finally, e Z * is the idempotent on this loading that acts on each group of strands with the same label in U and attached to the same part of µ with a fixed homogeneous primitive idempotent in the nilHecke algebra, for example, that acts as y k−1 1 · · · y k−1 ∂ w0 in the polynomial representation. Consider the sum e of the idempotents e Z * over all p-tuples of multi-subsets.
The idempotent e has isomorphic image to e , since W e is a sum of projectives for each composition µ whose (µ 1 ! · · · µ p !)-fold direct sum is W e Cµ . Thus, the algebra e W e is graded and isomorphic to the Schur algebra. It would be interesting to make this isomorphism a bit more explicit, but we will leave that to other work. We give an example of such a diagram below:
We decorate this red strand with a multisubset Q • = {Q 1 , . . . , Q } ⊂ U and let
To distinguish from other uses of the letter, we let e k (z) be the degree k elementary symmetric function in an alphabet z. 
That is, on the RHS, we have the product
, where the green strand shown is the jth, and
The RHS can alternately by written as
. Remark 5.3. As in the earlier cases, there is a degenerate version of this algebra, where we use the local relations (1d-1f), leave (18a-18c) unchanged, and replace the RHS of (18d) with (X i − X i+1 + 1)
.
We'll continue to use our convention of letting X r denote the sum of all straight-line diagrams with a square on the rth green strand from the left (ignoring red strands). • e i to the identity on the submodule generated by f i .
• X i to the multiplication operator and
• the action of positive to negative crossing to the identity
and the opposite crossing to
Proof. This is a standard computation with Demazure operators. Now, we can allow several red lines at various values of x, each of which carries a multiset of values in U . For the sake of notation, we'll still denote the multiset given by all such labels as {Q 1 , . . . , Q }, with a strand with the label Q i at x-value ϑ i . So, the situation we had previously considered was ϑ i = 0 for all i. Let the rank n type F affine Hecke algebraF ϑ (q, Q • ) be the algebra generated over
by rank n type F Hecke diagrams for ϑ with n strands modulo the local relations (3a-3c) and (18a-18d).
These algebras have a polynomial representation P ϑ using the same maps attached to basic diagrams as Proposition 5.4, but now with idempotents, and thus copies of Laurent polynomials, indexed by weakly increasing functions ν :
with ν(i) giving the number of green strands to the left of the ith red strand. This was carried out in more detail in [16, Prop. 1.10]. As before, any two idempotents corresponding to ν are isomorphic by straight-line diagrams.
These affine type F algebras have "finite-type" quotients. In other contexts, these have been called "steadied" or "cyclotomic" quotients. Pictorially, the idempotents e B we kill possess a green strand which is left of all the red strands. In [23] , the corresponding ideal for KLR algebras is called the violating ideal and we will use the same terminology here. Given D a collection of subsets of R, we'll letF
spanned by diagrams whose tops and bottoms lie in the set D.
Proposition 5.7. The rank n cyclotomic affine Hecke algebra H(q, Q • ) for the parameters {Q 1 , . . . , Q } is isomorphic to the rank n type F 1 Hecke algebra
Proof. If we let e be the idempotent given by green lines at x = 1, . . . , n, then we see by Theorem 4.6, there is a map from the affine Hecke algebra sending X i and T i + 1 to diagrams as in (2) Applying (18c) at the leftmost strand shows that p Q (X 1 ) lies in the violating ideal, which is the kernel of the map to F(q, Q • ). Thus, ι induces a map H(q,
This map is clearly surjective, since any F 1 Hecke diagram with no violating strand is a composition of the images.
Thus, we need only show that the preimage of the violating ideal under ι lies in the cyclotomic ideal. As in the proof of [23, 3.16] , the relations (18c,18d) allow us to reduce to the case where only a single green strand passes into the left half of the plane. In this case, we gain a factor of p Q (X 1 ), showing that this is in the cyclotomic ideal.
Stendhal algebras.
The type F algebras in the KLR family have been introduced in [23] . Let o 1 = min(ϑ i ), and o j = min ϑi>oj−1 (ϑ i ); so these are the real numbers that occur as ϑ i in increasing order. Consider the sequence λ j = ϑi=oj ω Qi of dominant weights for g U , and let
In [23, Def. 4.7] , we defined algebras T λ ,T λ attached to this list of weights. These cannot match Fϑ (q, Q • ), F ϑ (q, Q • ) since they are not naturally modules over k[[h, z]]; however, we will recover them when we set h = z 1 = · · · = z = 0. Instead, we should consider deformed versions of these algebrasT λ (h, z), T λ (h, z) introduced in [22, § 3 .2] based on the canonical deformation of weighted KLR algebras. As usual, we'll let y r denote the sum of all straight line Stendhal diagrams with a dot on the rth strand. 
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The rank n Stendhal algebra T λ (h, z) is the quotient ofT λ (h, z) by violating diagrams as defined in [23, Def. 4.3] .
Again for the sake of comparison, here is an example of a Stendhal diagram of rank 5:
This algebra is graded with Stendhal diagrams given their usual grading, summing local contributions given by
and the variables h and z i each have degree 2. The algebraT λ (h, z) has a polynomial representation P λ , given in [23, Lem. 4.12] . In order to match the Hecke side, we will use the version of this representation that has
For every loading, we have an associated function κ, with κ(k) equal to the number of black strands to the left of o k , and a sequence (u 1 , . . . , u n ) given by the eigenvalues we've attached to each black strand. We let e u,κ be the idempotent associated to this data inT λ (h, z) and by extension in T λ (h, z) and T λ (h, z).
5.3.
Isomorphisms. As in types O and W, these algebras have polynomial-style representations (graded in the case ofT λ (h, z), with the data
Algebraic Combinatorics, Vol. 3 #1 (2020) and the polynomial representations we have defined, with the latter being graded. This is proven exactly as in the earlier cases: Theorem 5.9. We have an isomorphism Fϑ (q, 6. Type WF 6.1. Type WF Hecke algebras. Finally, we consider these two complications jointly. As mentioned before, these are unlikely to be familiar algebras for the reader, but these results will ultimately be useful in understanding category O of rational Cherednik algebras in [24] . 12a-12f, 18a-18c ) and
(20b) = = = Remark 6.2. The degenerate version of this algebra is defined by the local relations (12a-12b, 12f-12i, 18a-18c, 20a-20b)
Note that relation (18d) is not true in this algebra. As before, we should think of type F diagrams as type WF diagrams with g so small that we cannot see that the ghost and strand are separate. Using this approach, we can see that relation (18d) for a strand and a ghost together is a consequence of (14d) and (20a), much as in Theorem 4.6.
This algebra has a polynomial representation P ϑ , defined using the same formulae as those of Propositions 4.4 and 5.4. We leave the routine computations that these are compatible with (20a) and (20b) to the reader.
We call an idempotent unsteady if the strands can be divided into two groups with a gap > |g| between them and all red strands in the right hand group, and steady otherwise.
Thus, the idempotents shown in (21a) are steady, and those in (21b) are unsteady. We can also call this a "pictorial Cherednik algebra," referring to the fact that the representation category of this algebra when k = C and we set h = z i = 0 is equivalent to the category O over a Cherednik algebra for the group Z/ Z S n for certain parameters. More precisely, we consider the category O over the rational Cherednik algebra H for the group Z/ Z S n with arbitrary C-valued parameters k, s 1 , . . . , s , using the conventions of [24, § 2.1] and consider the algebra WF ϑ (q, Q • ) where fix the number of green strands to be n, and fix the parameters g = Re(k), ϑ p = Re(ks p ), q e 2π i k , and Q p = e 2π i ksp . consider as a common generalization of all the algebras we have considered. Given a collection D of subsets of R, we'll let WF
As in earlier cases, the algebra WF ϑ (q, Q • ) is equipped with a polynomial representation P ϑ using the rules of Proposition 4.4 for diagrams only involving green strands and Proposition 5.4 for basic diagrams involving red and green strands.
6.1.1. Relation to cyclotomic Schur algebras. We can extend Theorem 4.6 to this setting. As before, let V = {B s = {s, 2s, 3s, . . . , ns}} for s some real number with s |g|, |ϑ i |. Now consider a diagram where the first strand starts at (s, 0), goes linearly to (−s, 1 /2) then back to (s, 1), while all others remain straight. This diagram is unsteadied, since the horizontal slice at y = 1 /2 is unsteadied by the leftmost strand. By the relation (18c), this diagram is equal to i=1 (X 1 − Q i ) which thus lies in the kernel of the map of the affine Hecke algebra to WF ϑ V (q, Q • ). As in the proof of 5.7, we can easily check that the diagram discussed above generates the kernel so WF ϑ V (q, Q • ) is isomorphic to this cyclotomic quotient.
There is also a version of this theorem relating the type WF Hecke algebras to cyclotomic Schur algebras. Assume that the parameters ϑ i are ordered with ϑ 1 < · · · < ϑ . Fix a set Λ of -multicompositions of n which is an upper order ideal in dominance order. We'll be interested in the cyclotomic q-Schur algebra S (Λ) of rank n attached to the data (q, Q
• ) defined by Dipper, James and Mathas [4, 6.1]; let S − (Λ) be the signed version of this algebra defined using signed permutation modules.
Let r be the maximum number of parts of one of the components of ξ ∈ Λ. Choose constants g and s so that
of course, this is only possible is r|g| < |ϑ k −ϑ n | for all k = n. In this case, we associate to every multicomposition ξ ∈ Λ a subset E ξ that consists of the points ϑ p + i + js for every 1 j ξ
i . In order to simplify the proof below, we'll use some results from [24] , in particular, a dimension calculation based on the cellular basis constructed in [24, Thm. 2.26]. Since [24] cites some of the results of this paper, the reader might naturally worry that the author has created a loop of citations and thus utilized circular reasoning. However, we only use these in the proof of Proposition 6.6, which is not used in [24] .
As it is equal to 1/ξ! times the number of pairs of tableaux of the same shape, one standard and of type E ξ . The entries of an E ξ -tableau are of the form ϑ p + i + js for (i, j, p) a box of the diagram of ξ. A filling will be a E ξ if and only if the replacement ϑ p + i + js → j p is a semi-standard tableau (4) increasing weakly along columns and strongly along rows if κ > 0 and vice versa if κ < 0. In fact, this gives a ξ! := ξ (p)
k !-to-1 map from E ξ -tableau to semi-standard tableau of type ξ.
Thus, the dimension of e Dt,m WF ϑ D (q, Q • )e ξ is the number of pairs of tableaux of the same shape, one standard and one semi-standard of type ξ. This is the same as the dimension of the permutation module associated to ξ, so the surjective map e Dt,m WF ϑ D (q, Q • )e ξ → P ξ must be an isomorphism. We have from [24, Lem. 3.3] (4) This tableau uses alphabets (denoted using subscripts) with the order 1 1 < 2 1 < 3 1 · · · < 1 2 < 2 2 < 3 2 · · · < 1 3 < · · · .
Algebraic Combinatorics, Vol. 3 #1 (2020) show that this algebra is cellular with the number of cells equal to the number ofmultipartitions of n. By [4, 6.16] , this is the number of simples over S (Λ) as well.
This also allows us to show: Theorem 6.7. The idempotent e induces a Morita equivalence between the affine Schur algebra S h (n, m) and the type W affine Hecke algebra W(q) C (q).
Proof. Since the algebra W(q) B (q) is Noetherian, if W(q) B (q)e W(q) B (q) = W(q) B (q), then there is at least one simple module L over W(q) B (q)/W(q) B (q)e W(q) B (q), which must be killed by e .
This simple module must be finite dimensional since W(q) B (q) is of finite rank over the center of this module. Thus, X 1 acting on this simple module satisfies some polynomial equation p(X 1 ) = 0, and L factors through the map to a type WF Hecke algebra WF ϑ where we choose ϑ i ϑ i+1 for all i, and ϑ 0, with Q i being the roots of p with multiplicity.
By Proposition 6.6, the identity of WF ϑ can be written as a sum of cellular basis vectors factoring through the idempotent e ξ at y = 1 /2. We have some choice in the definition of these vectors, and we can assure that all crossings in them occur to the right of all red line. The relation (18c) allows us to pull all strands to the right. Once all the strands are to the right of all red lines, this slice at y = 1 /2 will be the idempotent e ξ • , times a polynomial in the dots. Since this idempotent e ξ • lies in e W(q) B (q)e , we must have that e acts non-trivially on L, contradicting our assumption. This shows that W(q) B (q)e W(q) B (q) = W(q) B (q), proving the Morita equivalence.
6.2. Weighted KLR algebras. There's also a KLR algebra in type WF. This is also a weighted KLR algebra as defined in [22] , but now for the Dynkin diagram U with a Crawley-Boevey vertex added, as discussed in [22 The rank n type WF KLR algebraT ϑ (h, z) is the algebra generated by these diagrams over k[h, z] modulo the local relations ( 14a-14h,19a-19d) and
This is a reduced weighted KLR algebra for the Crawley-Boevey graph of U for the highest weight λ. The steadied quotient of T ϑ (h, z) is the quotient ofT ϑ (h, z) by the 2-sided ideal generated by all unsteady idempotents. 
C
The collection of sets C µ attached to m-part composition of n.
21, 22, 34 e
The idempotent e in W(q)(q) which corresponds to all m-part compositions of n. 
32-34
T ϑ (h, z) The WF KLR algebra (reduced weighted KLR algebra) defined in Definition 6.8.
34-36
