Abstract. We study the computation of the orthogonal spline collocation solution of a linear Dirichlet boundary value problem with a nonselfadjoint or an indefinite operator of the form Lu
We assume that a ij , c i , b, and f are sufficiently smooth, a 12 (x) = a 21 (x), x ∈ Ω, and the a ij satisfy the uniform ellipticity condition
In general, the operator L of (1.2) is nonselfadjoint and could be indefinite with respect to the L 2 inner product. The principal part of L is given in nondivergence form rather than the divergence form 2 i,j=1 (a ij (x) u xi ) xj . While the divergence form is natural for the standard finite element Galerkin method, the nondivergence form is more appropriate for the orthogonal spline collocation (OSC) method since, in this case, the implementation of the OSC method requires neither partial derivatives of the equation coefficients nor their approximations. Also, in comparison with finite element methods, the OSC method requires no integrals or their approximations to set up the corresponding linear system. An analysis of OSC for the BVP (1.1)-(1.3) was given in [7] , where optimal order L 2 and H 1 error estimates and an optimal H 2 error estimate were obtained. The solution of the resulting linear system by banded Gaussian elimination requires O(N 4 ) operations on N ×N partition [24, 25, 34] . The application of iterative methods reduces this cost. Classical iterative methods, such as Jacobi, Gauss-Seidel, or SOR, for the OSC solution of Poisson's equation on a uniform partition were studied in [23, 29, 37] . ADI methods for solving OSC problems with separable operators were investigated in [5, 13, 19] .
Since the operator in the BVP is nonseparable, nonselfadjoint, or indefinite, one can attempt to solve the corresponding linear system by preconditioned BICGSTAB, QMR, CGS, and GMRES methods described in [35] . On the other hand, the preconditioned conjugate gradient (PCG) method is an effective method for solving a linear system with a symmetric and positive-definite matrix. We solve the OSC problem by a PCG method applied to a linear system of normal equations. This method is called PCGNR (see section 5.2 in [4] and section 9.5 in [35] ).
Preconditioning of a selfadjoint positive-definite operator by a spectrally equivalent operator was suggested by Kantorovich [26] . This idea, used first by D'yakonov [17, 18] for the finite difference solution of a BVP by Richardson's method, was later extended to the PCG method for the finite element and finite difference solutions of nonselfadjoint or indefinite BVPs [10, 11, 20, 31] . Preconditioning for some nonseparable OSC problems was studied in [6, 27, 28, 38] .
Before describing our approach to solving the OSC problem, let us discuss some common techniques used in other discretization methods. Let L h be a finite difference or a finite element operator associated with a nonselfadjoint or indefinite BVP, and let L * h be the adjoint of L h with respect to an appropriate inner product (·, ·) h . Two wellknown approaches for solving the equation L h u h = f h are based on preconditioned normal equations:
where a selfadjoint and positive-definite operator M h is a preconditioner for L h [10, 11, 20, 30, 31] . The operators
h L h are selfadjoint with respect to (·, ·) h -inner product and M h -inner product, respectively. Therefore, the equations (1.4) and (1.5) can be solved by the CG method with the corresponding inner products. Analyses of the CG solution of (1.4) and (1.5) are, respectively, related to L 2 -norm and H 1 -norm analyses of a finite difference or a finite element discretization. The finite element equation L h u h = f h can also be solved by modern preconditioned domain decomposition and multilevel methods (see, for example, [33, 36] ). However, since these methods are not well developed for OSC, in this article we consider the solution of the OSC problem L h u h = f h approximating BVP (1.1)-(1.2) based on the normal equation
where a nonselfadjoint or indefinite OSC operator M h is associated with a separable operatorL which is "close" to L. Following an H 2 -norm analysis of [7] , we show w = r in one step rather than in two separate steps M * h z = r and M h w = z. On a uniform N × N partition, the total cost of our PCG algorithm with a tolerance is O(N 2 ln N | ln |). The approach presented in this paper was used in [1] for the solution of a nonlinear OSC Dirichlet BVP by Newton's method.
An outline of this paper is as follows. Notation and auxiliary results are introduced in section 2. We prove spectral equivalence of the OSC operators in section 3 and discuss the matrix-vector form of the OSC problem in section 4. In section 5, we prove convergence of the PCG algorithm, and in section 6, we formulate matrix decomposition algorithms for the solution of an equation with the preconditioner. The implementation and the cost are discussed in section 7. In section 8, we present results of our numerical tests, and finally, section 9 is devoted to our conclusions.
Preliminaries. For
Throughout we assume that the partitions π h = π 1 × π 2 are regular; that is, there exist positive constants σ 1 , σ 2 , and σ 3 , all independent of h, such that
For an integer r ≥ 3, let P r be the set of all polynomials of degree ≤ r. For k = 1, 2, let
be the space of Hermite splines of degree r associated with the partition π k , and let
, where ⊗ denotes the tensor product of vector spaces. Note that V 0 is the set of all functions that are finite linear combinations of products
Let {η l } r−1 l=1 and {ω l } r−1 l=1 be, respectively, the nodes and the weights of the (r −1)-point Gauss quadrature rule on (0, 1). For k = 1, 2, let G k consist of the points
is the set of Gauss points in Ω associated with the partition π h . Corollary 5.3 of [32] implies that any v ∈ V 0 is uniquely defined by its values on G. For v and z defined on G, let
and let v h = (v, v) h . Let ρ(x) be a continuous positive function on Ω, and let ρ min = min x∈Ω ρ(x) and ρ max = max x∈Ω ρ(x). We shall also use
and v h,ρ = (v, v) h,ρ . We note that (·, ·) h,ρ and · h,ρ are, respectively, an inner product and a norm in V 0 . It is easy to see that
Throughout, H l (Ω) denotes the Sobolev space with the standard norm · H l (Ω) [12] . We write
). In the following, C denotes a generic positive constant independent of h.
The OSC problem for (1.1)-(1.2) consists of finding u h ∈ V 0 such that
The following result was proved in [7, Theorem 3.3] .
, and let h be sufficiently small. Then the OSC problem (2.5) has a unique solution
Spectral equivalence of the OSC operators.
The following is the key result of this paper.
Theorem 3.1. Let the assumptions of Theorem 2.1 be satisfied. Then there are positive constants γ 1 and γ 2 independent of h such that
Proof. We note that the inequality
was proved in [7, (3.20) ]. Also, it follows from Lemma 3.2 and (3.21) of [7] that
Thus, for h sufficiently small, we have
, which, along with the first inequality in (2.4), gives the first inequality in (3.1).
Using (1.2) and the boundedness of the coefficients of L, we obtain
Applying the inverse inequality of Theorem 3.2.6 in [12] , we have
Using the second inequality in (2.4), (3.2), (3.3), and the Cauchy-Schwarz inequality, we obtain the second inequality in (3.1).
We also consider the separable differential operator
a k ,b k , andc k are sufficiently smooth, and
Lemma 3.1. Let the assumptions of Theorem 2.1 be satisfied and let the operator
Proof. SinceL is a special case of L, Theorem 3.1 implies that
where the positive constantsγ 1 andγ 2 are independent of h. Using (3.1) and (3.7), we obtain (3.6) with
h M h are spectrally equivalent with respect to the inner product (·, ·) h,ρ . This is equivalent to L h and M h being uniformly L 2 -norm equivalent (see (1.15) in [30] ). Consequently, our Lemma 3.1 is the OSC counterpart of Lemma 3.1 in [30] for continuous operators.
Matrix-vector form of the OSC problem. For
, where
and ξ k,i,l are given by (2.1). For any v defined on G, we introduce the vector
Then using (4.2) and (4.5), we have
Let ρ(x) be a continuous positive function on Ω. We introduce
where ⊗ denotes the matrix tensor product and, for k = 1, 2, (4.4) , and (4.7)-(4.9), we have
Using (4.6), the OSC problem (2.5) can be rewritten in the matrix-vector form
5. PCG algorithm. Let the operatorL be as in (3.4)-(3.5), and let
where ML is defined by
It follows easily from (4.13) and (5.1) that A andÃ are symmetric.
Lemma 5.1. Let the assumptions of Lemma 3.1 be satisfied. Then the matrices A of (4.13) andÃ of (5.1) are positive-definite. Moreover,
where the positive constants α and β are the same as in (3.6).
Proof. Using (4.10), (4.6), and (4.13), we obtain, for
Hence the first inequality in (3.1) and γ 1 
3) follows from (3.6) and (5.4). The second inequality in (5.3) and β > 0 imply thatÃ is also positive-definite.
We solve (4.12) by the PCG method (see Algorithm 9.4.14 in [22] ) withÃ as a preconditioner. 
where δ = ( β/α − 1)/( β/α + 1) and α and β are the same as in (3.6) .
Proof. Since A andÃ are symmetric positive-definite, (5.5) follows from (5.3), Theorem 9.4.14 in [22] , (5.4), and (2.5).
Corollary 5.1. With δ of Theorem 5.1, we have
Proof. Inequality (5.6) follows from (5.5), (2.5), and (3.1).
then the PCG method can be rewritten in the following form (cf. Algorithm 9.7 in [35] ).
Algorithm 5.1. For k = 1, 2, let I k be the identity matrix of order K k , and let the matrices A k and B k be defined by
whereL k is given by (3.5). It follows from (5.2), (3.4), (4.1), (4.3), and (6.2) that
Withã 1 of (3.5) for k = 1, let
where W 1 is given by (4.9). It was proved in [8 
Now we discuss two approaches to solving (6.1). In the first, we take ρ = 1 in (·, ·) h,ρ of (2.3) and obtain D = I by (4.7). Hence, by (5.1), the linear system (6.1) becomes
where the diagonal matrix W is defined by (4.8)-(4.9) . Thus, the system in (6.1) can be solved as follows.
Algorithm 6.1.
Step 1. Determine Λ and Z satisfying (6.7).
Step 2. Solve M T L z = r by a modification of Algorithm I in [8] (see below).
Step 3. Solve the diagonal system W v = z.
Step 4. Solve ML w = v by Algorithm I in [8] . We note that the matrix decomposition Algorithm I of [8] is based on the decomposition
which follows easily from (6.3), (6.5), and (6.7). By taking the transpose of both sides, we also have
Therefore, Step 2 is implemented in a way similar to Step 4 (see [8] for details).
In the second approach to solving (6.1), we take ρ (x 1 , x 2 ) = 1/ã 1 (x 1 ), (x 1 , x 2 ) ∈ Ω, which, by (4.7), gives
where D 1 is given by (6.4). Then the system in (6.1) can be solved in one step by a matrix decomposition algorithm which we describe in the following. Since Z ⊗ I 2 is nonsingular, the system in (6.1) is equivalent to
Lemma 6.1. Assume thatL satisfies the assumptions in Lemma 3.1 and that h is sufficiently small. Then S of (6.10) is a real block diagonal matrix with K 2 × K 2 symmetric positive-definite diagonal blocks
Proof. Using (5.1), (6.3), (4.8), (6.8), (6.5), and G = G T , we obtaiñ
The second equations in (6.5) and (6.7) give
Using (6.13), the first equations in (6.7) and (6.5), and G T = G, we obtain
Thus, (6.10), (6.12), (6.14), and (6.7) give
It follows from (6.15) and (6.6) that S is real block diagonal with the diagonal blocks given by (6.11).
We see from (6.11) that each matrix S i is symmetric and v T S i v ≥ 0 for any v ∈ R K2 . Since Z is nonsingular andÃ is positive-definite (see Lemma 5.1), it follows from (6.10) that S is nonsingular. This implies that S i is nonsingular and hence positive-definite.
For
Based on (6.9) and Lemma 6.1, we can formulate the following matrix decomposition algorithm for the solution of (6.1).
Algorithm 6.2.
Step 2.
Step 4. Compute w = (Z ⊗ I 2 ) y.
Implementation and cost. To discuss the implementation and cost, we assume that the basis functions {φ
, are B-splines or Hermitetype functions ordered in the standard way. Then matrices A k and B k , k = 1, 2, in (6.2) are almost block diagonal and have the structure described in [3] , depending on the type of basis functions.
Step 1 of Algorithms 6.1 and 6.2 involves solving the symmetric generalized eigenproblem (6.7). This can be done by one of the following three algorithms.
Algorithm 7.1.
Step 1. Compute G and F of (6.5).
Step 2. Compute band Cholesky factorization
Step 4. Use QR algorithm to compute the diagonal Λ and an orthogonal Q such that
Step 2. Compute band Cholesky factorization F = LL T .
Step 3. Use Crawford's algorithm to compute C and X.
Step 4. Use band QR algorithm to compute the diagonal Λ and an orthogonal Q such that
Step 2. Use QR algorithm to compute the diagonal Λ and an orthogonal Q such that 
Algorithm 7.1 is the standard Wilkinson's algorithm (see Algorithm 8.7.1 in [21] ). Algorithm 7.2 is based on Crawford's algorithm (see [2] and [14] 
for details). If F = LL
T is the band Cholesky factorization of F , Crawford's algorithm computes band symmetric C and X = L −T P , with P orthogonal, such that C = X T GX and C is orthogonally similar to Λ. Algorithm 7.3 is based on Step 1 of Algorithm II of [8] . The algorithm uses the factorization
The costs of Algorithms 7.1-7.3 are given in Table 7 .1.
The implementation of Step 4 of Algorithm 6.1 and its cost of 4K 2 1 K 2 are discussed in [8] . The implementation of Step 2 of Algorithm 6.1 is similar and its cost is also 4K
Step 2 and Step 4 of Algorithm 6.2 involve K 2 multiplications by K 1 ×K 1 matrices Z T and Z, respectively, and hence each step requires 2K 11) is symmetric, positive-definite, and block tridiagonal with r − 1 by r − 1 blocks. A linear system with S i can be solved by a direct block tridiagonal solver (for example, by the routine BLKTRI from the package FISHPACK described in [39] ) at the cost O(K 2 ). Therefore, the cost of Step 3 of Algorithm 6.2 is O(K 1 K 2 ). Since A 2 and B 2 are almost block diagonal, so is S i . Hence a linear system with S i can also be solved by two calls to the routine COLROW [15, 16] .
Of course, when Algorithms 6.1 and 6.2 are used in Algorithm 5.1 to solve a linear system with the coefficient matrixÃ, the matrices Λ and Z are precomputed first. For Algorithm 6.1, the remaining cost is 8K 2 1 K 2 since this is the cost of all multiplications by Z T and Z. For Algorithm 6.2, the remaining cost is half of that of Algorithm 6.1. In a special case of r = 3, a uniform partition π 1 , constant coefficientsã 1 ,c 1 ofL in (3.5), andb 1 = 0, the matrices Λ and Z in (6.7) are known in a closed form. Moreover, it follows from Theorem 2.3 in [9] that matrix Z is given in terms of sines and cosines. Therefore, all multiplications by Z T and Z in Algorithm 6.1 can be performed using FFTs with the cost O(K 1 K 2 log K 1 ). Thus, the total cost of Algorithm 6.1 is O(K 1 K 2 log K 1 ). In this case, it follows from (5.6) that the cost of our PCG Algorithm 5.1 with a tolerance on an N × N partition is O(N 2 ln N | ln |).
Numerical tests.
Before considering our numerical tests, we present an additional result which was used in the tests. Letâ 1 (x),â 2 (x), andĉ(x) be sufficiently smooth functions on Ω, and for i = 1, 2,
The operatorL is selfadjoint with respect to the standard L 2 -inner product, and it is negative-definite ifĉ(x) ≤ 0, x ∈ Ω. We prove thatL is indefinite if
Using Green's formula and (8.2), we have, for v = 0,
It is easy to see that, for
with integers k and l, we have
Thus, from (8.3) and (8.4), we obtain
On the other hand, by (8.4), we have
Thus, under the condition (8.2),L is indefinite. Now we describe our numerical tests. The operator L in (1.2) was taken with the coefficients
where α, β 1 , β 2 , and γ are parameters. In BVP (1.1), we set f (x) = Lu(x) for u(x) = e x1+x2 x 1 x 2 (1 − x 1 )(1 − x 2 ). We note that, for the coefficients given by (8.5) with α = β 1 = β 2 = 0, we have b 1 = (a 11 ) x1 and b 2 = (a 22 ) x2 . Therefore, in this case, the operator L in (1.2) can be written in the form of (8. 2 ). In this case, the standard basis for V 0 is defined as follows. For k = 1, 2, let v k,j , s k,j ∈ V k , j = 0, . . . , N, be the "value function" and the "scaled slope function" associated with the node x k,j and defined respectively by LP  VCP  LP  VCP  LP  VCP  8  37  22  136  43  133  31  103  59  16  50  26  165  46  163  34  116  68  32  61  30  185  51  173  38  128  75  64  68  33  196  54  178  40  137  81  128  72  34  203  55  184  42  143  84 and
where δ ij is the Kronecker delta. Then We tested convergence properties of Algorithm 5.1 with two choices of the preconditionerÃ of (5.1)-(5.2), the first corresponding toL = ∂ 2 /∂x
and the second to the variable coefficient operatorL of (3.4)-(3.5) with
We refer to these two preconditioners as the Laplacian preconditioner and the variable coefficient preconditioner, respectively. The following cases were tested: Table 8 .1. We see that PCG with the variable coefficient preconditioner requires fewer iterations than PCG with the Laplacian preconditioner. Moreover, as N increases, the number of PCG iterations grows much slower with the variable coefficient preconditioner than with the Laplacian preconditioner.
In Figure 8 .1, we present logarithmic plots of the relative residual curves. The vertical axis represents the values of
For both the Laplacian and the variable coefficient preconditioners, we observe monotone convergence. Curve LP1 shows that the Laplacian preconditioner works quite well for the selfadjoint negative-definite problem, but the Laplacian preconditioner 
is not so good for the indefinite, the nonselfadjoint, and the general problems (see the plateaus of curves LP2-LP4). The variable coefficient preconditioner does well in all cases (see curves VCP1-VCP4), although, for the general operator L, the curve VCP4 has a plateau as well. We see that curves VCP1-VCP3 are nearly parallel for large iteration numbers, which indicates that the convergence rates of the PCG with the variable coefficient preconditioner are about the same for different types of L. We observe the same behavior for the Laplacian preconditioner for the selfadjoint and the general problems (see curves LP1, LP2, and LP4). We see from curves LP1 and VCP1 that the convergence of PCG for the selfadjoint negative-definite problem is almost linear. We note that, for the first few iterations, the Laplacian preconditioner works well in all cases; for the general problem, even better than the variable coefficient preconditioner. However, for the larger iteration numbers, curve LP4 has a longer plateau and a smaller slope than curve VCP4.
Next we tested convergence properties of OSC for the general L. Let u h be the computed OSC solution, and let e h = u − u h . For any v defined on the partition π h , let v π h = max x∈π h |v(x)|. We computed the maximal nodal errors ∂ (i,j) e h π h for i, j = 0, 1 and the Sobolev norms e h H i (Ω) for i = 0, 1, 2, and determined approximate convergence orders using log 2 ∂ (i,j) e h / ∂ (i,j) e h/2 , where · is · π h or · H i (Ω) . From the results presented in Table 8 .2, we observe the expected order 4 for e h π h and the orders 4, 4, and 3 for (e h ) x1 π h , (e h ) x2 π h , and (e h ) x1x2 π h , respectively. The last three orders indicate a superconvergence property of OSC. The results in Table 8 .3 demonstrate the expected optimal convergence orders for the Sobolev norms.
Conclusions.
We have shown that PCG is an efficient algorithm for solving the OSC problem (2.5). The convergence analysis of this algorithm is carried out using an H 2 norm analysis of OSC. The convergence rate of PCG is independent of the partition step size h. The approach allows us to use a preconditioner associated with a nonselfadjoint or an indefinite separable operatorL. A linear system with the preconditioner can be solved very efficiently using a matrix decomposition algorithm. On a uniform N × N partition, PCG with a tolerance requires O(N 2 ln N | ln |) operations to obtain the Hermite bicubic spline solution of the OSC problem.
Our future work will involve the construction of nonselfadjoint or indefinite OSC domain decomposition and multilevel preconditioners for the OSC problem (2.5).
