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Abstract
For the popular iterative method GMRES, we present a new and simple implementation which has the
property of not using Givens rotations. This implementation does not modify the Arnoldi process and has an
advantage in both the computational e1ort and the storage requirements. The corresponding restarted GMRES
method is also considered.
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1. Introduction
For solving a nonsymmetric linear system of equations Ax= b, several authors [2–5,8,9,12,19,21,
23–28,33] have presented di1erent generalizations of the conjugate gradient method in the past 25
years.
The two methods conjugate gradient squared (CGS) and Bi-CGSTAB proposed in [27,28] are two
attractive variants of the bi-conjugate gradient (Bi-CG) method which is due to Lanczos [15] and
popularized in [10].
Paige and Saunders proposed in [18] the MINRES method characterized by the minimization of
the residual norm on a Krylov subspace. MINRES is a generalization of the conjugate gradient
method for solving a symmetric inde@nite linear system. There are two main steps of MINRES. The
@rst builds an orthonormal basis thanks to the Lanczos process. The second solves a least squares
problem by using Givens rotations introduced by Gentleman [13]. To generalize MINRES, Saad and
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Schultz formulated in [23] the popular GMRES method for nonsymmetric problems. They give a
practical implementation of GMRES based on the Arnoldi process and Givens rotations.
Another interesting implementation of GMRES consists of using Housholder transformations. It is
introduced in [31]. The implementation (called Simpler GMRES) proposed in [32] starts the Arnoldi
process with v1=Ar0=‖Ar0‖ where r0=b−Ax0 is the initial residual vector. This implementation builds
an orthonormal basis of the Krylov subspace Kk(Ar0) instead of Kk(r0) = span{r0; Ar0; : : : ; Ak−1r0}
like the GCR method [8]. Then it can be considered as an important and simpler implementation
for GCR which avoids breakdown problem and has an advantage in the storage requirements.
The cost of the full orthogonalization of the Krylov subspace Kk(r0) becomes very important
when Kk(r0) reaches a certain size. To avoid this disadvantage, we restart the GMRES method or
we apply the incomplete orthogonalization [20,21]. The convergence properties of the incomplete
orthogonalization are not well understood. For the restarted GMRES, at the time of the restart,
some informations are lost. This can be slow down the convergence. Morgan improved the restarted
GMRES by reducing the ill e1ect of restarting [16]. His work consists of saving the approximate
eigenvectors of the matrix A corresponding to the smallest eigenvalues in magnitude and adding them
to the new Krylov subspace that is generated. Other methods avoid restarting such as nonsymmetric
Lanczos. In particular, the QMR method has attracted attention with its di1erent implementations
[3,11,12,17].
Many possible techniques for preconditioning for GMRES method are presented by several au-
thors. Especially, the variant FGMRES of Saad [22] with its Jexibility which allows changes in the
preconditioning at every step. A Slightly adapted version of GCR method is GMRESR which is
developed in [29]. GMRESR has the same feature as FGMRES. For the comparison of these two
methods, see [30]. For the reasons cited above, GMRESR will be very attractive if it is used with
the simpler implementation of Walker and Zhou [32]. A recent work of Brown and Walker [7] deals
with singularity (or near singularity) of the matrix A and its inJuence on the behaviour of GMRES.
In this paper, we propose a new method for solving a least-squares problem which come up in
minimal residual methods. This new method does not use Givens rotations and has a considerable
advantage in the computational costs. We will see that its application to the GMRES method yields
a new implementation which can be considered as an alternative of that given in [23]. This new
implementation of GMRES does not modify the Arnoldi process as it is the case for the simpler
implementation of Walker and Zhou [32]. It builds an orthonormal basis of the Krylov subspace
Kk(r0). At the end of this paper, we discuss how to restart the GMRES method and we give some
numerical results.
2. Denitions and preliminaries
In this section, we brieJy recall some de@nitions and describe the GMRES method. Consider the
linear system of equations Ax=b with x; b∈Cn. The matrix A∈Cn×n is supposed to be nonsingular.
We de@ne the Hermitian inner product 〈:; :〉 of two vectors y = (yi)i=1; :::; n and z = (zi)i=1; :::; n of Cn
as the complex number
〈y; z〉= z∗y = MzTy =
n∑
i=1
ziyi;
E.H. Ayachour / Journal of Computational and Applied Mathematics 159 (2003) 269–283 271
where the bar denotes the complex conjugation as an involution on the @eld C and z∗ designates the
conjugate transpose of z. The associated norm with 〈:; :〉 of a vector y of Cn is denoted and de@ned
by ‖y‖= 〈y; y〉1=2.
In order to build an orthogonal basis {v1; v2; : : : ; vk} for Kk(r0), we use Arnoldi’s method [1] with
the suitable and practical implementation given by the modi@ed Gram–Schmidt algorithm, see [23].
The resulting algorithm takes the following form.
Algorithm 2.1 (Arnoldi-modi@ed Gram–Schmidt)
1. Start. Choose a vector v1 such as ‖v1‖= 1.
2. Iterate. For j = 1; : : : ; k do:
vj+1 = Avj
For i = 1; : : : ; j do:
hi; j = 〈vj+1; vi〉
vj+1 ← vj+1 − hi; jvi
End(For)
hj+1; j = ‖vj+1‖
vj+1 ← vj+1=hj+1; j
End(For)
Let Hk ∈Ck×k be the following upper triangular matrix:
Hk =

h2;1 h2;2 : : : h2; k−1 h2; k
h3;2 : : : h3; k−1 h3; k
. . .
...
...
hk;k−1 hk;k
hk+1; k

and let Vk denote the n × k matrix whose columns are the elements of the orthogonal basis
{v1; v2; : : : ; vk} given by Algorithm 2.1. We de@ne the matrix H˜ k ∈C(k+1)×k by
H˜ k =
(
w
Hk
)
with w = (h1;1h1;2 : : : h1; k):
From Algorithm 2.1, it follows that AVk = Vk+1H˜ k . In the GMRES method, we look for a vector
y(k) ∈Ck such that
‖r0 − AVky(k)‖= min
z∈Ck
‖r0 − AVkz‖= ‖r0‖min
z∈Ck
‖v1 − AVkz‖ (1)
with v1 = r0=‖r0‖. This gives us an approximation xk = x0 + Vky(k) of the exact solution of Ax = b.
From Algorithm 2.1, we have
AVk = Vk+1H˜ k ; V ∗k+1Vk+1 = Ik+1 (the identity of C(k+1)×(k+1)); v1 = Vk+1e
(k+1)
1
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with e(k+1)1 = (1; 0; : : : ; 0)
T ∈Ck+1. So, (1) is equivalent to the following equation:
‖rk‖=‖r0‖= min
z∈Ck
‖e(k+1)1 − H˜ kz‖; (2)
where rk = b− Axk = r0 − AVky(k). If z(k) minimizes ‖e(k+1)1 − H˜ kz‖, then y(k) = ‖r0‖z(k).
The GMRES method can be described as follows:
Algorithm 2.2 (GMRES: The generalized minimal residual method)
Step 1: Start. Choose x0 and compute r0 = b− Ax0; v1 = r0=‖r0‖.
Step 2: Iterate. For j = 1; : : : ; k; : : : ; until satis@ed,
construct the vector vj+1 by Algorithm 2.1
Step 3: Solve the least-squares problem:
@nd z(k) ∈Ck which minimizes ‖e(k+1)1 − H˜ kz‖
Step 4: Form the approximate solution xk :
d= Vk(‖r0‖z(k)); xk = x0 + d.
3. A new implementation for GMRES
In this section, for implementing GMRES, we are interested in the third step of Algorithm 2.2.
We propose a new method for solving the least-squares problem (2). First, let us recall the known
method given in [6,23] and which uses Givens rotations.
We know that for the matrix H˜ k , we get the decomposition
QkH˜ k =
(
Rk
dk
)
;
where dk = (0; 0; : : : ; 0), Qk is the (k + 1) × (k + 1) unitary matrix obtained by the accumulated
product of Givens rotation matrices and Rk ∈Ck×k is an upper triangular matrix.
By setting (Qke
(k+1)
1 )
T = (gTk ; )
T with ∈C, the minimization of the least-squares problem (2) is
achieved by z(k) =R−1k gk . Consequently, the approximate solution of Ax= b is xk = x0 +Vk(‖r0‖z(k))
and the estimation of its residual norm is ‖rk‖= ‖r0‖||.
In the following, GMRES with this implementation will be designed by GMRES-Giv.
Now, let us show that we can solve (2) without using Givens rotations.
From the preceding notations, we have
‖e(k+1)1 − H˜ kz‖2 = 1− 〈w∗; z〉 − 〈z; w∗〉+ 〈w∗; z〉〈z; w∗〉+ 〈Hkz; Hkz〉: (3)
To minimize (3), we consider two cases.
First case: hk+1; k = 0. This assumption implies that the triangular matrix Hk is nonsingular. So,
by setting t = Hkz and u= H ∗−1k w
∗, (3) is equivalent to
‖e(k+1)1 − H˜ kz‖2 = 1− 〈u; t〉 − 〈t; u〉+ 〈u; t〉〈t; u〉+ 〈t; t〉:
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Let fk :Ck → R be the function de@ned by
fk(t) = 1− 〈u; t〉 − 〈t; u〉+ 〈u; t〉〈t; u〉+ 〈t; t〉:
In order to minimize (3), we look for the global minimum of fk . fk is di1erentiable and its
di1erential at t denoted by dfkt is R-linear. dfkt is de@ned by
dfkt(h) =−〈u; h〉 − 〈h; u〉+ 〈u; h〉〈t; u〉+ 〈u; t〉〈h; u〉+ 〈h; t〉+ 〈t; h〉
= 〈(〈t; u〉 − 1)u+ t; h〉+ 〈h; (〈t; u〉 − 1)u+ t〉
=R(〈(〈t; u〉 − 1)u+ t; h〉):
R(z) denotes the real part of the complex number z. If t′ is the global minimum of fk , then it
satis@es
(〈t′; u〉 − 1)u+ t′ = 0: (4)
This shows that t′ and u are co-linear. Therefore, by setting t′= cu and using (4), we get c=1=(1+
‖u‖2). Finally, (2) is minimized by z(k) = H−1k t′. The estimation of the residual norm is given by
‖rk‖=‖r0‖=
√
fk(t′) =
√
c.
Remark 3.1. It is important to note that, at the kth iteration, we calculate only the kth component
of the vector u, the others do not change.
Second case: hk+1; k = 0. Here, we suppose that k is the lowest integer for which hk+1; k = 0. This
is to assume that the degree of the minimal polynomial of v1 is k. We recall that the minimal
polynomial of v1 is an element  of C[X ] of the lowest degree for which  (A)v1 = 0. Let H ′k be
the matrix Hk + e
(k)
k e
T
k(k) . H
′
k is obtained from Hk if we replace hk+1; k by 1. So, H
′
k is nonsingular.
By setting t = H ′kz and u= H
′∗−1
k w
∗, (3) is equivalent to
‖e(k+1)1 − H˜ kz‖2 = 1− 〈u; t〉 − 〈t; u〉+ 〈u; t〉〈t; u〉+ 〈t; t〉 − 〈t; e(k)k 〉〈e(k)k ; t〉:
Let gk :Ck → R be the function de@ned by
g(t) = 1− 〈u; t〉 − 〈t; u〉+ 〈u; t〉〈t; u〉+ 〈t; t〉 − tk tk ;
where tk is the kth component of the vector t. To minimize (3), we look for the global minimum
of gk . gk is di1erentiable and its di1erential dgk t at t is R-linear de@ned by
dgk t(h) =−〈u; h〉 − 〈h; u〉+ 〈u; h〉〈t; u〉+ 〈u; t〉〈h; u〉+ 〈h; t〉+ 〈t; h〉 − 〈tke(k)k ; h〉 − 〈h; tke(k)k 〉
= 〈(〈t; u〉 − 1)u+ t − tke(k)k ; h〉+ 〈h; (〈t; u〉 − 1)u+ t − tke(k)k 〉
=R(〈(〈t; u〉 − 1)u+ t − tke(k)k ; h〉):
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If t′ is the global minimum of gk , then it satis@es
(〈t′; u〉 − 1)u+ t′ − t′ke(k)k = 0: (5)
This implies that (〈t′; u〉 − 1)uk = 0. By recurrence, from j = 1 until j = k, we prove the existence
of j coeQcients !1; !2; : : : ; !j in C such that
v′j+1 =
i=j∑
i=1
!iAiv1 − Mujv1 (6)
with !1 = h−12;1h
−1
3;2 : : : h
−1
j; j−1 = 0 and v′j+1 = hj+1; jvj+1 if hj+1; j = ‖v′j+1‖ = 0. k is supposed to be the
degree of the minimal polynomial of v1 and hk+1; k =0. So, uk cannot be equal to zero. We conclude
that 〈t′; u〉= 1.
Using (5) with 〈t′; u〉=1, we obtain t′i=0 for i=1; 2; : : : ; k−1 and t′k=1= Muk . Finally, (2) is minimized
by z(k) = H ′−1k t′. In exact arithmetic, the solution of Ax = b is obtained by xk = x0 + Vk(‖r0‖z(k)).
The preceding results, of the @rst and the second case, prove the following theorem.
Theorem 3.1. If hk+1; k = 0, then the iterate xk of GMRES method is xk = x0 + Vky(k) with y(k) =
H−1k (!u), u = H
∗−1
k w
∗, w = (h1;1h1;2 : : : h1; k) and ! = ‖r0‖=(1 + ‖u‖2). The corresponding residual
norm is ‖rk‖= ‖r0‖=
√
1 + ||u||2. If hk+1; k =0, then the exact solution of Ax= b is x0 +Vky(k) with
y(k) = H ′−1k (‖r0‖=uke(k)k ), u= H ′∗−1k w∗ and H ′k = Hk + e(k)k eTk(k) .
The proof of this theorem can also be done by using the Sherman–Morrison formula.
As we work with a @nite precision, hk+1; k may be close to zero. For this reason, we introduce
some tolerance tol. If hk+1; k ¡ tol, then we proceed to the second case; otherwise we proceed to the
@rst. In the second case, as hk+1; k is not necessarily equal to zero, we have
‖e(k+1)1 − H˜ kz‖2 = 1− 〈u; t〉 − 〈t; u〉+ 〈u; t〉〈t; u〉+ 〈t; t〉+ (h2k+1; k − 1)|tk |2:
Replacing t by t′, we get ‖e(k+1)1 − H˜ kz‖2 = h2k+1; k |tk |2. It follows that the estimation of the residual
norm, in the second case, is given by ‖rk‖= ‖r0‖hk+1; k |tk |.
Now, let us prove that it is unlikely to have |uk |¡ tol when hk+1; k ¡ tol.
(6) with j= k gives us v′k+1 =
∑i=k
i=1 !iA
iv1− Mukv1 with !1 = h−12;1h−13;2 : : : h−1k; k−1 and hk+1; k = ‖v′j+1‖.
This implies the existence of k − 1 coeQcients 1; 2; : : : ; k−1 such that
A−1v′k+1 + MukA
−1v1 = vk −
i=k−1∑
i=1
ivi:
So, as {v1; v2; : : : ; vk} is an orthonormal basis of Kk(r0), we get
〈A−1v′k+1 + MukA−1v1; vk〉= 1: (7)
This property shows that it is unlikely to have |uk |¡ tol if hk+1; k=‖v′k+1‖¡ tol for a small tolerance
tol. Of course, this depends on the matrix A. For example, (7) implies that 2 tol‖A−1‖¿ 1. So, if
tol satis@es the condition tol¡ ‖A‖=(2 cond(A)) where cond(A) is the spectral condition number of
the matrix A, then it is impossible to have |uk |¡ tol and hk+1; k ¡ tol at the same time.
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Remark 3.2. In practice, when |uk |¡ tol or hk+1; k ¡ tol at the kth iteration, we can stop or restart
the GMRES algorithm with the results obtained at the last iteration (that is, the (k − 1)th iteration).
The implementation for GMRES given by the formulas of Theorem 3.1 has two disadvantages.
Some informations are lost at the time of restart when hk+1; k ¡ tol and the coeQcient ! can be ill
computed when the norm ‖u‖ of the vector u is undesirably large.
To attempt to improve these two ill e1ects, we consider the formulas of the following corollary
where we group together the two cases hk+1; k = 0 and hk+1; k = 0.
Corollary 3.1. The approximate solution xk of Ax=b is xk=x0+Vk(‖r0‖2k−1z(k)) with z(k)=H ′−1k y,
y=(sin2 #ku1; : : : ; sin2 #kuk−1; $2kuk)
T, u=H ′∗−1k w∗, w=(h1;1h1;2 : : : h1; k), $k=1=
√
h2k+1; k + (|uk |k−1)2,
sin #k = hk+1; k$k , k = k−1 sin #k . The corresponding residual norm is ‖rk‖= ‖r0‖k with 0 = 1.
Proof. If hk+1; k = 0, then sin #k = 0 and $2kuk = 1=( Muk
2
k−1). For hk+1; k = 0, we have ! = 2k . This
shows that the result of this corollary is mathematically equivalent to that of Theorem 3.1.
The value of $k satis@es 1=‖Avk‖6 $k6 1=hk+1; k , where
‖Avk‖=
√
|h1; k |2 + |h2; k |2 + · · ·+ |hk+1; k |2:
The equality $k |uk |k−1=cos #k implies that $k |uk |6 1=k−1. This shows that the coeQcients involved
in the computation of xk are well calculated. Therefore, we can say that this is a stable way to
compute the iterate xk of GMRES.
Now, let us see how to compute the residual vector rk . By setting,
V ′k+1 = (Vk; v
′
k+1) and H˜ ′k =
(
w
H ′k
)
with v′k+1 = hk+1; kvk+1, we have AVk = V
′
k+1H˜ ′k . This allows us to write
rk = r0 − ‖r0‖2k−1AVkz(k) and rk = ‖r0‖2k−1V ′k+1
(
sin2 #k
y
)
: (8)
The vector y is given in Corollary 3.1. We deduce from (8) the following three-term recurrence
relation for computing rk :
rk = sin2 #krk−1 + ‖r0‖(k−1$k)2ukv′k+1: (9)
Consequently, the residual vector rk can be computed from either (8) or (9).
By doing the same for the approximate solution xk = x0 + ‖r0‖Vkd(k), we get
xk − x0 = sin2 #k(xk−1 − x0) + ‖r0‖(k−1$k)2ukVkH ′−1k e(k)k (10)
and
d(k) = sin2 #k
(
d(k−1)
0
)
+ (k−1$k)2ukH ′
−1
k e
(k)
k : (11)
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The matrix H ′k is triangular. So, its inverse H
′−1
k is deduced from H
−1
k−1. Because of the cost related
to the computation of this inverse, we do not use these two relations to compute xk .
The implementation described above which uses the formulas of Corollary 3.1 is simple. Appro-
priately, it allows us to solve, for an arbitrary vector d∈Ck+1, the least-squares problem
min
z∈Ck
‖d− H˜ kz‖;
which is important in numerical analysis. This implementation is useful for all minimal residual meth-
ods. It is called Ayachour implementation. In the following, GMRES with Ayachour implementation
will be designed by GMRES-Aya.
We @nish this section by a characterization of the stagnation of GMRES method.
Theorem 3.2. GMRES method stagnates at the kth iteration, if and only if the kth component uk
of the vector u= H ′∗−1k w∗ is equal to zero.
Proof. We have proved that ‖rk‖=‖r0‖, at the kth iteration, is equal to k = k−1 sin #k with sin #k =
hk+1; k$k and $k=1=
√
h2k+1; k + (|uk |k−1)2. So, we deduce that ‖rk‖=‖rk−1‖, if and only if uk=0.
4. Comparison of GMRES-Aya with GMRES-Giv
As the @rst, the second and the fourth steps of GMRES-Aya and GMRES-Giv are the same, we
examine only the computational costs of the third step, where we have to solve a least squares
problem of size k.
For GMRES-Giv: The determination of one Givens rotation requires 1 division, 4 multiplications,
1 addition. For the accumulated product of k rotation matrices by H˜ k , the product of the ith rotation
matrix costs 4(k− i)+2 multiplications and 2(k− i)+1 additions, for i=1; 2; : : : ; k. The accumulated
product of k rotation matrices by the vector e(k+1)1 requires 2k multiplications. Finally, the solution
z(k) of the least-squares problem is obtained by solving a triangular system which costs k divisions,
k(k + 1)=2 multiplications, k(k − 1)=2 additions.
For GMRES-Aya: The vector z(k) of the third step of GMRES-Aya is calculated by the formula
z(k) = H ′−1k y with y = (sin
2 #ku1; : : : ; sin2 #kuk−1; $2kuk)
T, u = H ′∗−1k w∗, w = (h1;1h1;2 : : : h1; k), $k =
1=
√
h2k+1; k + (|uk |k−1)2, sin #k = hk+1; k$k and k = k−1 sin #k . This requires 1 division, k2 + 6k
multiplications and k2 additions. Note that the inverse of each element of the diagonal of H ′k has
already been calculated in the second step.
In the following table, we give the total computational requirements of GMRES-Aya and GMRES-
Giv related to the third step, where we solve a least-squares problem of size k.
Method Divisions Multiplications Additions Storage
GMRES-Giv 2k 5=2k2 + 13=2k 3=2k2 + 1=2k k(k + 1)=2 + 3k
GMRES-Aya 1 k2 + 6k k2 k(k + 1)=2 + k
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Note that the di1erence of storage requirements in GMRES-Aya and GMRES-Giv is due to the two
vectors (ci = cos #i)i and (si = sin #i)i used in GMRES-Giv, where #i is the angle of the Givens
rotation which is characterized by the iterates ci and si.
From this table, we remark that GMRES-Aya is more economical than GMRES-Giv, especially
when k is large. So, the solution of the least squares problem of the third step in GMRES-Aya is
obtained with less computational e1ort and storage requirements. Clearly, this table gives a consid-
erable advantage to GMRES-Aya. In addition, this new implementation shows that it is possible to
compute the residual vector from a simple three-term recurrence relation.
It is important to indicate that the new implementation improves only the third step of GMRES
method. The cost of the second step is still more relevant.
5. The restarted GMRES method
At each iteration of GMRES, we have to store one vector of size n more. The number of vectors
requiring storage increases. This arises a diQculty when the size of the matrix A is large. As a remedy
for this diQculty, we restart GMRES every m iterations with x0 equal to the new iterate xm and r0
equal to b−Axm. GMRES will also be restarted if the estimation of the residual norm ‖rk‖=‖r0‖k
is less than a stopping criterion eps. After restarting, if the new initial residual norm ‖r0‖ is less
than eps, then we will stop the algorithm. This restarted GMRES method is denoted by GMRES(m).
So, the restarted GMRES-Aya and GMRES-Giv are respectively designed by GMRES-Aya(m) and
GMRES-Giv(m).
From Corollary 3.1, The approximate solution xk is x0 +Vk(‖r0‖2k−1z(k)). A numerical stagnation
occurs at the iteration k if ‖r0‖2k = ‖rk‖k is close to zero. In this situation, we prefer to restart
GMRES-Aya with the approximate solution xk . In the experimental results of the next section, we
will restart GMRES-Aya either when the estimation of the residual norm ‖rk‖= ‖r0‖k is less than
a stopping criterion eps or when ‖r0‖2k ¡ eps.
6. Numerical results
In this section, we consider the case of real matrices and we present the results of three examples.
For these examples, we choose x0=(0; 0; : : : ; 0)T. The following tests were run using FORTRAN with
a machine precision equal to 2:22×10−16. In all plots, the solid line is the curve for GMRES-Giv(m),
the dashed line and the dash–dotted line designate two curves for GMRES-Aya(m) which are re-
spectively corresponding to the two restarting criteria ‖rk‖¡ eps and ‖rk‖k ¡ eps.
Example 1. We consider the matrix arising from the discretization of the three-dimensional partial
di1erential equation
Lu= f on [0; 1]× [0; 1]× [0; 1];
where
Lu=−Tu+ ) 9u9x ;
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with Dirichlet boundary conditions u = 0, using a @ve-point centered @nite di1erence scheme on a
uniform 10 × 10 × 10 grid with mesh size h = 1=11. This yields a sparse nonsymmetric matrix of
order n = 1000 with 6400 nonzero elements. For the parameter ), we choose ) = 106. The system
Ax = b is solved for right-hand sides, such that the exact solution is x = (1; 2; 3; : : : ; n)T. By using
m= 30 and eps = 10−14, we obtain convergence curves, as in Fig. 1.
As the plot indicates, both GMRES-Aya(m) and GMRES-Giv(m) have a similar convergence
behaviour from the iteration k=0 until k=52. Using the restarting criterion ‖rk‖¡ eps, the conver-
gence curves for these two methods present a numerical stagnation from k = 52 until k = 84. This
stagnation is avoided by GMRES-Aya(m) with the restarting criterion ‖rk‖k ¡ eps.
Now, let us choose the vector b such that the exact solution is x = (1; 1; : : : ; 1)T and ) = 109.
The reason for taking such a large value of ) is to build an ill-conditioned matrix A. By applying
GMRES-Aya(m) and GMRES-Giv(m) with m= 20, we get Fig. 2.
Also, from this @gure, we remark that the restarting criterion ‖rk‖k ¡ eps allows GMRES-Aya(m)
to avoid a certain numerical stagnation.
From the results of this example, we deduce that the numerical stagnation of GMRES-Giv(m)
and GMRES-Aya(m) can be due to the value of ‖rk‖k which come up implicitly in the expression
of the approximate solution xk given by GMRES-Aya in Corollary 3.1. This is in harmony with
the theory because when ‖rk‖k is close to zero, the approximate solution xk cannot be improved
considerably without restarting. Especially, when ‖rk‖ is not a good estimation of the true residual
norm.
Example 2. In this example, we apply GMRES-Giv(m) and GMRES-Aya(m) to a nonsymmetric
matrix obtained from the discretization of the three-dimensional partial di1erential equation studied
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in [17]
Lu= f on [0; 1]× [0; 1]× [0; 1];
where
Lu=−Tu+
(
x
9u
9x + y
9u
9y + z
9u
9z
)
− u
with Dirichlet boundary conditions u=0. The operator was discretized using a seven-point centered
@nite di1erence scheme on a uniform 25×25×25 grid with mesh size h=1=26. This yields a sparse
nonsymmetric matrix A of order n= 15625, with 105625 nonzero elements. The vector b is chosen
such that the exact solution of Ax= b is x= (1; 1; : : : ; 1)T. By choosing m=20 and eps= 10−13, we
get convergence curves as in Fig. 3.
For this example, we mention that GMRES-Giv(m) and GMRES-Aya(m) give the same value of
the residual norm at every iteration with the two restarting criteria ‖rk‖¡ eps and ‖rk‖k ¡ eps.
At the iteration k = 320, we @nd ‖rGMRES-Ayak ‖= 8:62× 10−14, ‖rGMRES-Givk ‖= 8:65× 10−14 with
TGMRES-Ayak = 36:38 and T
GMRES-Giv
k = 55:70. Here, for a given method Z(m), ‖rZk ‖ and TZk denote,
respectively, at the iteration k, the residual norm and the CPU time related to the execution of Z(m).
Clearly, this @gure shows that the curves of the two methods GMRES-Giv(m) and GMRES-Aya(m)
are linear. So, the value of the di1erence TGMRES-Givk − TGMRES-Ayak increases linearly from 0 (k =0)
to 19.32 (k=320). This phenomenon can be observed for any other example. Therefore, in order to
obtain a suQciently accurate approximation of the solution of Ax=b in a short time, GMRES-Aya(m)
is better than GMRES-Giv(m).
Of course the cost of the second step of Algorithm 2.2 is more important than the third. But
when the matrix A is sparse, the cost of the third step becomes also important even if we restart
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GMRES-Giv(m) and GMRES-Aya(m) every m iterations. This is the case in this example. The
importance of the third step depends on the sparsity of the matrix A, the speed of the convergence
and the restart parameter m.
Example 3. In this example, we apply GMRES-Giv(m) and GMRES-Aya(m) to the complex banded
matrix of size n used in [14].
A=

4 0 1 0:7
2i 4 0 1 0:7
2i 4 0 1
. . .
2i 4 0
. . .
2i 4
. . .
. . . . . .

:
For the size of the matrix A, we take n = 100; 000. The vector b is chosen such that the exact
solution of Ax = b is x = (1 + i; 1 + i; 1 + i; : : : ; 1 + i)T.
For this example, GMRES-Giv(m) and GMRES-Aya(m) give the same value of the residual norm
at every iteration and they do not stagnate. So, we use only the restarting criteria ‖rk‖¡ eps. By
applying GMRES-Giv(m) and GMRES-Aya(m) for two values of m (m=20 and m=30), we obtain
curves as in Figs. 4 and 5.
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These two @gures give the CPU times TGMRES-Givk and T
GMRES-Aya
k with respect to the number of
iterations k. If k = m × l + j with j¡m, then GMRES-Giv(m) and GMRES-Aya(m) are
restarted l times. From the curves of these two @gures, we remark that the di1erence
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TGMRES-Givk − TGMRES-Ayak is linearly increasing with the number of iterations. At the iteration 60,
GMRES-Giv(m) and GMRES-Aya(m) are restarted 3 times (60 = 3 × 20) in Fig. 4 and 2 times
(60= 2× 30) in Fig. 5. TGMRES-Giv60 − TGMRES-Aya60 = 4:15 in Fig. 4 is less than the corresponding one
(=6:20) in Fig. 5. This shows that the di1erence TGMRES-Givk −TGMRES-Ayak is also increasing with m.
7. Conclusion
From many experiments, we have learnt that GMRES-Aya(m) used with the restarting crite-
rion ‖rk‖k ¡ eps can avoid a certain stagnation of GMRES-Giv(m). We have also learnt that
GMRES-Aya(m) converges faster than GMRES-Giv(m). These experimental results are in harmony
with the theoretical comparison between GMRES-Aya and GMRES-Giv, developed in Section 4.
If we have to solve several linear systems, it is clear from this paper that we prefer to use
GMRES-Aya(m) than GMRES-Giv(m). This is an important advantage of GMRES-Aya(m).
Consequently, we conclude that it is preferable to apply the new implementation, introduced in
this paper, instead of using Givens rotations, for solving the least-squares problem which comes up
in minimal residual methods.
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