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This paper reviews de Finetti’s pioneering contributions to the theory of stochastic processes with stationary, indepen-
dent increments.
 2007 Elsevier Inc. All rights reserved.1. Introduction
It is common knowledge that the theory of subjectivistic probability and the name of Bruno de Finetti are
indissolubly linked. However, this great scientist achieved fame also for crucial contributions both to other
branches of probability and to important ﬁelds of applied mathematics, to say nothing of the philosophic
debate at large. Limiting myself to the ﬁeld of probability, I would like to focus on his groundbreaking
research on random functions and, in particular, on random processes with stationary, independent
increments.
It can be easily inferred, both from the chronology of de Finetti’s publications and from some of his letters
and recollections, that he started coping with random functions and probability foundations almost simulta-
neously, right after his getting a degree in applied mathematics (1927) from the University of Milan. In fact,
his earliest paper concerning random functions came out in 1929, two years ahead of the appearance of the
ﬁrst completed exposition of the subjectivistic theory, cf., for example, [1]. It is worth recalling that in 1929
de Finetti was twenty-three years old, and that over the span of six years (from 1926 to 1931), in addition
to the topics just mentioned, he actually laid the foundations for the theory and applications of exchangeabil-
ity and pursued in-depth research ranging from mathematical analysis to geometry, from mechanics to
statistics.
Coming back to the point at issue, it is useful to note that de Finetti’s work on random functions with inde-
pendent increments is attested by ﬁve research papers published between 1929 and 1931, as ‘‘Note lincee’’ and
presented by Guido Castelnuovo, as well as by two surveys prepared on the occasion of a lecture held at the0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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of Unione Matematica Italiana held in 1937, at Firenze; see [8,12], respectively. Many years later he made a
clear and brilliant exposition of the topic in Teoria delle Probabilita` [13].
In order to complete these preliminary remarks, some hints at the fortunes of de Finetti’s ﬁve research
papers inside the probabilistic community are, anyway, to the point. As a result, let me give you a partial
description of a few characteristics of their contents. The ﬁrst paper, i.e. [2], contains the basic deﬁnitions
and the proof that the probability law of the value at time 1 of these random functions must be inﬁnitely
divisible. The second and the third deal with the continuity of that law, when the paths of the random func-
tions are continuous, and with their integration, respectively; see [3,4]. The last two papers, i.e. [6,9], con-
sider the problem of the representation of the inﬁnitely divisible laws. Apropos of this problem, de
Finetti proved that their class must coincide with the class of distribution limits of ﬁnite convolutions of
distributions of Poisson type. In 1932, Kolmogorov provided a diﬀerent solution for de Finetti’s problem,
i.e. the well-known representation of inﬁnitely divisible characteristic functions with ﬁnite variance. Kol-
mogorov’s approach to the issue is the same as the one indicated by de Finetti (the method of the ‘‘derived
law’’); see [18]. Two years later, independently of de Finetti and Kolmogorov, Le´vy gave the general form of
an inﬁnitely divisible distribution. In fact, Khintchine later showed that the Le´vy representation can be
obtained by an extension of Kolmogorov’s argument; see [21,16]. In any case, Le´vy quoted both de Finetti
and Kolmogorov in footnote (6) added in proof, and later mentioned their contributions to random func-
tions with independent increments in his famous books: The´orie de l’Addition des Variables Ale´atoires [22]
and Processus Stochastiques et Mouvement Brownien [23]. In particular, de Finetti’s work on this kind of
random functions has been celebrated, as that of a pioneer, in a number of treatises on the subject. Suﬃce
it to mention Doob [14] and Gihman and Skorohod [15]. A further signiﬁcant acknowledgement is given in
a comment (written by Zolotarev) included in the second volume of Kolmogorov’s selected (by Kolmogorov
himself) works; see [20].2. de Finetti’s method of derived law
In the late 20’s, when de Finetti started his research on functions with independent increments, there was a
fundamental question on the agenda of the philosophic debate, i.e. the crisis of determinism and the causality
principle, under the inﬂuence of the results of modern physics. de Finetti’s pioneer research on random func-
tions aimed at preparing an analytic apparatus intended for the ‘‘translation’’ of deterministic laws of physics
into probabilistic laws. With this aim, given a scalar quantity whose temporal evolution is described by the
function t# Xt, tP 0, he considers the conditional incrementsðX t  X t0 jXu; u 6 t0Þ t > t0 P 0:As for the probability distribution function /(Æ) of such increment, he mentions the following cases:
(a) /(Æ) is independent of Xu for every u in [0, t0];
(b) /(Æ) is independent of Xu for every u in [0, t0);
(c) /(Æ) depends on the ‘‘history’’ of X on [0, t0].
These three diﬀerent cases are inspired by Volterra’s classiﬁcation for the ordinary laws of physics; see [26].
Then, de Finetti calls / known if case (a) occurs, diﬀerential if case (b) comes true and integral in case (c).
It is worth recalling that Kolmogorov’s attitude toward the role played by stochastic processes in the for-
mulation of physical laws was very close to de Finetti’s, see [17], where he deals with case (b).
In [2], where de Finetti suggests that classiﬁcation, he deals with the problem of characterizing the proba-
bility distribution of Xt, for each t, in case (a). In particular, he proposes to characterize the instantaneous
action of accidental factors which can give rise to random functions. This task is performed by the derived
law, and the method advanced by de Finetti is just inspired by such a law.
Then, given 0 6 t0 < t1, he starts out by deﬁning both probability distribution function F t0;t1 and
characteristic function wt0;t1 (i.e. wt0;t1ðnÞ ¼
R
R
einxdF t0;t1ðxÞ; n 2 R), of the increment X t1  X t0 . In view of the
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obtainsw0;tþ1=n ¼ w0;t  wt;tþ1=n ð1Þ
andw0;tþ1=n
w0;t
 !n
ð2Þturns out to be the characteristic function of a sum of n independent random variables (increments) with the
same probability distribution as the one having Fourier–Stieltjes transform wt,t+1/n.
In a deterministic setting, if f is any real-valued function on the real axis,nff ðt0 þ 1=nÞ  f ðt0Þg ¼ f ðt0 þ 1=nÞ  f ðt0Þ
1=n
ð3Þrepresents both the sum of n increments equal to {f(t0 + 1/n)  f(t0)} and the diﬀerence quotient of f relative to
the time-interval (t0, t0 + 1/n). Hence, if f is diﬀerentiable at t0, the limit of such a sum, as n diverges to +1,
coincides with the derivate of f at t0. In other words, the limit of sum (3) provides the instantaneous rate of
change of f, with respect to time, at time t0. Moreover, if f is diﬀerentiable everywhere, the derived function,
together with an initial condition, gives us a complete characterization of f.
In view of these remarks, de Finetti takes the limit of (2) as n% +1 into consideration, and deﬁnes wt aswt ¼ limn!þ1
w0;tþ1=n
w0;t
 !n
¼ lim
n!þ1
exp n logw0;tþ1=n  logw0;t
 n o
¼ exp o
ot
logw0;t
 
: ð4ÞIf the limit in (4) exists and is a characteristic function, thenlim
C!þ1
1
2p
Z C
C
1 eiux
iu
wt ðuÞdugives the probability distribution corresponding to what de Finetti suggested should be called derived law of
the random function Xt. Clearly,logw0;t ¼
Z t
0
ðlogws Þds:Thus, when ws is assumed to be independent of s (in this case, de Finetti calls / known and ﬁxed) one obtainslogw0;t ¼ t logw1; w1ðnÞ ¼ EðeinX 1Þ:
This, combined with the assumption of independence for the increments, giveswt0;t0þt ¼ ðw1ðnÞÞ
t ðt; t0 > 0Þ: ð5ÞNowadays, the random functions with known and ﬁxed law are called processes with homogeneous (station-
ary), independent increments or Le´vy processes.
This way, de Finetti proves that if t# Xt is a process with stationary, independent increments, then Xt has
an inﬁnitely divisible law for every tP 0. Thus, the concept of inﬁnitely divisible law appears for the ﬁrst time
in Sulle funzioni a incremento aleatorio, even if the name was suggested by Khintchine [16].
de Finetti shows that, as a simple consequence of the approach based on the derived law, one gets:
If t# Xt is a process with stationary, independent increments such that EðX 2t0Þ < þ1 for some t0, then
E(Xt) = m1t, rðX tÞ ¼ r1
ﬃﬃ
t
p
with m1 :¼ E(X1), r21 :¼ VarðX 1Þ.
Indeed, logw1ðnÞ ¼ im1n r21n2=2þ oðn2Þ, and logw0;tðnÞ ¼ tðim1n r21n2=2þ oðn2ÞÞ, which entails m1t =
mt, r21t ¼ r2t (t > 0).
In particular, if logw1ðnÞ ¼ im1n r21n2=2, then w0;tðnÞ ¼ expfim1tn r21tn2=2g, i.e. Xt has Gaussian distri-
bution with mean m1t and variance r21t. Under these very special circumstances, t# Xt is nowadays known as
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tant property of this process forms the ﬁnal part of [2], i.e.
Theorem 1. Almost every Brownian path is nowhere differentiable.3. Representation theorems for inﬁnitely divisible laws
The second paper, in order of importance, de Finetti wrote about processes with independent stationary
increments is Le funzioni caratteristiche di legge istantanea [6]. He resolves on characterizing inﬁnitely divisible
distributions, i.e. distributions which are candidates for representing laws of any Xt when t# Xt forms a pro-
cess with independent and stationary increments. Let’s say that n# exp{k(einu  1) + inh}, with k > 0, is a
characteristic function of Poisson type. de Finetti succeeded in proving that
Theorem 2. The class of infinitely divisible laws coincides with the class of distribution limits of finite convolutions
of distributions of Poisson type.
This result, as well as the problem it resolves, attracted Kolmogorov’s attention, who tried to provide a
more ‘‘explicit’’ solution. Kolmogorov’s conclusions appeared in two papers, in Italian, in which it is proved
that the class of inﬁnitely divisible laws with ﬁnite second moment coincides with the class of distributions with
characteristic functionswðnÞ ¼ exp icnþ
Z
R
ðeinu  1 inuÞ 1
u2
dGðuÞ
 where c is some real and G* a nondecreasing, left-continuous function withGð1Þ ¼ 0; Gðþ1Þ < þ1:
In paper [16], Khintchine, following de Finetti–Kolmogorov’s method, obtained the canonical representation
of an inﬁnitely divisible characteristic function without assuming ﬁniteness of the second moment. This is the
celebrated Le´vy–Khintchine canonical representationwðnÞ ¼ exp icnþ
Z þ1
1
einu  1 inu
1þ u2
 
1þ u2
u2
dGðuÞ
 
:Le´vy played a fundamental role in the story of processes with independent increments, not only because he
was the ﬁrst to deduce a representation for general inﬁnitely divisible distributions in a paper of 1934,
appeared in Annali della Scuola Normale di Pisa, but also because he started out with an in-depth analysis
of the properties of the paths of a process with stationary and independent increments. In point of fact, he
derived the above general representation from that analysis. In other words, his approach is quite diﬀerent
from de Finetti’s and, consequently, from Kolmogorov’s approach. In footnote (6) of Sur les inte´grales. . .
(1934), Le´vy writes that he became aware of de Finetti’s and Kolmogorov’s papers after writing and submit-
ting his own paper.
In Le´vy’s obituary written for The Annals of Probability, Loe`ve [24] wrote that Le´vy’s paper is one of the
most important probability papers ever published. The importance of Le´vy’s contribution gained recognition
to such a degree that processes with independent and stationary increments, as already recalled, are frequently
designated as Le´vy processes even if de Finetti was actually the ﬁrst to introduce and devise a general theory
for them.
4. Other de Finetti’s papers on random functions
de Finetti’s remaining papers, about the subject of processes t# Tt with stationary, independent incre-
ments, contain: a proof (of a geometric nature) of the fact that the distribution of each Xt must be continuous
when the trajectories of t# Xt are continuous (see [3]); a few interesting remarks on Theorem 2 (see [9]); the
characteristic function of the integral
R t
0
Xu du when t# Xt has continuous trajectories (cf. [4]).
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certain importance when it comes to understanding the inﬂuence exerted by the ultimate presentation of the
mathematical theory of subjective probability on de Finetti’s critical look at his work in the ﬁeld of random
functions.
In fact, he explains the nature of the problem in the third of the papers just mentioned. If t# Xt has con-
tinuous trajectories, then for any t > 0,1 A v
numbeZ t
0
Xu du ¼ lim
n!þ1
t
n
Xn
h¼1
X th=nwhereSn :¼ tn
Xn
h¼1
X th=n ¼ tX 0 þ tn
Xn
h¼1
ðn hþ 1ÞfX th=n  X tðh1Þ=ng:Then, if X has stationary, independent increments with X0  c, the characteristic function /Sn of Sn satisﬁeslog/SnðnÞ ¼ icnt þ
n
n
Xn
h¼1
logw1 ðn hþ 1Þ
t
n
n
 and its limit – as n% +1 – exists and meetslog/SnðnÞ ! icnt þ
1
n
Z nt
0
logw1ðuÞdu ¼: log/ðnÞ:Thus, one can conclude that Sn converges in distribution and, since Sn !
R t
0
Xu du (pointwise), w(n) coincides
with the characteristic function of the integral
R t
0
Xu du, when probability is meant as a completely additive set
function.
Generally speaking, this conclusion no longer holds should probability be viewed as a simply additive set
function. More precisely, in such a setting, almost sure convergence does not imply (in general) convergence in
distribution.1 Hence, with reference to the previous problem, one could say that the Riemann sums converge
in distribution, but one could not conclude that the limiting distribution is the probability law of the integral.
In point of fact, my friends and colleagues Patrizia Berti and Pietro Rigo supplied me with an example in
which, given a speciﬁc projective system of ﬁnite-dimensional distributions, consistent with the condition of
independence and stationarity of increments, and with the continuity of paths,
R t
0
Xu du can be assigned an
arbitrary probability distribution.
5. Additivity versus complete additivity
At this stage, we might as well wonder why de Finetti questions complete additivity of probability after
adopting it in some of his previous papers on stochastic processes with independent increments, and this with-
out actually showing any doubt. Whatsoever it should be recalled that, even before Kolmogorov’s Grundbeg-
riﬀe appeared in 1933 [19], the employment of r-additive probabilities was de facto prevailing. A few authors
incorrectly thought that this condition was necessary when probability is seen as limit of frequencies. On the
other hand, unsatisﬁed with the current interpretations (and ensuing deﬁnitions) of probability, de Finetti,
while working on random functions, started also a critical study on the philosophical foundations of proba-
bility in order to reach a deﬁnition which, apart from being consistent with these foundations, might prove to
be a breakthrough in mathematical theory. The conclusions of these studies were at ﬁrst published in two
papers: de Finetti [5] of mathematical nature and de Finetti [10] of a more philosophical character. Deﬁnitive
and much more extended expositions are contained in [11].
Brieﬂy, de Finetti strongly advocated the subjectivistic nature of probability and delimited the ﬁeld of
admissible evaluations of probability by specifying what an individual would reject as conﬂicting with theery interesting example of this phenomenon is contained in Sui passaggi al limite [7] apropos of Cantelli’s strong law of large
rs.
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given a class of events (= subset of X) E, a real-valued function P on E is said to be a probability when for
any positive integer n, any ﬁnite subclass E1, . . .,En of E and any n-tuple (c1,. . .,cn) in R
n, inequalitymin
x2X
Xn
i¼1
ci P ðEiÞ  1EiðxÞf g max
x2X
ci P ðEiÞ  1EiðxÞf g 6 0 ð6Þholds true.
Existence of a probability on E can be proved by ordinary induction when E is countable, and by transﬁnite
induction (axiom of choice) if E is uncountable. It turns out that, whenever E is an algebra, P is a probability
on E if and only if: P is non-negative, takes value 1 at X and is (ﬁnitely) additive. In any case, complete addi-
tivity is not a necessary condition in order that coherence holds. Somebody could then suggest one extends (6)
to countably inﬁnite summands. Clearly, such an extension would entail that one should add a clause about
the meaning of convergence of a series of random gains. Since any clause of this kind proves to be alien to the
probabilistic nature of the problem, de Finetti prefers to limit the domain of application of the coherence prin-
ciple to the unambiguous case of ﬁnite combinations of bets. Outside this domain, any evaluation is admitted
provided that it does not contradict the coherence principle (6). In particular, one is left free (but not forced) to
assess probabilities which turn out to be additive even for some countably inﬁnite partition of an event.
Consistently with this stance on probability, which de Finetti will never give up throughout his life, the
value of a mathematical proposition, relative to real world phenomena, declines whenever its validity depends
on the use of r-additivity. He ascertained this circumstance apropos of Cantelli’s strong law of large numbers
in [7], where he gives an example of sequence of events distributed according to the Bernoulli hypothesis (with
probability of success 1/2), equipped with an extension to the class of sequences {0,1}1 such that the fre-
quency of success converges to 0 with probability one. It is clear that the problem of the distribution of the
integral
R t
0
Xu du, explained in Section 5, is of the same nature.
As for random functions, another important property that must be revised is the nowhere diﬀerentiability
of Brownian paths; see Theorem 1. This clearly emerges from de Finetti’s last paper, which triggered the
debate between Fre´chet and de Finetti himself; see [25]. Although de Finetti maintains that it would be very
important to be able to state that propositions like Theorem 1 hold true unconditionally (perhaps with refer-
ence to their physical interpretation and consequences), he acknowledges that the optional character of the
condition of complete additivity forces to rephrase Theorem 2 in a weaker form, viz: For any pair of strictly
positive numbers e and M, the event that there is some subinterval of [0, 1], with length >e, in which the
Lipshitz conditionjX t2  X t1 j 6 M jt2  t1j
holds, for a Brownian movement t# Xt on [0,1], has probability 0.References
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