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Abstrak 
Seleksi model merupakan tahapan terakhir dari suatu analisis regresi. Salah 
satu pendekatan yang sering dipergunkan adalah cross-validation. Ukuran mean 
square prediction error (MSPE) dianggap sebagai ukuran yang lebih baik untuk 
mengevaluasi tingkat prediktibilitas dibandingkan  mean square error (MSE) yang 
diperoleh tanpa harus melalui cross-validation. Dalam penelitian ini penulis 
membandingkan kinerja MSPE dengan MSE sebagai penaksir harapan kuadrat 
kekeliruan model melalui sebuah simulasi Monte Carlo.  Penulis menemukan bahwa 
kedua statistik tersebut merupakan penaksir yang bias untuk nilai harapan kuadrat 
kekeliruan model. Namun demikian, keduanya merupakan penaksir yang konsisten. 
MSE bersifat underestimate sementara MSPE bersifat overestimate. Bias taksiran MSPE 
lebih besar dari MSE. Selain itu, standar error MSPE juga lebih besar dibanding dengan 
MSE. Untuk ukuran sampel yang kecil, MSPE mempunyai tingkat kesetabilan yang 
rendah, hal ini ditunjukan oleh nilai standar error yang sangat besar. Dengan demikian 
dapat disimpulkan bahwa MSE merupakan ukuran yang lebih baik dalam melakukan 
evaluasi prediktibilitas model dari pada MSPE. 
Kata kunci: cross-validation, mean square prediction error, mean square error, regresi 
multipel, simulasi Monte-Carlo. 
 
1. Pendahuluan 
Dalam analisis regresi salah satu langkah penting yang harus dilakukan 
adalah seleksi model.  Pendekatan yang paling sering dipergunakan dalam seleksi 
model adalah pembagian data. Dalam pendekatan ini data dibagi menjadi dua 
bagian.  Bagian yang pertama disebut construction set, dipergunakan untuk 
membangun model. Bagian yang kedua disebut validation set, model regresi yang 
dibangun berdasarkan construction set dievaluasi kesesuainnya terhadap 
validation set. Prosedur ini biasa disebut cross-validation (Weisberg, 2005). 
Salah satu hal yang dievaluasi dalam cross-validation adalah prediktibilitas 
model.  Ketika sebuah model regresi dibangun dengan data tertentu, tidak dapat 
dihindari lagi bahwa model yang terpilih adalah yang terbentuk, karena modelnya 
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memang cocok dengan data, setidaknya untuk sebagain besar data. Hal ini dapat 
mengakibatkan tingkat kesalahan yang dihitung berdasarkan construction set  
(apparent error) lebih rendah dari tingkat kesalahan dari dalam prediksi di luar 
data construction set  (error rate) (Kutner dkk., 2005, h. 370). Dengan kata lain 
error rate merupakan ukuran yang lebih baik dibandingkan dengan apparent error. 
Yang perlu dicermati dalam hal ini apakah rendahnya apparent error 
dibanding dengan error rate merupakan variasi sampel yang terjadi perkasus atau 
merupakan suatu kecenderungan umum. Untuk itu perlu dilakukan suatu evaluasi 
terhadap perilaku apparent  error dan  error rate kemudian dibandingkan 
kecederungan umum yang terjadi di antaranya. Selain dari itu tentu harus 
diperhatikan pula sifat-sifat lain keduanya sebagai statistik yang baik. 
Di dalam penelitian ini penulis bermaksud mempelajari perilaku apparent 
error yang diwakili oleh Means Square Prediction Error (MSPE) dan error rate yang 
diwakili oleh Means Square Error (MSE) untuk kasus model regresi linier multipel 
tanpa pelanggaran asumsi Gaus-Markov.  Dari penelitian ini diharapkan dapat 
diperoleh informasi tentang kecederungan umum perilaku MSPE dan MSE dari 
sebuah model regresi linier multipel. Selanjutnya informasi dapat dipergunakan 
sebagai bahan evaluasi dari penggunaan MSPE sebagai ukuran prediktabilitas 
model dan penggunaan cross-validation dalam validasi suatu model regresi. 
 
2. Simulasi 
Dalam suatu kasus di mana analisis matematis dipandang jauh lebih sulit 
untuk dilakukan, simulasi merupakan alternatif  yang dapat ditempuh untuk 
memecahkan kasus tersebut.  Demikian pula halnya dalam membandingkan 
kinerja MSPE dan MSE, penulis melakukan sebuah simulasi Monte-Carlo. Simulasi 
ini ditujukan untuk mengevaluasi sifat-sifat MSPE dan MSE sebagai penakasir dari 
harapan kuadrat kekeliruan model yang merupakan suatu ukuran prediktabilitas 
model. Untuk itu dalam simulasi ini dihitung rata-rata taksiran MSPE dan MSE, bias 
keduanya terhadap rata-rata kuadrat kekeliruan dan standard error keduanya. 
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Berikut ini adalah ketentuan-ketentuan yang diterapkan dalam simulasi yang 
dilaukan. 
a. Populasi dari data akan mengikuti model regresi sebagai berikut. 
εβββ +++= 22110 XXY  
dengan  
50 =β , 31 =β , dan 52 =β , kemudian ( )4,0~ Nε , ( )9,8~1 NX , dan 
( )2,6~2 NX  saling independen satu dengan lainnya.  
b. Untuk memenuhi kriteria cross-validasi yang baik, ukuran construction set dan 
validation set akan sama (Roecker, 1991). Dengan demikian ukuran 
construction dan validation set setengah dari ukuran sampel yang 
dipergunakan.Ukuran sampel ( )n  yang dipergunakan adalah 10, 20, 40, 80, 
160, 320, 640 dan 1280. 
c. Setiap ukuran sampel diulangi sebanyak 5000 kali (banyak replikasi). 
d. Dalam setiap replikasi MSE dirumuskan sebagai 
( )
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−
=
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sedangkan MSPE dirumuskan sebagai 
( )
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i
ii∑
=
−
=  (Kutner dkk, 2005).     (2.2) 
Dengan iii XXY 22110 ˆˆˆˆ βββ ++=  dan *n merupakan ukuran validation set. 
e. Selanjutnya dihitung rata-rata, bias dan standar error dari MSE dan MSPE untuk 
masing-masing ukuran sampel. 
 
3. Hasil dan Pembahasan 
Dalam mengevaluasi suatu statistik, terdapat dua konsep yang harus 
diperhatikan yaitu efisiensi dan bias (Mendenhall dkk, 1986). Suatu statistik akan 
lebih disukai dibanding dengan statistik lainnya jika statistik tersebut lebih efisien. 
Efisiensi ini ditunjukan oleh nilai standar error. Jadi statistik yang mempunyai 
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standar error yang lebih kecil akan lebih disukai dibandingkan statistik lainnya 
yang mempunyai standar error lebih besar. Sedangkan mengenai bias, statistik 
yang lebih disukai adalah yang tak bias. Namun demikian, ketakbiasan ini bisa 
diperlonggar dengan sifat kekonsistenan, yaitu untuk ukuran sampel besar statistik 
tersebut mempunyai bias yang dapat diabaikan. Di antara statistik yang konsisten, 
tentunya statistik dengan bias terkecillah yang lebih disukai untuk dipergunakan. 
Berdasarkan kedua konsep inilah kita akan mengevaluasi hasil simulasi.  
Dari taksiran hasil rata-rata MSPE dan MSE, seperti yang ditampilkan dalam 
Tabel 1 dan Gambar 1, dapat diketahui bahwa MSPE merupakan penaksir yang 
over estimate untuk rata-rata kuadrat galat. MSE sebaliknya, merupakan penaksir 
yang underestimate. Klaim yang selama ini menyatakan bahwa MSE cenderung 
untuk lebih kecil adalah benar. Walaupun demikian baik MSPE maupun MSE 
merupakan penaksir yang secara asimtotis konvergen terhadap rata-rata kuadrat 
galat. Dengan kata lain baik MSPE maupun MSE merupakan penaksir yang 
konsisten untuk rata-rata kuadrat galat. 
 
Tabel 1. Taksiran, Bias, dan Standar Error MSPE dan MSE 
n 
Taksiran Bias Standar error 
MSE MSPE MSE MSPE MSE MSPE 
10 1.593 14.339 1.203 10.339 1.598 62.160 
20 3.386 5.955 0.614 1.955 1.162 3.627 
40 3.709 4.722 0.291 0.722 0.856 1.637 
80 3.855 4.314 0.145 0.314 0.622 1.006 
160 3.931 4.145 0.069 0.145 0.444 0.668 
320 3.967 4.082 0.033 0.082 0.319 0.465 
640 3.980 4.042 0.020 0.042 0.221 0.323 
1280 3.992 4.013 0.008 0.013 0.156 0.229 
 
Selanjutnya dari nilai bias taksiran dapat kita ketahui bahwa MSPE 
mempunyai bias taksiran lebih besar dari MSE (Lihat bambar 2). Pada setiap 
ukuran sampel, bias taksiran MSPE selalu lebih lebih besar dibandingkan dengan 
bias MSE. Semakin besar ukuran sampel semakin kecil perbandingan antara bias 
MSE dan MSPE. Pada ukuran sampel 10, bias MSPE 8,6 kali bias MSE. Sedangkan 
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pada ukuran sampel 1280, bias MSPE 1,6 kali bias MSE. Dari perbandingan nilai 
bias, kita dapat pastikan bahwa MSE merupakan ukuran yang lebih disukai karena 
mempunyai nilai bias yang selalui lebih kecil. 
Terakhir, kita lihat perbandingan antara taksiran standar error MSPE dan 
MSE. Sama seperti halnya bias, taksiran standar error MSPE selalu lebih besar dari 
taksiran standar error MSE. Dari Gambar 3, perbedaan yang mecolok terjadi pada 
ukuran sampel di bawah 20. Pada ukuran sampel 10, taksiran standar error MSEP 
38,9 kali lebih besar dari taksiran standar error MSE. Sedangkan pada ukuran 
sampel terbesar, yaitu 1280, taksiran standar error MSPE 1,5 kali lebih besar 
taksiran standar error MSE. Dari sini, kita dapat mengetahui bahwa MSPE 
merupakan ukuran yang lebih tidak reliabel untuk mengevaluasi kecocokan suatu 
model regresi dibandingkan dengan MSE, terutama untuk ukuran sampel kecil. 
 
4. Kesimpulan 
Baik MSPE maupun MSE merupakan penaksir yang konsisten untuk 
harapan kuadrat kekeliruan model. Namun demikian MSE mempunyai bias yang 
lebih kecil dibanding MSEP. Selain itu MSE lebih efisien dibanding MSPE. Dengan 
begitu, MSE merupakan penaksir ukuran prediktabilitas model yang lebih baik 
dibanding MSPE. Khusus untuk ukuran sampel di bawah 20, MSPE tidak dianjurkan 
untuk dipergunakan sebagai ukuran prediktabilitas model menimbang standar 
errornya yang jauh lebih besar dibanding standar error MSE.  
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Gambar 1. Taksiran MSPE dan MSE  
 
 
Gambar 2. Bias MSPE dan MSE  
 
PROSIDING                                                                                                              ISBN: 978-979-16353-3-2 
 
 839
 
Gambar 3. Standar Error MSPE dan MSE  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
