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Abstract: The secondary bifurcation points and secondary states of a thin plate buckling problem are numerically 
studied in this paper. The continuation methods and local perturbation techniques are successfully implemented to 
trace the first few secondary branch solutions. Our computer graphic output shows that the secondary branch process 
is an unsymmetric wrinkling. 
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1. Introduction 
Consider the buckling problem 
Au+A sin u=O in ti, 
u=o on as2, (1.1) 
where L? c R" with n < 3 is a compact domain with piecewise smooth boundary i3s2. The 
purpose of this paper is to study the secondary bifurcation points of (1.1) and the branch 
solutions emanating from these points numerically. 
Equation (1.1) is of the following general nonlinear operator equation type: 
F(U, X) = 0. (1.2) 
Here F:B,XR+B,, UEB~, h E R is a smooth mapping, B, and B, are two real Banach 
spaces, and R is the real line. 
A solution u0 of (1.2) is said to be a basic solution or trivial solution if F( zq,, A) = 0 for all 
values of h. A bifurcation point on the basic solution is called a primary bifurcation point. The 
solutions that branch from these points are called primary branch solutions or primary states. 
Any solutions other than the basic solution which bifurcate from a primary state are called 
secondary branch solutions, and the corresponding bifurcation points are called secondary 
bifurcation points. We refer to [7] for details. 
The earliest discovery of secondary bifurcation was made by Poincare in his classical work on 
the ellipsoidal figures of equilibrium of a rotating and inviscid fluid. Secondary bifurcation was 
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observed by Bauer and Reiss in their numerical study of the compressive buckling of rectangular 
plates, see [6,7] and the references cited in [7]. In our numerical experiments for [2,11], we also 
observed that secondary bifurcations exist on certain primary states of the discretizations of 
(1.1). 
To follow a secondary branch solution emanating from a primary one numerically by the 
continuation method, it is necessary to first discretize the differential equation, for example, by 
the finite differences of the finite element method. Next we detect the primary bifurcation point 
along the trivial solution. The continuation methods (see [1,4,5]) and local perturbation tech- 
niques developed in [2] will then be implemented to trace the primary branch solutions and 
simultaneously detect the secondary bifurcation points on them. If a secondary bifurcation point 
is signaled, one then determines its approximate location and applies the previous perturbation 
techniques by choosing an appropriate perturbation vector d for the secondary branch solution. 
The continuation methods are used to follow the secondary branch solution again. 
But it is possible that a secondary bifurcation point might be very close to the trivial solution. 
In this case it would be difficult to perform two consecutive different perturbations in a small 
interval. Thus one might perform one local perturbation for the secondary branch solution. By 
doing this one switches from the trivial solution directly to the secondary branch solution 
without passing through the primary one. 
We should emphasize here that the choice of the perturbation vector d plays a key role in the 
numerical methods described above. It might be effective if one knows the oscillation of the 
eigenfunction that is corresponding to the eigenvalue where the branch bifurcates off. In this case 
one chooses d so that it has the same sign pattern as that of the corresponding eigenvector, see 
[2,11]. But the eigenfunctions of a nonlinear eigenvalue problem are in general unknown. Under 
such circumstances one might choose d by exploiting the symmetry of the domain Sz if possible, 
see [3]. 
Since the theoretical results concerning secondary bifurcations of (1.1) are not well under- 
stood, it is difficult to choose d for performing local perturbation. In [9,10] Cheo and Reiss 
established numerically that the secondary bifurcation of the uniformly compressed circular plate 
about an axisymmetric primary state is an unsymmetric wrinkling. These results might be helpful 
for us to choose the perturbation vector d. Actually our numerical results show that the 
secondary branching process of (1.1) is an unsymmetric wrinkling. 
This paper is organized as follows. In Section 2 we briefly review the numerical methods that 
are required in our numerical experiments, see [2]. The numerical reports based on very coarse 
grids are given in Section 3. In Section 4 we employ more mesh points to get better approxima- 
tions for the branch solutions of (1.1). These numerical results are illustrated by 3D computer 
graphs. Some comments and conclusions are also given in Section 4. 
2. Tracing secondary bifurcations 
2.1. Basic theory 
To solve (1.1) numerically, we first discretize it, e.g., by the finite difference method. The finite 
dimensional approximation of (1.1) is given by 
H(x, h) = 0, (2.1) 
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where H:RN~lR+lRN, XEIW~, A E [w is a smooth mapping. Thus, one can easily apply the 
predictor-corrector type continuation methods described below to follow the solution curves of 
(2.1). 
Assume that 0 is a regular value of H. It is well known that H-‘(O) is a l-dimensional 
manifold which is the disjoint union of smooth curves c(s) which are diffeomorphic to some 
interval I c R' or to a circle S’. We denote c(s) by 
c = {Y(S) = ML +)) I ffbb)) = 0, s E I}. (2.2) 
Differentiating H( y( s)) = 0 with respect to s, we obtain 
DH(y(s)) .3(s) = 0. (2.3) 
Here p(s) =(-l;-(s), A(s)) d enotes a tangent vector to c at y(s), and DH( y( s)) = (D,H( y( s)), 
D,H(y(s))) is the N x N + 1 Jacobian matrix of rank N. It follows from (2.3) that the 
augmented Jacobian matrix 
4Yb)) = 
WY(s)) 
[ 1 mT (24 
is nonsingular for all s E I. If an orientation is given, and a starting point y(O) = (x(O), h(0)) is 
known, then one can numerically trace c by solving the Davidenko initial-value problem (see 
]I4,151) 
DH(y(s)) 9(s) = 0, 
CD) II 3(s) II = 1, 
Y(0) = (x(O), X(O)). 
Suppose that yi = (xi, h,) E RN+’ has been accepted as an approximating point for c. We 
predict a new point Z,, i.i by the Euler predictor 
z;+i,i =y, + CYi. u;, (2.5) 
where 6, > 0 is the step length, and ui is the unit tangent vector at y,, which is obtained either by 
solving the linear system (see [1,4,18]) 
(2-7) 
where ek is the k th standard basis vector of [w Nt’ such that 
IeZ* u~_~[ =max( Ie~*u,_i], j=l,..., N+l). 
In order to maintain orientation and control the local curvature, we impose the following 
condition: 
u, * U,-l >l-a>0 forsomeaE(O,l). (2.8) 
280 C.-S. Chien / Continuation methods for bifurcation points 
The accuracy of approximation to the solution curve c(s) is in general improved by a 
corrector process. This is done by choosing a hyperplane which is orthogonal to p(s) at Zi+,,i 
and performing Newton iterations constraint to the hyperplane. In practice, the modified 
Newton’s method with constraint 
[ DH(f+l.l)] .wi= [pH(~+l”‘], j= 1,2, 3, ... , (2.9) 
is solved, where the predictor point ZI+l,l is used as the initial guess, and Z,,,,,,, = Z,,,,, + wi, 
j = 1, 2, 3,. . . . Two possible choices for the constraint vector y are 
(i) the current unit tangent vector u,, 
(ii) the standard base ek of Iw N+l defined in (2.7). 
If y, lies sufficiently near c, then the Newton iteration (2.9) will converge provided the step 
size Sj > 0 is small enough. 
One can solve (2.6) (or (2.7)) and (2.9) either by direct methods or iterative methods. The 
direct methods are used in our numerical experiments. The reason is that no extra computation is 
necessary for detecting bifurcation points. 
The predictor-corrector type continuation methods can be used to follow the secondary 
bifurcation curves as well as the primary bifurcation curves. Before doing this, we have to detect 
secondary bifurcations on the primary bifurcating solutions. 
2.2. Detecting secondary bifurcations 
The numerical methods we developed in [2] can be used to detect both bifurcations and 
secondary bifurcations regardless of the multiplicities. The theoretical foundation is based on a 
result of Berger [8]: if F is an odd gradient map with respect to u and DF( u(s*), X(s *)) has 
rank deficiency m, then at least m branches bifurcate from c at (u(s*), A(s*)). In the finite 
dimensional context, in order for Berger’s result to apply, D,H should be symmetric and 
D,H(-x, X) = -D,H(x, A) should hold. 
Actually under the above hypotheses, our criterion can be viewed as an extension of the 
classical criterion based on a theorem of Crandall and Rabinowitz [13], which is applicable only 
when the bifurcation is odd, even without knowing its multiplicities, see [1,2,14,15] for details. 
For completeness, we briefly review our bifurcation criterion given in [2]. 
Let A be a symmetric N x N matrix, and let p(A), n(A) denote the number of positive and 
negative eigenvalues of A, respectively. The number a( A) = p( A) - n(A) is called the signature 
of A. Sylvester’s Law of Inertia states that a( PAPT) = a(A) and 
P(PAPT) =PW (2.10) 
whenever P is a nonsingular matrix, see [17]. Since the reduction of D,H to an upper triangular 
matrix may be represented by PDxHPT for some nonsingular matrix P, we may detect 
bifurcations in the course of following c via the above sketched numerical continuation process. 
Let yi and yi+i be two consecutive approximations to c such that only one singular point of 
D,H lies on c between them. Suppose that 
I P(D,H~+,)) -P(D,H(x)) I = m- (2.11) 
Then exactly m eigenvalues of D, H( y( s)) change sign at some point y * = y( s * ) approximately 
between y, and y, + i. By the abovementioned result of Berger, if D, H( x, A) is odd in x, then at 
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least m branches bifurcate from c at y(s *). Furthermore, the precise difference in signature 
(2.11) can be easily detected, since it is equal to change in signature of the corresponding 
diagonalized matrices 
IP(P,+,Q~(Yi+JG) -P(JY%~(YMY) 1. (2.12) 
We remark here that no extra computation is required for our numerical methods if the direct 
methods are implemented to solve (2.6) or (2.7). It is obvious that Berger’s result can be applied 
to the discretization (1.1). 
2.3. Perturbation for secondary bifurcations 
Local perturbation techniques can be used to handle both simple and multiple bifurcations. 
Our numerical experiments given in Section 3 show that this is also true for secondary 
bifurcations. The theoretical foundation of local perturbation is based on a version of generalized 
Sard’s theorem. The implementation of local perturbation for bifurcation can be found, e.g., in 
[2,3,11,14,15]. We will briefly review them. 
Theorem 2.1. Let VC R m, W c [w p be nonempty open sets and let + : V X W + R n be a smooth 
map with m 3 n. If 0 is a regular value of +, then for almost all d E W, 0 is a regular value of the 
restricted map qd( .) = +( a, d). 
For our particular application of the above theorem, we set m = N + 1 and p = N. Now 
suppose that y(s*) is a detected bifurcation point on the curve c c H-‘(O). Let U c lRN+i be a 
bounded open neighborhood of y(s *). Let f : R! Nfl + IF&! be a smooth map such that f(y) = 0 
for y @ U and f(y) > 0 for y E U. The following result (see [14]) is used in our practical 
computation. 
Lemma 2.2. For H, U, f defined as above, let Hd : R Ntl + RN be defined by 
H,(Y) =H(Y) +f(y)d. 
Then Hd( y ) has 0 as a regular value for almost all d E R! N - { 0} . 
(2.13) 
One can easily choose the perturbation vector d if the oscillation of the components of the 
solution branch is known. Note that the latter is in general reflected by the components of the 
associated eigenfunction, see [2]. Although the behavior of the secondary bifurcations of the 
buckling problem is still unknown, we can choose suitable perturbation vectors for the first few 
secondary bifurcations, since the oscillations of the components of these secondary bifurcations 
are so natural. Our numerical experiments given below will confirm this aspect. 
3. Numerical results 
The eigenvalues and corresponding eigenfunctions of the linear problem 
Au+Xu=O in fi=(O, l)‘, 
u=o on 852, 
(3.1) 
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are known to be 
A , = (WI2 + n2)lT2, 
u,,:(x, y) = f sin m71x. sin nary, 
(3.2) 
(3.3) 
for m, n = 1, 2, 3, . . . . 
If m = n, then X,,, is a simple eigenvalue, whereas if m # n, then h, n is at least a double 
eigenvalue. 
The eigenvalues and corresponding eigenvectors of the standard five-point centered difference 
analogue of (3.1) are given by 
P p,9 = 4 (J + 1)2sin2+a & + (K+ l)2sin2fT & 
I i 1 i il 
, 
up&/~ ,)=sin(&) sin(&), 
where J and K are the number of interior nodes on the x- and y-axis, respectively, and 
(x,, yk)=(j/(J+l), k/(K+l)), hj, p<J, l<k q<K, see[16]. 
Since the linearization about the trivial solution of the buckling problem 
Au+x sin u=O in L?=(O, 1)2, 
u=o on aL8, 
(3.6) 
is the linear problem (3.1), it is obvious that the eigenvalues of (3.6) would be the same as those 
of (3.1). Similar results also hold for those of the discretizations of (3.6) and (3.1). 
The central difference approximation of (3.6) is given by 
AU, + p sin U, = 0 in L? = (0, 1)2, 
u, = 0 on i3fi. 
(3.7) 
Here h = l/( N + 1) with N a positive integer is the uniform meshsize on the x- and y-axis. The 
standard serpentine ordering of interior nodal points is used. That is, U(xj, yk) is relabeled as 
U,, 1 =j + (IV - l)k. The accuracy tolerance is 5.0. 10P4 throughout the experiments given in 
this paper. As we mentioned in Section 1, the secondary bifurcations of (3.6) are not well 
understood. In order to make the choice of the perturbation vector d easier, our numerical 
experiments are first performed on very coarse grids. It is not surprising that the branch 
solutions of (3.7) obtained in this case are not accurate approximations for those of (3.6). 
For J = K = 3 and h = $ one easily computes the eigenvalues of (3.7) by (3.4). The primary 
states of (3.7) branch off from the trivial solution U, = 0 precisely at the location of the 
eigenvalues, see [20]. The location of all the eigenvalues of (3.7) with h = $ is given in Fig. 1. 
Note that these eigenvalues are all equally spaced. 
CL 2.2 
II 
PI.1 PI.2 = P2.1 PI.3 = P3,l 112.3 = p3,2 P3.3 
0, PA 
18.7451 41.3725 64.0 86.6274 109.2548 
Fig. 1. 
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Let A be the 9 X 9 matrix associated with (3.7). As we trace along the trivial solution O;, = 0 of 
(3.7) the signature jump of A is 0, 1, 3, 6, 8, 9, respectively, whenever each eigenvalue is passed. 
That is, y,,, and p3,3 are simple eigenvalues, pi,2 = p2,i and p 2,3 = p3,2 are double eigenvalues, 
while P1,3 = P3,l = P2,2 is a triple eigenvalue. The associated branch curves have been investigated 
in [2]. We will be interested only in .secondary bifurcations. 
There is no secondary bifurcation on the branch curve bifurcating at the first simple 
eigenvalue pi,* z 18.7451. The signature of A jumps from 1 to 2 between p z 41.19 and 41.67 on 
each of the two primary branch curves bifurcating at p 1,2 E pz,i = 41.3725, where I] U, /11: z 0.09. 
This shows that a simple secondary bifurcation indeed exists on each of these two branch curves, 
and these two secondary bifurcations are very close to the double bifurcation P,,~ = pL2,i. 
To obtain these two secondary branch curves, we start from the trivial solution U, = 0, and 
perform local perturbation near the secondary bifurcation points by choosing the perturbation 
vectors d so that the components d, = 0 on each of the diagonals. The other components of d are 
chosen so that d,‘s have different signs on each of the subregions divided by the diagonals. Note 
that we set I] d Ilrn = 10P3. 
At p = 43.80 the two primary branch solutions are (0.487, 0.667, 0.487, 0, 0, 0, -0.487, 
- 0.667, - 0.487) and ( - 0.487, 0, - 0.487, - 0.667, 0, - 0.667, - 0.487, 0, - 0.667) respectively. 
It is obvious that the nodal sets (see 1121) of these two primary states lie on the respective line 
segments connecting (0, 0.5), (1, 0.5) and (0.5, 0), (0.5, 1). The nodal set of one of the secondary 
branch curves is on the diagonal connecting (0, 0) and (1, l), while the other is on the diagonal 
connecting (0, 1) and (1, 0). At p = 43.80 these two secondary states are (0, -0.487, -0.667, 
0.487, 0, -0.487, 0.667, 0.487, 0) and (-0.667, -0.487, 0, -0.487, 0, 0.487, 0.667). 
The signature of A jumps from 3 to 4 between p = 63.99 and 64.29 as we follow the branch 
curve bifurcating at p2,2 = pi,3 = p3,i which is associated with P~,~, where I] U, I]= = 0.137. That 
is, a simple secondary bifurcation is signaled on this branch curve, and this simple secondary 
bifurcation is close to the triple bifurcation. 
60 62 64 66 68 75 72 74 76 78 u 
Fig. 2. Bifurcation at pz,* and secondary bifurcation. X double, A simple, + secondary. 
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We start from the trivial solution U,, = 0 where p is close to this triple bifurcation point, and 
perform local perturbation near this triple bifurcation. It is quite natural that we choose the 
perturbation vector d so that d, = 0 on the nodes that lie on the two diagonals of the unit square. 
The nodal set of the branch curve associated with pL2.2 lies on the two line segments connecting 
(0, 0.5) (1, 0.5) and (0.5, 0), (0.5, 1). It is not surprising that the nodal set of this secondary 
branch curve lies on the two diagonals. The solutions of the primary state and the secondary 
state at p = 65.81 are (0.408, 0, -0.408, 0, 0, 0, -0.408, 0, 0.408) and (0, 0.408, 0, -0.408, 0, 
-0.408, 0, 0.408, 0), respectively. Figure 2 shows that the primary branch solutions bifurcate at 
Pl,3 = P3.1 and P2.29 and the secondary branch solution emanates from the latter. 
The signature of A jumps from 3 to 4 between p = 72.97 and 74.17 as we trace one of the 
primary branch curves bifurcating at P,,~ = pL3,i = 64. Similar result holds for the other primary 
state because of the conjugacy at double eigenvalues, see [19]. 
A secondary bifurcation point is detected between p = 98.95 and 101.3 on each of the branch 
curves bifurcating at pL2,3 = p3,2 z 86.6274. No secondary bifurcation point has been detected yet 
as we trace the primary branch curve bifurcating at p3,3 E 109.2548 until p = 331.8. The 
numerical reports about these secondary states will not be given here. 
We should emphasize here that the oscillation of the components of the primary states do not 
always follow (3.5). For example, the sign of the components of U2,3(~i, yk) is given by 
+(+,0, +, -, 0, f, +,0, ->. 
But the counterparts of one of the associated primary branch curves is 
+(-, +, +, +,o, -, -, -, +>. 
4. Results on finer grids and conclusions 
The numerical computations will be performed on the finer grids in this section. It follows 
from Lemma 2.2 in Section 2 that one might choose d at random. 
With N = 7 and h = i, there is no secondary bifurcation point on the first primary state 
bifurcating at pi.i z 19.4867. The secondary bifurcation points on each of the branch curves 
bifurcating at the multiple eigenvalue ,U 1,2 = p2,i z 47.2335 are simple, and detected where 
p E (113.0, 114.0) and p E (160.6, 189.4), etc. In order to obtain the first secondary branch curve 
we perform local perturbation near p = 112.0 on one of the primary state by choosing d so that 
the components d, = 0 on the diagonal connecting (0, 0) and (1, 1). The other components of d 
are chosen so that d,‘s have different signs on each of the subregions divided by this diagonal. 
Note that’we set 1) d JJa = 10-3. This secondary branch curve is successfully traced. Now from 
the computer output it is not difficult to choose d for the first secondary branch solution 
emanating from the other conjugate primary state. That is, one chooses d so that the sign pattern 
of d is similar to that of this secondary branch solution. 
Figure 3 shows the 3D graph of one of the primary branch curves at p z 127.5 which 
bifurcates from the trivial solution at P,,~ z 47.2335. The graph of the other primary state can be 
obtained by rotating the above graph counter-clockwise about the center of 90 O. It is obvious 
that the isotropy subgroups on the double bifurcations are conjugate, see [19,21] for details. 
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Fig. 3. 3D graph of the primary state at p = 127.5. 
Fig. 4. 3D graph of the secondary state at p = 127.2. 
Fig. 5. 3D graph of the secondary state at p z 127.2. 
Fig. 6. 3D graph of the primary state at p = 132.2. 
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Fig. 7. 3D graph of the secondary state at p = 132.1. 
Figures 4 and 5 show the 3D graphs at p z 127.2 of the two secondary branch curves, each of 
them bifurcates from the respective primary states at p E (113.0, 114.0). 
The first two secondary bifurcation points on the branch curve bifurcating at pL2,2 G 74.9804 
are simple and detected where p E (127.8, 128.2) and p E (165.8, 180.2). Figure 6 is the 3D graph 
of the primary state at p G 132.2 which bifurcates from the trivial solution at p2,2 z 74.9804. 
Figure 7 shows the graph of the first secondary state at p z 132.1 which bifurcates from the 
above primary state. 
The other secondary states of (1.1) of course can be numerically traced in a similar way. Now 
we will give some comments and conclusions about our numerical results. 
From the computer graphs given in Figures 3 and 6 it is obvious that the primary states of 
(3.6) (or (3.7)) satisfy some symmetric properties. Actually the actions on these primary states are 
subgroups of the dihedral group D,. For details we refer to [19,21], and the further references 
cited in [21]. Figures 4, 5 and 7 show that the secondary branching process is an unsymmetric 
wrinkling. To the author’s knowledge, theoretical results concerning the group structures on the 
secondary bifurcations are not known. But from [9,10] and our numerical results it seems true 
that symmetry on the primary bifurcations will become unsymmetric as a secondary state 
branches off from the primary one. 
The above numerical experiments were performed on CDC CYBER 180/830. The 3D graphs 
were obtained by using piecewise linear interpolation and performed on NEC PC-9801F. 
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