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GPUDirect RDMAを用いた
リモートホストの異常検知手法
金本 颯将1 光来 健一1
概要：システムの異常には，アプリケーションや OSの障害をはじめ，ヒューマンエラーが原因の障害や外
部からの攻撃といった様々なものが存在する．従来，ソフトウェアやハードウェアによる検知手法が用い
られてきたが，いずれの手法にも問題点があり，高信頼・低コスト・高性能の 3つの要件を満たすのは難
しかった．これらの要件を満たす手法として，システムから隔離された汎用 GPUを用いて異常検知を行
う GPUSentinelが提案されている．しかし，GPUSentinelでは検知結果を外部に通知するために OSの
ネットワーク通信機能を利用する必要があり，OSの内部で障害が発生したり，攻撃によってネットワー
ク通信を阻害されると，検知結果を通知することができなくなる可能性がある．そこで本稿では，OSを
介さずに GPUが直接ネットワーク通信を行い，検知結果をリモートホストに通知することができるシス
テム GRASSを提案する．GRASSでは，リモートホストが GPUDirect RDMAを用いて GPUメモリに
直接アクセスし，リモートホストと GPUがポーリングを行うことで監視対象ホストの CPUを用いずに
通信を行う．そのため，GPUとネットワークカードが正常に動作していれば通信が可能である．我々は
CUDAを用いて GRASSを実装し，GPUとの通信性能を計測した．
1. はじめに
システムの異常には，アプリケーションや OSの障害を
はじめ，ヒューマンエラーが原因の障害や外部からの攻撃
といった様々なものが存在する．このようなシステムの異
常はできるだけ早く検知する必要があるため，従来，ソフ
トウェアやハードウェアによる様々な検知手法が用いられ
てきた．ソフトウェアを用いた異常検知手法は，OS上や
OS内部で情報を取得して異常を検知する．ハードウェア
を用いた異常検知手法は，専用ハードウェアや CPUの機
能を用いて異常を検知する．しかし，いずれの手法にも問
題点があり，高信頼・低コスト・高性能の 3つの要件を満
たすのは難しかった．
これらの要件を満たす手法として，汎用ハードウェアで
ある GPUを用いて異常検知を行う GPUSentinel [1]が提
案されている．GPUSentinelでは，システム起動時にGPU
上で OS監視システムの実行が開始され，メインメモリか
ら取得した情報を基に異常検知を行う．GPUは CPUやメ
インメモリから隔離されているため，システム異常の影響
を受けにくい．しかし，GPUSentinelは検知結果を外部に
通知するために OSのネットワーク通信機能を利用する必
要がある．そのため，OSの内部で障害が発生したり，攻
撃によってネットワーク通信を阻害されたりすると，検知
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結果を通知することができなくなる可能性がある．
そこで本稿では，OSを介さずにGPUと直接ネットワー
ク通信を行い，検知結果を取得することができるシステム
GRASSを提案する．GRASSは GPUDirect RDMAを用
いて監視対象ホスト上の GPUメモリに直接アクセスする
ことで通信を行う．リモートホストが RDMA Writeを用
いて要求を GPUメモリに書き込むと，GPUはポーリン
グを行うことでそれを受け取る．GPUが検知結果をGPU
メモリに書き込むと，リモートホストは RDMA Readを
用いてポーリングを行うことでそれを取得する．このよう
に，GPUおよびネットワークカード（NIC）が正常に動作
していれば通信が可能であり，検知結果の通知が障害や攻
撃の影響を受けにくい．
我々はCUDAやRDMAライブラリを用いてGRASSを
実装した．実験の結果，監視対象ホストにおいて OSが異
常停止しても正常に GPUとの通信を行うことができるこ
とが確認できた．また，GPU上で動作するOS監視システ
ムの異常を検知するためのハートビートにかかる時間を測
定し，pingと比較して十分に短い時間で死活監視を行うこ
とができることを確認した．さらに，GPUメモリを用い
ることによる通信性能への影響も小さいことを確認した．
以下，2章ではシステムの異常に対する従来の異常検知
手法について述べる．3章では本稿で提案するシステムで
ある，異常検知対象の OS等を介さずに直接，監視対象ホ
ストの GPUから検知結果を取得するシステム GRASSに
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表 1: システム異常の分類
種類 具体例
ハードウェア 機器の故障，停電や過電流による機能停止
障害 ソフトウェア データ欠損，仕様外の動作
ヒューマンエラー 思い込みや勘違い，過失による誤操作
性能低下 CPU の性能低下，通信の遅延
攻撃 セキュリティ上の脆弱性をついた攻撃
ついて述べる．4章では GRASSの実装について述べ，5
章では GRASSの有効性を確かめるための実験について述
べる．6章ではこれまでに提案されてきた関連研究につい
て述べ，7章で本稿をまとめる．
2. システムの異常検知
2.1 従来の異常検知手法
システムの異常には，ハードウェアやソフトウェアの障
害をはじめ，ヒューマンエラーが原因の障害や性能低下，
外部からの攻撃といった様々なものが存在する．代表的な
ものとして，表 1のようなシステム異常が挙げられる．本
稿では，ハードウェア障害については異常検知機構に影響
を与えないものだけを対象とする．これらシステムの異常
はできるだけ早く検知して対処を行う必要がある．そのた
め，システム障害から復旧するための障害検知，システム
性能を維持するための性能監視，攻撃の被害を最小化する
ための侵入検知などが行われている．
ソフトウェアを用いた異常検知手法では，OS上や OS
内部で情報を取得してシステムの異常を検知する．例とし
て，システムの状態を SNMPでリモートホストに送信し
て障害を検知する手法が挙げられる．また，アンチウィル
スを用いてコンピュータウィルスへの感染を検知する手法
も用いられる．ソフトウェアを用いた異常検知手法に共通
する問題点として，OSの内部に異常が発生すると，検知
を行うことができなくなることが挙げられる．OSが異常
停止すると検知システムは動作しなくなる．また，OSの
内部にカーネルルートキットがインストールされると，OS
上のセキュリティソフトウェアに偽の情報が返され，以降
の攻撃を検知できなくなる．
ハードウェアを用いた異常検知手法では，専用ハード
ウェアや汎用 CPUの隔離実行のための機能を用いて異常
を検知する．例として，PCIカード上でメインメモリ上の
OSの整合性を安全に検査して外部に通知する手法 [6]や
Intel製 CPUのシステムマネジメントモード（SMM）を
利用してハイパーバイザを安全に監視する手法 [7,8]など
が挙げられる．ハードウェアを用いた異常検知手法はソフ
トウェアを用いる手法と比較すると信頼できるが，専用の
PCIカードを用いる場合には高コストである点や SMMの
実行は低速である点などに課題がある．
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図 1: GPUSentinelのシステム構成
2.2 GPUSentinel
高信頼・低コスト・高性能の 3つの要件を満たす手法と
して，GPUを用いた異常検知手法であるGPUSentinel [1]
が提案されている．GPUSentinelのシステム構成を図 1に
示す．GPUSentinel は，監視対象システムに搭載された
GPU上で OS監視システムを動作させてシステムを監視
し，システムの異常を検知する．GPUSentinelでは OS監
視システムが GPUを占有して自律的に動作する．OS監
視システムは障害が発生する前のシステム起動時に起動さ
れ，その後GPU上で動作し続ける．GPUからシステムを
監視するために，OS監視システムはシステムのメインメ
モリ上のデータを取得して解析する．
GPUはOSが動作する CPUやメインメモリから物理的
に隔離されており，OSの異常の影響を受けにくいため，異
常検知の信頼性は高い．OS側から GPUへの攻撃につい
ても PixelVault [10]で提案されている手法を用いて防ぐこ
とができる．また，GPUは多くの計算機に標準的に搭載
されており，一部のGPUを除いてコストは低い．その上，
GPUは多数の演算コアを保持しており，それらを用いる
ことで並列処理を行うことが可能であることから高性能で
あるといえる．
しかし，GPUSentinelでは検知結果を外部に通知するた
めに OSのネットワーク通信を用いる必要がある．GPU
は能動的にネットワーク通信を行う機能を持たないためで
ある．GPUSentinelを用いた異常検知の結果をリモートホ
ストに通知する際には，OS上のプロセスを介してリモー
トホストに検知結果を送信することになる．そのため，ソ
フトウェアを用いた異常検知手法と同様に，OS内部に異
常が発生したり，攻撃によってネットワーク通信を阻害さ
れたりすると，監視結果を通知することができなくなる可
能性がある．
3. GRASS
本稿では，OSを介さずにGPUが直接ネットワーク通信
を行い，異常検知の結果をリモートホストに通知すること
ができるシステム GRASSを提案する．GRASSのシステ
ム構成を図 2に示す．GRASSでは，GPUDirect RDMA
を用いることでリモートホストとGPUが直接通信を行う．
リモートホストからの要求に基づいて，監視対象ホストの
GPU上のOS監視システムがメインメモリ上のOSデータ
を監視し，検知結果を GPUメモリに格納する．リモート
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図 2: GRASSのシステム構成
ホストはこの GPUメモリから直接，検知結果を取得する
ことができる．そのため，監視対象ホストにおいて OS等
に異常が発生してもGPUおよび NICが正常に動作してい
れば，リモートホストから異常を検知することができる．
GPUや NICに異常が発生した場合には通信を行うことが
できなくなるが，応答がない場合には異常が発生している
と判断することができる．ただし，その場合には異常に関
する詳細な情報を取得することはできない．
GPUDirect RDMAは，CPUを介さずにリモートホスト
上の GPUメモリに直接アクセスするためのハードウェア
機構である．GPUDirectを用いてGPUメモリを物理メモ
リアドレス空間にマッピングし，NICの RDMA機能を用
いてマッピングした GPUメモリにリモートホストから直
接アクセスすることができる．具体的には，RDMA Write
機能を用いてリモートホストの GPUメモリに直接データ
を書き込み，RDMA Read機能を用いてリモートホストの
GPUメモリからデータを読み込む．
検知結果の要求を行う際には，リモートホストはRDMA
Writeを実行し，監視対象ホストのGPUメモリに要求を書
き込む．このとき，GPUは演算コアを 1つ専有し，RDMA
Writeによる書き込みをポーリングによりチェックし続け
る．ポーリングを行うのは，RDMA Writeの完了を GPU
に通知するハードウェア機構が存在しないためである．
GPUは多数の演算コアを持つため，1つを専有しても検知
性能への影響はほとんどない．要求を受信した OS監視シ
ステムは必要に応じてメインメモリからデータを取得し，
GPUメモリに検知結果を格納する．
リモートホストは検知結果の取得を行うために，GPU
メモリに対して，繰り返しRDMA Readを実行することに
よりポーリングを行う．これは GPUからリモートホスト
に対して RDMA Writeを実行することができないためで
ある．リモートホストではポーリングに CPUを用いるた
め，一定の間隔を開けてポーリングを行うことで，リモー
トホストの CPU負荷を下げることが可能である．GPUメ
モリに検知結果が格納されると，ポーリングを終了して検
知結果を取得する．
GRASSでは，監視対象ホストの GPUメモリ上で稼働
している OS監視システムは GPUSentinel [1]を用いるこ
とで，メインメモリから情報を取得する．GPUからメイ
ンメモリを参照するために，CUDAが提供するマップトメ
モリ機能を利用する．GPUSentinelが提供する OSを用い
ることで，メインメモリ全体を GPUアドレス空間にマッ
ピングすることができる．また，GPU上で稼働している
OS監視システムがOSのデータを取得する際には，仮想ア
ドレスを物理アドレスに変換し，物理アドレスを GPUア
ドレスに変換する必要がある．これらのアドレス変換を透
過的に行えるように GPUSentinelが提供する LLViewを
用いてプログラム変換を行う．
GRASSは 3種類の異常検知手法をサポートしている．1
つ目は，監視対象ホストの GPU上で稼働している OS監
視システムがGPUSentinelを用いて定期的にOSの異常検
知を行い，その結果を GRASSを用いてリモートホストに
通知する手法である．2つ目は，リモートホストが必要と
するデータを GPU上の OS監視システムに要求し，取得
したデータを用いて異常を検知する手法である．3つ目は，
リモートホストが監視対象ホストのメインメモリ全体の一
括送信を要求し，異常検知を行う手法である．2つ目およ
び 3つ目の方法は，リモートホストにおいて Transcall [2]
を用いることで既存の IDSが実行可能である．また，GPU
上の OS監視システム自体の異常を検知するために，定期
的にハートビートを送ることもできる．
4. 実装
我々は CUDA 8.0，Verbs API，RDMA CM を用いて
GRASS を実装した．GPUDirect RDMA を利用できる
ようにするために，Mellanox OFED 4.1 および nvidia-
peer-memory 1.0.7を用いた．また，監視対象 OSとして
GPUSentinel向けに修正した Linux 4.4.64を動作させ，OS
監視システムのコンパイルには LLVM 5.0.0を用いた．
4.1 GPUDirect RDMAを用いた通信
リモートホストから監視対象ホストに対して RDMA通
信を行えるようにするために，それぞれのホストで Pro-
tection Domain（PD）を作成する．そして，PD の中に
RDMA通信の端点となる Queue Pair（QP）を作成する．
PDを用いることで，外部からの RDMAアクセスの範囲
を制限することができる．また，送受信の完了を知るため
に Completion Queue（CQ）を作成する．その後で，監視
対象ホストからリモートホストに対してコネクションを確
立する．
監視対象ホストではリモートホストとの RDMA接続を
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図 3: GPUDirect RDMA機構
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確立した後，図 3 のように GPU メモリ上に GPUDirect
RDMAに使用するバッファを確保し，Memory Regionを
作成する．そのバッファのアドレスをRDMA Sendを用い
てリモートホストに送信する．GPUメモリ上のバッファ
はプロセスの統合仮想アドレス空間にマッピングされてお
り，その仮想アドレスは NVIDIAドライバによって物理
アドレスに変換される．同時に，ホストチャネルアダプタ
（HCA）によって生成されるリモートキーも送信する．リ
モートキーは RDMA Read/Writeの際に使われ，値が一
致しない場合にはアクセスが拒否される．
RDMA Writeを用いることで，リモートホストは監視対
象ホストの GPUメモリにデータを書き込む．リモートホ
ストは書き込むデータが格納されたメインメモリのアドレ
スとサイズおよび，書き込み先の GPUメモリのアドレス
を指定する．一方，RDMA Readを用いることで，リモー
トホストは監視対象ホストの GPUメモリからデータを読
み込む．リモートホストは読み込むデータが格納された
GPUメモリのアドレスとサイズおよび，書き込み先のメイ
ンメモリのアドレスを指定する．リモートホストは CQを
用いることで RDMA Read/Writeの完了通知を受け取る．
4.2 検知結果の要求・取得
GRASSは，GPU上に確保した RDMA用メモリ領域を
RDMA受信バッファ，書き込み完了フラグ，RDMA送信
バッファ，読み込み許可フラグに分割する．RDMA受信
バッファはリモートホストからの送信データを格納するた
めに用いられ，RDMA送信バッファは監視対象ホストの
GPUからの送信データを格納するために用いられる．書
き込み完了フラグと読み込み許可フラグは RDMA通信を
行うホスト間で同期をとるために用いられる．
GPUとの通信の流れを図 4に示す．監視対象ホストの
GPU に要求を送信する際に，リモートホストは RDMA
Writeを用いて，GPUメモリ上の RDMA受信バッファに
要求を書き込む．その後で，RDMA Writeを用いて GPU
メモリ上にある書き込み完了フラグをセットし，要求の送
信完了をGPU上のOS監視システムに通知する．GPU上
の OS監視システムは多数ある演算コアの 1つを利用し，
書き込み完了フラグがセットされるまでポーリングを用い
てチェックを続ける．OS監視システムは書き込み完了フ
ラグがセットされたことを検知すると，GPUメモリ上の
RDMA受信バッファに格納された要求を取得し，書き込
み完了フラグをクリアする．
OS監視システムは受信した要求に従って異常検知を行
い，検知結果を GPU メモリ上の RDMA送信バッファに
格納する．その後で GPUメモリ上にある読み込み許可フ
ラグをセットし，検知結果の送信準備の完了をリモートホ
ストに通知する．リモートホストはポーリングを用いて読
み込み許可フラグに対して繰り返し RDMA Readを行う．
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図 4: GPUとの通信の流れ
リモートホストの負荷を下げるために，ポーリングは一定
の間隔をあけて行う．読み込み許可フラグがセットされ
たことを検知すると，リモートホストは GPUメモリ上の
RDMA送信バッファから RDMA Readで検知結果を取得
して，RDMA Writeで読み込み許可フラグをクリアする．
4.3 GPUからメインメモリへのアクセス
GRASSではメインメモリの内容を GPUから参照する
ために，CUDAが提供するマップトメモリ機能を利用す
る．マップトメモリはプロセスのメモリを GPUアドレス
空間にマッピングし，GPU上のプログラムから参照可能に
する機能である．メインメモリを直接，GPUアドレス空
間にマッピングすることはできないため，図 5のように一
旦，プロセスのアドレス空間にマッピングした上で GPU
のアドレス空間にマッピングする．OS等に異常が発生す
る前にメインメモリを GPUアドレス空間にマッピングし
ておくことで，異常発生後も GPU上の OS監視システム
はメインメモリの情報を参照することができる．しかし，
メインメモリ全体を GPUアドレス空間にマッピングする
と CUDAによってページがピン留めされ，メインメモリ
全体がロックされて使用中になってしまう．
そこで，GRASSでは GPUSentinel [1]で提案されてい
るメモリ管理機構を用いた．GPUSentinelは Linuxカーネ
ルのメモリ管理に修正を加え，/dev/pmemというデバイ
スファイルを用意している．/dev/pmemをmmapシステ
ムコールを用いてマッピングすることでメモリページの参
照カウンタの増加を抑え，ピン留めを行う際にロックを行
わないようにすることができる．また，メインメモリ全体
%&! 
	
図 5: マップトメモリを用いたメインメモリのマッピング
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のサイズのメモリをマップトメモリで利用できないという
CUDAの制限を回避するために，sysinfoシステムコール
をフックし，メインメモリのサイズとして少し大きな値を
返すようにする．
4.4 OS監視システムの作成
GRASS では，OS 監視システムが GPU アドレス空間
にマッピングされたメインメモリ上の OSデータを取得す
る．そのためにまず，OSのページテーブルを用いて OS
データの仮想アドレスを物理アドレスに変換し，変換し
た物理アドレスを GPUアドレスに変換する．GRASSは
GPUSentinelで提案されている LLView [1]を用いて，これ
ら一連のアドレス変換を透過的に行う．LLViewは，GPU
上のプログラムを LLVMを用いてコンパイルし，生成され
た中間表現を変換することで透過的なアドレス変換を実現
する．メモリからデータを読み込む際に実行される load命
令の直前にアドレス変換を行うコードを挿入することで，
変換されたアドレスに対して load命令を実行させること
ができる．また，中間表現で使われている OSの大域変数
は対応する仮想アドレスに置換して，アドレス変換が行わ
れるようにする．
5. 実験
GRASSの有効性を確かめるための実験を行った．監視
対象ホストおよびリモートホストにはそれぞれ表 2および
表 3のマシンを用いた．これらのホストは 100ギガビット
イーサネットで接続した．
5.1 OSの異常停止中の動作確認
監視対象ホストにおいて OS が異常停止しても正常に
GPUとの通信を行うことができることを確認する実験を
行った．そのために，監視対象ホストで/proc/sysrq-trigger
表 2: 監視対象ホスト
OS Linux 4.4.64
CPU Intel Xeon E5-1603 v4
メモリ 8GB
GPU NVIDIA Quadro M4000
NIC Mellanox MCX455A-ECAT ConnectX-4 VPI Adapter Card
NVIDIA Graphics Driver 375.66，
ソフトウェア CUDA 8.0，Mellanox OFED 4.1
nvidia-peer-memory 1.0.7
表 3: リモートホスト
OS Linux 4.10.0
CPU Intel Xeon E3-1270 v3
メモリ 8GB
NIC Mellanox MCX455A-ECAT ConnectX-4 VPI Adapter Card
ソフトウェア Mellanox OFED 4.1，nvidia-peer-memory 1.0.7
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図 6: ハートビートの性能
に”c”を書き込み，カーネルパニックを発生させた．実
験の結果，監視対象ホストにおいてカーネルパニックが発
生しても，正常に GPU上の OS監視システムとの通信を
行うことができることを確認した．
5.2 ハートビートの性能
GPU上の OS監視プログラムの異常を検知するために
リモートホストから定期的に送信するハートビートにか
かる時間を計測した．比較として，リモートホストから監
視対象ホストの OSへの pingにかかる時間の計測を行っ
た．ハートビートでは，リモートホストは RDMA Write
で書き込み完了フラグのみをセットし，要求は書き込まな
い．そして，GPUが読み込み許可フラグをセットするの
を RDMA Readを用いたポーリングで待ち，検知結果の
受信は行わない．ハートビートも pingも 10000回繰り返
して平均値および標準偏差を計算した．
計測結果を図 6に示す．pingは 124マイクロ秒かかるの
に対して，ハートビートは 17マイクロ秒で実行できるこ
とが分かった．また，ハートビートの標準偏差は 4マイク
ロ秒と小さいことから安定していることも分かる．この結
果より，GRASSでは十分に短い時間で死活監視を行うこ
とができることを確認できた．
5.3 検知結果の要求・取得の性能
GRASSにおいて要求および検知結果のサイズを変化さ
せて通信にかかる時間の計測を行った．RDMA受信バッ
ファと RDMA送信バッファに書き込むデータのサイズを
それぞれ 1KBから 4MBまで増加させ，検知結果の要求・
取得にかかる時間を計測した．この計測を 10000 回繰り
返してスループットを計算した．なお，要求にかかる時間
を測定する際には RDMA送信バッファに書き込む検知結
果のサイズを 1KB，取得にかかる時間を測定する際には
RDMA受信バッファに書き込む要求のサイズを 1KBに固
定して計測を行った．
計測結果を図 7に示す．実験結果から，RDMA受信バッ
ファに要求を書き込む性能よりも RDMA送信バッファか
ら検知結果を読み込む性能の方が高いことが読み取れる．
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図 7: 検知結果の要求・取得の性能
6
678
67C
67D
67E
9
978
97C
97D
6 F98 968C 9FGD 86CE 8FD6 G6H8 GFEC C6ID
-,
.:
;-
,/
;<
)=0
!"
#$
%-&-#'(,)*+!$
,%-.)0/'&,01*
,%-.)0/'&,
,%-.),,-.01*
,%-.),,-.
図 8: メモリの違いによる RDMA Read/Writeへの影響
いずれの場合もデータサイズが 1MB程度でスループット
がほぼ一定になった．
5.4 GPUメモリを用いる影響
GPU メモリに対して RDMA を行うと PCIe を経由し
てアクセスすることになるため，メインメモリに対する
RDMAより性能が低下する可能性がある．そこで，RDMA
用メモリ領域を GPUメモリ上ではなくメインメモリ上に
確保した場合のハートビートおよび RDMAの性能を計測
した．ハートビートは，5.2節と同様に計測し，RDMAは
1KBから 4MBまでのデータの読み書きを 10000回繰り返
してスループットを計算した．
ハートビートにおいて，GPUメモリを使用した場合は図
6に示すように 17マイクロ秒で実行でき，メインメモリを
用いた場合も同じく 17マイクロ秒で実行できた．このこ
とから，ハートビートでは，GPUメモリを使用する影響は
見られなかった．次に，それぞれのメモリを使用した際の
RDMA Read/Writeの計測結果を図 8に示す．実験結果か
らGPUメモリを使用することで，RDMA Writeの性能に
違いは見られなかったが，RDMA Readの性能はわずかに
低下していることが分かった．メインメモリ上に RDMA
用メモリ領域を確保することでGPUDirect RDMAに非対
応の GPUを利用することも可能になるが，OS等の異常
の影響を受けやすくなる．
図 9: プロセス情報の取得結果
5.5 プロセス情報の取得時間
GPUSentinelを用いて監視対象ホストのプロセス名の取
得を行い，100回繰り返して平均値および標準偏差を計算
した．プロセス情報の取得結果は図 9のようになった．取
得時間は 88マイクロ秒となり，標準偏差は 23マイクロ秒
であった．
6. 関連研究
GPUnet [3]はGPUプログラムにソケットと高水準ネッ
トワーク APIを提供する．GPUnetでは，同じマシンか
異なるマシンかに関わらず，GPU内スレッドが他の GPU
または CPUのスレッドと通信することができる．リモー
トホストが GPUプログラムにデータを送信する際には，
GPUDirect RDMAを用いて GPUメモリに対してデータ
を書き込む．しかし，GPUプログラムがリモートホスト
にデータを送信する際には，CPU経由で RDMA Writeを
実行するため，GPUだけでは通信を行うことができない．
OSの内部に異常が発生してしまうと，リモートホストに
監視結果を通知することができなくなる可能性がある．
Intel AMT [4]は，ネットワーク経由でホストの情報を
取得したり，ホストをリモートコントロールしたりする
ことができるハードウェア機構であり，Intel vProに対応
したホストで利用できる．Intel AMTは OSを含むソフト
ウェアに依存せず，通常の NICを用いて通信を行うこと
ができる．IPMIなどの同様のハードウェア機構もよく利
用されている．しかし，監視することができる項目がハー
ドウェア情報とソフトウェアによって登録された情報に限
定されており，高度な異常検知を行うのは難しい．仮想マ
シン（VM）に対して Intel AMTの機能を提供するシステ
ムとして vAMT [5]が提案されている．vAMTは，Intel
AMTと同じインターフェースを提供するため．監視項目
が限定される．
Copilot [6]は専用 PCIカードを用いて外部からカーネ
ルの整合性を監視する．PCIカードがカーネルのメモリ内
容をリモートホストに送信し，リモートホストでカーネル
の改竄を検出する．攻撃者は PCIカードにアクセスできな
いため，監視結果を信頼することはできるが，専用の PCI
カードが必要となるためコスト面に課題がある．
HyperCheck [7]はハイパーバイザの改竄を検出すること
ができるシステムである．Intel製 CPUのシステムマネジ
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メントモード（SMM）と呼ばれる機能を用いて，NICド
ライバを動作させ，リモートホストにハイパーバイザのメ
モリを転送する．SMMで実行されるコードは BIOSのみ
が設定することができ，攻撃者はアクセスできないため信
頼できる．また，CPUの標準機能であることからコスト
も低い．しかし，SMMでの実行は低速であり，実行中は
システム全体が停止するなど，性能面に問題がある．
HyperSentry [8]は，IPMIを用いて監視対象ホストと通
信し，SMMを用いてハイパーバイザの監視を行うシステ
ムである．SMMを用いて割り込みを禁止し，ハイパーバ
イザ内で侵入検知システム（IDS）を安全に実行する．こ
のシステムも HyperCheckと同様に実行は低速であり，実
行中はシステム全体が停止するなど，性能面に問題がある．
RemoteTrans [9]は，監視対象の VMとは異なるリモー
トホストに IDSをオフロードし，ネットワーク経由で外部
から VMを監視するシステムである．リモートホスト上
の IDSはハイパーバイザとの間で暗号通信を行い，OSや
ディスク，ネットワークの整合性をチェックして異常を検
出することができる．しかし，VMを用いたシステムに限
定され，ハイパーバイザが攻撃を受けた場合には攻撃を検
知できなくなる恐れがある．
7. まとめ
本稿では，異常検知の対象である OS等を介さずに監視
対象ホストの GPUとリモートホストとの間で直接通信を
行い，検知結果を取得するシステム GRASSを提案した．
GRASS は，GPUDirect RDMA を利用することにより，
OS等に異常が発生しても GPUおよび NICが正常に動作
していれば，検知結果を通知することができる．GRASS
では，リモートホストが監視対象ホスト上の GPUメモリ
に直接アクセスし，双方でポーリングを行うことにより通
信を行う．CUDAや RDMAライブラリを用いて GRASS
を実装し，実験結果から，監視対象ホストにおいて OSが
異常停止しても正常に GPUとの通信を行うことができる
ことが確認できた．また，GPU上のOS監視システムの異
常を検知するためのハートビートにかかる時間を測定し，
pingと比較して十分に短い時間で死活監視を行うことがで
きることを確認した．
今後の課題としては，GPUSentinel [1]を用いて取得し
た CPU使用率やプロセス情報などをリモートホストに通
知できるようにし，その性能を調べることが挙げられる．
また，GPU で検知を行う代わりに，OS データをリモー
トホストに送信し，リモートホストで検知を行う手法の実
装も計画している．その際には，データの送信量が増大す
るため，並列転送により転送性能を向上させる必要がある
と考えている．本稿ではカーネルパニック時の動作確認を
行ったが，今後，様々な障害や外部からの攻撃時にも監視
対象ホストとの通信を行うことができるかどうかを確認す
る必要がある．また，バックアップなど異常検知以外の用
途への利用も検討している．
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