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Abstract
Recently we proposed to extend the matrix sign classical iteration to the approximation of the
real eigenvalues of a companion matrix of a polynomial and consequently to the approximation
of its real roots. In our present paper we advance this approach further by combining it with
the alternative square root iteration for polynomials and also show a variation using repeated
squaring in polynomial algebra.
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1 Introduction
Univariate polynomial root-finding is a classical and highly developed area but still an area of active
research (see [29]– [32] and the bibliography therein). The problem is equivalent to approximating
the eigenvalues of the companion matrix of the input polynomial, and it is tempting to employ the
highly developed machinery of eigen-solving to polynomial root-finding. The papers [6], [45], [46],
[48] studied the solution by means of the the Rayleigh Quotient iteration. This has a number of
advantages. The iteration preserves matrix structure, allow us to approximate concurrently up to
k eigenvalues (as long as k processors are available, which we would use with no date exchange
among them), allow us to approximate multiple and clustered eigenvalues, and empirically converge
fast, particularly near the eigenvalues. The QR algorithm, celebrated as a fast and very robust
eigen-solver, has been also adjusted to polynomial root-finding in [8], [4], [7], [59], [3], [59], [1].
We use these two iterations for some auxiliary computations, but focus on a special and highly
important case for which the cited algorithms are not particularly efficient. Namely in many ap-
plications, such as algebraic and geometric optimization, one seeks only r real roots of a degree n
polynomial, which can have many more nonreal roots, that is n r. In spite of this motivation, the
fastest known algorithms supporting the record complexity estimates for the real root approximation
are still the same as for the approximation of all complex roots [35]–[37], [40], [20],[52], [28], [57],
[32].
Likewise the cited works exploiting matrix methods take no advantage when one seeks only real
eigenvalues and roots. They compute the real eigenvalues by using order of n2 arithmetic operations,
the same as for all complex eigenvalues. Similarly MPSolve [5], [12] and Eigensolve [21], the current
best packages of subroutines for polynomial root-finding, approximate the real roots of a polynomial
about as fast and as slow as all its complex roots.
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We explore and amend a distinct approach, studied in [53], [54], [24], [14], [10], and [41] and
exploiting the matrix sign iteration, linked to the square root iteration for polynomials. These
classical iterations are usually applied under the assumption that the roots of the input polynomial
and the eigenvalues of its companion matrix are isolated from the imaginary axis [14], [10], [25]. On
the contrary, by following and extending [48] and [46], we explore the application of this algorithm
to the approximation of the eigenvalues that lie on that axis. Namely we reduce to this case the
approximation of the real roots and eigenvalues simply by means of the rotation of the complex plane.
As in [46] we approximate the real roots by applying the matrix sign iteration to the companion
matrix and by exploiting its structure, but presently we accelerate the algorithms by combining
them with the square root iteration for polynomials. Our resulting algorithms approximate all real
roots by using order of O(nr) arithmetic operations, up to logarithmic factors. For r  n this is
much less then order of n2 in the cited algorithms.
Our techniques, particularly our interplay with matrix and polynomial computations to the
benefit of both subjects, can be of independent interest (cf. [34], [9], [39]), as well as our exploitation
of the complex plane geometry and various transforms of the variable. Even our simple recipe
for real root-finding by means of combining the root radii algorithm with Newton’s iteration in
Remark 2.1 can be useful for a large class of inputs. In our concluding Section 5 we indicate some
directions for further improvement of our real root-finders, in particular by exploiting the duality
between matrix and polynomial computations more intensively, by using scaling and shifts of the
variables and matrices and scaling of polynomials towards numerical stabilization of our algorithms
and acceleration of their convergence, and by applying repeated squaring in polynomial algebra.
2 Basic Results
Hereafter “ops” stands for “arithmetic operations”, “lc(p)” stands for “the leading coefficient of
p(x)”. A(X,R, r) = {x : r ≤ |x − X| ≤ R}, D(X, r) = {x : |x − X| ≤ r}, and C(X, r) = {x :
|x −X| = r} denote an annulus, a disc, and a circle on the complex plane, respectively. We write
||∑i vixi||q = (∑i |vi|q)1/q for q = 1, 2 and ||∑i vixi||q = maxi |vi| for q = ∞. A function is in
O˜(f(b, n)) if it is in O(f(b, n)) up to polylogarithmic factors in b and n. We assume a polynomial
p(x) =
n∑
i=0
pix
i = pn
n∏
j=1
(x− xj), pn 6= 0, (2.1)
having real coefficients p0, . . . , pn, such that ||pi||∞ ≤ 2γ for a fixed real γ, having r real roots
x1, . . . , xr, and having s = (n− r)/2 pairs of complex conjugate roots xr+1, . . . , xn, where all roots
are not necessarily distinct.
ROOT RADII APPROXIMATION
Theorem 2.1. (Cf. [55], [32, Section 15.4].) Assume a polynomial p(x) of (2.1) and two scalars
c > 0 and d. Define the root radii rj = |xj | for j = 1, . . . , n and r1 ≥ r2 ≥ · · · ≥ rn, so that all roots
lie in the disc D(0, r1). Then approximations r˜j such that r˜j ≤ rj ≤ (1 + c/nd)r˜j for j = 1, . . . , n
can be computed by using O(n log2 n) ops.
ROOT TRANSFORMS: SHIFT, SCALING, INVERSION, SQUARING.
We can invert all roots by reversing the polynomial, which involves no ops,
prev(x) = xnp(1/x) =
∑n
i=0 pix
n−i = pn
∏n
j=1(1− xxj).
We can also shift and scale the roots at a low arithmetic cost.
Theorem 2.2. (Cf. [39].) Given a polynomial p(x) of (2.1) and two complex scalars a and b, one
can compute the coefficients of the polynomial q(y) = p(ay+ b) by using O(n log n) ops. Only 2n− 1
ops are needed if b = 0.
By combining Theorems 2.1 and 2.2 we can move the roots of a polynomial into a fixed disc,
e.g., D(0, 1) = {x : |x| ≤ 1}.
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Theorem 2.3. The map q(y) = (−1)np(√x)p(−√x) squares the roots of a polynomial p(x) of (2.1),
that is q(y) =
∏n
j=1(y − yj) where yj = x2j for all j. The coefficients of the polynomial q(y) can be
computed by using O(n log(n)) ops. (One can evaluate p(x) at the k-th roots of unity for k > 2n
and then interpolate to q(y) by using O(n log(n)) flops.)
See [23] or [15] on the long history of the application of this transform to polynomial root-finding
and see the seminal paper [58] on the first demonstration of the power of combining evaluation and
interpolation.
MO¨BIUS MAPS OF A LINE INTERVAL INTO A UNIT CIRCLE AND BACK
Theorem 2.4. (i) The transforms y = (x + 1/x)/2 and x = y ±
√
y2 − 1 map the unit circle
C(0, 1) into the real line interval [−1, 1] = {y : =y = 0, − 1 ≤ y ≤ 1} and vice versa. (ii) Write
y = (x + 1/x)/2 and yj = (xj + 1/xj)/2, j = 1, . . . , n. Then q(y) = p(x)p(1/x) = qn
∏n
j=1(y − yj)
(cf. [10, eq. (14)]). (iii) Given a polynomial p(x) of (2.1) one can compute the coefficients of the
polynomial q(y) = p(x)p(1/x) = qn
∏n
j=1(y − yj) by using O(n log(n)) ops.
Proof. Follow [10, Section 2]. Apply the algorithms of [38] to interpolate to the polynomial q(y)
from its values at the Chebyshev knots at the cost O(n log(n)).
Theorem 2.5. Fix a complex x = x(0) and define the iteration
x(h+1) = (x(h) − (x(h))−1)/2 for h = 0, 1, . . . (2.2)
If x(0) is real, then x(h) are real for all h. Otherwise |x(h)− sign(x)√−1| ≤ 2τ2
h
1−τ2h for τ = |
x−sign(x)
x+sign(x) |
and h = 0, 1, . . .
The theorem states simple extensions of the known estimates for the iteration x(h+1) = (x(h) +
(x(h))−1)/2 (cf. [10, page 500]).
Theorem 2.6. Write γi = |λ(i) − sign(λ(i)| for i = 0, 1, . . . . Assume (2.2) and γ0 ≤ 1/2. Then
γi ≤ 32113 ( 113128 )3
i
for i = 1, 2, . . .
Proof. Complete the proof of [10, Proposition 4.1] by using the bound γ0 ≤ 1/2. First verify that
γi+1 = γ3i |3(λ(i))2+9λ(i)+8|/8 and therefore γi+1 ≤ 11332 γ3i for i = 0, 1, . . . . Now the claimed bounds
follow by induction on i for γ0 ≤ 1/2.
ROOT-FINDING WHERE ALL ROOTS ARE REAL.
In this special case the algorithms of [13], [11], [18], and [19] approximate all roots of a polynomial
in optimal arithmetic and Boolean time (up to polylogarithmic factors).
Theorem 2.7. The modified Laguerre algorithm of [18] and [19] converges to all roots of a poly-
nomial p(x) of (2.1) right form the start with superlinear convergence rate and uses O(n) ops per
iteration. Consequently the algorithm uses O(log(b)) iteration loops, performing O˜(n log b) ops over-
all, in order to approximate within  = 1/2b all n roots. If log |xi| = O(log(n)) for all roots xi, then
the iteration can be performed at the cost O˜B((b+ γ)n). The alternative algorithms of [13] and [11]
support the latter cost bound as well.
APPROXIMATION OF THE ISOLATED ROOTS AND FACTORIZATION
The internal disc D(X, r) of an annulus A(X,R, r) is (R/r)-isolated and R/r is its isolation ratio
if the polynomial p(x) of (2.1) has no roots in the annulus.
Theorem 2.8. (i) (Cf. [51, Corollary 4.5].) Suppose log(ρ) = O(log(n)) and the 5n2-isolated disc
D(0, ρ) contains a single simple root of a polynomial p(x) of (2.1). Then Newton’s iteration
x(h+1) = x(h) − p(x(h))/p′(x(h)), h = 0, 1, . . . (2.3)
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initiated at the center of the disc converges quadratically to this root right from the start, and so
it approximates the root within  = 1/2b by using O˜(n log b) ops at the overall cost O˜B((b + γ)n).
(ii) Both arithmetic and Boolean cost bounds can be extended to -approximation of k roots for any
k ≤ n if each of them is a single simple root in one of k given 5n2-isolated discs lying in the disc
D(0, ρ).
To prove part (ii) apply concurrently Newton’s iteration (2.3) initialized at n the centers of the
n isolated input discs and apply the Moenck–Borodin algorithm for simultaneous evaluation of the
polynomials p(x) and p′(x) at the n points at each iteration. See, e.g., [39, Section 3.1] on this
algorithm, [27, Theorem 3.7 and Algorithm 5.1]) or [47] on its Boolean cost estimates, and [42] and
[43] on its efficient alternatives for numerical computations.
Remark 2.1. Suppose we have computed some approximations r˜1, . . . , r˜n to the root radii of a
polynomial p(x) of (2.1) (see Theorem 2.1 and see some alternative heuristic algorithms for root radii
approximation in [2], [5], [12]). This defines 2n candidates ±r˜1, . . . ,±r˜n for the approximation of
the r real roots x1, . . . , xr. As we stated above, we can evaluate the polynomial at these 2n candidate
points at a low arithmetic and Boolean cost, which would enable us to exclude a number of candidates.
At the remaining candidate points we can initialize Newton’s iteration. Then its single concurrent
step or a few concurrent steps (all performed also at a low arithmetic and Boolean cost) should
exclude the other extraneous candidates and would refine the remaining approximations to the real
roots as long as they are sufficiently well isolated from the other roots of a polynomial, which is the
case for a large class of input polynomials p(x).
At a low arithmetic and Boolean cost we can also split a polynomial into two factors if their
roots are separated by an annulus that is not extremely thin.
Theorem 2.9. (Cf. [55].) Suppose a polynomial p(x) of (2.1) has k roots z1, . . . , zk in the disc
D(0, r) and has n−k roots outside the disc D(0, R) for 0 < r < n/(n+1) and R ≥ 1+1/n. Assume
a positive tolerance  = 1/2b for b ≥ n. Then one can compute two approximate factors f˜ and g˜
such that ||p− f˜ g˜||q ≤ ||p||q for q = 1, 2 or ∞, the polynomial f˜ has degree k and has k roots in the
disc D(0, 1), whereas the polynomial g˜ has degree n− k and has n− k roots outside that disc. The
computation involves O˜((b+ n)n) Boolean operations.
Remark 2.2. The transform of Theorem 2.3 squares the isolation ratio of any disc D(0, ρ). So
it is sufficient to apply this transform O(log n) times (by using O(n log2 n) ops or O˜(bn) Boolean
operations overall) to increase the isolation ratio of the disc from 1 + c/nd for any pair of positive
constants c and d to 1+1/n and even to 5n2. Having done this we can apply Theorems 2.8 and 2.9.
3 Matrix Computations
FUNDAMENTALS
MT = (mji)
n,m
i,j=1 is the transpose of a matrix M = (mij)
m,n
i,j=1. M
H is its Hermitian transpose.
I = In = (e1 | e2 | . . . | en) is the n×n identity matrix whose columns are the n coordinate vectors
e1, e2, . . . , en. diag(bj)sj=1 = diag(b1, . . . , bs) is the s× s diagonal matrix with the diagonal entries
b1, . . . , bs.
A matrix Q is unitary if QHQ = I or QQH = I. Let (Q,R) = (Q(M), R(M)) for an m × n
matrix M of rank n denote a unique pair of unitary m × n matrix Q and upper triangular n × n
matrix R such that M = QR and all diagonal entries of the matrix R are positive [22, Theorem
5.2.2].
M+ is the Moore–Penrose pseudo inverse of M [22, Section 5.5.4]. An n×m matrix X = M (I)
is a left (resp. right) inverse of an m × n matrix M if XM = In (resp. if MY = Im). M+ is an
M (I) for a matrix M of full rank. M (I) =M−1 for a nonsingular matrix M .
R(M) is the range of a matrix M , that is the linear space generated by its columns. A matrix
of full column rank is a matrix basis of its range.
EIGENSPACES
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S is an invariant subspace or eigenspace of a square matrix M if MS = {Mv : v ∈ S} ⊆ S.
Theorem 3.1. [56, Theorem 4.1.2], [60, Section 6.1], [61, Section 2.1]. Let U ∈ Cn×r be a matrix
basis for an eigenspace U of a matrix M ∈ Cn×n. Then the matrix L = U (I)MU is unique (that
is independent of the choice of the left inverse U (I)) and satisfies MU = UL and consequently
Λ(L) ⊆ Λ(M).
We call the above pair {L,U}, as well as the pair {λ,U} if L = λIn, an eigenpair of a matrix M
[56]. In the latter case det(λI −M) = 0, whereas U is the eigenspace associated with the eigenvalue
λ and made up of its eigenvectors. Λ(M) is the set of all eigenvalues of M , called its spectrum.
We readily verify the following results.
Theorem 3.2. Suppose M is a square matrix, U is its eigenspace, and a rational function f(M)
is defined on the spectrum of the matrix M . Then Λ(f(M)) = f(Λ(M)), and U is an eigenspace of
the matrix f(M).
RECOVERY OF THE EIGENVALUES
Suppose we have computed a matrix basis U ∈ Cn×r for an eigenspace U of a matrix function
f(M) of an n×n matrix M . By virtue of Theorem 3.2 this is also a matrix basis of an eigenspace of
the matrixM . We can compute a left inverse U (I) and then compute the eigenvalues ofM associated
with this eigenspace by solving the eigenproblem for the r × r matrix L = U (I)MU (cf. Theorem
3.1). Empirically the QR algorithm uses O(r3) ops at the latter stage.
If instead of (or in addition to) an eigenspace of the matrix function f(M) we are given a
reasonably close approximation x˜ to its eigenvalue, then we can proceed at a low computational cost
as follows.
Algorithm 3.1. An eigenvalues of a matrix from the one of its function.
1. Compute a close approximation to an associated common eigenvector u of the matrices f(M)
and M by applying to the matrix x˜In − f(M) one or a few loops of Inverse Power or Rayleigh
Quotient iteration [22], [56].
2. Closely approximate an eigenvalue of M by the Rayleigh Quotient u
TMu
uTu
.
TOEPLITZ, CIRCULANT, SRFT, AND TOEPLITZ-LIKE MATRICES
An n×n Toeplitz matrix T = (ti−j)ni,j=1 is defined by the 2n−1 entries of its first row and column.
A circulant matrix Z1(t) = (ti−j mod n)ni,j=1 is a special Toeplitz n× n matrix defined by its first
column t = (ti)n−1i=0 . They form an algebra generated by the unit circulant matrix Z1 = Z1(e2).
Theorem 3.3. (See [17].) Suppose ω = exp( 2pin
√−1) denotes a primitive n-th root of unity, Ω =
(ωij)n−1i,j=0 denotes the n× n matrix of DFT (that is discrete Fourier transform), and t = (ti)n−1i=0 is
a vector of dimension n. Then
nΩ−1 = ΩH = (ω−ij)n−1i,j=0 and Z1(t) = Ω
−1 diag(Ωt)Ω.
SRFT (that is semisample random Fourier transform) n× l matrices for two fixed integers l and
n, 1 < l < n, are of the form S =
√
n/l DFR where D is a random n × n diagonal matrix whose
diagonal entries are i.i.d. variables uniformly distributed on the unit circle C(0, 1), F = Ω is the
DFT matrix, and R is a random n × l permutation matrix defined by random choice of l columns
under the uniform probability distribution on the set of n columns of the identity matrix In [26,
Section 11]. Theorem 3.3 implies the following fact.
Corollary 3.1. Assume an n × l SRFT matrix S = √n/l DFR. Then Ω−1S = Z1(t)R for a
circulant matrix Z1(t).
A matrix M is Toeplitz-like and has structure of Toeplitz type if the rank d of its displacement
Z1M−MZ1 is small (in context). Such a matrix can be expressed via short generators depending on
O(dn) parameters. Its multiplication by a vector is reduced to performing a small number of DFTs
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and uses O(dn log(n)) ops. Addition, multiplication, and inversion of Toeplitz-like matrices produce
short generators for the output and use nearly linear arithmetic time, namely O(dbn logc(n)) ops
where b = 1 and c = 0 for addition and for multiplication by a scalar, b = 2 and c = 1 for pairwise
multiplication and for the computation of a close approximation to the inverse, whereas b = 2 and
c ≤ 2 for the exact computation of the inverse (cf. [39], [33], [16], [62]).
COMPANION MATRICES
Hereafter Cp =

0 −p0/pn
1
. . . −p1/pn
. . . . . .
...
. . . 0 −pn−2/pn
1 −pn−1/pn

denotes the companion matrix of the polynomial
p(x) of (2.1), such that p(x) = cCp(x) = det(xIn − Cp) is the characteristic polynomial of Cp, that
is, the set of the roots of p(x) is the spectrum of Cp. This is a special Toeplitz-like matrix, and the
following results hold.
Theorem 3.4. (See [14] or [41].) The companion matrix Cp ∈ Cn×n of a polynomial p(x) of (2.1)
generates an algebra Ap. One needs O(n) ops for addition, O(n log n) ops for multiplication and
O(n log2 n) ops for inversion in this algebra. Any matrix in this algebra is a Toeplitz-like matrix
having displacement of rank at most 2, and so its product by a vector as well as a short generator
for its product by an n× n Toeplitz or Toeplitz-like matrix can be computed by using O(n log n) ops.
ITERATIONS IN THE FROBENIUS MATRIX ALGEBRA
For a polynomial p(x) of (2.1) an a rational function f(x) defined on the set {xi}ni=1 of its roots,
the rational matrix function f(Cp) has the spectrum Λ(f(Cp)) = {f(xi)}ni=1, by virtue of Theorem
3.2. In particular the maps
Cp → C−1p , Cp → aCp + bI, Cp → C2p , Cp → 0.5(Cp + C−1p ), and Cp → 0.5(Cp − C−1p )
induce the maps of the eigenvalues of the matrix Cp and thus induce the maps of the roots of the
characteristic polynomial p(x) given by the equations
y = 1/x, y = ax+ b, y = x2, y = 0.5(x+ 1/x), and y = 0.5(x− 1/x),
respectively. By using the reduction modulo p(x) we define the five dual maps
y = (1/x) mod p(x), y = ax+ b mod p(x), y = x2 mod p(x),
y = 0.5(x+ 1/x) mod p(x), and y = 0.5(x− 1/x) mod p(x)
where y = y(x) denote polynomials. Apply the two latter maps recursively to define two iterations
with polynomials modulo p(x) as follows, y0 = x, yh+1 = 0.5(yh + 1/yh) mod p(x) (cf. (2.2)) and
y0 = x, yh+1 = 0.5(yh − 1/yh) mod p(x), h = 0, 1, . . . . (3.1)
More generally we can define the iteration
y0 = x, yh+1 = ayh + b/yh mod p(x), h = 0, 1, . . . , (3.2)
for any pair of scalars a and b. Here yh = yh(x) are the polynomials in x, which are the characteristic
polynomials of the matrices M0 = Cp, Mh+1 = 0.5(Mh ±M−1h ) and M0 = Cp, Mh+1 = aMh +
bM−1h , h = 0, 1, . . . , respectively. The dual matrix representation of the iteration will help us at the
stage where we recover the roots of a polynomial p(x) of (2.1) from the roots of its image polynomial.
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4 Real Root-finders
Theorem 2.5 implies that right from the start of iteration (2.2) the values x(h) converge to ±√−1
exponentially fast unless the initial value x(0) is real, in which case all iterates x(h) are real. It follows
that right from the start the values y(h) = (x(h))2 + 1 converge to 0 exponentially fast unless x(0)
is real, in which case all values y(h) are real and exceed 1. Write qh(y) =
∏n
j=1(y − (x(h)j )2 − 1) for
h = 1, 2, . . . and uh(y) =
∏r
j=1(y−(x(h)j )2−1). The roots of the polynomials qh(y) and uh(y) are the
images of all roots and of the real roots of the polynomial p(x) of (2.1), respectively, produced by the
composition of the maps (2.2) and y(h) = (x(h))2 + 1. Therefore qh(y) ≈ y2suh(y) for large integers
h where every polynomial uh(y) has degree r and has exactly r real roots, all of them exceeding 1.
Therefore, for sufficiently large integers h we can closely approximate the polynomial uh(y) simply
by the sum of the r + 1 leading terms of the polynomial qh(y).
Alternatively we can apply the algorithms supporting Theorem 2.9 to approximate the factor
uh(y) of the polynomial qh(y) with similar properties. In this case the cost of the approximation of
the coefficients of the factor is higher than the cost of simply extracting these coefficients as the ones
of qh(y), but is still low and, most important, we can approximate the factor for a smaller integer
h, namely as soon as the n − r roots converging to 0 move into the disc D(0, n/(n + 1)), whereas
the other roots stay outside the unit disc D(0, 1). We can detect this moment by applying the root
radii algorithm that supports Theorem 2.1. Surely the same arguments apply where we use iteration
(3.1) instead of (2.2), and we can extend them to the recursive application of the Mo¨bius map of
part (ii) of Theorem 2.4. In the latter case the iterates x(h) stay on the imaginary axis if they start
there and otherwise converge to the points ±1. So the values y(h) = (x(h))2 − 1 either stay on the
ray {x : x ≤ −1} for all h or converge to 0 as h→∞.
Algorithm 4.1. Mo¨bius iteration for real root-finding.
Input: two integers n and r, 0 < r < n, and the coefficients of a polynomial p(x) of equation (2.1).
Output: approximations to the real roots x1, . . . , xr of p(x).
Initialization: Write p0(x) = p(−x
√−1).
Computations:
1. Recursively compute the polynomials ph+1(y) = ph(x)ph(1/x) for y = (x + 1/x)/2 and h =
0, 1, . . . (cf. map (2.2)).
2. Periodically, at some selected Stages k, compute the polynomials
tk(y) = (−1)nqk(
√
y + 1)qk(−
√
y + 1)
where qk(z) = pk(z)/lc(pk) (cf. Theorems 2.4 and 2.5), and apply to them the root radii
algorithm supporting Theorem 2.1. If the algorithm shows that the disc D(0, n/(n+1)) contains
2s roots of the polynomial tk(x) (by extending Theorem 2.5 deduce that this must occurs if the
integer k is sufficiently large), then apply the algorithm supporting Theorem 2.9 to approximate
closely the factor vk(x) of the polynomial tk(x) that has r real roots on the ray {x : x ≤ −1}.
Otherwise go back to the iteration of Stage 1.
3. Apply one of the algorithms of [13], [11], [18], and [19] (cf. Theorem 2.7) to approximate the
r roots z1, . . . , zr of the polynomial vk(x).
4. Recover from them the r roots of the polynomial p0(x) = p(−x
√
1) lying on the imaginary axis
and then immediately obtain the r real roots of the polynomial p(x).
Suppose for a fixed (sufficiently large) integer k we have computed r common real roots of the
polynomials vk(x) and tk(x).. Then we recover the r real roots of the polynomial p(x) by extending
the descending process from [35], also used in [40].
Namely, we first compute 2r candidates for r roots of the polynomial qk(y) lying on the imaginary
axis and select exactly r of them on which the polynomial qk(y) vanishes. Similarly define from these
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r roots 2r candidates for being the r roots of pk−1(x) lying on the imaginary axis. Then recursively
descend down to the r roots of p0(x) lying on the imaginary axis. This process is not ambiguous
because only r roots of pk−1(x) lie on that axis for each k.
Like lifting Stage 1, descending process involves O(kn log(n)) ops, but for large integers k both
stages would be prone to numerical stability problems if the condition numbers of the roots of the
computed polynomials pk(y) grow exponentially as k grows large, to reach the level of the known
upper estimates (cf. [10, Section 3]). Next, to avoid this deficiency we replace the polynomial
iteration at Stages 1 and 2 by the dual matrix iteration and then recover the desired real eigenvalues
of the matrix Cp by means of our recipes of Section 3.
Algorithm 4.2. Iterations with matrices for real root-finding.
Input and Output as in Algorithm 4.1, except that FAILURE can be output with a probability
close to 0.
Computations:
1. Write Y0 = Cp and recursively compute the matrices
Yh+1 = 0.5(Yh − Y −1h ) for h = 0, 1, . . . . (4.1)
(For sufficiently large integers h the 2s eigenvalues of the matrix Yh lie near the points ±
√−1,
whereas the r other eigenvalues are real.)
2. Fix a sufficiently large integer k and compute the matrix Yk+1 = Y 2k + In,
3. Apply the randomized algorithms of [26] to compute its numerical rank. If it exceeds r go back
to Stage 1. Otherwise generate an n × l SRFT matrix S = DΩR for a sufficiently large l of
order r log(r). Compute the matrices H = Y S and Q(H). (The matrices Y and Y Ω−1 have
the same numerical ranks because the matrix Ω−1 is unitary up to scaling by
√
n.) Deduce
from [26, Theorem 11.1] that with a probability close to 1 exactly l − r columns of the matrix
Q(H) vanish or nearly vanish. If less than l− r columns vanish or nearly vanish, then output
FAILURE and stop.
4. Otherwise apply the recipes of Section 3 to approximate the r real eigenvalues of the matrix
M = Cp, which are the roots of the polynomial p(x).
The arithmetic cost of the computations at Stages 1 and 2 is O(kn log(n)) by virtue of Theorem
3.4, that is about the same as for Algorithm 4.1. Matrix multiplication of Y by Ω−1S = (Ω−1DΩ)R
uses only O(n log(n)) ops because the matrix Y ∈ Ap is Toeplitz-like, whereas Ω−1DΩ is a circulant
matrix (see Corollary 3.1). The cost bounds are O(nr2) at Stage 4 and O((k log(n) + r2)n) overall.
Remark 4.1. At Stage 3 we compute numerical rank by applying multiplication by the same n× l
SRFT matrix as we use for computing the matrix H, but for both tasks we can apply a standard
Gaussian random n × r multiplier instead, which would imply success with superior probability es-
timates [44]. The cost of performing multiplication at Stage 3 would increase to O(nr log(n)) ops,
but this would only change the overall cost bound into O(((k + r) log(n) + r2)n).
Our next algorithm performs O(nr2) ops (rather than O(nr log(n))) at Stage 4 and also extends
the recipe of Algorithm 4.1 for choosing an integer k at Stage 2. Technically we accompany the
computation of matrices of the algebra Ap involved into Algorithm 4.2 by the computation of their
characteristic polynomials.
Algorithm 4.3. Iterations with polynomials and matrices for real root-finding.
Input and Output as in Algorithm 4.1.
Computations:
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1. Write y0 = x and Y0 = Cp and compute the polynomials
yh+1 = (yh − y−1h )/2 mod p(x) (4.2)
and the matrices Yh+1 = 0.5(Yh − Y −1h ) for h = 0, 1, . . . (cf. (4.1).
2. Periodically compute the polynomials tk = y2k + 1 mod p(x) for selected integers k and ap-
proximate the root radii of these polynomials by applying the algorithm of Theorem 2.1. If the
algorithm shows that the disc D(0, nn+1 ) contains 2s roots of the polynomial tk (by virtue of
Theorem 2.5 this must be the case if integer k is sufficiently large), then apply the algorithm
supporting Theorem 2.9 to approximate closely the factor vk of the polynomial tk, which has r
real roots on the ray {x : x ≥ 1}. Otherwise go back to Stage 1.
3. Apply one of the algorithms of [13], [11], [18], and [19] (cf. Theorem 2.7) to approximate the r
roots y1, . . . , yr of the polynomial vk, which are the real eigenvalues of the matrix Tk = Y 2k + I.
4. Recover the r real eigenvalues of the matrix Cp, which are the real roots of the polynomial
p(x) of (2.1), by first applying the Rayleigh Quotient Iteration to the matrices Tk − yjIn for
j = 1, . . . , r to compute the eigenvectors of the matrix Cp associated with its real eigenvalues
and then readily recover these eigenvalues as the Rayleigh Quotients (cf. Algorithm 3.1).
Remark 4.2. Stage 1 of the algorithm combines square root iteration (4.2) with polynomials and
matrix sign iteration (4.1). Algorithm 4.2 uses just iteration (4.1), but we can devise an algorithm
using only iteration (4.2). We would proceed similarly to Algorithm 4.1, except that we would write
p0(x) = p(x), rather than p0(x) = p(−x
√−1), would use iteration (4.2) at Stage 1, and would replace
the expression tk(y) = (−1)nqk(
√
y + 1)qk(−
√
y + 1) with tk(y) = (−1)nqk(
√
y − 1)qk(−
√
y − 1) at
Stage 2. As in Algorithm 4.1 we would use the descending process rather than the recipes of Section
3 at the recovery stage.
5 Discussion
We have combined the square root iteration with polynomials and the matrix sign iteration in the
Frobenius algebra generated by the companion matrix of a given polynomial. This turned out to
produce efficient algorithms for the approximation of real roots of a polynomial. The iterations
benefited from employing the duality between operations with matrices and polynomials. This
synergistic idea should have more applications to root-finding and other computations with matrices
and polynomials (cf. [34], [9], [39]). In particular it can help strengthen our present algorithms by
various modifications, which we omitted in our initial study, presented in this paper.
For example, the following customary scaling of the matrix sign iteration dramatically accelerates
its global convergence and improves its numerical behavior (cf. [25]),
Yh+1 = 0.5(νhYh − (νhYh)−1) for ν2h = ||Y −1h ||2/||Yh||2 and h = 0, 1, . . . .
We can extend this scaling to the dual polynomial iteration as follows,
y(h+1) = 0.5(νhy(h) − (νhy(h))−1) mod p(x)
where we can use the same scalars νh, defined by the matrices Yh, or can try various expressions in
terms of the norms ||y(h) mod p(x)|| and ||(y(h))−1 mod p(x)||. Furthermore we can propose and
test various tentative expressions for our algorithm of Remark 4.2 as well as Algorithms 4.2 and 4.3.
We can benefit further from extending some variations of the matrix sign iteration such as the
Pade´ and Halley iterations or the ones of [25, equations (6.17)–(6.20)]. Some variations avoid matrix
inversions or converge faster when the images of the nonreal eigenvalues of the matrix Cp are moved
into certain large neighborhoods of the points of attraction, in our case ±√−1. For example, here
is our simple extension of the [0/2] Pade´ iteration from [25],
Yh+1 = −0.125(3Y 5h + 10Y 3h + 15Yh) for h = 0, 1, . . . .
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It confines the computations to real values in the case of real inputs, converges cubically if initiated
in any of two large discs centered at the points ±√−1, and involves no matrix inversions.
Many other amendments should be incorporated to improve practical performance of our al-
gorithms. In particular our iteration may involve absolutely large real roots of some auxiliary
polynomials and absolutely large real eigenvalues of some auxiliary matrices, but we plan to apply
real shifts and scaling of the variable, defined deterministically or randomly, to avoid this undesired
growth. See [49], [50] on these and other recipes for numerical stabilization of the iteration, on its
application in the Frobenius algebra to approximation of the absolutely largest roots of a polynomial
and on the matrix version of the Weyl Quad Tree construction for root-finding.
We also plan to explore the extensions of our techniques to splitting out some nonreal roots and
eigenvalues, lying far from the real axis. In this case we would deflate the input polynomial or its
companion matrix to decrease the problem size.
In another modification we would seek r+ approximations to all real and -real roots, the latter
lying within a fixed tolerance  from the real axis. Having these r+ approximations available, we
would refine them and select the r real roots. The overall computational cost is low if r+  n.
Finally here is a promising extension of our real root-finding techniques where we employ repeated
squaring of the roots instead of mapping them into their square roots.
Algorithm 5.1. Real root-finding by means of repeated squaring.
For an input polynomial p(x) of (2.1) apply the following steps.
1. Compute the polynomial y = (x+
√−1)(x−√−1)−1 mod p(x). This Cayley map moves the
real axis (with real roots of p(x)) to the unit circle C(0, 1).
2. Write y(0) = y, choose a sufficiently large integer k and apply the k squaring steps y(h+1) =
(yh)2 mod p(x), for h = 1, . . . , k − 1. These steps keep the images of the real roots of p(x) on the
circle C(0, 1) for any k and send the images of s other roots of p(x) toward 0 and the s remaining
roots toward ∞ where 2s = n− r.
3. Note that for a sufficiently large integer k the polynomial y(k) approximates the polynomial
xsuk(x) where the polynomial uk(x) =
∑r
i=0 uix
i has all its roots lying on the unit circle C(0, 1).
Extract the approximation to this polynomial uk(x) from the coefficients of the polynomial y(k).
4. Compute the polynomial vk(x) =
√−1(uk(x) + 1)(uk(x) − 1)−1 mod p(x). This inverse
Cayley map moves the images of the real roots of the polynomial p(x) from the unit circle C(0, 1)
back to the real line.
6. Apply one of the algorithms of [13], [11], [18], and [19] (cf. Theorem 2.7) to approximate the
r real roots z1, . . . , zr of the polynomial vk(x).
7. Apply the Cayley map wj = (zj +
√−1)(zj −
√−1)−1 for j = 1, . . . , r to approximate the r
roots w1, . . . , wr of the polynomials uk(x) and yk(x) = xsuk(x) lying on the unit circle C(0, 1).
8. Apply the descending process (similar to the ones of [35]–[37], [40], and of our Algorithm 4.1)
to approximate the r roots x(h)1 , . . . , x
(h)
r of the polynomials yh(x) lying on the unit circle C(0, 1) for
h = k − 1, . . . , 0.
10. Apply the inverse Cayley map to approximate the r real roots xj = (x
(0)
j +
√−1)(x(0)j −
√−1)−1
of the polynomials p(x).
The claimed behavior of the roots of the polynomials involved in the algorithms follows from
Theorem 3.2 because these polynomials are the characteristic polynomials of the matrix functions
defined by the dual recursive iterative processes with the associate matrices of the algebra Ap.
The latter processes themselves do not work numerically because repeated squaring of the matrix
Y = (Cp + In
√−1)(Cp − In
√−1)−1 (dual to the polynomial y) turns it very soon into a matrix
having numerical rank s. Indeed the domination of the s absolutely largest eigenvalues of the matrix
Y becomes very strong in the process of repeated squaring. Nevertheless we can use these matrices
indirectly, for the analysis of our computations with their characteristic polynomials.
Remark 5.1. At Stage 3 we can apply twice the algorithm supporting Theorem 2.9 as an alternative
means of the approximation of the factor of degree r that has the roots being the images of the real
roots of p(x). This alternative costs more than the original recipe of just copying the r+1 coefficients
of the polynomial yk(x) at Stage 3, but is still performed at low arithmetic and Boolean cost and works
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for smaller integers k, that is as soon as the discs D(0, nn+1 ) and D(0, 1) become (1 + 1/n)-isolated
with respect to the polynomial y(k)(x).
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