A lower bound for the first eigenvalue of an elliptic operator  by Alvino, A & Trombetti, G
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 94, 328-337 ( 1983) 
A Lower Bound for the First Eigenvalue 
of an Elliptic Operator* 
A. ALVINO AND G. TROMBETTI 
lstituto di Matematica “R. Caccioppoli”, 
Unhersita Degli Studi di Napoli. Napoli. Ital! 
Submitted by J. L. Lions 
In this paper we study the eigenvalue problem 
- r 
- c A- i*F, 2xi a,j(x,z =du in G, . I 1 (0.1) 
u=o on 3G; 
G is an open bounded set of R” and (a,(~)),.~,,,,,,. ,, is a symmetric matrix 
such that 
v(x)>O, vEL’(G), vmlELt(G) for some t> n/2+ 1. 
We discuss the subject imbedding our problem in the class of problems of 
type (0.1) which verify (0.2): here v(x) is an arbitrary function but it has a 
fixed rearrangement.’ It would be a sharp result to specify the greatest lower 
bound of the first eigenvalues of problems (0.1) when they run in the 
described class. Looking for such a greatest lower bound, we may test 
spherically symmetric problems even if we cannot always calculate it. The 
main result consists on fixing a problem whose first eigenvalue is smaller 
than the one of (O.l), but such a lower bound is rough. 
We remark that the elliptic condition (0.2) does not imply in general the 
operator is strictly elliptic (see 191): however our result improves what is 
known even in the case of strictly elliptic operators. To this aim we quote the 
following example: 
in G. 
u=o on iiG: 
* Work performed under the auspices of GNAFA of CNR. 
’ For the definition of rearrangement we refer to Section I: see also I-1. 5 ) 
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(0.3) 
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here meas G = 1 and 
329 
v(x) = 1 in G,cG,measG,=:. 
= 2 in G-G,,. 
From the Faber-Krahn inequality (see [6]), the first eigenvalue 1, of (0.3) is 
greater than the first eigenvalue o, of 
-AZ = oz in G#. 
z=o on BG”, 
where G# is a ball with the same measure as G. By our result we can 
estimate from below A, in a best way: really (see Theorem 2.1) 1, is greater 
than the first eigenvalue p, of the problem 
!a’ = 0 on BG”. 
where 
it is obviously U, < p, . 
1. PRELIMINARY RESULTS 
Let us recall now some results about the rearrangements of functions in 
the sense of Hardy and Littlewood. If u is a real-valued measurable function. 
defined in an open subset G of R” (afterward we shall assume that G is 
bounded and, for convenience, meas G = l), let us indicate by 
,u(t) = meas(x E G: 1 u(x)1 > f) 
the distribution function of u. Then we denote by 
u*(s)=inf(r>O:p(t)<sJ 
the decreasing rearrangement of u in [O, meas G], and by 
u*(s) = u*(meas G -s) 
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the increasing rearrangement of u in 10, meas Cl. On the other side we 
indicate by 
u”(x) = u*(c,, I-u/“) 
the spherically symmetric rearrangement of u (C, = n”,“/f( 1 + n/2) is the 
measure of the n-dimensional unit ball). 
A theorem of Hardy and Littlewood tells us that if u and L’ are real-valued 
measurable functions defined in G. then 
1 lu(x) v(x)l d.u< j.mrasG u*(s) r*(s)ds = [mear”u*(s) v+(s)ds. (1.1) 
‘F -0 -0 
If V(X) > 0 is a real-valued measurable function from L’(G) with 
F’ E L’(G) for some t > (n + 2)/2. let k’(v) denote the closure of Cc(G) 
under the norm 
where Du = grad u. 
As in [ 11. for any fixed u E k’(v), it is possible to determine a mapping 
from [O. meas G] into the class of the subsets of G. 
SE [O,measGj+D(s)GG. 
such that 
(i) meas D(s) = s. 
(ii) s’ < s” @ D(s’) c D(s”), 
(iii) D(s) = (x: 1 u(x)1 > t) if s = p(t). 
Roughly speaking, (D(s)} is the class of level sets of 1 u / at least in the case 
where there is no value t which is attained by 1~1 in a set of positive measure. 
Then we can choose a function v(s) such that 
we have (see [ 1, Lemma 2.2 1) 
(1.2) 
LEMMA 1.1. There is a sequence (v~(s)} of functions which have the 
same rearrangement V*(S) as V(X) and such that {V;‘(S)} is weak!\ 
convergent in L’(I0. meas G]) to v-‘(s). 
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By usual tools (see [l, 7,8]) we also have the inequality 
LEMMA 1.2. Ifu E I?(v). we Hague 
1. v(x) (Dul? dx > ( v(C, 1x1”) IDu*I? dx. 
-c . GX 
(1.3) 
Proof. From the formula of Fleming and Rishel (3 \ 
where P stands for the perimeter in the sense of De Giorgi (2 1. it follows 
-$! IDu(d.u=P(x:)u(.u)l>r}. 
IUI 21 
Using the Schwartz inequality, we have 
As h + 0 we obtain 
From the above formula, (1.2), and (iii), using the isoperimetric theorem in 
the form of De Giorgi [2]. 
P(x: iu(x)l > I} > nC:,“$(t)‘-’ ‘I, 
we get 
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hence 
Integrating between 0 and co, we obtain the inequality 
Obviously we get the equality (1.4) when U(X) is spherically symmetric and 
v(C, 1x1”) takes the place of u(x): thus the first side of (1.4) is 
)_ v(C, 1x1”) (DuxIz dx. 
-G# 
Q.E.D. 
2. A LOWER BOUND FOR THE FIRST EIGENVALUE 
Let A, be the first eigenvalue of the problem (0.1): it is known that’ 
aij(x) u,~u,~ d-x: u E I?‘(v) and I( z.IjIz = 1 [ . (2.1) 
Let U,(X) be the function that realizes the minimum in (2.1). Starting from U, 
we can define a function v(s) as in (1.2): from (1.3), (0.2) we have 
aij(X) ux,ux, dx > 1v(C, 1x1”) jDu#12 d-x. 
-G# 
(2.2) 
Remark. Inequality (2.2) implies that 1, > p,, where p, is the first eigen- 
value of the problem 
in G’, 
(2.3) 
c = 0 on aG#. 
Therefore, if we want the greatest lower bound of the first eigenvalues of the 
problems (O.l), we may restrict the competiting problems to the symmetrized 
ones as (2.3). Nevertheless we are not able to specify such a value: we can 
only give a rough lower bound. 
’ If I > (n + 2)/2, it is a consequence of compact imbeddings stated in 191. The same holds 
for the first eigenvalues p,, p, of (2.3), (2.4). 
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THEOREM 2.1. We have 2, > ,u, , where ,u, is the first eigenvalue of the 
problem 
in G”. 
‘1’ = 0 on BG’: 
here v,,(s) = o*((l - s(“‘+~“~)~~(~+~)] ifmeas G = 1. 
Proof: We have already remarked that II, > p, . Let it be 
ty(r, s) = (n’Cfj”)-’ r 
-2t2.‘n 
v(r) 
if l>r>s>O, 
=o if O<rts<l: 
if v,(C, Ix]“) is the first normalized eigenfunction of (2.3), we have 
r-2+2/n *r 
v(r) dr 1 v,(s’)ds’ 
‘0 
=p, lo’ ty(r, s) drj: v,(s’) ds’ =p, jy v,(r) dr 1’ v/(t, s) dt. 
-i- 
We consider the integral equation 
v(s) = p 1’ v(r) dr 1’ w(t, s) dt = pKv 
-0 -r 
with the L*-completely continuous symmetric kernel 
Since 
(KU, V) = (n2c;‘n)-1 ,,’ (I’ recoin drf v(s’) ds’) v(s) ds 
s n 
= (n2C~/“>-’ j: “c;in (j: u(s’)dsJ)2 ds 
(2.4) 
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obviously we have 
c(s) decreasing and 11 pi!, , = ! ’ 
we remark that the decreasing function P,(S) realizes the maximum In (2.5,. 
Ef (I’,,(S)! is the sequence from Lemma I. I. hy I i ! i. \re gek 
(by the change of variable s = o(r) = t” ” ’ “) 
in the last inequality we used that 
is a decreasing function (for P(S) is decreasing). 
We want to prove that 
t Lg:(.)) )* [SIG (&)* (S). 
Let it be, VI > 0 
1 
Ah(I) = ‘s > 0: - > Ii, 
1 
I ~yt!(s) 
A(l)= L,o:- I P(s) 
>I(. 
From Lemma 1.1 we get 
(2.6) 
(2.7) 
meas A,(I) = meas A(I). 
Since l/v*(s) is increasing we have 
A(I) = Ja,. I[ with n, = sup(s: I/V*(S) = r}. 
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If we consider the transformation in 10. 1) 
Then we obtain 
measA’(I)= )_ df =- It+? I SprdS- [I-+:: .’ -w-‘(Al/b) N .’ 1(/I ----j,, Xi,!,(d “d: 
(by (1.1) since (x.,;;lL =x,d 
2 !-?2 .’ -Q,(S) s’ n ds = meas A;(/). 
n 1 ‘0 
Hence 
(l/vJp(.)))*(s) = inf(la 0: meas A;(/) < s} 
< inf(l>O: measA’(/) < s) = (~/v*((o(.)))*(s) 
that is (2.7). Then, from (2.6) and (2.7) we have 
We easily see 
(s) (--& (“(” c(d) ds’) ’ d,. 
0 
therefore we obtain 
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It follows (from (2.5) since r;’ - v’in L’((0, 1 I)) 
where ,D, is obviously the first eigenvalue of (2.4). 
3. THE CASE n = 1 
We have already remarked that the result stated in Theorem 2.1 is not 
sharp. Now, at least in the unidimensional case, we want to obtain in a more 
direct way a result that is the best possible. 
We consider the eigenvalue problem 
-& (v(x)$)=h in (a-b). 
u(a) = u(b) = 0. 
(3.1) 
For this problem we can state 
THEOREM 3. I. Let A, and p, be the first eigenvalues, respectively, of 
problem (3.1) and of problem 
then A, >,u,. 
Proof: By the same argument used in Theorem 2.1 we obtain that 
1, >P,, where p, is the first eigenvalue of the problem 
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d (v(Zlsl)$-)=pa in c-q,?). 
d.u 
Clearly. it is 
1 
I 
1 
-=max - 
PI 4 
.6-a 1 
J -0 
.r 
I’ ds’ dr: I/ ~$z = I 
0 v(r) 0 
and the maximum is attained for c = L’, . It follows from Lemma 1.1 and 
(1.1) 
o,(d) ds’ dr 
)' 
and the theorem is proved. 
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