





















4 LOCAL POSITIVITY OF LINEAR SERIES ON SURFACES
ALEX KÜRONYA AND VICTOR LOZOVANU
INTRODUCTION
The main purpose of this paper is to understand local positivity of line bundles on surfaces, by making
use of the theory of Newton–Okounkov bodies. More precisely, we find ampleness and nefness criteria in
terms of convex geometry, and relate the information obtained this way to Seshadri-type invariants.
For the past thirty-odd years there has been an increasing interest in describing positivity of line bundles
around single points of varieties. Starting with the work ofDemailly on Fujita’s conjecture, where he
introduced Seshadri constants, the topic developed quickly due to the work of Demailly, Ein–Lazarsfeld,
Nakamaye, and others [D,EKL,ELMNP2,N1,N2]. In spite of all the effort, our understanding is still very
limited, simple questions that remain unanswered to this day abound.
We aim at translating existing invariants of local positivity to the language of Newton–Okounkov bodies,
thus enriching them with extra structure. Our model is the relationship between Newton–Okounkov bodies
and the volume of a divisor: we intend to replace numbers functio ing as invariants by collections of convex
bodies. We would like to emphasize the special nature of linear s ries on surfaces, most of the time we will
employ elementary surface-specific tools, Zariski decomposition will play a crucial role for instance.
Originating in the work of Khovanskii from the late 70’s, andOkounkov’s construction [O] in representa-
tion theory, Newton–Okounkov bodies are a not-quite-straightforward generalization of Newton polytopes
to the setting of arbitrary projective varieties. For ann-dimensional projective varietyX, a full flag of subva-
rietiesY•, and a big divisorD onX, the Newton–Okounkov body∆Y•(D)⊆Rn is a convex set, encoding the
set of all normalized valuation vectors coming from sections f multiples ofD, where the rankn valuation
of the function field ofX is determined byY•.
These convex bodies display surprisingly good properties,and gave rise to a flurry of activities in pro-
jective geometry, combinatorics, and representation theory. For detailed descriptions and proofs the reader
is kindly referred to the original sources [KK, LM] and the recent review [Bou]. The main idea is that
Newton–Okounkov bodies capture the vanishing behaviour ofall sections of all multiples ofD at the same
time.
Our philosophical starting point is the work of Jow [J] observing that the collection of all Newton–
Okounkov bodies attached to a given line bundle serves as a universal numerical invariant: whenever all
the Newton–Okounkov bodies agree for two divisorsD andD′, then in fact they must be numerically equiv-
alent. Jow’s result leads to the expectation that one shouldbe able to read off numerical properties of line
bundles from the collection of attached Newton–Okounkov bodies.
Once we focus on local positivity, the above principle modifies in the following manner: we expect that
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It turns out that, wheneverX is a smooth projective surface, the above collection depends o ly on the choice
of x to a limited extent. In fact, it can be shown thatK (D;x) is independent ofx away from a countable
union of proper subvarieties.
We always work on smooth projective surfaces over the complex number field, unless otherwise men-
tioned. Our first main result is a version of the combinatorial characterization of torus-invariant ample/nef
divisors on toric varieties valid on all surfaces. We go one step further and offer an analogous description in
terms of infinitesimal Newton–Okounkov bodies.
Let us introduce some notation. For positive real numberλ ,λ ′,ξ > 0 we set
∆λ ,λ ′
def
= {(t,y) ∈R2+ | λ ′t +λy6 λλ ′} and ∆−1ξ
def
= {(t,y) ∈ R2+ | 06 t 6 ξ ,06 y6 t} .
If λ = λ ′, then denote by∆λ
def
= ∆λ ,λ , which is the standard simplex of lengthλ .
We offer the following convex geometric characterization of ampleness and nefness.
Theorem A. (Nefness and ampleness criteria) Let X be a smooth projective surface, D a bigR-divisor on
X, andπ : X′ → X the blow-up of x∈ X with exceptional divisor E. Then
(i) D is nef⇔ for all x ∈ X there exists a flag(C,x) such that(0,0) ∈ ∆(C,x)(D)
⇔ for all x ∈ X there exists y∈ E such that(0,0) ∈ ∆(E,y)(π∗(D)).
(ii) D is ample⇔ for all x ∈ X there exists a flag(C,x) andλ > 0 such that∆λ ⊆ ∆(C,x)(D)
⇔ for all x ∈ X there exists y∈ E andξ > 0 such that∆−1ξ ⊆ ∆(E,y)(π
∗(D)).
Theorem A is a particular case of more general results. In Theorem2.4 we prove the according criteria
for a pointx∈ X not to be contained either in the negative or null locus ofD in terms of Newton–Okounkov
bodies defined onX. Furthermore, in Theorem3.8 we connect these loci to the shape of infinitesimal
Newton–Okounkov bodies, defined on the blow-upX′.
As mentioned above, the Newton–Okounkov body of a bigQ-divisor D encodes how all the sections
of all powers ofD vanish along a fixed flag. Conversely, it is a very exciting problem to find out exactly
which points in the plane are given by valuations of sections, whether these points lie in the interior or the
boundary of the Newton–Okounkov body. This is expressed by saying that a rational point of∆Y•(D) is
’valuative’. Finding valuative points in Newton–Okounkovbodies is a recurring theme of this article, some
partial answers are summarized in the following corollary.
Corollary B. (Valuative points) Let X be a smooth projective surface, D a big Q-divisor, (C,x) a flag on X,
andπ : X′ → X the blow-up of X at x with exceptional divisor E. Then
(i) Any rational point in the interior of∆(C,x)(D) is valuative;
(ii) Suppose∆λ ,λ ′ ⊆ ∆(C,x)(D) for someλ ,λ ′ > 0. Then any rational point on the horizontal segment
[0,λ )×{0} and the vertical one{0}× [0,λ ′) is valuative;
(iii) Suppose that∆−1ξ ⊆ ∆(E,y0)(π
∗(D)) for someξ > 0 and y0 ∈E. Then any rational point on the diagonal
segment{(t, t)|06 t < ξ} and on the horizontal segment[0,ξ )×{0} is valuative;
It is interesting to note that statement(ii) can be obtained via restricted volumes (see [ELMNP2] for the
basic theory). However, we present here a different proof for the surface case, that relies only on ideas
of convex geometric nature and Theorem A. As for statement(iii ), the rational points on the diagonal are
valuative due to the fact that the exceptional divisorE is a rational curve.
As a consequence of Theorem A, all Newton–Okounkov bodies ofan ample divisorA are bound to
contain a standard simplex∆λ of some size. By choosing the curve in the flag to be very positive, one can
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make the size of the simplex as small as we wish. Therefore thexciting question to ask is how large it can
become. This leads to the definition of the largest simplex constant:




λ > 0 | ∆λ ⊆ ∆(C,x)(A)
}
,
where the first supremum runs through all admissible flags center d at the pointx∈ X.
As expected of asymptotic invariants, the largest simplex constant is homogeneous inA, invariant with
respect to numerical equivalence of divisors; moreover it is a super-additive function ofA. In Proposition4.7
we observe thatε(A;x) > λ (A;x), where the left-hand side denotes the classical Seshadri constant ofA atx.
We illustrate in Remark4.9 thatλ (A;x) 6= ε(A;x) in general.
Using Diophantine approximation we establish the uniform positivity of largest simplex constants assum-
ing the rational polyhedrality of the nef cone.
Theorem C. (Positivity of the largest simplex constant) Let X be a smooth projective surface with a rational
polyhedral nef cone. Then there exists a strictly positive constantλ (X)> 0 such that
ε(A;x) > λ (A;x) > λ (X),
for any x∈ X and any ample Cartier divisor A on X.
Even further, we show the existence of strictly positive lower bound on Seshadri constants for any smooth
projective varietyX of any dimension, whenever the nef cone ofX is rational polyhedral.
By turning our attention to the collection of infinitesimal Newton–Okounkov bodies we can take a closer
look at Seshadri constants. As it happens, infinitesimal Newton–Okounkov bodies seem to capture the local
positivity of divisors more precisely. Hence one can expectthem to determine (moving) Seshadri constants
as well. This is indeed the case, as we will immediately explain.
Here again, the key geometric invariant is the largest ’inverted’ standard simplex that fits inside an in-
finitesimal Newton–Okounkov body. With notation as above, if D is a bigR-divisor onX, π : X̃ → X the
blow-up ofX atx with exceptional divisorE, then we set
ξ (π∗(D);y) def= sup{ξ > 0 | ∆−1ξ ⊆ ∆(E,y)(π
∗(D))} .
It is not hard to see that this invariant does not depend on thechoice of the pointy∈E, as seen in Lemma3.14.
So, if we denote byξ (D;x) def= ξ (π∗(D);y) for somey∈E, then the following theorem says that this invariant
is actually the moving Seshadri constant ofD at pointx.
Theorem D. (Characterization of moving Seshadri constants) Let D be a big R-divisor on X. If x/∈Neg(D),
then
ε(||D||;x) = ξ (D;x) .
As a further application of infinitesimal Newton–Okounkov bodies, we translate ideas of Nakamaye and
Cascini into the language of convex geometry to provide a newproof of the Ein–Lazarsfeld lower bound on
Seshadri constants at very general points (see Corollary3.19).
A few words about the organization of this paper. Section 1 hosts a quick recap of Newton–Okounkov
bodies and Zariski decomposition, here several small new observations have been added that we will use
repeatedly later on. Section 2 is devoted to our main resultson Newton–Okounkov bodies on surfaces,
while Section 3 is given over to the treatment of infinitesimal Newton–Okounkov bodies and their relation
to moving Seshadri constants. In Section 4 we present various applications of the material developed so far.
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1. NOTATION AND INTRODUCTORY REMARKS
We introduce the notation that will be used throughout this paper, and give a brief introduction to Zariski
decomposition and to the construction of Newton–Okounkov polygons for the sake of the reader. In addition
we include some remarks for the lack of a suitable reference that had probably been known to experts.
1.1. Zariski decomposition. Let X be a smooth complex projective surface. As proven in [F] (see also
[B, Theorem 14.14] or [Z] for the case ofQ-divisors), every pseudo-effectiveR-divisorD onX has aZariski
decomposition, i.e. D can be written uniquely as a sum
D = PD + ND.
of R-divisors, such thatPD is nef,ND is either zero or an effective divisor with negative definiteint rsection
matrix, and(PD ·ND) = 0. The divisorPD is called thepositive part, ND thenegative partof D. Note thatPD
andND will be Q-divisors wheneverD is such. Furthermore, whenD is aQ-divisor, Zariski decomposition
is an equality of divisors and not merely of numerical equivalence classes.
A crucial property of Zariski decomposition is that the positive part carries all the sections, more precisely
(see [PAG, Proposition 2.3.21] for instance), assuming thatmD, mPD andmND are all integral, the natural
inclusion mapH0(X,OX(mPD))→ H0(X,OX(mD)), defined by the multiplication with the divisormND, is
an isomorphism.












where the unions are taken over irreducible curves onX. The orthogonality property of Zariski decomposi-
tion yields Neg(D)⊆ Null(D).
In higher dimensions, these correspond to the augmented andrestricted base loci ofD introduced in
[ELMNP1]. We do not rely on the higher dimensional definition of theseloci, but it is nevertheless important
to keep in mind thatB+(D) = Null(D) andB−(D) = Neg(D) as observed in [ELMNP1]. Vaguely speaking
Null(D) consists of those points whereD is locally not ample while Neg(D) is the locus of points whereD
is locally not nef.
In [BKS] the main goal is to prove the variation of Zariski decompositi n inside the big cone. Based on
the description of Zariski chambers given there, we prove a statement that can be seen as a more precise
version of Kodaira’s lemma.
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Lemma 1.1. Let P be a big and nefR-divisor on X, and letNull(P) = E1 ∪ . . .∪Er . Then there exists
a maximal-dimensional rational polyhedral coneC ⊆ Rr>0 such that P+α · (E1, . . . ,Er)T is ample for all
α ∈ − intC of sufficiently small norm.
Remark 1.2. Under the assumptions of Lemma1.1, it is an easy consequence of the Hodge index theorem
that the intersection matrix of the curveE1, . . . ,Ek is negative definite: take a non-trivial divisorM = ∑i aiEi;
notice that(P ·M) = 0. Thus, by Hodge, we see thatM2 < 0, sinceM is not numerically trivial. This last
fact holds as the classes of the curvesE1, . . . ,Ek are linearly independent in N1(X)R.
Proof. The claim is immediate ifP is ample, hence we can assume thatP∈ ∂ Nef(X)∩Big(X). By [BKS,
Corollary 1.3], there exists an open neighborhoodU of P and the curvesC1, . . . ,Cs such that the boundary
of the Zariski chamber decomposition insideU is given by the hyperplanesC⊥i ⊆ N
1(X)R.
If (P ·Ci) 6= 0 for a curveCi , then by shrinkingU if need be, we can arrange thatU lies on one side of
C⊥i . Therefore, we can assume without loss of generality that
U ∩ Amp(X) = E>01 ∩ . . . ∩ E
>0
r ∩ U .
By possibly shrinkingU , we assume also that the self-intersection form is strictlypositive on it.





aiEi) ·E j) > 0 for every 16 j 6 r.





ai(Ei ·E j)> 0 for all 16 j 6 r.
We are left with looking for a sufficient condition onα = (a1, . . . ,ar ) ∈ Rr>0 such that (1.2.1) holds; not
surprisingly, this ends up being a linear algebra question.
Let A be the intersection matrix of the curvesE1, . . . ,Er . This matrix is negative definite by Remark1.2.
Then [BKS, Lemma 4.1] shows thatA−1 is a non-singular matrix with non-positive entries. In thisnotation,
the statement (1.2.1) is then equivalent to ask thatA · (a1, . . . ,ar )T has only strictly positive coefficients.
Let e1, . . . ,er be the standard basis ofRr andv1
def
= A−1e1, . . . ,vr
def
= A−1er . We claim that the coneC
spanned byv1, . . . ,vr has the required property. Indeed, since the elements ofA−1 are all non-positive, then
−C ⊆ Rr>0. Thus, everyv ∈ − intC has only positive coefficients. Furthermore, ifv = ∑
r
i=1 aivi ∈ intC ,
thenAv= ∑ri=1 aiA(A−1ei) = ∑ri=1 aiei > 0, hence (1.2.1) is satisfied. 
Remark 1.3. Let x∈ X be a point andπ : X′ → X be the blow-up ofX atx. SupposeD is a pseudo-effective
R-divisor onX andD = PD +ND its Zariski decomposition. Ifx /∈ Neg(D), thenπ∗D = π∗PD+π∗ND is the
Zariski decomposition ofπ∗D. To see this, it suffices, by uniqueness of Zariski decomposition, to check that
the right-hand side has the right properties. So,π∗PD remains nef, and(π∗PD ·π∗ND) = (PD ·ND) = 0. Since
x /∈ Neg(D), thenπ∗ND equals the strict transform ofND, and the respective intersection matrices agree.
1.2. Newton–Okounkov polygons.For the general theory of Newton–Okounkov bodies the readeris kindly
referred to [KK] and [LM] or the excellent expository work [Bou]. Here we only summarize some surface-
specific facts.
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As before, letX be a smooth projective surface, andD be a bigQ-divisor onX. We say that the pair
(C,x) is anadmissible flagon X if C ⊆ X is an irreducible curve andx ∈ C is a smooth point. Then the





{D′ | D′ ∼Q D effectiveQ−divisor}
)
,
where the rank-two valuationν(C,x)(D′) = (ν1(D′),ν2(D′)) is given by
ν1(D′) = ordC(D′) and ν2(D′) = ordx((D′−ν1(D′)C)|C) .
Making use of [LM, Proposition 4.1], one can replaceQ-linear equivalence by numerical equivalence (de-
noted by≡). If D is a bigR-divisor, one can also associate the Newton–Okounkov body∆(C,x)(D), where
Q-linear equivalence is replaced by numerical equivalence ithe definition.
Drawing on Zariski decomposition on surfaces, [LM, Theorem 6.4] gives a practical description of
Newton–Okounkov bodies in the surface case. Following [LM, Section 6], letν be the coefficient ofC
in the negative partN(D) and set
µ = µ(D;C) def= sup{ t > 0 | D− tC is big} .
Whenever there is no risk of confusion we will writeµ(D).
For anyt ∈ [ν ,µ ] we setDt
def
= D− tC. Let Dt = Pt +Nt be the Zariski decomposition ofDt . Consider the
functionsα ,β : [ν ,µ ]→ R+ defined as follows
α(t) def= ordx(Nt |C) , β (t)
def
= ordx(Nt |C)+Pt ·C .
Then Lazarsfeld and Mustaţă show that the Newton–Okounkov body is described as follows.
Theorem 1.4(Lazarsfeld–Mustaţ˘ , [LM, Theorem 6.4]). Let D be a bigR-divisor, and(C,x) an admissible
flag on a smooth projective surface. Then
∆(C,x)(D) = {(t,y) ∈ R2+ | ν 6 t 6 µ ,α(t) 6 y6 β (t)} .
Remark 1.5. The Newton–Okounkov body∆(C,x)(D) ⊆ R2+ has been shown to be a polygon in [KLM ,
Section 2]. The results of [KLM ] reveal further properties of∆(C,x)(D). The functiont 7−→ Nt is increasing
on the interval[ν ,µ ] ⊆ R, i.e. for anyν 6 t1 6 t2 6 µ the differenceNt2 −Nt1 is an effective divisor. This
implies that a vertex of∆(C,x)(D) may only occur for thoset ∈ [ν ,µ ], where a new curve appears in Neg(Dt).
Remark 1.6. It was observed in [BKS, Proposition 1.14] that Zariski decomposition is continuous inside
the big cone but not in general when the limiting divisor class is only pseudo-effective. It turns out that there
exists another important situation where continuity holds.
LetC be an irreducible curve onX and as before letµ(D) = µ(D;C). From [KLM , Proposition 2.1] and
the ideas of the proof of Proposition 1.14 from [BKS], it follows that
ND−tC → ND−µ(D)C and PD−tC → PD−µ(D)C




is computed from actual divisors onX, i.e. Pµ(D) andNµ(D).
Remark 1.7. The above description of Newton–Okounkov polygons gives rise to the equality
∆(C,x)(D)t>t0 = ∆(C,x)(D− t0C) + (t0,0) .
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for anyt0 ∈R. In [LM, Theorem 4.24], this is proved under the additional assumption thatC*Supp(Null(D)).
As it turns out, this condition is not necessary.
Remark 1.8. Going back to the initial definition of Newton–Okounkov polygons, one remarks that the
valuation map can be seen through local intersection numbers. L tD be a bigQ-divisor,(C,x) an admissible






where the right-hand side is the local intersection number of the effectiveQ-divisor D− ν1(D)C and the









asD ≡ D′. These ideas give rise to a somewhat different constructionof Newton–Okounkov polygons in
the surface case that is based on local intersection numbers.
Remark 1.9. For a Newton–Okounkov polygon∆(C,x)(D), the lengths of the vertical slices are independent






for anyξ ∈ [ν ,µ ]. Then
length(∆(C,x)(D)t=ξ ) = β (ξ )−α(ξ ) = (PD−ξC. ·C) ,
hence the observation.
The following lemma helps reduce the problem of computing the Newton–Okounkov polygon of a divisor
to the computation of the polygon of its positive part. This is implicitly contained in [LSS] for Q-divisors;
here we give a proof of theR-divisor case.
Lemma 1.10. Let D be a bigR-divisor on a smooth projective surface X and(C,x) an admissible flag on
X. If x /∈ Neg(D), then
∆(C,x)(D) = ∆(C,x)(PD) .
Proof. We first prove the statement forQ-divisors and then use a continuity argument for the generalcase.
If D is a bigQ-divisor, then by the homogeneity of Newton–Okounkov polygns and Zariski decomposition
we can assume thatD,PD andND are all integral Cartier divisors. The multiplications maps
H0(X,OX(mPD))→ H
0(X,OX(mD))
by mND are isomorphisms (see [PAG, Proposition 2.3.21]). Hence the definition of Newton–Okounkov
polygons and the conditionx /∈ Supp(ND) imply the statement.
For the general case, fix a norm‖ · ‖ on the finite-dimensional vector space N1(X)R. Let D be a big




= 0, An+1−An is an ample
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Q-divisor, andD+An is aQ-divisor for anyn∈ N. By the proof of [AKL , Lemma 8]






This reduces the proof to theQ-divisor case via the continuity of Zariski decomposition (see [BKS, Propo-
sition 1.14]). 
2. NEWTON–OKOUNKOV POLYGONS AND SPECIAL LOCI ASSOCIATED TO DIVISORS
2.1. Local constancy of Newton–Okounkov polygons.The goal of this subsection is to prove that the set
of all Newton–Okounkov polygons, where the flags are taken tobe centered at a very generic pointx, is
independent of the point.
Let X be a smooth projective surface,x∈ X a point andD a bigR-divisor onX. Denote by
K (D,x) = {∆ ⊆ R2+ | ∃(C,x) an admissible flag, such that∆ = ∆(C,x)(D)} ,
the set of all Newton–Okounkov polygons ofD, where the flags are based atx. By [KLM ], this set is
countable. Our goal is to figure out how this set varies with the pointx.
Theorem 2.1. With notation as above, there exists a subset F= ∪m∈NFm ⊆ X consisting of a countable
union of Zariski-closed proper subsets Fm( X such that the setK (D,x) is independent of x∈ X \F.
The proof relies on the following observation.
Lemma 2.2. Let D be a bigR-divisor on X, U⊆ X be a subset with the following properties
(1) U is disjoint from all negative curves on X,
(2) for every x,x′ ∈ U and (C,x) an admissible flag on X, there exists an irreducible curve C′ such that
(C′,x′) is again admissible, and C′ ≡C.
ThenK (D,x) is independent of x∈U.
Proof. Let x,x′ ∈U , and(C,x) as in the statement. Fix an admissible flag(C′,x′), such thatC′ ≡C. Observe
that ν(C,x)(D) = ν(C′,x′)(D) = 0, asU is disjoint from all the negative curves onX. SinceC ≡C′, we have
D− tC≡ D− tC′, and thereforeµ(C,x)(D) = µ(C′,x′)(D) as well.
Again, asU avoids all negative curves,α(C,x)(t) = α(C′,x′)(t) = 0 for all 06 t 6 µ(D). Finally, since
Zariski decomposition respects numerical equivalence,PD−tC ≡ PD−tC′ for all 0 6 t 6 µD(t), therefore
β(C,x)(t) = β(C′,x′)(t) for all 06 t 6 µ(D), hence∆(C,x)(D) = ∆(C′,x′)(D), as required. 
Remark 2.3. Roughly speaking the main idea of the proof of Theorem2.1 is that wheneverx ∈ X is a
very general point then any cycle passing through this pointca be deformed non-trivially in its numerical
equivalence class. The source for this material is [K, Chapter 2].
To be more precise, [K, Proposition 2.5] says that there exists a countable union of proper closed subva-
rietiesF ⊆ X such that for anyx∈VG(X)
def
= X \F and any birational morphismw0 : C → X, whereC is a







1The same statement works when eachAn is taken to be big and semi-ample. This will be used in Section3.
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whereT is irreducible,p is smooth (any fiber is smooth irreducible curve),u is dominant, for anyt ∈ T the
morphismu|Ut : Ut = p
−1(t)→ X is a birational morphism, and there existst0 ∈ T, such thatu|Ut0 : Ut0 → X
is the mapw0.
Proof of Theorem2.1. First let us make the following definition. For every elementγ ∈ N1(X), the Néron–
Severi group, let
Sing(γ) def= {x∈ X | x∈ Sing(C) for every curveC ∈ γ with x∈ X} .
Note that Sing(γ) is always a proper subvariety ofX. Let VG(X) ⊆ X be the very general subset from
Remark2.3; for everyγ ∈ N1(X), fix a topologically trivial family of normal cyclesuγ with fibre classγ (as
in Remark2.3), and set
Defect(uγ)
def
= X \ Im(uγ) .










We will apply Lemma2.2with
U
def
= VG(X)\ (S ∪D ∪ (
⋃
C is a negative curve
C)) .
Observe that by constructionU is disjoint from all negative curves onX.
Let x,x′ ∈U , and(C,x) be an admissible flag. Thenx /∈Defect(uγ ), henceuγ has a fibre throughx, whose
image isC, and the same applies tox′, let us call this curveC′. By constructionC′ is irreducible. Although
C′ might itself be singular atx′, there will be a curve numerically equivalent to it which is smooth atx′, as
x′ /∈ Sing([C]) by the construction ofU . 
2.2. Null and negative loci versus Newton–Okounkov polygons.As mentioned above, the complements
of the null or the negative loci describe the set of points onX whereD is positive locally. The following
theorem explains this philosophy in the language of Newton–Okounkov polygons.
Theorem 2.4. Let X be a smooth projective surface, D be a bigR-divisor on X and x∈ X be an arbitrary
point. Then
(i) x /∈ Neg(D) if and only if there exists an admissible flag(C,x) such that the Newton–Okounkov polygon
∆(C,x)(D) contains the origin(0,0) ∈R2.
(ii) x /∈ Null(D) if and only if there exists an admissible flag(C,x) and a positive real numberλ > 0 such
that ∆λ ⊆ ∆(C,x)(D).
Remark 2.5. It is immediate to see thatD is nef if and only if Neg(D) = ∅, while D is ample if and only
if Null (D) = ∅. Thus the corresponding nefness and ampleness criteria of Theorem A follow immediately
from Theorem2.4.
Remark 2.6. Theorem2.4 implies that whenever(0,0) ∈ ∆(C,x)(D) for some admissible flag(C,x), then
the same holds for all admissible flags centered atx. The analogous statement about points not contained in
Null(D) is true as well.
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Example 2.7.We discuss an example of a Newton–Okounkov polygon that doesn t contain vertical/horizontal
edges emanating from the origin, but the origin is containedi it. Let X = BlP(P2) be the blow-up of the
projective planeP2 at the pointP, H the pull-back ofOP2(1), E the exceptional curve, andx∈ E be a point.
Furthermore, letπ : X′ → X be the blow-up ofX at a pointx∈ E. Denote byE1 the exceptional divisor of
π, by E2 the proper transform ofE on X′, andE3 the proper transform of the line inP2 passing throughP
with the tangent direction given by the pointx∈ E.
It is not hard to see that(E21) = (E
2
3) = −1 and(E
2
2) = −2. Notice in addition thatE1 intersects bothE2
andE3 at different points transversally, while the pairE2 andE3 does not intersect. The classesE1,E2, and
E3 generate the space N1(X′)R. A quick computation givesπ∗(H) = 2E1+E2+E3. Thus
(π∗(D)− tE1 ·E2) = ((2− t)E1+E2+E3 ·E2) = −t ,
henceE2 ⊆ Neg(π∗(D)−E1) for all 0< t ≪ 1.
Let {y}
def
= E1 ∩E2. Comparing with [LM, Theorem 6.4], note thatα(t) > 0 for any 0< t ≪ 1 with
respect to the flag(E1,y). Furthermore, by Proposition3.1and the above, one sees easily that the Newton–
Okounkov polygon∆(E1,y)(π
∗(H)) does not contain either a horizontal or a vertical edge starting at the
origin, but contains the origin. This convex polygon is whatwe call in the next section the infinitesimal
Newton–Okounkov polygon of the divisorH on X at the pointx.
It is interesting to note thatX′ has three negative curvesE1,E2 andE3, but the nef cone is minimally
generated by four classes:π∗(H),π∗(H)+E3,π∗(H)+E1+E3 andE1+E3
Proof of Theorem2.4. (i) By [LM, Theorem 6.4] we obtain the following sequence of equivalences:
(0,0) ∈ ∆(C,x)(D) ⇔ ν = 0 and α(0) = 0 ,
⇔ C* Neg(D) and x /∈ Neg(D)
⇔ x /∈ Neg(D) ,
which is what we wanted.
(ii) “⇒” Let us assume thatx /∈ Null(D). Since Neg(D) ⊆ Null(D), this impliesx /∈ Neg(D). By
Lemma1.10we can also assume without loss of generality thatD = PD, that is,D is big and nef. These
conditions yield that(D.C) > 0 for any irreducible curveC ⊆ X passing throughx. In particular the con-
vex polygon∆(C,x)(D) contains the origin(0,0) and the vertical segment{0}× [0,(D.C)] with non-empty
interior for any admissible flag(C,x).
By fixing an admissible flag(C,x), it remains then to show that the polygon∆(C,x)(D) contains a hor-
izontal segment with non-empty interior starting at the origin. On the other hand, by the convexity of
Newton–Okounkov polygons, statement(i), and Remark1.7, in order to prove the latter condition, it is
enough to show that there existst > 0, such thatx /∈ Neg(D− tC).
By [BKS, Theorem 1.1], the divisorD has an open neighborhoodU inside the big cone, which intersects















, wheneverD− tC∈ U ,
whereΓi are the curves containingx andΓ′j are those which don’t contain this point. By the aboveγi
def
=
(D ·Γi)> 0 and thusγ
def
= min16i6sγi > 0.
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Observe that by possibly shrinkingU , we can arrange that even its closure intersects only finitely many
Zariski chambers and remains inside the big cone. Let













be the Zariski decomposition ofD− tC. By [KLM , Proposition 2.1], the functionati andb
t
j depend continu-
ously ont as long asD− tC∈ U . Also, a0i = b
0
j = 0 for all i and j, sinceD is nef.














Notice that the right-hand side is the Zariski decomposition of D′t . For every 16 i 6 sone has













By takingt sufficiently small and by the continuity ofbtj as a function oft, then(D
′
t ·Γi)> 0 for all 16 i 6 s.
On the other hand these negative curves are the only candidates for components of Neg(D′t). Consequently,
all theati ’s are zero, and







is the Zariski decomposition ofD− tC. Since the curvesΓ′j are exactly the ones not containingx, we arrive
at the desired conclusionx /∈ Neg(D− tC) for smallt.
“⇐” We consider first the case whenD is a big and nef divisor, i.e.D = PD andND = 0. Suppose for a
contradiction that there exists a curveE ⊆ Null(D) such thatx∈ E. If C= E, then, by the description of the







Consequently,∆(C,x)(D) cannot contain a small standard simplex.
If C 6= E, thenC ·E > 0, as bothC andE contain the pointx. Thus,(D− tC) ·E < 0 for anyt ≪ 1, This







and again∆(C,x)(D) does not contain a standard simplex of any size. This leads toa contradiction to the
existence of the curveE.
The general case, whenD is big, follows immediately from Lemma1.10 and the observation that the
conditionx /∈ Neg(D) is implied by the equivalence in statement(i). 
2.3. Valuative points. By the definition given by Lazarsfeld and Mustaţă, he Newton–Okounkov polygon
of a bigQ-divisor D encodes how all the sections of all powers ofD vanish along a fixed flag. Although
not observed in [LM], the points that come from evaluating sections form a densesubset in the Newton–
Okounkov polygon (hence, a posteriori there is no need for forming the convex hull in the construction).
Conversely, it is a very exciting problem to find out exactly which points in the plane are given by
valuations of sections, whether these points lie in the interior or the boundary of the Newton–Okounkov
polygon. To provide a partial answer, we start with the following definition:
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Definition 2.8. Let D be a bigQ (R)-divisor and(C,x) an admissible flag onX. We say that a point
(t,y) ∈ ∆(C,x)(D)∩Q2 (or (t,y) ∈ ∆(C,x)(D)∩R2 in the case of real divisors) isa valuative point of D with
respect to the flag(C,x), if there exists an effectiveQ-divisor D′ ∼Q D (an effectiveR-divisor D′ ≡ D)
satisfying the propertyν(C,x)(D′) = (t,y).
Remark 2.9. The fact that certain rational points in a Newton–Okounkov plygon are valuative is equivalent
to the existence of sections with prescribed vanishing behaviour along the given flag in a linear series|mD|
for m≫ 0.
Corollary 2.10. Let D be a bigQ-divisor and(C,x) be an admissible flag on X. Then
(i) Any rational point inint(∆(C,x)(D)) is a valuative point;
(ii) Suppose∆λ ,λ ′ ⊆ ∆(C,x)(D) for someλ ,λ ′ > 0. Then any rational point on the horizontal segment
[0,λ )×{0} and the vertical one{0}× [0,λ ′) is a valuative point.
Remark 2.11. If instead we considerD to be a bigR-divisor and change in the definition of valuative points
Q-linear equivalence by numerical equivalence, we obtain the same statement as in Corollary2.10 in this
more general setup.
Remark 2.12. For the vertical segment{0} × [0,λ ′), one can obtain the statement as a consequence of
[ELMNP2, Theorem 2.13], as illustrated in [ELMNP2, Example 2.13], along with the restriction theorem
[LM, Theorem 4.24] for Newton–Okounkov bodies. Here we give a different proof for the surface case,
relying only on ideas of convex geometric nature arising from the theory developed so far.
Remark 2.13. Let A be an ampleQ-divisor onX, C ⊆ X be a rational curve andx∈C a smooth point, set
d = (A ·C). Then(0,d), the highest vertex of the polygon∆(C,x)(A) on they-axis, is also a valuative point.
The argument follows from Serre vanishing and the rationality of C.
SinceA is ample,H1(X,OX(mA−C)) = 0 for all m≫ 0 by Serre vanishing. Therefore, the restriction
mapsH0(X,OX(mA)) −→ H0(P1,OP1(md)) are all surjective. AsC is a rational curve, there existss∈
H0(P1,OP1(md)) such that multx(s) = md. By the surjectivity of the restriction maps there exists a section
s∈ H0(X,OX(mA)) whose image is. In particular,ν(C,x)(s) = (0,d).
The proof shows that in fact all rational points on the edge of∆(C,x)(A) with vertices at(0,0) and(0,d) are
valuative points. In this sense Corollary2.10serves as a local restriction theorem, and Newton–Okounkov
polygons give us some elbow room to obtain local statements without having to rely on vanishing theorems.
As explained in [AKL , Proposition 14], ifC is not rational, then there exist line bundlesL of degreed> 0
onC, so that no sections∈ H0(C,mL) has ordx(s) = md for anym> 0. Thus, the rationality ofC is crucial.
If D is a big divisor andC is a rational curve then one has to assume additionally that Null(D)∩C = ∅.
Based on the proof of Corollary3.17, this will imply that the highest vertex of the polygon∆(c,x)(D) on the
y-axis is also a valuative point.
Proof of Corollary2.10. (i) The following remark will be used repeatedly throughout this proof: given two
valuative pointsA = (t,y),B = (t ′,y′) ∈ ∆(C,x)(D), any rational point contained in the line segment[AB],
connecting the pointA with B, is again a valuative point. This is due to the fact thatν(C,x) is a valuation map.
Let (t0,y0) ∈ int(∆(C,x)(D) be a point with rational coordinates. The idea is to show thatere exist
valuative points on the vertical linet = t0 above and below(t0,y0). We verify the existence of a valuative
point lying above(t0,y0), the other case being completely analogous. Consider the inerior of the shape
∆(C,x)(D)∩{(t,y)|y> y0}, which is divided into two non-empty subsets by the linet = t0. Since valuative
points are dense in each subset, we can choose a point in each of them. The line segment connecting these
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two points intersects the linet = t0 in a rational point that is above(t0,y0). Hence by the above observations
this point is also valuative.
(ii) We check first the assertion on the horizontal line segment. Let δ ∈ [0,λ ) be a rational number. By
Remark1.7, the polygon∆(C,x)(D−δC) contains a non-zero simplex. By Theorem2.4 this latter condition
implies thatx /∈ Null(D− δC). SinceB(D− δC) ⊆ Null(D− δC), thenx /∈ B(D− δC). Thus, the origin
(0,0) ∈ ∆(C,x)(D−δC) is a valuative point with respect to the divisorD−δC. Using Remark1.7, then the
point (δ ,0) ∈ ∆(C,x)(D) is also valuative with respect now toD.
It remains to show that all rational points on the open line segm nt{0}× (0,λ ′) are valuative as well. To
this end, observe by Remark1.7that
(2.13.3) ∆(C,x)(D+ εC)t>ε = (ε ,0)+∆(C,x)(D) for anyε > 0 .
So, if we show that volX(D+εC)> volX(D) for some rationalε > 0, then there will exist a valuative point in
the area∆(C,x)(D+εC)∩(0,ε)×R. On the other hand this implies that the open line segment{ε}×(0,λ ′) is
inside∆(C,x)(D+εC). By statement(i), any rational point on this line segment is valuative for theQ-divisor
D+ εC. Applying (2.13.3) again along with Lazarsfeld and Mustaţă’s definition of Newton–Okounkov
polygons yields that the same can be said about all the rational points on the vertical segment{0}× (0,λ ′)
in the polygon∆(C,x)(D).
It remains to prove that volX(D+εC)> volX(D) for some 0< ε ≪ 1. To this end, assume first thatD=P
is big and nef. Since∆(C,x)(D) contains a standard simplex, then by Theorem2.4we know thatC*Null(D).
This latter condition implies that(D ·C) > 0. Thus, the Nakai–Moishezon criterion yields thatD+ εC is








wheneverε ≪ 1, settling the claim forD big and nef. For the general case, letD = P+N andD+ εC =
Pε +Nε be the respective Zariski decompositions ofD andD+ εC. By the previous step we know that
P+ εC is nef for all 0< ε ≪ 1, hence one can writeD+ εC= (P+ εC)+N, and by the minimality of the
Zariski decomposition we see thatN−Nε is effective. Consequently,Pε − (P+ εC) is also effective. Using
the ideas from the big and nef case we deduce that
volX(D+ εC) = volX(Pε) > volX(P+ εC) > volX(P) = volX(D)
for all 0< ε ≪ 1. This also proves the corollary in the big case. 
3. MOVING SESHADRI CONSTANTS AND INFINITESIMAL NEWTON–OKOUNKOV POLYGONS
The goal that we pursue in this section is to study the relationship between the positivity properties of a
big divisor and the geometry of the Newton–Okounkov polygons that can be defined on the blow-up of a
point. We show how moving Seshadri constants can be read off from these polygons, and study which of
their boundary points are valuative.
As before, we assumeX to be a smooth projective surface,D a bigQ (orR) divisor onX, andx∈X a point.
We denote byπ : X′ → X the blow-up ofX atx with E the exceptional divisor. For any pointy∈ E, we call
the polygon∆(E,y)(π∗(D)) the the infinitesimal Newton–Okounkov polygonf D attached to the admissible
flag (E,y). This concept originates in [LM, Section 5] (note the deviation from the terminology of [LM]).
The goal of this section is to explore the relationship betwen the positivity properties of the divisorD and
the geometry of the polygons∆(E,y)(π∗(D)).
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3.1. Infinitesimal Newton–Okounkov polygons. In this subsection, we study the basic properties of the
infinitesimal Newton–Okounkov polygons. For a bigR-divisor D, write
µ ′ = µ ′(D,x) = µ(π∗(D),E) def= sup{t > 0 | π∗(D)− tE is big} .
It follows from [LM, Theorem 6.4] and the definition ofµ ′ that∆(E,y)(π∗(D)) ⊆ R+× [0,µ ′].





= {∆ ⊆ R2+ | ∃y∈ E, such that∆ = ∆(E,y)(π∗(D))} .
Proposition 3.1. With notation as above, we have
(i) ∆(E,y)(π∗(D))⊆ ∆−1µ ′(D,x) for any y∈ E;
(ii) there exist finitely many points y1, . . . ,yk ∈ E such that the polygon∆(E,y)(π∗(D)) is independent of
y∈ E \{y1, . . . ,yk}, with base the whole line segment[0,µ ′]×{0}.
Remark 3.2. The constantµ ′(D′;x) can be computed onX. If |V| is a linear series onX, define
multx(|V|)
def
= sup{multx(F)|F ∈ |V|} .








Thenµ ′ = multx(||D||), by simple properties of the multiplicity (cf. [DKMS, Proposition 3.2]). The same
holds wheneverD is a bigQ-divisor and by continuity the statement extends toR-divisors.
Proof. (i) Based on the second part of the proof of Lemma1.10, it is not hard to see that it suffices to
show the statement whenD is merely a big Cartier divisor. It was pointed out above that∆(E,y)(π∗(D)) ⊆
R× [0,µ ′(D,x)]. Thus, it remains to show that∆(E,y)(π∗(D)) lies below the diagonaly= t.
By Zariski’s main theorem (see [H, Theorem III.11.4]) one has the isomorphisms
H0(X′,OX′(m·π∗(D))) ≃ H0(X,OX(mD)) for all m> 0.
Hence all the sections ofπ∗(D) can be seen as pull-backs of sections fromX. LetD′ ∈ |mD| for somem> 0.
In order to end the proof it is sufficient to check the inequality
multx(D







The main reason for this relation is that the multiplicity ofa tangent direction of a given curve atx cannot
exceed the multiplicity at this point. This can in fact be cheked locally: let{u1,u2} be a local system of
parameters in a neighborhoodU ⊆ X of the pointx. Then a sections∈ H0(X,OX(mD)) restricted toU can
be written in terms of the local coordinatesu1 andu2 as
s|U = fd(u1,u2)+ fd+1(u1,u2) + . . . + fd+l (u1,u2) ,
where eachfi is a homogeneous polynomial of degreei with d = multx(s). Since we are working over the
complex numbers and the polynomialfd is homogeneous, we can write it as follows
fd(u1,u2) = (u1−α1u2)i1 · (u1−α2u2)i2 · . . . · (u1−αku2)ik
wherei j ∈ N, αi ∈ C, and∑ j=kj=1 i j = d.
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Now, let
π|U : U ′
def
= {u1v1 = u2v2} ⊆U ×P
1 −→ U
be the blow-up ofU at x. The form of the decomposition offd implies that it is enough to do the computa-
tions on the open subsetU ′1 = {v1 = 1} ⊆U
′. Then









= ud2 ·F(u2,v2) .
The first term of the right-hand side yields ordE(π∗(s)) = d. The shape of the second one gives us
ν2(π∗(s)) = ord[1:α ](F(0,v2)) =
{
i j if α = α j , for somei = 1, . . . , l ,
0 otherwise.




= π∗(D)− tE = P′t +N′t
be the appropriate Zariski decomposition. Neither of the cofficient ν ′ of E in the negative partN′0 and
µ ′(D,x) depend on the choice ofy∈ E, hence∆(E,y)(π∗(D))⊆ [ν ′,µ ′]×R+ for anyy∈ E.
By Remark1.9, for any ξ ∈ [ν ′,µ ′] the length of the vertical slice∆(E,y)(π∗(D))t=ξ is independent of
y∈ E. Thus, to finish up, it suffices to show that there exists finitely many pointsy1, . . . ,yk ∈ E such that
[ν ′,µ ′]×{0} ⊆ ∆(E,y)(π∗(D)) for all y∈ E \{y1, . . . ,yk}.
This, however, is a consequence of [KLM , Proposition 2.1] which states that the functiont ∈ [ν ′,µ ′]−→
N′t is increasing, i.e. ifν ′ 6 t1 6 t2 6 µ ′ then the divisorN′t2 −N
′
t1 is effective. In particular, the divisor
N′µ ′ −N
′
t is effective for anyt ∈ [ν ′,µ ′]. Consequently, the functionα is identically zero on the whole
interval [ν ′,µ ′] wheneverx /∈ Supp(N′µ ′)∩E, as stated. 
It makes now good sense to introduce the following definition:
Definition 3.3. With notation as above, for a bigR-divisor D on X, we call the polygon∆(E,y)(π∗(D)),
where the pointy∈ E is chosen to be general,the generic infinitesimal Newton–Okounkov polygon2 f D at
x. We denote this polygon by∆(D,x).
The set of polygonsK ′(D,x) as we have seen above is finite. Furthermore, by [LM, Theorem A], we
also know that all the polygons in this set have the same area equ l to volX(D). Whence it is natural to
ask what other data remains invariant for all polygons in thefinite setK ′(D,x), thus giving rise to natural
invariants ofD and the pointx.
Proposition 3.4. The set of all t-coordinates of the vertices of the infinitesimal Newton–Okounkov polygon
∆(E,y)(π∗(D)) does not depend on y.
Remark 3.5. As we shall see in Theorem3.8 and Theorem3.11below, wheneverx /∈ Null(D), then the
origin (0,0), (ε ,ε) and(ε ,0) are all vertices of the polygon∆(E,y)(π∗(D)) for anyy∈E, whereε = ε(||D||,x)
is the moving Seshadri constant.
Proof. The main idea for the proof is that the functionα , defining the lower bound of the Newton–Okounkov
polygon, is increasing and concave-up andβ , defining the upper bound, is concave-down. So, lett0 = ν ′ <
t1 < .. . < tk−1 < tk = µ ′ be the sequence of thet-coordinates of all the vertices of the generic infinitesimal
2In [LM] this was originally named the infinitesimal Okounkov body.
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Newton–Okounkov polygon∆(D,x). By Proposition3.1, these coordinates come from the vertices sitting
on the upper boundary defined by the functionβ .
So, let∆ be another infinitesimal Newton–Okounkov polygon that is not equal to∆(D,x). Suppose there
is an intermediate pointt ′ ∈ (ti , ti+1), for somei = 1, . . . ,k, which is thet-coordinate of some vertex on∆.
Assume first that this vertex is on the lower bound of this polyg n. By Remark1.9 we know that for any
t ′′ ∈ [ν ′,µ ′] the length of the vertical segment∆(E,y)(π∗(D))t=t ′′ does not depend ony. Furthermore the
upper bound of∆(D,x) is a straight segment in a neighborhood of the linet = t ′. These two facts force the
upper bound of∆ in a neighborhood of the vertex defining the coordinatet ′ o be concave up. This leads to
a contradiction since the upper bound is actually concave down. Also, the vertex on∆ giving t ′ cannot be
either on the upper bound of this polygon. This is due to the fact that the trapezoid in∆(D,x)∩ [ti, ti+1]×R
is tranformed into the shape∆∩ [ti, ti+1]×R by an affine transformation, thus inducing lines into lines.
The same reasoning implies that ifi is thet-coordinate of some vertex on∆(D,x) then this coordinate is
also thet-coordinate for some vertex of∆. 
3.2. Local constancy of generic infinitesimal Newton–Okounkov polygons. In the previous subsection
we have attached a generic infinitesimal Newton–Okounkov polygon ∆(D;x) to a bigR-divisor D and a
point x ∈ X. In light of Theorem2.1 it is then natural to study how∆(D;x) varies when the pointx ∈ X
moves around.
Theorem 3.6. Let D be a bigR-divisor on a smooth projective surface X. Then there existsa subset
F ′ = ∪m∈NF ′m ⊆ X consisting of a countable union of Zariski-closed proper subsets F
′
m ( X such that the
polygon∆(D,x)⊆R2 is independent of x∈ X \F ′.
Remark 3.7. SupposeA is an ample Cartier divisor onX. Proposition4.2 below says that the polygon
∆(A,x), as explained in Theorem3.6does not depend onx for very general choices, is contained in an area
determined by the global Seshadri constantε(A) = sup{ε(A,x)|x∈ X}.
Proof. By an argument similar to the second part of proof of Lemma1.10, we can assume without loss of
generality thatD is a big Cartier divisor.
Denote byp1, p2 : X ×X → X the respective projections onto the first and the second factors, let∆X ⊆
X ×X be the diagonal. Writeπ : Y def= Bl∆X(X ×X) → X ×X for the blow-up along the diagonal with
exceptional divisorEX ⊆Y, and projection morphismsπ1,π2 : Y → X.
We will study the familyπ1 :Y →X, which has the property that forx∈X the fiberπ−11 (x) =Blx(X) is the
blow-up ofX at x. Let D = π∗2(D) and notice thatD |π−11 (x) = π
∗
x (D), whereπx = π|π−1(x×X) : Blx(X)→ X.
Consider the incomplete flag
Y0 =Y ⊇Y1 = EX ⊇Y2 ,
whereY2 is defined as follows: because the diagonal inX×X is smooth,EX is a projective bundle over∆X;
now letY2 be an arbitrary section ofEX → ∆X. ThenY2 is a section ofπ1. Denote byEx
def
= EX ∩π−11 (x), the
exceptional divisor of the mapπx, and byyx =Y2∩π−11 (x) ∈ Ex.
Thus the goal is to understand the family of Newton–Okounkovp lygons∆(Ex,yx)(π
∗
x (D)) for x ∈ X.
Applying [LM, Theorem 5.1] to the flat familyπ1 : Y → X, one deduces that there exists a countable family
F ′ = ∪m∈NF ′m ⊆ X, where eachF
′
m⊆ X is a proper Zariski closed subvariety, satisfying the propety that
∆(Ex,yx)(π
∗
x (D)) ⊆ R
2 is independent ofx for x∈ X \F ′.
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Let [ν ′,µ ′] be the support on thet-axis of the polygon∆ def= ∆(Ex,yx)(π
∗
x (D)) for x∈X\F
′. If [ν ′,µ ′]×{0}⊆∆,
then, by Proposition3.1, the set∆(Ex,yx)(π
∗
x (D)) is the generic infinitesimal Newton–Okounkov polygon of
D at x for anyx∈ X \F ′.
Otherwise, by Proposition3.4, we know that thet-coordinates of the vertices of∆ are thet-coordinates
of the generic infinitesimal Newton–Okounkov polygon∆(D,x) for anyx∈ X \F ′.
Furthermore, by Remark1.9 for anyt ∈ [ν ′,µ ′] the length of the vertical segment∆∩{t}×R is equal to
the length of the vertical segment∆(D,x) for anyx∈ X \F ′. These two latter facts imply that∆(D,x)⊆ R2
is independent ofx∈ X \F ′ which concludes the proof. 
3.3. Infinitesimal Newton–Okounkov polygons and base loci.In this subsection, we are trying to explore
how certain ideas of Nakamaye (see [N1]), connecting augmented base loci and blow-ups can be seen in the
language of infinitesimal Newton–Okounkov polygons.
Returning to Example2.7, we remark that the infinitesimal Newton–Okounkov considere there does
not contain a triangle of the form the∆−1ξ for someξ > 0. Notice also that the base point was taken to be
contained in the null locus. These observations lead to our first goal, namely, to find conditions under which
all infinitesimal Newton–Okounkov polygons contain a triangle ∆−1ξ for someξ > 0. We shall see below
that this information suffices to describe the complement ofthe null locus.
Furthermore, we discuss here how the points of the negative locus can be read from infinitesimal data.
This kind of connection has not been looked at before and completes the picture that started in [N1] in a
clean way.
Theorem 3.8. Let D be a bigR-divisor on a smooth projective surface X. Then
(1) x /∈ Neg(D) if and only if(0,0) ∈ ∆(E,y)(π∗(D)) for any y∈ E,
(2) x /∈ Null(D) if and only if there existsξ > 0 such that∆−1ξ ⊆ ∆(E,y)(π
∗(D)) for any y∈ E.
Remark 3.9. Theorem3.8seems to imply that in order to check whether a point is contained n the negative
or the null locus one needs to know all infinitesimal Newton–Okounkov polygons at the point. Analogously
to Theorem2.4, we prove in Lemma3.14 that it suffices to check the condition above for just one point
y∈ E.
Proof. (1) Based on the ideas from the second part of the proof of Lemma1.10, it is not hard to see that it
suffices to check the statement in the case whenD is a bigQ-divisor.
Assume first thatx /∈ Neg(D), and letD = PD +ND be the corresponding Zariski decomposition. Then
by Remark1.3 implies thatπ∗(D) = π∗(PD)+π∗(ND) is the Zariski decomposition ofπ∗D. In particular,
Neg(π∗(D))∩E =∅, and Theorem2.4yields(0,0) ∈ ∆(E,y)(π∗(D)).
For the reverse implication suppose on the contrary thatx ∈ Neg(D). By scaling we can assume that
D, PD, andND are all integral. Letx ∈ C ⊆ X be an irreducible curve appearing inND with a strictly
positive coefficienta > 0. By [PAG, Proposition 2.3.21] we know that for any natural numberm> 0 and
any effective divisorD′ ∈ |mD| there exists another effective divisorP′ ∈ |mPD| for which D′ = P′+ND.
Therefore, multC(D′)> m·a.
On the other hand, as the polygon∆(E,y)(π∗(D)) is the closure of all normalized valuation vectors of the
effective divisorsπ∗(D′), for anyD′ ∈ |mD| and anym> 0, we obtain by the above that
ν1(π∗(D′)) = multE(π∗(D′))> ma·multx(C) .
Consequently, by the definition of the Newton–Okounkov polyg ns we obtain that(0,0) /∈ ∆(E,y)(π∗(D)),
contradicting our initial assumption.
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(2) We start with the direct implication. Sincex /∈ Null(D), we know via Theorem2.4 that the polygon
∆(C,x)(D) contains a small standard simplex for any flag(C,x).
Let C1,C2 ⊆ X be two irreducible curves intersecting transversally atx (in particularx is a smooth point
of both). Then there existsλ > 0, such that∆λ is contained both in∆(C1,x)(D) and∆(C2,x)(D). Now, for
any given real number 0< ξ < λ , the point(ξ ,0) is a valuative point ofD with respect to both flags(C1,x)
and(C2,x) according to Corollary2.10, as pointed out in Remark2.11. In particular, there exist effective
R-divisorsD1 andD2, both numerically equivalent toD, such thatDi = ξCi +D′i, wherex /∈ Supp(D′i), for
any i = 1,2. Since eachCi is smooth atx, we haveπ∗(Ci) = Ci +E, whereCi is the proper transform of
Ci. Setyi = Ci ∩E; asC1 andC2 intersect transversally atx, one hasy1 6= y2. Note also that eachπ∗(Di)
contributes to the Newton-=Okounkov polygon∆(E,y)(π∗(D)). Therefore, Remark1.8yields that
ν(E,y)(π∗(Di)) =
{
(ξ ,0) if y 6= yi
(ξ ,ξ ) if y= yi
for any i = 1,2. Sincey1 6= y2, we obtain that∆−1ξ ⊆ ∆(E,y)(π
∗(D)) for anyy∈ E.
For the reverse implication, assume that there existsξ > 0 with ∆−1ξ ⊆ ∆(E,y)(π
∗(D)) for anyy∈ E. By




contains a small simplex for any real number







for any rational 0< t ≪ 1.
We intend to reduce the problem to the case whenD = PD is big and nef. As(0,0) ∈ ∆(E,y)(π∗(D)), then
x /∈ Neg(D). Thus, by Remark1.3, we know thatπ∗(D) = π∗(PD)+π∗(ND) is the Zariski decomposition of
π∗(D). This in turn implies that Supp(π∗(ND))∩E =∅. Now, by Lemma1.10, this yields that
∆(E,y)(π∗(D)) = ∆(E,y)(π∗(PD))
for anyy∈ E, which allows us to reduce the problem to the big and nef case.
Assume now thatD = PD is big and nef; aiming at a contradiction suppose that there exists an irreducible
curveC⊆ Null(D) containingx. This implies that(D ·C) = 0. If we denote byC
def
= π∗(C)−multx(C)E the




= (D ·C)− t ·multx(C) < 0 .





Null(π∗(D)− tE). SinceC∩E 6=∅, this contradicts(3.9.4), and we are done. 
An interesting consequence of the above statement is the following criterion for a point not to be in the
null locus of a big real divisor.
Corollary 3.10. In the setting of Theorem3.8, one has x/∈ Null(D) if and only if there exist irreducible
curves C1,C2 ⊆ X that intersect transversally at x, and a positive numberλ > 0 such that the horizontal
segment[0,λ ]×{0} is contained both in∆(C1,x)(D) and∆(C2,x)(D).





simplex. By Corollary2.10 the origin (0,0) is a valuative point in each of these polygons. Applying
Remark1.7again, we see that the point(λ ′,0) is a valuative point in each∆(Ci ,x)(D). Using this fact and the
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last part of the proof of the direct implication of Theorem3.8, one deduces that the polygon∆(E,y)(π∗(D))
contains the triangle∆−1λ ′ for anyy∈ E. By Theorem3.8, this implies thaty /∈ Null(D).
The reverse implication is an easy consequence of Theorem2.4. 
3.4. Moving Seshadri constants.It has been long known (and has been illustrated in the previous section
in connection with Newton–Okounkov polygons) that many important positivity aspects can be observed
infinitesimally. The philosophy dates back at least to Demailly’s work [D], where he introduces Seshadri
constants in order to capture the local positivity of a divisor.
These ideas were further developed in [N1], where Nakamaye introduced moving Seshadri constants,
and then generalized to a large extent in [ELMNP2]. In fact, one of the highlights of [ELMNP2] is the
description of the connection between augmented base loci and moving Seshadri constants.
The goal of the current subsection is to find a similar relation between infinitesimal Newton–Okounkov
polygons and moving Seshadri constants.
Let D be a big and nefQ-divisor on a smooth projective surfaceX, x∈ X a closed point. TheSeshadri







where the infimum is taken over all reduced irreducible curves C ⊆ X passing throughx. If π : X′ → X
denotes the blow-up ofX atx, then
ε(D;x) = max{ε > 0|π∗(D)− εE is nef} .
For basic properties of Seshadri constants and further refeenc s the reader is kindly invited to consult
[PAG, Section 5.1].
Moving Seshadri constants were initially introduced by Nakamaye in [N1] with the purpose of encoding
local positivity of theQ-divisor D, when it is merely big. For nef divisors moving Seshadri consta ts agree





where the supremum is taken over all birational morphismsf : X′′ → X, with X′′ smooth which are isomor-
phisms over a neighborhood ofx, and all decompositionsf ∗(D) = A+E, with A an ampleQ-divisor, E
effective andx /∈ Supp(E). If x∈ Null(D), then we putε(||D||,x) = 0. This invariant is continuous inside
the big cone, thus it is well-defined even for bigR-divisors.
Suppose thatD is a bigR-divisor onX and thatx /∈ Neg(D). By Theorem3.8 one can introduce the
following invariant for pointsy∈ E:
ξ (π∗(D);y) def= sup{ξ > 0 | ∆−1ξ ⊆ ∆(E,y)(π
∗(D))} .
The main goal of this subsection is to prove the following theorem connecting moving Seshadri constants to
infinitesimal Newton–Okounkov polygons.
Theorem 3.11.Let D be a bigR-divisor on X. If x/∈ Neg(D), then
ε(||D||;x) = ξ (π∗(D);y)
for any closed point y∈ E = π−1(x).
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Remark 3.12. One of the goals of [ELMNP2] was to show thatε(||D||,x) 6= 0 if and only ifx /∈Null(D) (see
Theorem 6.2 from the quoted paper). Based on Theorem3.8 and Theorem3.11, one can redefine moving





ξ (π∗(D),y) if x /∈ Null(D) and anyy∈ E .
0 if x∈ Null(D)\Neg(D) .
−1 if x∈ Neg(D) .
It is important to point out that Theorem3.11explains how this constant can be computed directly on the
blow-up ofX at x instead of taking into account all the blow-ups as we have seen in the original definition
of moving Seshadri constant.
Remark 3.13. Our proof of Theorem3.11is self-contained in the sense that it does not make use of non-
trivial material beside the content of this article. Admittedly, it could be streamlined by relying on the fact
that moving Seshadri constants describe the asymptotic rate of growth of jet separation atx, but this requires
the introduction of restricted volumes, and as such goes against our intentions.
Lemma 3.14. With notation as above, the function
E ∋ y 7→ ξ (π∗(D);y)
is constant. We denote thenξ (π∗(D);y) by ξ (D;x).
Proof. To begin with, Remark1.9says that the length of the vertical segment∆(E,y)(π∗(D))t=ξ is indepen-
dent ofy∈ E for anyξ ∈ [0,µ ′]. Furthermore,
∆(E,y)(π∗(D))t=ξ ⊆ {ξ}× [0,ξ ]
by Proposition3.1. Hence whenever{ξ}× [0,ξ ] ⊆ ∆(E,y)(π∗(D)) for somey ∈ E, the same holds for all
points ofE. Sincex /∈ Neg(D), then (0,0) ∈ ∆(E,y)(π∗(D)) for any y ∈ E, via Theorem3.8. Therefore
∆−1ξ ⊆ ∆(E,y)(π
∗(D)) for all y∈ E, assuming that the same property is known for just one point in E. Thus
ξ (π∗(D),y) does not depend ony. 
First we move on to give a proof of Theorem3.11in the big and nef case.
Proposition 3.15. Let P be a big and nefR-divisor on X. Thenε(P,x) = ξ (P;x) for any x∈ X.
Proof. We verify first thatε(D;x) 6 ξ (D;x). By the definition of Seshadri constants it is enough to show
that if π∗(P)− tE is nef for all 06 t 6 ε , thenε < ξ (π∗(P);y) for somey∈ E.
Recall from Section 2.1 that
∆(E,y)(π∗(P)) = {(t,z) ∈ R2+ | ν 6 t 6 µ ,α(t) 6 z6 β (t)} ,
whereα(t) = ordy(Nt |E), β (t) = α(t)+Pt ·E, andπ∗(P)− tE = Pt +Nt is the appropriate Zariski decom-
position. Note thatπ∗(P)− tE is nef, and thusNt = 0 for all 06 t 6 ε . In particular,α(t) = 0 andβ (t) = t.
Hence∆−1ε ⊆ ∆(E,y)(π∗(P)) and consequently,ε 6 ξ (π∗(P);x).
For the reverse inequality, we show that ifξ < ξ (P;x) then π∗(P)− tE is nef for all 06 t 6 ξ . By
Remark1.7, then(0,0) ∈ ∆(E,y)(π∗(D)− tE) for anyt ∈ [0,ξ ] and ally∈ E. Thus, Theorem2.4yields
(3.15.5) Neg(π∗(P)− tE)
⋂
E = ∅ for all t ∈ [0,ξ ].
We prove that this condition forcesπ∗(P)− tE to be nef. Letπ∗(P)− tE = Pt +∑aiEti be its Zariski
decomposition. SinceP is nef, (3.15.5) implies that((π∗(P)− tE) ·Eti ) > 0 for all i. On the other hand, by
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the construction of Zariski decomposition we must have(π∗(P)− tE) ·Eti < 0 for somei. Thus, eachai = 0
andπ∗(P)− tE is big and nef for eacht ∈ [0,ξ ]. This ends the proof. 
Proof of Theorem3.11. By Proposition3.15, it suffices to show that
ξ (D;x) = supf ∗(D)=A+E{ξ (A, f−1(x))}, wheneverx /∈ Neg(D) ,
where the supremum is taken over all birational morphismsf : X′′ → X with X′′ smooth that are isomor-
phisms over a neighborhood ofx, and all decompositionsf ∗(D) = A+E, with A an ampleR-divisor, E
effective, andx /∈ Supp(E).
For a given such mapf it is not hard to see thatξ (D,x) = ξ ( f ∗(D), f−1(x)) as a consequence of a
stronger statement saying thatK ′(D,x) = K ′( f ∗(D), f−1(x)), proved in Lemma3.16below.
Granting this, it only remains to show that ifD is a bigR-divisor onX, then
(3.15.6) ξ (D,x) = sup{ξ (A,x) | D = A+E, A ample, E effective andx /∈ Supp(E)} .
To this end, letD = A+E be a decomposition as in(3.15.6), and letπ : X′ → X the blow-up ofX at the
point x. Sincex /∈ Supp(E), it follows quickly that
∆(E,y)(π∗(A)) ⊆ ∆(E,y)(π∗(D))
for any pointy∈ E: namely, ifD′ ≡ A is an effectiveR-divisor, thenD′+E ≡ D is alsoR-effective. Fur-
thermore, sincex /∈ Supp(E), one has
ν(E,y)(π∗(D′+E)) = ν(E,y)(π∗(D′)) , for all y∈ E.
Using the definition of Lazarsfeld and Mustaţă for Newton–Okounkov polygons ofR-divisors, one obtains
the inclusion of the polygons above. This proves the inequality ’>’ in (3.15.6).
For the inequality ’6’ in (3.15.6), let D = PD +ND be the corresponding Zariski decomposition. Since
x /∈ Supp(ND), then, by Remark1.3, we know thatπ∗(D) = π∗(PD)+π∗(ND) is the Zariski decomposition
of π∗(D). This condition also implies that Supp(π∗(ND))∩E = ∅. Thus, by Lemma1.10, we have
∆(E,y)(π∗(D)) = ∆(E,y)(π∗(PD)) , for anyy∈ E .
This reduces our problem to case whenD = P is big and nef. However, by Lemma1.1 there exists an
effective divisorE, such thatP− 1kE is ampleR-divisor for any naturalk≫ 0. Using this and the continuity
property of the Newton–Okounkov polygons inside the big cone, the direct inequality takes places when
D = P is big and nef, which finishes the proof of the theorem. 
Lemma 3.16. With notation as above,
K
′(D,x) = K ′( f ∗(D), f−1(x)) .
Proof. Applying the ideas from the last part of the proof of Lemma1.10, i.e. Lemma 8 from [AKL ], where
the classes forming the limitAn are big and semi-ample, it is enough to show the statement in the case when
D is a bigQ-divisor.




for all m> 0. As f is an isomorphism over a neighborhood ofx, the computations of the infinitesimal
Newton–Okounkov polygons on both sides off can be done on two isomorphic neighborhoods containing
the corresponding exceptional divisors. Thus, the two setsof polygons are equal. 
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3.5. Applications to questions about Seshadri constants.In this subsection we discuss some interesting
applications to questions about Seshadri constants using the material above. We start with an observation
regarding valuative points on the boundary of infinitesimalNewton–Okounkov polygons.
Corollary 3.17. Let D be a bigQ-divisor on X. Fix a point x/∈ Null(D) and suppose that
∆−1ξ ⊆ ∆(E,y0)(π
∗(D))
for someξ > 0 and y0 ∈ E. Then any rational point on the diagonal segment{(t, t)|0 6 t < ξ} and on the
horizontal segment[0,ξ )×{0} is valuative.
Remark 3.18. It is somewhat surprising that the rational points on the diagonal segment are valuative. As
it was pointed out in Remark2.13, the reason is that the curveE is rational.
Proof. The statement for the horizontal line segment(0,ξ )×{0} can be obtained analogously as in the first
part of the proof of Corollary2.10. Furthermore, sincex /∈ Null(D), thenx /∈ B(D). This implies that the
origin (0,0) is a valuative point.
For the points on the diagonal, lett ∈ [0,ξ ) be a rational number. Our goal is to prove that(t, ) is a
valuative point. By Remark1.7, it is enough to show that(0, t) ∈ ∆(E,y0)(π
∗(D)− tE) is a valuative point for
the divisorπ∗(D)− tE.
By Theorem3.11, we know that∆−1ξ ⊆ ∆(E,y)(π
∗(D)) for all y∈ E. Thus,∆(E,y)(π∗(D)− tE) contains a
small simplex for anyy∈ E, if we make use of Remark1.7. This implies via Theorem2.4that
(3.18.7) Null(π∗(D)− tE) ∩ E = ∅ .
In what follows we reduce the statement to the case of ample divisors. Letπ∗(D)− tE = Pt +Nt be the
appropriate Zariski decomposition, and assume that all thedivisors involved are integral. By (3.18.7), we
know thaty0 /∈ Supp(Nt). Thus, by Lemma1.10,
∆(E,y0)(π
∗(D)− tE) = ∆(E,y0)(Pt) .
Recall that [PAG, Proposition 2.3.21] shows that the inclusion map
H0(X′,sOX′(mP))→ H
0(X′,OX′(m(π∗(D)− tE)) ,
defined by the multiplication by the divisormNt, is an isomorphism. Hence, we reduced the problem to the
case whenπ∗(D)− tE = Pt is big and nef and the point of interest is(0, t) = (0,(Pt .E)).
By Remark1.3, there exist irreducible curvesCi ⊆ Null(Pt) and rational numbersεi > 0 for i = 1, . . . ,k,
such thatAt
def
= Pt −∑i=ki=1εiCi is an ampleQ-divisor. By (3.18.7), we have thatCi ∩E =∅ for all i = 1, . . . ,k.
Thus the point(0, t) = (0,(At .E)) belongs to∆(E,y0)(At), and it suffices to treat the case of ampleQ-divisors.
However, this situation has already been discussed in Remark 2.13, which finishes the proof. 
As a consequence, we obtain criteria for finding lower boundsfor Seshadri constants.
Corollary 3.19. Let X be a smooth surface, x∈ X a point, A an ampleQ-divisor on X and q> 0 a rational
number. Then the following conditions are equivalent:
(1) The Seshadri constantε(A,x)> q.
(2) There exists a point y∈ E such that∆(E,y)(π∗(A)) contains both the point(q,0) and(q,q).
(3) For all y∈ E, (q,0) ∈ ∆(E,y)(π∗(A)).
(4) For all y∈ E, (q,q) ∈ ∆(E,y)(π∗(A)).
(5) There exists y1 6= y2 ∈ E so that the point(q,q) ∈ ∆(E,yi)(π
∗(A)) for any i= 1,2.
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Remark 3.20. As q ∈ Q, Corollary 3.17 implies that the conditions in the statement can be translated to
ones about linear series onX itself. For example, the point(q,0) lies in ∆(E,y)(π∗(A)), provided there exists
an effectiveQ-divisor D′ ∼Q A for which multx(D′) > q and the tangent direction of each branch ofD′ is
distinct from the one defined byy∈ E.
Similarly, the point(q,q) ∈ ∆(E,y)(π∗(A)) whenever there exists an effectiveQ-divisorD′′ ∼Q A such that
multx(D′′)> q and the tangent direction of each branch ofD′′ is the same as the one defined by the pointy.




and any tangent direction of any branch ofD′ is distinct from those ofD′′. Thenε(A,x)> q.
We can see this as follows. By Corollary3.19, it suffices to show(3). However, note thatν(E,y)(π∗(D′)) =
(q,0) for anyy∈ E that is different from the tangent direction of any branch ofD′. As the same can be said
aboutD′′, the condition we asked above indeed implies(3).
Proof. For starters, we observe that(1) implies conditions(2)− (5) via Theorem3.11. Therefore we are
left with proving the reverse implications.
First, (2) implies (1) follows again from Theorem3.11and the fact that(0,0) ∈ ∆(E,y)(π∗(A)), asA is
ample. Notice that(4) implies(5) is immediate, and(3) implies(1) follows word by word from the second
part of the proof of Proposition3.15.
We are left to prove(5) =⇒ (1). Fix t ∈ (0,q) and the goal is to show thatπ∗(A)− tE is nef. Let
π∗(A)− tE = P+N be the corresponding Zariski decomposition. Since both points (0,0) and (q,q) are
contained in∆(E,yi)(π
∗(A)) for any i = 1,2, by convexity the point(t, t) is also contained in these polygons.
By the formula for Newton–Okounkov polygons from Section 2.1, this implies that
ordyi (N|E)+ (P.E) = t for any i = 1,2.
On the other hand,(π∗(A)− tE).E = (P+N).E = t. In particular,
(N ·E) = ordy1(N|E) = ordy2(N|E) .
By the same token as in Remark1.8, the first equality implies that the effective divisorsN andE intersect
only aty1, while the second one implies that they intersect only at2. Sincey1 6= y2, necessarilyN = 0, i.e.
π∗(A)− tE is nef. This finishes the proof. 
4. APPLICATIONS
We present some applications to questions regarding Seshadri constants seen through the lenses of the
theory of Newton–Okounkov polygons developed in the previous sections.
First, we give a new proof of a lower bound for very generic points by Ein and Lazarsfeld that relied
originally on deformation theory; our argumentation is based on earlier work of Nakamaye. Second, based
on Theorem2.4, we introduce a new invariant that encodes the size of the largest simplex that can be
included in some Newton–Okounkov polygon of a given divisorby varying the curve flag. We connect this
invariant to the Seshadri constant. Lastly, using Diophantine approximation, we show that whenever the
surface has a rational polyhedral nef cone, the global Seshadri constant at any point is strictly positive.
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4.1. Generic infinitesimal Newton–Okounkov polygon. Let A be an ample Cartier divisor on a smooth
projective surfaceX. Ein and Lazarsfeld proved in [EL] that ε(A,x)> 1 for very general pointx∈ X. Later,
Cascini and Nakamaye in [CN], gave a different proof avoiding deformation theory basedon ideas developed
previously by the second author in [N2]. Here we translate the line of thought of Cascini–Nakamayeto the
language of infinitesimal Newton–Okounkov polygons.
The main extra ingredient is the following observation of Nakamaye (see [N2, Lemma 1.3]). As Naka-
maye points out, the result is an easy consequence of a statement about the smoothing divisors in families
as seen in [PAG, Proposition 5.2.13]. This claim initially appears in [N2], and it is used both in [N2] and
[CN] to establish lower bounds on Seshadri constants in higher dimensions.
Lemma 4.1. Let x∈ X be a very general point and D be an effective integral divisor on X. Suppose
W ⊆ X be an irreducible curve passing through x. LetW be the proper transform of W through the blow-up
π : X′ → X of the point x. Also, define
α(W) = infβ∈Q{W ⊆ Null(π∗(D)−βE)} .
ThenmultW(||π∗(D)−βE||)> β −α(W) for all β > α(W).
Lemma4.1 forces the generic infinitesimal Newton–Okounkov polygon of very generic points to land in
certain area of the plane, depending on the Seshadri constant.
Proposition 4.2. Let A be an ample Cartier divisor on X and let x∈ X be a very general point. Then the
following mutually exclusive cases can occur.
(1) µ ′(A,x) = ε(A,x), then∆(A,x) = ∆−1ε(A,x).
(2) µ ′(A,x)> ε(A,x), then there exists an irreducible curve C⊆ X with (A ·C) = p andmultx(C) = q such
that ε(A,x) = p/q. Under these circumstances,
(a) Whenever q> 2, ∆(A,x)⊆△ODB, where O= (0,0),D = (p/q, p/q) and B= (p/(q−1),0).
(b) Whenever q= 1, the polygon∆(A,x) is contained in the area below the line y= t and between the
horizontal lines y= 0 and y= ε(A,x).
Corollary 4.3. Let A be an ample line bundle on a smooth projective surface. Thenε(A,x) > 1 for very
generic points x∈ X.
Proof. By the definition of Seshadri constants and Proposition4.2, it suffices to consider the case(2a). Thus,










(A2)(1− 1q). Hence, if we assumeε(A,x) < 1, then by the rationality ofε(A;x),
we also haveε(A,x)6 q−1q . Using the inequality between the areas, we arrive at(A
2)< 1, which stands in
contradiction with the assumption thatA is an ample Cartier divisor. 
Proof of Proposition4.2. If ε(A,x) = µ ′(A,x), then one has automatically∆ = ∆−1µ ′(A,x). Therefore we can
assume without loss of generality thatµ ′(A,x) > ε(A,x). In particular, there exists a curveC ⊆ X with
(A ·C) = p and multx(C) = q such thatε(A,x) = p/q.
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Let C be the proper transform ofC on X′. The idea of the proof is to calculate the length of the vertical





= (Pt0 ·E) = t0− (Nt0 ·E) ,
whereπ∗(A)− t0E = Pt0 +Nt0 is the corresponding Zariski decomposition. By Lemma4.1, one can write
Nt0 = (t0− ε(A,x))C+N′t0, whereN
′









6 t0− (t0− ε(A,x))q .
The vertical line segment∆(A;x)t=t0 starts on thet-axis at the point(t0,0) by Proposition3.1for anyt0 > 0.
Therefore, by (4.3.8), the polygon sits below the line
y = t0− (t0− ε(A,x))q = (1−q)t0+ ε(A,x)q .
Whenq= 1, then this line is the horizontal liney= ε(A,x) and whenq> 2 then it is the line passing through
the pointsD = (p/q, p/q) andB= (p/(q−1),0). This finishes the proof. 
We conclude this subsection with a lower bound on Seshadri constants of quintic surfaces. While the
bound might be known to experts, we include it here here sinceit is an illustration of the use of infinitesimal
Newton–Okounkov bodies.
Example 4.4. Inspired by the work of Nakamaye, we show that for any smooth quintic surfaceX ⊆ P3, if
A is the line bundle defining the embedding, then we haveε(A;x)> 2 for a very generic pointx∈ X.
The main ingredient is Proposition4.2; suppose thatε(A;x) < 2. Then there exists an irreducible curve
C⊆ X containing the pointx such that multx(C) = q, (A ·C) = p andε(A;x) = pq .
If q= 1, thenp= 1 as well, and this implies that through a very general point of X there passes a line.
This forcesX to be uni-ruled, which is not the case for quintic surfaces.
Thus we can assumeq > 2. Then the generic infinitesimal Newton–Okounkov polygon∆(A,x) is con-
tained in the triangle△ODB, whereO= (0,0), D = (p/q, p/q), andB= (p/(q−1),0) by Proposition4.2.







> Area(∆(A,x)) = 5 .
If q > 5, then this yieldsp > 2q, which contradicts our initial assumption thatε(A;x) < 2. On the other




























sincep< 2q. However, none of these pairs satisfy the area inequality above, hence we are done.
The same line of thought implies that whenever Pic(X) = ZA, thenε(A;x) = 2 for a very generic point
x∈ X if and only if there is a curveC ∈ |2A| with the property that multx(C) = 5.
4.2. The largest simplex constant.It was established in Section 3 that all Newton–Okounkov polyg ns of
ample line bundles contain a standard simplex of some size that depends on the choice of the flag. If the
curve in the flag is chosen to be very positive, the sizes of these standard simplices can become arbitrarily
small. Thus, the exciting question to ask is how large they can become.
Definition 4.5. (Largest simplex constant) LetA be an ampleQ-divisor onX and let(C,x) be an admissible
flag. We define
λ (A;C,x) def= sup{λ > 0 | ∆λ ⊆ ∆(C,x)(A)} .
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The largest simplex constantof A at the pointx is defined to be
λ (A;x) def= sup{λ (A;C,x) |C⊆ X is an irreducible curve that is smooth atx} .
Remark 4.6. Not unexpectedly, one can define the largest simplex constant for big divisors in general,
assuming that the pointx is not contained in the null locus of the divisor. All formal pro erties ofλ (A;x) go
through almost verbatim, hence the details are left to the (int rested) reader.
The goal of this subsection is to relate the largest simplex constant to Seshadri constants.
Proposition 4.7. With the notation as above,ε(A;x)> λ (A;x).
Remark 4.8. Proposition4.7 implies that there is no uniform lower bound on the largest simplex constant
holding at every point of every surface. This follows from the non-existence of the analogous bound for
Seshadri constants as seen in Miranda’s example in [PAG, Example 5.2.1].
Remark 4.9. It is a natural question after Proposition4.7whether there are examples withλ (A;x) 6= ε(A;x).
One such example, is Mumford’s fake projective plane (for the actual construction see [M]).
The surfaceX is of general type with ample canonical classKX, (K2X) = 9, and geometric genuspg =
H0(X,OX(KX)) = 0. Since Pic(X) = ZH, these conditions imply thatH0(X,OX(H)) = 0. This means that
whenever(C,x) is an admissible flag, we haveC ∈ |dH| with d > 2, hence clearlyλ (H,x) 6 1/2 for any
x∈ X. On the other hand, we know by Corollary4.3thatε(H,x)> 1 whenx∈ X is a very general point.
Proof of Proposition4.7. Theorem2.4 yields thatλ def= λ (A;C;x) > 0 for any admissible flag(C,x). By
fixing the flag(C,x), it is enough to show thatε(A,x)> λ .
By Corollary3.17there exist sequences of real numbersεvn andεhn with bothλ − εvn andλ − εhn rational,






n =num D for anyn∈N such that
ν(C,x)(Dvn) = (0,λ − εvn) andν(C,x)(Dhn) = (λ − εhn,0) .
This yieldsC * Supp(Dvn) for anyn∈ N, and by Remark1.8, we obtain that
(4.9.9) (D ·C) =
(Dvn ·C)
multx(C)
> λ − εvn ,
where we took into account thatC is smooth atx. By looking at the valuation vector ofDhn, we can write
Dhn = (λ − εhn)C+Nn, whereNn is effective and multx(Nn) = 0. Thus, for any irreducible curveF 6= C








(λ − εhn)(C ·F)
multx(F)
> λ − εhn ,
where the last inequality follows from the fact that(C ·F)> multx(F) ·multx(C) wheneverF 6=C.
Observing the definition of Seshadri constants, and taking the limit in both equations (4.9.9) and (4.9.10),
we arrive atε(D;x)> λ , as required. 
4.3. Diophantine approximation. Here we show via Diophantine approximation that the largestsimplex
constant of a surface is strictly positive whenever it has a rational polyhedral nef cone. It is important to
note that the semigroup of ample line bundles ofX is not necessarily finitely generated even if the nef cone
is rational polyhedral: the lattice semigroupN2∩R2>0 is one such example. Furthermore, the line bundles
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sitting on the boundary of the nef cone might not even have sections asymptotically as seen in examples
provided in [Ott].
It was Nadel who first stressed the relevance of Diophantine approximation to local positivity issues (see
[EKL]). This train of thought was further explored by Nakamaye. Vry recently a deep connection between
Diophantine approximation and Seshadri constants was established by McKinnon and Roth in [MR].
Theorem 4.10. Let X be an irreducible projective variety with a rational polyhedral nef cone. Then there
exists a natural number m> 0 such that the linear series|mA| is base-point free for any ample Cartier
divisor A on X.
Remark 4.11. Theorem B follows easily as a consequence of Theorem4.10and Proposition4.7. Further-
more, the above theorem implies that wheneverX is a smooth projective variety with a rational polyhedral
nef cone, then there exists a strictly positive constantε(X)> 0 such thatε(A;x) > ε(X) for anyx∈ X and
any ample Cartier divisorA on X. This is due to the fact that wheneverB is an ample and base-point free
divisor, thenε(B;x)> 1 for anyx∈ X.
We will need the following statement during the proof.
Lemma 4.12. Let X be an irreducible projective variety. Then there exists a Cartier divisor B such that the
divisor B+P is base-point free for any nef Cartier divisor P on X.
Remark 4.13. WhenX is a smooth projective variety, one can be more specific aboutthe divisorB. By the
Anghern–Siu’s theorem, the divisorKX +n(n+1)/2A+A+P defines a base-point free linear series for any
ampleA and nefP. Thus,B can be taken to beKX +n(n+1)/2A+A for instance.
In the general case, assuming that one does not need a specificB, then one obtains Lemma4.12by making
use of Fujita’s vanishing theorem and Castelnuovo-Mumfordregularity as in [PAG, Theorem 2.3.9].
Proof. Suppose thatH is a very ample Cartier divisor onX. We know by Fujita’s vanishing theorem, see
Theorem 1.4.35 from [PAG] that there existsm0 > 0 such that
H0(X,OX(mH+P)) = 0, for all i > 0,m> m0 ,
and any nef divisorP on X. SetB
def
= (dim(X)+ 1+m0)H, thenH i(OX(B− iH +P)) = 0 for any 16
i 6 dim(X) and any nefP. This implies that the line bundleOX(B+P) is 0-regular with respect toH
by [PAG, Definition 1.8.4]. Applying [PAG, Theorem 1.8.5] we obtain that the line bundleOX(B+P) is
globally generated for any nef Cartier divisorP on X. 
Proof of Theorem4.10. Note first that in the language of cones, Lemma4.12 says that there exists a nef
divisorB so that any Cartier divisor whose class lands in the pointed coneB+Nef(X)R, defines a base-point
free linear series. In particular, the statement follows provided we can prove that there exists a constant
m> 0 such thatmA∈ B+Nef(X)R for any ample Cartier divisorA on X.
This reduces the problem to a question about convex cones. So, let f : N1(X)R →Rρ be a bijective linear
map whose matrix has integral entries, i.e.f (L) ∈ Zρ ⊆Rρ for any classL given by some Cartier divisor on
X. Denote byC = f (Nef(X)R) andb= f (B). Then it suffices to check that there exists a natural number
m> 0 having the property thatmξ ∈ b+C for anyξ ∈ int(C )∩Zρ .
Let H ⊆Rρ be a hyperplane given by an equation with integral coefficients, that is, we assume that there
exists a vectoru ∈ Zρ such thatH = {x ∈ Rρ | < x,u >= 0}. If P /∈ H, then the distance fromP to the
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If we ask forP∈Zρ , then|〈P,u〉|> 1, and in particular distance(P,H)> 1/||u||. This yields that there exists
a constantc> 0 such that distance(P,H)> c for any integral pointP /∈ H.
Going back to our setup, the conditions in the statement imply that the coneC ⊆Rρ is rational polyhedral,
i.e. the support hyperplanes for each face are given by an equation with integral coefficients. Thus there
exists a constantc> 0 such that
distance(P,∂C ) > c, for any pointP∈ int(C )∩Zρ ,
where∂C denotes the boundary inRρ of the coneC .
Pick P ∈ int(C ), and letΛ be the plane determined by the origin0 = (0, . . .0) ∈ Rρ , b and P. Let
CΛ = C ∩Λ. This is a cone inR2, thus it is generated by two raysR+l1 andR+l2, where bothl1 andl2 can
be taken to be rational vectors since the boundary∂C is supported by rational hyperplanes, and the planeΛ
is also defined by an equation with rational coefficients.
Furthermore, the set(b+C )∩Λ is the coneR+l1+R+l2 shifted byb. Without loss of generality, suppose
that the rayR+OP intersects first the half lineb+R+l1 at pointD. Then, taking into account what was said
above, it is enough to findC > 0, that does not depend on the choice of the pointP, so that the quotient










where the latter inequality follows from the Diophantine approximation statement we proved above. This
finishes the proof. 
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