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Abstract
We consider a branching random walk on R starting from x ≥ 0 and with a killing barrier at 0. At each
step, particles give birth to b children, which move independently. Particles that enter the negative half-line
are killed. In the case of almost sure extinction, we find asymptotics for the survival probability at time n,
when n tends to infinity.
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1. Introduction
We consider a branching random walk on R with an absorbing barrier at the origin. At time
n, each individual of the surviving population gives birth to a fixed number of children, which
move independently from the position of their father. Particles that enter the negative half-line
are immediately killed, and do not have any descent.
Precisely, take b ∈ N∗. Let T be a rooted b-ary tree, with the partial order v < u if v is an
ancestor of u (we write v ≤ u if v < u or v = u), and let |u| denote the generation of u, the
generation of the root being zero. We attach i.i.d. random variables (Xu, u ∈ T , |u| ≥ 1) (X
will denote a generic random variable with the common distribution). For u ∈ T , we define the
position S(u) of u by:
S(u) = x +
−
v≤u
Xv,
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where x is the position of the ancestor (the root). The surviving population Zn at time n is the
number of particles that never touched the negative half-line:
Zn := #{|u| = n : S(v) ≥ 0 ∀v ≤ u}.
Any individual u such that S(u) < 0 dies, and then has no children. Therefore we are only
interested in individuals which have all their ancestors, including themselves, at the right of the
barrier 0.
The first natural question that arises is whether the population ultimately dies. We introduce
φ(t) := E[et X ], (1.1)
γ := inf
t≥0 E[e
t X ]. (1.2)
We make the following assumptions on the step distribution.
• There exists s > 0 such that φ(s) <∞.
• There exists ν ∈ (0, s) such that φ′(ν) = 0.
• The distribution of X is non-lattice.
Under these assumptions, we can show that
(i) if γ ≤ 1/b, there is almost sure extinction,
(ii) if γ > 1/b, the process survives with positive probability.
This criterion appears in [6], though the critical case γ = 1/b is not treated there. However, a
first moment argument easily bridges the gap.
Throughout this paper, we focus on the extinction case γ ≤ 1/b. We necessarily have
E[X ] ≤ 0 which means that particles are attracted to the barrier, and strongly enough to
compensate the reproduction. Moreover, γ = φ(ν) = inft∈R φ(t). Define
un(x) := P x (Zn > 0)
which is the probability for the process to survive until generation n, starting from x . We already
know that this probability tends to zero. The aim of this paper is to estimate the rate of decay
of un . This question was addressed in the continuous setting by Kesten [18], and Harris and
Harris [13] who worked on the branching Brownian motion with absorption. Links with the
F-KPP equation were used in [9,14] to recover existence of the solutions. We refer also to
Derrida and Simon [11,23] for a more physical point of view, and open conjectures in the domain.
In [4], the authors are interested in the genealogy of the killed branching Brownian motion. The
survival probabilities in the near-critical case are studied in [22,12] for the branching random
walk, and in [3] for the branching Brownian motion. The critical curve for survival is found
in [17]. In the critical and subcritical cases, the total progeny is studied in [1,20,2]. Our first
theorem deals with the subcritical case. Let X1, X2, . . . be i.i.d. random variables distributed
as X , and define Sn := S0 +∑nk=1 Xk . Under the probability P z, S0 = z almost surely. We
introduce Ik := inf{S j , j ≤ k} and for any x ≥ 0 the renewal function associated to (Sn)n≥0
V (x) := 1+ ∞−
k=1
γ−k E0[eνSk1{Ik−1>Sk≥−x}]. (1.3)
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Theorem 1.1. If γ < 1/b, then there exists a constant C1 > 0 such that for any x ≥ 0, as
n →∞,
un(x) ∼ C1eνxV (x)(bγ )nn−3/2.
The proof makes use of the following result for one-dimensional random walks, which is Lemma
3(ii) of [5].
Theorem A (Bertoin and Doney [5]). There exists a constant C2 > 0 such that for any x ≥ 0,
as n →∞
P x (In ≥ 0) ∼ C2eνxV (x)n−3/2γ n . (1.4)
Consequently, the mean population at time n is given by E x [Zn] = C2eνxV (x)n−3/2bnγ n . In
light of Theorem 1.1, we can therefore state that
E x [Zn | Zn > 0] → C2C1 .
Conditionally on non-extinction, the mean population converges to a constant independent of
the starting point. Our next result concerns the critical case γ = 1/b. We find here that the
probability to survive is of order smaller than E x [Zn], which is in contrast with the subcritical
case.
Theorem 1.2. Suppose that γ = 1b . Let σ 2 := φ′′(ν)/φ(ν). We have, for any x ≥ 0,
log(P x (Zn > 0)) ∼
n→∞−

3σ 2ν2π2
2
1/3
n1/3.
The paper is organized as follows. Section 2 gives results on local probabilities of one-
dimensional random walks conditioned to stay positive, that are used in Section 3 for the proof
of Theorem 1.1. In Section 4, we present a result due to Mogul’skii [21] on the probability for a
random walk to stay between two curves. We prove Theorem 1.2 in Section 5.
2. The centered random walk conditioned to stay positive
In this section, (Rn)n≥0 is a centered random walk under some probability Q such that
σ 2R := EQ[(R1−R0)2] <∞. For x ≥ 0, we denote byQx a probability distribution under which
we have besides R0 = x almost surely. We suppose that R1 − R0 has a non-lattice distribution.
For z ≥ 0, we define the renewal function VR(z) by VR(0) = 1 and
VR(z) := 1+
−
k≥1
Q0(Ik−1(R) > Rk ≥ −z)
where Ik(R) := infℓ∈[0,k] Rℓ. We denote by τ0(R) the first passage time below zero of the random
walk R,
τ0(R) := inf{k ≥ 1 : Rk < 0}.
We introduce the backward process
←
R= (←Rk, 0 ≤ k ≤ n) which is the random walk with step
distribution−(R1−R0). UnderQx , we suppose that
←
R0 = x almost surely. We define Ik(
←
R), V←
R
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and τ0(
←
R) by analogy with Ik(R), VR and τ0(R). Looking backwards in time, we observe that
we have the following equality in distribution
(Rn−k−1 − Rn−k)0≤k≤n (dist)=
←
Rk −
←
Rk−1

0≤k≤n .
Finally, for ease of notation, we will write τ0 and Ik instead of τ0(R) and Ik(R) whenever there
is no possible confusion. Our aim is to estimate the probability for the random walk to lie in a
small interval at time n without touching 0 before. We mainly use results from [8,25]. However
we want to allow any starting point x ≥ 0.
2.1. Normal deviations regime
Let ψ(x) := xe−x2/21{x≥0}. Theorem 1 of [8] says that
σ
√
nQ0(Rn ∈ [a, a + δ]|τ0 > n) = δψ

a
σ
√
n

+ on(1) (2.1)
uniformly in a ∈ R+ and δ in compact sets of R+. It is also well known (see [19]) that there
exists a constant C+ such that
Q0(τ0(R) > n) ∼
n→∞
C+
n1/2
. (2.2)
Therefore, we can rewrite (2.1) as
σn
C+
Q0(Rn ∈ [a, a + δ], τ0 > n) = δψ

a
σ
√
n

+ on(1) (2.3)
uniformly in a ∈ R+ and δ in compact sets of R+.
Lemma 2.1. Let (dn)n≥0 be a sequence in R+ such that dn = o
 √
n
log(n)

. We have
σn
C+VR(x)
Qx (Rn ∈ [a, a + δ], τ0 > n) = δψ

a√
n

+ on(1)
uniformly in (a, x) ∈ R+ × [0, dn] and δ in compact sets of R+.
Proof. Let ∆ > 0 and (mn)n≥0 be a deterministic sequence of integers such that nmn and
mn
d2n
go
to infinity. We define Tn as the first time when the random walk R is equal to the infimum taken
on the interval [0, n], (in particular Tn ≤ n)
Tn := inf{k ∈ [0, n] : Rk = In(R)}.
For any a > 0, δ > 0 and x ∈ [0, dn], we write σnC+VR(x)Qx (Rn ∈ [a, a + δ], τ0 > n)− δψ

a
σ
√
n

≤ σn
C+VR(x)
Qx (Tn > mn, Rn ∈ [a, a + δ], τ0 > n)
+
 σnC+VR(x)Qx (Tn ≤ mn, Rn ∈ [a, a + δ], τ0 > n)− δψ

a
σ
√
n
 .
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Therefore, we have to show that there exist two positive sequences (ε(1)n )n≥0 and (ε(2)n )n≥0 both
with limit 0 such that for any a > 0, δ ∈ [0,∆] and x ∈ [0, dn], we have
Qx (Tn > mn, Rn ∈ [a, a + δ], τ0 > n) ≤ ε(1)n
VR(x)
n
, (2.4)Qx (Tn ≤ mn, Rn ∈ [a, a + δ], τ0 > n)− δC+VR(x)σn ψ

a
σ
√
n
 ≤ ε(2)n VR(x)n . (2.5)
Proof of Eq. (2.4). By the Markov property, we have
Qx (Tn > mn, Rn ∈ [a, a + δ], τ0 > n) =
n−
k=mn+1
E xQ[L(a − Rk, n − k), Ik−1(R) > Rk ≥ 0]
where for z ∈ R+ and ℓ integer, we define
L(z, ℓ) := Q0(Rℓ ∈ [z, z + δ], τ0 > ℓ). (2.6)
By Eq. (2.3), there exists a sequence (ηℓ)ℓ≥0 tending to 0 such that for any z ∈ R+, any
δ ∈ [0,∆] and any integer ℓ,L(z, ℓ)− C+δσ (ℓ+ 1)ψ

z
σ
√
ℓ
 ≤ ηℓℓ+ 1 . (2.7)
In particular, L(z, ℓ) ≤ c3/(ℓ+ 1) for some constant c3 > 0. We deduce that
Qx (Tn > mn, Rn ∈ [a, a + δ], τ0 > n) ≤
n−
k=mn+1
c3
n − k + 1Q
x (Ik−1 > Rk ≥ 0).
Looking backwards in time, we see that Qx (Ik−1 > Rk ≥ 0) = Q0(
←
Rk ≤ x, τ0(
←
R) > k). By
Lemma 20 of [25], there exists a constant c4 such that for any k ≥ 1 and x ≤
√
k, we have
Q0(
←
Rk < x, τ0(
←
R) > k) ≤ c4(1+ x)V←
R
(x)k−3/2.
We know (see [24]) that V←
R
(u)/u has a positive limit when u goes to ∞. Therefore we have
Q0(
←
Rk ≤ x, τ0(
←
R) > k) ≤ c5(1+ x)2k−3/2
for some constant c5. We deduce that
Qx (Ik−1(R) > Rk ≥ 0) ≤ c5(1+ x)2k−3/2. (2.8)
Hence, uniformly in δ ∈ [0,∆]
Qx (Tn > mn, Rn ∈ [a, a + δ], τ0 > n) ≤ c5(1+ x)2
n−
k=mn+1
c3
n − k + 1k
−3/2.
We see that
∑⌊n/2⌋
k=mn+1
1
n−k+1 k
−3/2 ≤ c6m−1/2n /n and ∑nk=⌊n/2⌋ 1n−k+1 k−3/2 ≤ c7n−3/2 log(n).
It yields that
Qx (Tn > mn, Rn ∈ [a, a + δ], τ0 > n) ≤ c3c5(1+ x)2(c6(m−1/2n /n)+ c7n−3/2 log(n))
≤ c8 VR(x)n dn(m
−1/2
n + n−1/2 log(n))
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since VR(x) ≥ c9(1 + x) for some c9 > 0 (VR(x) ≥ 1 for any x ≥ 0 and VR(x)/x converges
at infinity to a positive limit from [24]). Then we choose ε(1)n := c8dn(m−1/2n + n−1/2 log(n)) to
complete the proof of (2.4). 
Proof of Eq. (2.5). We write as before
Qx (Tn ≤ mn, Rn ∈ [a, a + δ], τ0 > n) =
mn−
k=0
E xQ[L(a − Rk, n − k), Ik−1 > Rk ≥ 0]
where L(z, ℓ) is defined in (2.6). By the definition of VR(x), we haveQx (Tn ≤ mn, Rn ∈ [a, a + δ], τ0 > n)− δ VR(x)C+σn ψ

a
σ
√
n

≤
mn−
k=0
E xQ
[L(a − Rk, n − k)− δC+σn ψ

a
σ
√
n
 , Ik−1 > Rk ≥ 0]
+
δC+ψ

a
σ
√
n

σn
−
k>mn
Qx (Ik−1 > Rk ≥ 0). (2.9)
By Eq. (2.8), we have−
k>mn
Qx (Ik−1 > Rk ≥ 0) ≤ c5(1+ x)2
−
k>mn
k−3/2 ≤ c10dn VR(x)m−1/2n .
It follows that for any a ∈ R+, x ∈ [0, dn] and δ ∈ [0,∆],
δC+ψ

a
σ
√
n

σn
−
k>mn
Qx (Ik−1 > Rk ≥ 0) ≤ c10 VR(x)n

1C+‖ψ‖∞dn
m1/2n σ

=: VR(x)
n
η(1)n (2.10)
where η(1)n = on(1) by our choice of mn . On the other hand
mn−
k=0
E xQ
[L(a − Rk, n − k)− δC+σn ψ

a
σ
√
n
 , Ik−1 > Rk ≥ 0]
≤
mn−
k=0
E xQ
[L(a − Rk, n − k)− δC+σ(n − k)ψ

a − Rk
σ
√
n − k
 , Ik−1 > Rk ≥ 0]
+ (δC+/σ)
mn−
k=0
E xQ
[ 1n − kψ

a − Rk
σ
√
n − k

− 1
n
ψ

a
σ
√
n
 , Ik−1 > Rk ≥ 0] . (2.11)
By Eq. (2.7), we have
mn−
k=0
E xQ
[L(a − Rk, n − k)− δC+σ(n − k)ψ

a − Rk
σ
√
n − k
 , Ik−1 > Rk ≥ 0]
≤
mn−
k=0
Qx (Ik−1 > Rk ≥ 0) 1n − k ηn−k
≤ VR(x)
n
η(2)n
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with η(2)n := nn−mn supℓ≥n−mn ηℓ. The analysis of the function ψ shows that
sup
y∈[max(0,a−x),a]
 1n − kψ

y
σ
√
n − k

− 1
n
ψ

a
σ
√
n
 = on(1/n)
uniformly in (a, x) ∈ R+ × [0, dn] and k ≤ mn . We deduce the existence of (η(3)n )n≥0 going to
0 such that
mn−
k=0
E xQ
[ 1n − kψ

a − Rk
σ
√
n − k

− 1
n
ψ

a
σ
√
n
 , Ik−1 > Rk ≥ 0]
≤
mn−
k=0
Qx (Ik−1 > Rk ≥ 0) sup
y∈[max(0,a−x),a]
 1n − kψ

y
σ
√
n − k

− 1
n
ψ

a
σ
√
n

≤ 1
n
η(3)n
mn−
k=1
Qx (Ik−1 > Rk ≥ 0) ≤ 1n η
(3)
n VR(x).
Thus, Eq. (2.11) becomes
mn−
k=0
E xQ
[L(a − Rk, n − k)− δCσnψ

a
σ
√
n
 , Ik−1 > Rk ≥ 0]
≤ VR(x)
n
(η(2)n + (δC+/σ)η(3)n ).
This combined with Eqs. (2.9) and (2.10) implies thatQx (Tn ≤ mn, Rn ∈ [a, a + δ], τ0 > n)− δ VR(x)C+σn ψ

a
σ
√
n

≤ VR(x)
n
(η(1)n + η(2)n + (δC+/σ)η(3)n ).
Hence Eq. (2.5) holds with ε(2)n := η(1)n + η(2)n + (δC+/σ)η(3)n . 
A result from Iglehart [15], generalized later by Bolthausen [7] says that under Q0, the random
walk Rn/(σ
√
n) conditioned to stay positive converges to the Rayleigh distribution. We use this
result to prove more generally
Lemma 2.2. Let (dn)n≥0 be a sequence such that dn = o(√n). For any bounded continuous
function f , we have
E xQ
[
f

Rn
σ
√
n

, τ0 > n
]
= C+VR(x)√
n
∫ ∞
0
f (u)ψ(u)du + on(1)

(2.12)
uniformly in x ∈ [0, dn].
Proof. Suppose first that f is a continuous function with compact support. By approximation,
we can assume that f is also Lipschitz. Write
E xQ
[
f

Rn
σ
√
n

, τ0 > n
]
=
n−
k=0
E xQ

an(Rk, k), Ik−1 > Rk ≥ 0

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with
an(z, k) := E0Q
[
f

Rn−k + z
σ
√
n

, τ0 > n − k
]
. (2.13)
We have
an(z, k) ≤ ‖ f ‖∞Q0(τ0 > n − k) ≤ c11√
n − k + 1 .
Let (mn)n≥0 be a sequence of integers such that nmn and
mn
d2n
go to infinity. We deduce that
n−
k=mn+1
E xQ

an(Rk, k), Ik−1 > Rk ≥ 0
 ≤ c11 n−
k=mn+1
1√
n − k + 1Q
x (Ik−1 > Rk ≥ 0)
≤ c11c5(1+ x)2
n−
k=mn+1
1√
n − k + 1k
−3/2
by Eq. (2.8). We see that
∑n
k=mn+1
1√
n−k+1 k
−3/2 = O

1√
nmn

. Similarly,
n−
k=mn+1
Qx (Ik−1 > Rk ≥ 0) ≤ c5(1+ x)2
−
k≥mn
(k + 1)−3/2
and
∑
k≥mn (k + 1)−3/2 = O

1√
mn

. We get
n−
k=mn+1
E xQ

an(Rk, k), Ik−1 > Rk ≥ 0
 ≤ VR(x)√
n

c12
dn√
mn

, (2.14)
n−
k=mn+1
Qx (Ik−1 > Rk ≥ 0) ≤ c12VR(x) dn√mn . (2.15)
On the other hand, since f is Lipschitz with compact support, we check that there exists c13 such
that, for k ≤ mn
sup
y∈R,z∈[0,x]
 f  y + z√n

− f

y√
n − k
 ≤ c13  x√n + kn3/2

.
From the expression (2.13) of an(z, k), we have for any z ∈ [0, x],an(z, k)− E0Q [ f  Rn−k
σ
√
n − k

, τ0 > n − k
]
≤ c13

x√
n
+ k
n3/2

Q0(τ0 > n − k). (2.16)
We know that Rn
σ
√
n
conditionally on τ0 > n converges under Q0 to the Rayleigh distribution [7].
It implies that there exists (ηk)k≥0 tending to zero such thatE0Q [ f  Rn−k
σ
√
n − k

, τ0 > n − k
]
−Q0(τ0 > n − k)
∫ ∞
0
f (u)ψ(u)du

≤ ηn−kQ0(τ0 > n − k). (2.17)
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Let ε > 0. For n large enough and k ≤ mn , we have from (2.2)
Q0(τ0 > n − k)− C+√n  ≤ ε√n .
Combined with (2.16) and (2.17), this givesan(z, k)− C+√n
∫ ∞
0
f (u)ψ(u)du

≤ c13

x√
n
+ k
n3/2

Q0(τ0 > n − k)+ ηn−kQ0(τ0 > n − k)+ ‖ f ‖∞ ε√
n
≤ c14

x
n
+ k
n2
+ ε√
n

≤ c14

dn
n
+ mn
n2
+ ε√
n

≤ 2c14 ε√
n
for n greater than some n1, k ≤ mn, x ∈ [0, dn] and z ∈ [0, x]. We use this inequality for every
k = 0, . . . ,mn and we obtain
mn−
k=0
E xQ [an(Rk, k)− C+√n
∫ ∞
0
f (u)ψ(u)du, Ik−1 > Rk ≥ 0
]
≤ 2c14 ε√
n
mn−
k=0
Qx (Ik−1 > Rk ≥ 0)
≤ 2c14 ε√
n
VR(x).
Together with (2.14) and (2.15), it yields thatE xQ [ f  Rnσ√n

, τ0 > n
]
− C+VR(x)√
n
∫ ∞
0
f (u)ψ(u)du

≤ VR(x)√
n

c12
dn√
mn
+ c12‖ f ‖∞C+ dn√mn + 2c14ε

which implies Eq. (2.12). To complete the proof, we need to check that for any ε > 0, there
exists A large enough such that
sup
x∈[0,dn ]
Qx

Rn
σ
√
n
> A, τ0 > n

≤ VR(x) ε√
n
.
Equivalently, we need to check that for any x ∈ [0, dn]
n−
k=0
E xQ

Q0

Rn−k + z
σ
√
n
> A, τ0 > n − k

z=Rk
, Ik−1 > Rk ≥ 0

≤ VR(x) ε√
n
.
For k ≥ mn , we already know from (2.14) that
n−
k=mn+1
Qx (Ik−1 > Rk ≥ 0) ≤ VR(x)√
n

c12
dn√
mn

≤ VR(x)√
n
ε
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for n greater than some n1 and any x ∈ [0, dn]. Let A such that Q0

Rn
σ
√
n
> A − 1, τ0 > n

≤
ε√
n
for n large enough. We observe that for any z ∈ [0, dn],
Q0

Rn−k + z
σ
√
n
> A, τ0 > n − k

≤ Q0

Rn−k
σ
√
n − k > A −
dn
σ
√
n
, τ0 > n − k

≤ ε√
n − k ≤ 2
ε√
n
for n large enough and k ≤ mn . It yields that
mn−
k=0
E xQ

Q0

Rn−k + z
σ
√
n
> A, τ0 > n − k

z=Rk
, Ik−1 > Rk ≥ 0

≤ 2εVR(x)√
n
.
Therefore, there exists n2 such that for any n ≥ n2, and any x ∈ [0, dn],
n−
k=0
E xQ

Q0

Rn−k + z
σ
√
n
> A, τ0 > n − k

z=Rk
, Ik−1 > Rk ≥ 0

≤ (3ε)VR(x)√
n
which completes the proof. 
2.2. Small deviations regime
We are interested in regimes where the random walk is close to the origin. This has been
investigated in [25] in the case of a starting point x = 0.
We recall that C+ was defined in (2.2). Similarly, let C− be the positive constant such that
Qx (τ0(
←
R) > n) ∼
n→∞
C−√
n
.
Equivalently,
Qx ( max
1≤k≤n
Rk ≤ 0) ∼
n→∞
C−√
n
.
Lemma 2.3. Let dn be a sequence in R+ such that dn = o
 √
n
log(n)

and δ > 0. We have
Qx (Rn ∈ [z, z + δ), τ0 > n) ∼
n→∞

π
2
C−C+
σ
VR(x)
n3/2
∫ z+δ
z
V←
R
(u)du
uniformly in (x, z) ∈ [0, dn] × [0, dn].
Proof. For ease of notation, we prove the theorem for n even. Let δ > 0, and δ′ ∈ [0, δ]. By the
Markov property, we have for any z ∈ R+,
Qx (Rn ∈ [z, z + δ′), τ0 > n)
= E xQ

QRn/2

Rn/2 ∈ [z, z + δ′], τ0 > n/2

, τ0 > n/2

. (2.18)
Looking backwards in time, we see that for any y > 0 and any integer k,
Qy(Rk ∈ [z, z + δ′), τ0 > k) ≤ Qz+δ′
←
Rk ∈ [y, y + δ′), τ0(
←
R) > k

.
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By Lemma 2.1 applied to the backward process
←
R , we deduce that uniformly in (y, z) ∈
R+ × [0, dn] and in δ′ ∈ [0, δ], we have
Qy(Rk ∈ [z, z + δ′), τ0 > k) ≤
C−V←
R
(z + δ′)
σk

δ′ψ

y
σ
√
k

+ ok(1)

.
By Eq. (2.18), it yields that
Qx (Rn ∈ [z, z + δ′), τ0 > n) ≤
C−V←
R
(z + δ′)
σ (n/2)
E xQ
[
δ′ψ

Rn/2
σ
√
n/2

+ on(1), τ0 > n/2
]
.
Lemma 2.2 implies that, uniformly in x ≤ dn ,
E xQ
[
ψ

Rn/2
σ
√
n/2

, τ0 > (n/2)
]
= C+
∫ ∞
0
ψ(u)2du
VR(x)√
n/2
(1+ on(1))
= C+
√
π
4
VR(x)√
n/2
(1+ on(1)).
It follows that uniformly in (x, z) ∈ [0, dn] × [0, dn] and in δ′ ∈ [0, δ],
Qx (Rn ∈ [z, z + δ′), τ0 > n) ≤ C−C+
√
π
4σ
VR(x)
(n/2)3/2
V←
R
(z + δ′)(δ′ + on(1))
= C−C+
√
π
σ
√
2
VR(x)
n3/2
V←
R
(z + δ′)(δ′ + on(1)).
We show similarly that
Qx (Rn ∈ [z, z + δ′), τ0 > n) ≥ C−C+
√
π
σ
√
2
VR(x)
n3/2
V←
R
(z)(δ′ + on(1)).
More explicitly, this means that we can find a sequence (εn)n≥0 tending to zero such that for any
(x, z) ∈ [0, dn] × [0, dn], and any δ′ ∈ [0, δ], we have
Qx (Rn ∈ [z, z + δ′), τ0 > n) ≤ C−C+
√
π
σ
√
2
VR(x)
n3/2
V←
R
(z + δ′)δ′(1+ εn/δ′), (2.19)
Qx (Rn ∈ [z, z + δ′), τ0 > n) ≥ C−C+
√
π
σ
√
2
VR(x)
n3/2
V←
R
(z)δ′(1− εn/δ′). (2.20)
We can rewrite (2.19) as
Qx (Rn ∈ [z, z + δ′), τ0 > n) ≤

C−C+
√
π
σ
√
2
VR(x)
n3/2

V←
R
(z)δ′(1+ εn/δ′)(1+ mδ′(z))
where
mδ′(z) :=
V←
R
(z + δ′)− V←
R
(z)
V←
R
(z)
. (2.21)
With (2.20), it follows that we have for any (x, z) ∈ [0, dn] × [0, dn] and δ′ ∈ [0, δ]
1912 E. Aı¨de´kon, B. Jaffuel / Stochastic Processes and their Applications 121 (2011) 1901–1937Qx (Rn ∈ [z, z + δ′), τ0 > n)− C−C+√π
σ
√
2
VR(x)
n3/2
V←
R
(z)δ′

≤

C−C+
√
π
σ
√
2
VR(x)
n3/2

V←
R
(z)δ′(εn/δ′ + mδ′(z)+ εnmδ′(z)/δ′). (2.22)
Let ε > 0. Let Z > 0 be such that
V←
R
(z+δ)
V←
R
(z) − 1 ≤ ε for any z ≥ Z . Using (2.22) with δ′ = δ
implies that for any z ∈ [Z , dn] and any x ∈ [0, dn], we haveQx (Rn ∈ [z, z + δ), τ0 > n)− C−C+√π
σ
√
2
VR(x)
n3/2
V←
R
(z)δ

≤

C−C+
√
π
σ
√
2
VR(x)
n3/2

V←
R
(z)δ(εn/δ + ε + εnε/δ)
≤

C−C+
√
π
σ
√
2
VR(x)
n3/2

V←
R
(z)δ(2ε)
for n greater than some constant n1. We want to replace V←
R
(z)δ by the integral
 z+δ
z V←R
(u)du.
We observe that for any z ≥ Z ,V←R (z)δ −
∫ z+δ
z
V←
R
(u)du
 ≤ ∫ z+δ
z
(V←
R
(u)− V←
R
(z))du
≤ δ(V←
R
(z + δ)− V←
R
(z))
≤ δV←
R
(z)ε.
It yields that for n ≥ n1, x ∈ [0, dn] and z ∈ [Z , dn],Qx (Rn ∈ [z, z + δ), τ0 > n)− C−C+√π
σ
√
2
VR(x)
n3/2
∫ z+δ
z
V←
R
(u)du

≤

C−C+
√
π
σ
√
2
VR(x)
n3/2

δV←
R
(z)(3ε)
≤ C−C+
√
π
σ
√
2
VR(x)
n3/2
∫ z+δ
z
V←
R
(u)du(3ε) (2.23)
the last line coming from the fact that V←
R
is nondecreasing. It remains to deal with the case
z ∈ [0, Z ]. For h > 0, we define the compact set S(h) := {z ∈ [0, Z+δ] : V←
R
(u+)−V←
R
(u−) <
ε∀u ∈ (z − h, z + h)}. We notice that [0, Z + δ] \ S(h) can be described as the intersection of
[0, Z+δ] with a finite union of intervals ∪i (zi −h, zi +h) where (zi )i are the points in [0, Z+δ]
such that V←
R
(zi+)−V←
R
(zi−) > ε. Therefore, in view of (2.19), we can take h > 0 small enough
to have for n large enough (say n greater than n2),
Qx (Rn ∈ [0, Z + δ] \ S(h), τ0 > n) ≤ C−C+
√
π
σ
√
2
VR(x)
n3/2
δε, (2.24)∫
[0,Z+δ]\S(h)
V←
R
(u)du ≤ δε. (2.25)
We check that lim supη→0 supz∈S(h) mη(z) < ε. Indeed, suppose that you can find (ηk)k a
positive sequence tending to zero and (zk)k with values in S(h) such that mηk (zk) ≥ ε. By
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compacity, we can assume that zk has a limit z ∈ S(h). We have limk→∞ VR(zk) ≥ VR(z−)
and lim supk→∞ VR(zk + ηk) ≤ VR(z+). It yields that lim supk→∞ VR(zk + ηk) − VR(zk) ≤
VR(z+) − VR(z−) < ε. Since VR(zk) ≥ 1, we have lim supk→∞ mηk (zk) < ε which reveals a
contradiction. Then let n3 be such that supz∈S(h) m2√εn (z) ≤ ε for any n ≥ n3. Eq. (2.22) implies
that for any δ′ ∈ [√εn, 2√εn], for any z ∈ S(h), and any n ≥ n3,Qx (Rn ∈ [z, z + δ′), τ0 > n)− C−C+√π
σ
√
2
VR(x)
n3/2
V←
R
(z)δ′

≤

C−C+
√
π
σ
√
2
VR(x)
n3/2

V←
R
(z)δ′(√εn + ε + ε√εn)
≤

C−C+
√
π
σ
√
2
VR(x)
n3/2

V←
R
(z)δ′(2ε) (2.26)
for n greater than some n4. As before, we replace V←
R
(z)δ′ by the integral
 z+δ′
z V←R
(u)du and Eq.
(2.26) becomesQx (Rn ∈ [z, z + δ′), τ0 > n)− C−C+
√
π
σ
√
2
VR(x)
n3/2
∫ z+δ′
z
V←
R
(u)du

≤ C−C+
√
π
σ
√
2
VR(x)
n3/2
∫ z+δ′
z
V←
R
(u)du(3ε). (2.27)
For any z1 < z2 in [0, Z + δ] such that [z1, z2] ⊂ S(h), decomposing the interval [z1, z2) in
small intervals of length between
√
εn and 2
√
εn yields that for any n ≥ n4Qx (Rn ∈ [z1, z2), τ0 > n)− C−C+√π
σ
√
2
VR(x)
n3/2
∫ z2
z1
V←
R
(u)du

≤ C−C+
√
π
σ
√
2
VR(x)
n3/2
∫ z2
z1
V←
R
(u)du(3ε).
Beware that the same inequality is true for non-degenerate intervals of the form (, ], [, ], or (, )
(we can see it by taking slightly larger or smaller intervals of the form [, ) and then using the
continuity of the integral
 z2
z1
). Therefore, we have for any z ∈ [0, Z ] and n ≥ n4Qx (Rn ∈ [z, z + δ) ∩ S(h), τ0 > n)− C−C+√π
σ
√
2
VR(x)
n3/2
∫
[z,z+δ)∩S(h)
V←
R
(u)du

≤ C−C+
√
π
σ
√
2
VR(x)
n3/2
∫
[z,z+δ)∩S(h)
V←
R
(u)du(3ε).
By our choice of h (see Eqs. (2.24) and (2.25)), we have
Qx (Rn ∈ [z, z + δ] ∩ S(h)c, τ0 > n) ≤ Qx (Rn ∈ [0, Z + δ] \ S(h), τ0 > n)
≤ C−C+
√
π
σ
√
2
VR(x)
n3/2
ε
and ∫
[z,z+δ]∩S(h)c
V←
R
(u)du ≤
∫
[0,Z+δ]\S(h)
V←
R
(u)du ≤ δε.
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It yields that for any x ∈ [0, dn], any z ∈ [0, Z ] and any n ≥ n4,Qx (Rn ∈ [z, z + δ), τ0 > n)− C−C+√π
σ
√
2
VR(x)
n3/2
∫ z+δ
z
V←
R
(u)du

≤

C−C+
√
π
σ
√
2
VR(x)
n3/2
∫ z+δ
z
V←
R
(u)du(5ε).
In view of (2.23), we have for n ≥ max{n1, n4}, and any (x, z) ∈ [0, dn] × [0, dn]Qx (Rn ∈ [z, z + δ), τ0 > n)− C−C+√π
σ
√
2
VR(x)
n3/2
∫ z+δ
z
V←
R
(u)du

≤

C−C+
√
π
σ
√
2
VR(x)
n3/2
∫ z+δ
z
V←
R
(u)du(5ε)
which completes the proof. 
3. The subcritical case
Recall that Sn = S0 + X1 + X2 + · · · + Xn is the one-dimensional random walk associated to
the branching process. We denote by
τ0 := inf{k ≥ 1 : Sk < 0}
the first passage time to 0 of the random walk S. Since E [X1] < 0, we know that Sn drifts to
−∞ and τ0 <∞ almost surely. Notice also that for any vertex |u| = n, S(u) is distributed as Sn .
Let for h ∈]0, 1]:
B(h) := 1− (1− h)
b
bh
.
Our first lemma shows a recurrence formula for un(x) := P x (Zn > 0).
Lemma 3.1. For any x ∈ R and n ≥ 1, we have
un(x) = b1{x≥0}E x

un−1(S1)

B

E x

un−1(S1)

.
Proof. Firstly, we obviously have un(x) = 0 if x < 0. Therefore take x ≥ 0. We write that the
process survives (until the nth generation) if and only if at least one of the individuals in the first
generation has a descendant in the nth generation.
un(x) = E x

1−
b∏
i=1

1− 1Ai

,
with Ai the event {the i th individual in the first generation has a descendant in the nth generation}.
Using the branching property of the process, one gets that the events {(Ai , i = 1, . . . , b)} are
independent and have the same probability equal to E x

un−1(S1)

. Put this in the previous
equation to obtain
un(x) = E x

1− 1− E x un−1(S1)b .
The conclusion follows from the definition of B. 
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Define for any n ≥ 1 and x ∈ R:
wn(x) := B

E x

un−1(S1)

.
This allows us to rewrite the lemma as follows:
un(x) = b1{x≥0}E x

un−1(S1)

wn(x). (3.1)
For future use, notice that
1− wn(x) ≤ b − 12 E
x un−1(S1)
≤ b − 1
2
un(x) =: c15un(x). (3.2)
Lemma 3.2. For any n ≥ 0 and x ∈ R, we have
un(x) = 1{x≥0}bn E x

1{τ0>n}
n∏
k=1
wk(Sn−k)

. (3.3)
Proof. We proceed by induction. The case n = 0 is easy since u0(x) = 1{x≥0}. Now suppose
n ≥ 1 and x ≥ 0. By Eq. (3.1), we have
un(x) = bE x

un−1(S1)

wn(x).
Applying the recurrence hypothesis to un−1(S1) gives:
un(x) = bn E x

1{S1≥0}E S1

1{τ0>(n−1)}
n−1∏
k=1
wk(Sn−k−1)

wn(x)
= bn E x

1{τ0>n}
n∏
k=1
wk(Sn−k)

which completes the proof. 
We state the key result of the section.
Proposition 3.3. For any x ≥ 0,
E x

n∏
k=1
wk(Sn−k)|τ0 > n

converges to a positive constant as n →∞. (3.4)
Furthermore, the limit does not depend on the value of x.
Suppose that Proposition 3.3 holds. Let us see how it implies Theorem 1.1.
Proof of Theorem 1.1. Lemma 3.1 says that
P x (Zn > 0) = 1{x≥0}bn E x

n∏
k=1
wk(Sn−k), τ0 > n

Proposition 3.3 implies that there exists a constant C independent of x ≥ 0 such that
P x (Zn > 0) ∼
n→∞Cb
n P x (τ0 > n).
We conclude by Eq. (1.4). 
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The remainder of the section is devoted to the proof of Proposition 3.3. The basic idea of the
proof goes back to [13], but several important ingredients (such as stochastic calculus and path
decomposition for Bessel bridges) are no longer available in the discrete setting. First, we derive
the convergence in law of Sn conditionally on {τ0 > n}. Then, we prove the lower limit and the
upper limit of Proposition 3.3 in two distinct subsections.
3.1. A convergence in distribution
We use the Kolmogorov’s extension theorem to define the probability Q such that for any n,
dQ|Fn :=
eν(Sn−S0)
φ(ν)n
dP|Fn ,
whereFn is the σ -algebra generated by S0, S1, . . . , Sn . UnderQ, the random walk Sn is centered,
and σ 2 defined by φ′′(ν)/φ(ν) is the variance of S1 under Q. Moreover,
V˜ (x) = 1+
−
k≥1
Q0(Ik−1 > Sk ≥ −x) = VS(x)
with the notation of Section 2. We introduce for any z ≥ 0,
V˜−(z) := 1+
−
k≥1
γ−k E0
[
eνSk1{ sup
0≤ℓk−1
Sℓ<Sk≤z}
]
. (3.5)
Then, with the notation of Section 2.2, we have V˜−(z) = V←
S
(z). Let C+ and C− be the positive
constants such that
Q0(τ0 > n)∼n→∞ C+√
n
,
Q0( max
0≤k≤n
Sk ≤ 0)∼n→∞ C−√n
and S∗ be a random variable on (0,+∞) with distribution given by
P(S∗ ∈ dz) = 1∞
0 e
−νu V˜−(u)du
e−νz V˜−(z)dz.
Lemma 3.4. For any x ≥ 0, the random variable Sn under P x (· | τ0 > n) converges in law to
S∗.
Remark. The case x = 0 can be found in [16].
Proof. We first show that the sequence is tight. By changing measure from P x to Qx , we have
for any A > 0,
P x (Sn > A, τ0 > n) = eνxγ n E xQ

e−νSn , Sn > A, τ0 > n

. (3.6)
We see that
E xQ

e−νSn , Sn > n1/3, τ0 > n

≤ e−νn1/3 . (3.7)
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Moreover,
E xQ

e−νSn , Sn ∈ [A, n1/3], τ0 > n

≤
⌊n1/3⌋−
ℓ=⌊A⌋
e−νℓQx (Sn ∈ [ℓ, ℓ+ 1), τ0 > n).
We use Lemma 2.3 with dn = n1/3, δ = 1 to see that there exists c16 > 0 and n1 such that for
any n ≥ n1 and any A > 0,
⌊n1/3⌋−
ℓ=⌊A⌋
e−νℓQx (Sn ∈ [ℓ, ℓ+ 1), τ0 > n) ≤ c16V˜ (x)e−νAn−3/2. (3.8)
Eqs. (3.6)–(3.8) imply that for n greater than some n2, we have uniformly in A > 0,
P x (Sn > A, τ0 > n) ≤ eνx V˜ (x)2c16e−νAn−3/2γ n .
By Eq. (1.4), we obtain that there exists n3 such that for any n ≥ n3 and any A > 0,
P x (Sn > A | τ0 > n) ≤ e−νA(3c16/C2)
which proves the tightness. We prove now that the sequence converges to S∗. It is enough to
check the convergence on the particular test functions, f (h) = eνh1{h∈[z,z+δ)} for z ≥ 0 and
δ > 0. We write
E x [ f (Sn), τ0 > n] = γ neνx E xQ[e−νSn f (Sn), τ0 > n]
= γ neνxQx (Sn ∈ [z, z + δ), τ0 > n).
We deduce from Lemma 2.3 that
E x [ f (Sn), τ0 > n] ∼
n→∞ γ
n C−C+
σ

π
2
V˜ (x)
n3/2
∫ z+δ
z
V˜−(u)du.
Eq. (1.4) yields that
lim
n→∞ E
x [ f (Sn) | τ0 > n] = C−C+
σ

π
2
V˜ (x)
C2
∫ z+δ
z
V˜−(u)du
=: c17
∫ z+δ
z
V˜−(u)du.
We can rewrite the limit as c17
∞
0 f (u)e
−νu V˜−(u)du. The convergence in distribution follows.
Since the limiting measure is a probability distribution, we have c17
∞
0 e
−νu V˜−(u)du = 1,
which completes the proof. 
3.2. Upper bound in Proposition 3.3
We prove a simpler version of Eq. (3.4).
Lemma 3.5. Let K ∈ N∗. Then
lim
n→∞ E
x

K∏
k=1
wk(Sn−k)|τ0 > n

= aK (3.9)
where aK is defined in (3.10).
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Proof. Let for any integer i ∈ [0, K ],Si := Sn−K+i − Sn−K . We have
E x

K∏
k=1
wk(Sn−k), τ0 > n

= E x

K−1∏
k=0
wK−k(Sn−K +Sk), τ0 > n .
Since (Sk, k ≤ K ) is independent of Sn−K , we can write
E x

K−1∏
k=0
wK−k(Sn−K +Sk), τ0 > n = E x  fK (Sn−K ), τ0 > n − K 
with fK (z) := E z

1{τ0>K }
∏K−1
k=0 wK−k(Sk)

. By Lemma 3.4, we know that Sn , conditioned
on {τ0 > n}, converges in distribution to S∗. Then by the continuous mapping theorem,
E x

fK (Sn−K ) | τ0 > n − K

converges to E

fK (S∗)

. We are allowed to make use of the
continuous mapping theorem because S∗ has a density and fK has at most countably many
points of discontinuity (indeed, these are the points from which the random walk has a positive
probability to reach the origin in at most K steps and stay positive before. They are related to the
atoms of the law of X which are at most countably many). Then,
E x

K∏
k=1
wk(Sn−k)|τ0 > n

= P
x (τ0 > n − K )
P x (τ0 > n)
E x

fK (Sn−K ) | τ0 > n − K

,
which tends to
aK := γ−K E

fK (S
∗)

(3.10)
by Eq. (1.4). 
We deduce the following upper bound.
Corollary 3.6. We have
lim sup
n→∞
E x

n∏
k=1
wk(Sn−k)|τ0 > n

≤ inf
K≥1 aK .
Proof. We observe that for any n ≥ K ≥ 1,
E x

n∏
k=1
wk(Sn−k)|τ0 > n

≤ E x

K∏
k=1
wk(Sn−k)|τ0 > n

.
By Lemma 3.5, it implies that
lim sup
n→∞
E x

n∏
k=1
wk(Sn−k)|τ0 > n

≤ aK .
Take the infimum over K ≥ 1 to complete the proof. 
3.3. Lower bound in Proposition 3.3
Let aK as in Lemma 3.5. We show that infK≥1 aK is also a lower bound.
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Lemma 3.7. We have
lim inf
n→∞ E
x

n∏
k=1
wk(Sn−k)|τ0 > n

≥ inf
K≥1 aK (3.11)
and infK≥1 aK > 0.
Proof. Let ε > 0 and η > 0. Fix x ≥ 0. We first prove that there exists K large enough such that
for n sufficiently large, we have
E x

n∏
k=1
wk(Sn−k)|τ0 > n

≥ (1− ε)E x

K∏
k=1
wk(Sn−k)|τ0 > n

− η. (3.12)
Since wk ≤ 1, we have, for any K ≤ n,
(1− ε)E x

K∏
k=1
wk(Sn−k)|τ0 > n

≤ E x

n∏
k=1
wk(Sn−k)|τ0 > n

+ P x

n∏
k=K+1
wk(Sn−k) < 1− ε|τ0 > n

.
Therefore, we need to show that
P x

n∏
k=K+1
wk(Sn−k) < 1− ε|τ0 > n

≤ η
when K is large. We split it into three parts, by observing that
P x

n∏
k=K+1
wk(Sn−k) < 1− ε|τ0 > n

≤ P x (A1 | τ0 > n)+ P x (A2 | τ0 > n)
+ P x

n∏
k=K+1
wk(Sn−k) < 1− ε, A3|τ0 > n

with (the value of M will be chosen later on)
A1 := {Sn ≥ M},
A2 := {∃K + 1 ≤ k ≤ n such that Sn−k ≥ M + k2/3, Sn ≤ M},
A3 := Ac1 ∩ Ac2.
By Lemma 3.4, the sequence (Sn)n≥0 conditionally on {τ0 > n} converges in distribution to S∗.
Therefore there exists M = M(η) such that P x (A1 | τ0 > n) < η/2 for n large enough. Let us
consider A2.
P x (A2 | τ0 > n) ≤
n−
k=K+1
P x (Sn−k ≥ M + k2/3, Sn ≤ M |τ0 > n).
We use Lemma A.2 (see Appendix) with α = 2/3. There exist some constants cM > 0 and
β > 0 such that, for any k ∈ [[0, n]],
P x (Sn−k ≥ M + k2/3, Sn ≤ M |τ0 > n) ≤ cM e−kβ .
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It implies that
P x (A2 | τ0 > n) ≤ cM
−
k≥K+1
e−kβ ≤ η/2
for K = K (η) large enough. Therefore, we found M(η) and K (η) such that
P x (A1)+ P x (A2) ≤ η.
It remains to bound the probability of having A3 and {∏nk=K+1 wk(Sn−k) < 1 − ε}. From (3.2),
we know that 1− wk(x) ≤ c15uk(x). Furthermore,
uk(x) = P x (Zk > 0) ≤ E x [Zk] = bk P x (τ0 > k).
We observe that P x (τ0 > k) ≤ P x (Sk ≥ 0) and we use the Crame´r’s bound P x (Sk ≥ 0) ≤
E0[eν(x+Sk )] = eνxφ(ν)k to get that
1− wk(x) ≤ c15eνxφ(ν)k . (3.13)
On the event A3, we have
n∏
k=K+1
wk(Sn−k) ≥
n∏
k=K+1
(1− c15eν(M+k2/3)φ(ν)k)
≥
∞∏
k=K+1
(1− c15eν(M+k2/3)φ(ν)k) =: F(K ). (3.14)
Since limK→∞ F(K ) = 1, we can choose K = K (ε) large enough to have F(K ) > 1 − ε.
Hence we get for K large enough,
P x

n∏
k=K+1
wk(Sn−k) < 1− ε, A3|τ0 > n

= 0.
This proves (3.12). In particular, taking the limit n →∞, then infK≥1, we obtain
lim inf
n→∞ E
x

n∏
k=1
wk(Sn−k)|τ0 > n

≥ (1− ε) inf
K≥1 aK − η.
We take η → 0 and ε → 0 to complete the proof of (3.11). Combined with Corollary 3.6, it
implies that
lim
n→∞ E
x

n∏
k=1
wk(Sn−k)|τ0 > n

= inf
K≥1 aK . (3.15)
We show now that infK≥1 aK > 0. Let µ > 0 and η > 0. We write that
P x

n∏
k=1
wk(Sn−k) < µ|τ0 > n

≤ P x (A1 | τ0 > n)+ P x (A2 | τ0 > n)
+ P x

n∏
k=0
wk(Sn−k) < µ, A3 | τ0 > n

.
We already showed that there exists M = M(η) and K = K (η) such that for n large enough
P x (A1 | τ0 > n)+ P x (A2 | τ0 > n) ≤ η. (3.16)
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We recall also that on the event A3, we have
n∏
k=K (η)+1
wk(Sn−k) ≥ F(K )
where F(K ) is defined in (3.14). We take care of choosing K big enough to have F(K ) > 0. We
emphasize that K does not depend so far on the value of µ. We have for n ≥ K ,
P x

n∏
k=0
wk(Sn−k) < µ, A3|τ0 > n

≤ P x

K∏
k=0
wk(Sn−k) < µ/F(K )|τ0 > n

. (3.17)
By the Markov property,
P x

K∏
k=1
wk(Sn−k) < µ/F(K ), τ0 > n

= E x gK ,µ(Sn−K ), τ0 > n − K 
where gK ,µ(z) := P z
∏K
k=1 wk(SK−k) < µ/F(K ), τ0 > K

. Lemma 3.4 and the continuous
mapping theorem yield that E z[gK ,µ(Sn−K ) | τ0 > n − K ] tends to E[gK ,µ(S∗)]. Again, we
used the fact that the function gK ,µ has only countable many discontinuities. Let µ > 0 small
enough to have γ−K E[gK ,µ(S∗)] ≤ η. By Eqs. (3.16) and (3.17), we have for n ≥ K ,
E x

n∏
k=1
wk(Sn−k)|τ0 > n

≥ µP x

n∏
k=1
wk(Sn−k) > µ|τ0 > n

≥ µ

1− η − P x

K∏
k=1
wk(Sn−k) < µ/F(K )|τ0 > n

.
We take the limit n →∞. By (3.15), the LHS goes to infK≥1 aK . Therefore,
inf
K≥1 aK ≥ µ(1− 2η) > 0
if η is taken strictly smaller than 1/2. 
4. Mogul’skii’s estimate and corollaries
In the course of the proof of Theorem 1.2, we will need some estimates on the probability for
a random walk to stay between two curves on the time interval [0, n]. A small deviations result
due to Mogul’skii provides us with the corresponding estimate (see Theorem 4.1). However, we
will also need estimates on the probability to stay between two curves in time intervals of the
type [β∗n, γ ∗n], this uniformly in 0 ≤ β∗ ≤ γ ∗ ≤ 1. This is contained in Proposition 4.7 (at
least an upper bound).
Let F[0, 1] (resp. C[0, 1]) be the set of measurable (resp. continuous) functions from [0, 1] to
R. For any L ,L ∈ F[0, 1], we write L < L when ∀t ∈ [0, 1], L(t) < L(t) and L ≤ L when
∀t ∈ [0, 1], L(t) ≤ L(t). If n ≥ 1, we write L <n L when ∀1 ≤ k ≤ n, L  kn  < L  kn  and
L ≤n L when ∀1 ≤ k ≤ n, L  kn  ≤ L  kn .
Theorem 4.1 (Mogul’skii). Let ξ1, ξ2, . . . be i.i.d. random variables with E[ξ1] = 0, E[ξ21 ] =:
σ 2 ∈ (0,∞). Let (xn, n ≥ 0) be a sequence of positive numbers such that
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lim
n→∞ xn = +∞,
lim
n→∞
xn√
n
= 0.
Define for any n ≥ 0
Sn := S0 + ξ1 + ξ2 + · · · + ξn,
where S0 = z almost surely under the probability P z (z ∈ R).
When z = 0, write P := P0 and define, for any t ∈ [0, 1],
sn(t) := S⌊tn⌋xn =
ξ1 + ξ2 + · · · + ξk
xn
for k/n ≤ t < (k + 1)/n.
Then, for any L1, L2 ∈ C[0, 1], with L1(0) < 0 < L2(0) and L1 < L2, we have, as n →∞,
log(P(L1 < sn < L2)) ∼ −CL1,L2nx−2n ,
where
CL1,L2 :=
π2σ 2
2
∫ 1
0
dt
(L2(t)− L1(t))2 . (4.1)
We keep the notations and assumptions of Theorem 4.1 throughout this section. For the proof,
we refer to [21].
Lemma 4.2. Let L1, L2 ∈ C[0, 1], with L1 < L2 and L1(0) < 0 < L2(0). For any sequences
(Ln1)n and (L
n
2)n of F[0, 1] such that ‖Ln1 − L1‖∞ → 0 and ‖Ln2 − L2‖∞ → 0 as n →∞, we
have
log(P(Ln1 < sn < L
n
2)) ∼ −nx−2n CL1,L2 .
Remark 4.3. In the conclusion of Lemma 4.2, we can replace the strict inequalities Ln1 < sn <
Ln2 by weak ones (or take one strict and the other weak) and obtain the same estimate by exactly
the same argument. One can easily check that this also applies to the other results of this section
since we deduce them from Lemma 4.2.
Proof of Lemma 4.2. Let 0 < ε < 12 min[0,1](L2 − L1). We can choose N ≥ 1 such that
∀ j ∈ {1, 2}, ∀n ≥ N , max
[0,1]
|Lnj − L j | < ε.
Then, for any n ≥ N , we have
{L1 + ε < sn < L2 − ε} ⊂ {Ln1 < sn < Ln2} ⊂ {L1 − ε < sn < L2 + ε}.
Using the corresponding inequalities for probabilities and applying Theorem 4.1, we get
−CL1+ε,L2−ε ≤ lim infn→∞
x2n
n
log P(Ln1 < sn < L
n
2)
≤ lim sup
n→∞
x2n
n
log P(Ln1 < sn < L
n
2) ≤ −CL1−ε,L2+ε.
We make ε → 0. Then CL1+ε,L2−ε → CL1,L2 and CL1−ε,L2+ε → CL1,L2 , and the lemma is
proved. 
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Lemma 4.4. Let L1, L2 ∈ C[0, 1], with L1 < L2 and L1(0) < 0 < L2(0). For any sequences
(Ln1)n and (L
n
2)n of F[0, 1] such that ‖Ln1 − L1‖∞ → 0 and ‖Ln2 − L2‖∞ → 0 as n →∞, we
have
log(P(Ln1 <n sn <n L
n
2)) ∼ −nx−2n CL1,L2 .
Proof. We introduce the sequences of linear interpolation functions (Ln1)n and (Ln2)n defined by
∀ j ∈ {1, 2}, ∀n ≥ 1, ∀0 ≤ t ≤ 1, Lnj (t) := Lnj ⌊tn⌋n

.
We notice that
∀n ≥ 1, {Ln1 <n sn <n Ln2} = {Ln1 < sn < Ln2}.
Before concluding by applying Lemma 4.2 with Lnj playing the role of Lnj , we have to check that
these sequences converge uniformly to L j as n →∞ for j = 1, 2. Take ε > 0. We can choose
N ≥ 1 such that for j = 1, 2 for any n ≥ N , we have ‖Lnj − L j‖∞ < ε.
We can also choose η > 0 such that for j = 1, 2,
∀t, t ′ ∈ [0, 1], (|t − t ′| ≤ η⇒ |L j (t)− L j (t ′)| < ε).
Let t ∈ [0, 1] and n ≥ 1
η
. Noticing that
 ⌊tn⌋n − t ≤ 1n , we get that for j = 1, 2 and
n ≥ max

N , 1
η

,
|Lnj (t)− L j (t)| ≤ Lnj ⌊tn⌋n

− L j
⌊tn⌋
n
+ L j ⌊tn⌋n

− L j (t)
 ≤ 2ε.
Then ‖Lnj−Lnj‖∞ → 0 as n →∞ and we can apply Lemma 4.2, which proves Lemma 4.4. 
From now on, we set
∀n ≥ 1, xn := n1/3. (4.2)
Lemma 4.5. Let L1, L2 ∈ C[0, 1], with L1 < L2 and L1(0) < 0 < L2(0). Let (Ln1)n and (Ln2)n
be sequences of F[0, 1] such that ‖Ln1 − L1‖∞ → 0 and ‖Ln2 − L2‖∞ → 0 as n → ∞. Let
β∗ and γ ∗ be positive real numbers such that 0 ≤ β∗ < γ ∗ ≤ 1. Let u∗, v∗ ∈ R such that
L1(β∗) ≤ u∗ < v∗ ≤ L2(β∗). Let (un)n, (vn)n, (β(n))n and (γ (n))n be sequences of reals such
that
un
xn
→ u∗, vn
xn
→ v∗, β(n)
n
→ β∗, γ (n)
n
→ γ ∗,
and for any n ≥ 1,
Ln1(β(n))xn ≤ un ≤ vn ≤ Ln2(β(n))xn, 1 ≤ β(n) < γ (n) ≤ n.
We also assume that
∃M ∈ N∗, ∀m ∈ N∗, #{n : γ (n)− β(n) = m} ≤ M. (4.3)
Then
lim sup
n→∞
1
n1/3
log

sup
un≤z≤vn
P z

Ln1

k
n

<
Sk−β(n)
xn
< Ln2

k
n

,∀β(n) < k ≤ γ (n)

≤ −Cβ∗,γ ∗L1−v∗,L2−u∗
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where, for any continuous functions L1 and L2 : [0, 1] → R such that L1 ≤ L2,
Cβ
∗,γ ∗
L1,L2
:= π
2σ 2
2
∫ γ ∗
β∗
dt
(L2(t)− L1(t))2
. (4.4)
Remark. It is easy to see that condition (4.3) holds if the sequence (γ (n)−nγ ∗−β(n)+nβ∗)n
is bounded.
Proof. Write m := γ (n)− β(n). Notice that
∀z ∈ [un, vn],∀k ≤ m, xn Ln1

β(n)+ k
n

< z + Sk < xn Ln2

β(n)+ k
n

⊂

∀k ≤ m, xn

Ln1

β(n)+ k
n

− vn

< Sk < xn

Ln2

β(n)+ k
n

− un

. (4.5)
Let A = {m ∈ N∗ : ∃n ∈ N∗, γ (n) − β(n) = m}. By hypothesis (4.3), we can define a
surjection ϕ : {1, 2, . . . , M} × A → N∗ such that for any 1 ≤ l ≤ M, ϕ(l,m) =: n satisfies
γ (n)− β(n) = m. For each 1 ≤ l ≤ M , we define
Lm1 (t) = Ln1

(1−t)β(n)+tγ (n)
n

xn − vn
xm
, Lm2 (t) = Ln2

(1−t)β(n)+tγ (n)
n

xn − un
xm
where n := ϕ(l,m). Using (4.2) and n ∼ (γ ∗ − β∗)−1m, we obtain xn ∼ xm(γ ∗ − β∗)−1/3.
Consequently these sequences of functions satisfy, as m →∞ (and so n := ϕ(l,m)→∞):Lm1 (t)→ L1(t) := (γ ∗ − β∗)−1/3 L1 (1− t)β∗ + tγ ∗− v∗ ,Lm2 (t)→ L2(t) := (γ ∗ − β∗)−1/3 L2 (1− t)β∗ + tγ ∗− u∗ .
For each 1 ≤ l ≤ M , we apply Lemma 4.4 with Lm1 and Lm2 to the probability of the event in the
right-hand side of (4.5). Thus we obtain, for the event on the left-hand side of (4.5), as m →∞
P

∀z ∈ [un, vn],∀k ≤ m, xn Ln1

β(n)+ k
n

< z + Sk < xn Ln2

β(n)+ k
n

≤ exp

−(1+ o(1))m1/3π
2σ 2
2
∫ 1
0
dtL2(t)− L1(t)2

= exp

−(1+ o(1))n1/3π
2σ 2
2
∫ γ ∗
β∗
dt
(L2(t)− u∗ − L1(t)+ v∗)2

= exp

−(1+ o(1))n1/3Cβ∗,γ ∗L1−v∗,L2−u∗

.
This bound holds with n running along the M subsequences (ϕ(l,m))m, 1 ≤ l ≤ M , which
together cover all the values n ∈ N∗, and thus Lemma 4.5 is proved. 
Lemma 4.6. Let L1, L2 ∈ C[0, 1], with L1 < L2 and L1(0) < 0 < L2(0). Let (Ln1)n and (Ln2)n
be sequences of F[0, 1] such that ‖Ln1 − L1‖∞ → 0 and ‖Ln2 − L2‖∞ → 0 as n → ∞. Let
(β(n))n and (γ (n))n be sequences of reals satisfying
β(n)
n
→ β∗, γ (n)
n
→ γ ∗, 1 ≤ β(n) < γ (n) ≤ n ∀n ≥ 1
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where 0 ≤ β∗ < γ ∗ ≤ 1, and assume (4.3). Then
lim sup
n→∞
1
n1/3
log

sup
z
P z

Ln1(k/n) <
Sk−β(n)
xn
< Ln2 (k/n) ,∀β(n) < k ≤ γ (n)

≤ −Cβ∗,γ ∗L1,L2 ,
where supz is taken over the z ∈ R such that xn Ln1(β(n)) ≤ z ≤ xn Ln2(β(n)).
Proof. Let ε > 0. Let N be an integer such that Nε > L2(β∗) − L1(β∗). We define for
j = 0, 1, . . . , N ,
u jn := xn L
n
1(β
∗)(N − j)+ Ln2(β∗) j
N
.
If we define p(z, n) := P z(Ln1

k/n) < (Sk−β(n))/xn < Ln2 (k/n) , ∀β(n) < k ≤ γ (n)

, we
observe that
sup
xn Ln1(β(n))≤z≤xn Ln2(β(n))
p(z, n) = max
0≤ j≤N−1
sup
u jn≤z≤v jn
p(z, n).
We apply Lemma 4.5 N times, with un = u jn and vn = u j+1n , j = 0, 1, . . . , N − 1 and get by
the previous equation:
lim sup
n→∞
1
n1/3
log

sup
xn Ln1(β(n))≤z≤xn Ln2(β(n))
p(z, n)

≤ −Cβ∗,γ ∗
L1,L2+ L2(β
∗)−L1(β∗)
N
≤ −Cβ∗,γ ∗L1,L2+ε. (4.6)
In the computation of (4.6), we used the fact that Cβ
∗,γ ∗
L1,L2
only depends on L2 − L1, β∗ and γ ∗,
which implies
∀0 ≤ j ≤ N − 1,
Cβ
∗,γ ∗
L1− L
n
1 (β
∗)(N− j−1)+Ln2 (β∗)( j+1)
N ,L2−
Ln1 (β
∗)(N− j)+Ln2 (β∗) j
N
= Cβ∗,γ ∗
L1,L2+ L2(β
∗)−L1(β∗)
N
.
Letting ε→ 0, we see that Cβ∗,γ ∗L1,L2+ε → C
β∗,γ ∗
L1,L2
and we conclude using the bound (4.6). 
If L1 < L2 are two curves in C[0, 1], Theorem 4.1 says that the probability for a centered
random walk with finite variance to stay between n1/3L1(k/n) and n1/3L2(k/n) on the time
interval k ∈ [0, n] is exp(−n1/3(CL1,L2 + o(1))), where CL1,L2 is a constant defined in
(4.1). If we ask now for the probability that the random walk stays between n1/3L1(k/n) and
n1/3L2(k/n) only when k ∈ [β∗n, γ ∗n], then we show that this probability is smaller than
exp(−n1/3(Cβ∗,γ ∗L1,L2 + o(1))) where C
β∗,γ ∗
L1,L2
is given by (4.4), and uniformly in 0 ≤ β∗ ≤ γ ∗ ≤ 1.
Proposition 4.7. Let L1, L2 ∈ C[0, 1], with L1 < L2 and L1(0) < 0 < L2(0). Let (Ln1)n and
(Ln2)n be sequences of F[0, 1] such that ‖Ln1−L1‖∞ → 0 and ‖Ln2−L2‖∞ → 0 as n →∞. We
assume that B and C are mappings [0, 1]×N∗ → N∗, nondecreasing in the first component and
such that, for any α ∈ [0, 1], the sequences (B(α, n)− αn)n and (C(α, n)− αn)n are bounded.
Then we have uniformly in β∗ and γ ∗ with 0 ≤ β∗ < γ ∗ ≤ 1,
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lim sup
n→∞
1
n1/3
log

sup
z
P z

Ln1

k
n

<
Sk−B(β∗,n)
xn
< Ln2

k
n

,∀B(β∗, n) < k ≤ C(γ ∗, n)

≤ −Cβ∗,γ ∗L1,L2 , (4.7)
where supz is taken over the z ∈ R such that xn Ln1(B(β∗, n)) ≤ z ≤ xn Ln2(B(β∗, n)).
Proof. Let ε > 0. Let N be an integer such that
∀0 ≤ β∗ ≤ γ ∗ ≤ 1,

γ ∗ − β∗ < 1
N
⇒ Cβ∗,γ ∗L1,L2 < ε

.
We apply Lemma 4.6 N (N − 1)/2 times with
β∗ = b
N
, γ ∗ = c
N
, 0 ≤ b < c ≤ N .
Then for n big enough, and any integers b and c such that 0 < b ≤ c < N , we have
1
n1/3
log

sup
z
P z

Ln1(k/n) <
S
k−B

b
N ,n

xn
< Ln2 (k/n) ,
∀B(b/N , n) < k ≤ C(c/N , n)

≤ −C
b
N ,
c
N
L1,L2
+ ε,
where the supz is over the z ∈ R such that xn Ln1(B(b/N , n)) ≤ z ≤ xn Ln2(B(b/N , n)). For any
0 ≤ β∗ ≤ γ ∗ ≤ 1, we can find 1 ≤ b ≤ N and 0 ≤ c ≤ N − 1 such that:
b − 1
N
≤ β∗ ≤ b
N
,
c
N
≤ γ ∗ ≤ c + 1
N
.
If b ≤ c, then
1
n1/3
log

sup
z
P

Ln1

k
n

<
z + Sk−B(β∗,n)
xn
< Ln2

k
n

,
∀B(β∗, n) < k ≤ C(γ ∗, n)

≤ 1
n1/3
log

sup
z
P

Ln1

k
n

<
z + S
k−B

b
N ,n

xn
< Ln2

k
n

,
∀B

b
N
, n

< k ≤ C
 c
N
, n

≤ −C
b
N ,
c
N
L1,L2
+ ε
≤ −Cβ∗,γ ∗L1,L2 + 3ε,
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where the supz is over the z ∈ R such that xn Ln1(B(β∗, n)) ≤ z ≤ xn Ln2(B(β∗, n)). Otherwise
b = c + 1, γ ∗ − β∗ ≤ 1/N , hence Cβ∗,γ ∗L1,L2 < ε. This case is easier since
1
n1/3
log

sup
z
P z

Ln1

k
n

<
Sk−B(β∗,n)
xn
< Ln2

k
n

,∀B(β∗, n) < k ≤ C(γ ∗, n)

≤ 0 ≤ −Cβ∗,γ ∗L1,L2 + ε.
The lemma follows by taking ε→ 0. 
Remark 4.8. The upper bound above is sharp and may be replaced by an equivalence. Keeping
the above notations and hypothesis, we have, for any ε > 0 small enough,
log

inf
z
P z

Ln1

k
n

<
Sk−β(n)
xn
< Ln2

k
n

,∀β(n) < k ≤ γ (n)

∼ −nx−2n Cβ
∗,γ ∗
L1,L2
,
where the infz is over the z ∈ R such that xn(Ln1(B(β∗, n)) + ε) < z < xn(Ln2(B(β∗, n)) − ε).
The proof of this result is very similar to the upper bound, but since it is not useful here, we omit
it.
Remark 4.9. For the upper bounds in the previous lemmas and in Proposition 4.7, we can release
the hypothesis that L1 < L2 and L1(0) < 0 < L2(0). The following argument extends the upper
bound to functions satisfying L1 ≤ L2,CL1,L2 < ∞ and L1(0) ≤ 0 ≤ L2(0) (instead of the
stronger conditions L1 < L2 and L1(0) < 0 < L2(0)): let ε > 0. Notice that the probability
that sn stays between Ln1 and L
n
2 is less than the probability that sn stays between Ln1 := Ln1 − ε
and Ln2 := Ln2 + ε. Hence we may apply for example Proposition 4.7 with Ln1 and Ln2 and
obtain a uniform upper bound exp

−n1/3Cβ∗,γ ∗L1,L2 (1+ o(1))

. Now let ε→ 0,Cβ∗,γ ∗L1,L2 → Cβ
∗,γ ∗
L1,L2
uniformly in β∗ and γ ∗ (with 0 ≤ β∗ ≤ γ ∗ ≤ 1).
5. The critical case
We turn to the proof of Theorem 1.2. Let ( fk, k ≥ 0) be for the time being any sequence of
positive reals. We will precise the value of fk later on. For any |u| = k, we say that u ∈ S if for
any ℓ ≤ k, the ancestor uℓ of u at generation ℓ verifies 0 ≤ S(uℓ) ≤ fℓ. We introduce
Zn(S) :=
−
|x |=n
1{x∈S}.
In words, we are interested in the number of particles that have always been below the curve f .
For the underlying one-dimensional random walk (Sk, k ≥ 0), we then define
τ f := inf{k ≥ 0 : Sk > fk or Sk < 0}. (5.1)
Remind that Qx , defined by
dQx |Fn :=
eν(Sn−S0)
φ(ν)n
dP x |Fn ,
is a probability under which Sn is centered, and Q := Q0. We observe that σ 2 := φ′′(ν)/φ(ν) =
EQ[X21].
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Proposition 5.1. The following two inequalities hold. For any x ≥ 0
P x (Zn > 0) ≤ eνx

Qx (τ f > n)+
n−
k=1
Qx (τ f ≥ k)e−ν fk

+ 1{x> f0}, (5.2)
P x (Zn > 0) ≥ Q
x (τ f > n)eνx−2ν fn
1+
n−1∑
k=0
sup
0≤y≤ fk

eνyQy

τ f k > n − k
 (5.3)
with the notation of (5.1) applied to the sequence f k : ℓ → f kℓ := fk+l .
Proof. Let x ≥ 0. By the Cauchy–Schwartz inequality,
E x [Zn(S)]2 ≤ E x [Zn(S)2]P x (Zn(S) > 0),
which yields
P x (Zn > 0) ≥ P x (Zn(S) > 0) ≥ E
x [Zn(S)]2
E x [Zn(S)2] . (5.4)
We observe that
Zn(S)2 =
−
|u|=n
1{u∈S}Zn(S). (5.5)
For any v ∈ S, we define
Zvn(S) :=
−
|u|=n,u>v
1{u∈S}.
Moreover, if w is a child of v, and vi denotes the i-th child of v, we set
Zvn(S, w) :=
−
i,vi ≠w
Zvin (S)
which stands for the number of descendants of v in generation n who have never been beyond the
curve f neither below zero and who are not descendant ofw. Let u be an individual in generation
n and uℓ be as previously the ancestor of u at generation ℓ. We have
Zn(S) = 1+
n−1
k=0
Zukn (S, uk+1),
from which Eq. (5.5) becomes
Zn(S)2 = Zn(S)+
−
|u|=n
n−1
k=0
1{u∈S}Zukn (S, uk+1)
= Zn(S)+
n−
k=1
−
|v|=k
Zvn(S)Z
←
v
n (S, v),
where
←
v is the parent of the vertex v. Conditionally on {←v ∈ S} and S(←v ), the random variables
Zvn(S) and Z
←
v
n (S, v) are independent. This implies that
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E x [Zn(S)2] = E x [Zn(S)]
+
n−
k=1
−
|v|=k
E x
[
E x [Zvn(S) |
←
v ∈ S, S(←v )]E x [Z
←
v
n (S, v) |
←
v ∈ S, S(←v )]
]
≤ E x [Zn(S)] +
n−
k=1
−
|v|=k
E x [E x [Z
←
v
n (S) |
←
v ∈ S, S(←v )]2]
≤ E x [Zn(S)] +
n−1
k=0
−
|v|=k
E x [E x [Zvn(S) | v ∈ S, S(v)]2]. (5.6)
For |v| = k, we notice that
E x

Zvn(S) | v ∈ S, S(v)
 = 1{v∈S}bn−k P S(v) τ f k > n − k . (5.7)
By the usual change of probability, we get for any a > 0 and ℓ ≥ 0,
Pa

τ f k > ℓ
 = eνa E[eνX1 ]ℓEaQ 1{τ f k>ℓ}e−νSℓ
≤ eνa E[eνX1 ]ℓQa(τ f k > ℓ)
= eνab−ℓQa(τ f k > ℓ).
Therefore, Eq. (5.7) says that
E x

Zvn(S) | v ∈ S, S(v)
 ≤ 1{v∈S}eνS(v)QS(v) τ f k > n − k .
From (5.6), we deduce that
E x [Z2n(S)] ≤ E x [Zn(S)] +
n−1
k=0
−
|v|=k
E x
[
1{v∈S}

eνS(v)QS(v)

τ f k > n − k
2]
.
We notice that
E x [Zn(S)] = bn P x (τ f > n) = E xQ

e−ν(Sn−x)1{τ f >n}

≤ eνxQx (τ f > n). (5.8)
Consequently,
E x [Z2n(S)] ≤ eνxQx (τ f > n)+
n−1
k=0
bk E x
[
1{τ f >k}

eνSkQSk

τ f k > n − k
2]
= eνxQx (τ f > n)+
n−1
k=0
eνx E xQ
[
1{τ f >k}eνSk

QSk

τ f k > n − k
2]
.
For any k, we compute that
E xQ
[
1{τ f >k}eνSk

QSk

τ f k > n − k
2]
≤ E xQ

1{τ f >k}QSk

τ f k > n − k

sup
0≤y≤ fk

eνyQy

τ f k > n − k

.
Since
E xQ

1{τ f >k}QSk

τ f k > n − k
 = Qx (τ f > n),
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it finally gives
E xQ
[
1{τ f >k}eνSk

QSk

τ f k > n − k
2] ≤ Qx (τ f > n) sup
0≤y≤ fk

eνyQy

τ f k > n − k

.
Hence,
E[Zn(S)2] ≤ eνxQx (τ f > n)

1+
n−1
k=0
sup
0≤y≤ fk

eνyQy

τ f k > n − k

.
Then, by (5.4) and (5.8),
P x (Zn > 0) ≥
e−νx E xQ

e−ν(Sn−x)1{τ f >n}
2
Qx (τ f > n)

1+
n−1∑
k=0
sup
0≤y≤ fk

eνyQy

τ f k > n − k

≥ e
νx−2ν fnQx (τ f > n)
1+
n−1∑
k=0
sup
0≤y≤ fk

eνyQy

τ f k > n − k
 .
Turning to the upper bound, we observe that (5.2) obviously holds if x > f0. If x ≤ f0, we
notice that
{Zn > 0} ⊂ {Zn(S) > 0}
n
k=1
Ek
where Ek is the event that a particle u surviving at time n went beyond the curve f for the first
time at time k < n. We say then that u is k-good. We already have
P x (Zn(S) > 0) ≤ E x [Zn(S)] ≤ eνxQ(τ f > n).
For any k ≤ n, we observe that
P x (Ek) ≤ E x
−
|u|=k
1{u is k-good}

= bk P x τ0 > n, τ f = k ≤ bk P x τ0 > k, τ f = k .
This leads to
P x (Ek) ≤ eνx E xQ

1{τ0>k}1{τ f =k}e−νSk

≤ eνx−ν fk qx (τ f ≥ k).
Finally,
P x (Zn > 0) ≤ eνx

Q(τ f > n)+
n−
k=1
Q(τ f ≥ k)e−ν fk

which ends the proof. 
We first obtain the upper bound of Theorem 1.2.
Proof of the upper bound in Theorem 1.2. Fix x ≥ 0. Let d :=

3π2σ 2
2ν
1/3
, and define
L(t) := d(1− t)1/3, ∀0 ≤ t ≤ 1,
fk := d(n − k)1/3 = n1/3L

k
n

, ∀1 ≤ k ≤ n.
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By Proposition 5.1, it is enough to bound R(n) := Qx (τ f > n) +∑nk=1Qx (τ f > k)e−ν fk . We
observe that by (5.2)
lim sup
n→∞
1
n1/3
log

P x (Zn > 0)
 ≤ lim sup
n→∞
R(n)
≤ max(R1, R2) =: R1 ∨ R2,
where
R1 := lim sup
n→∞
1
n1/3
logQx (τ f > n),
R2 := lim sup
n→∞
max
0≤k≤n−1
1
n1/3
log(Qx (τ f ≥ k)e−ν fk ).
By Lemma 4.6 with β(n) = 0 and γ (n) = n (Lemma 4.4 is not enough because x may be other
than 0) and Remark 4.9 (because L(1) = 0),
R1 ≤ −C0,L = −νd
where the last equality comes from (4.1). We want now to bound R2. We have to estimate the
probabilities Qx (τ f > k), i.e. the probability to stay between 0 and fℓ on time intervals of
the type [0, γ ∗n], and this uniformly in γ ∗. This is done thanks to Proposition 4.7. Set there
β∗ = 0, B(0, n) = 0 and, for any γ ∗ ∈ (0, 1] and n ≥ 1,C(γ ∗, n) := ⌊γ ∗n⌋ − 1. Eq. (4.7) (we
only need z = x there) reads logQx (τ f > ⌊γ ∗n⌋ − 1) ≤ −n1/3(C0,γ
∗
0,L + on(1)) uniformly in
γ ∗ ≤ 1, therefore
lim sup
n→∞
sup
γ ∗∈[0,1]

1
n1/3
log(Qx (τ f > ⌊γ ∗n⌋ − 1))+ C0,γ
∗
0,L

≤ 0,
where, according to (4.4),
C0,γ
∗
0,L =
π2σ 2
2
∫ γ ∗
0
dt
L(t)2
=
[
3π2σ 2(1− t)1/3
2d2
]γ ∗
0
= νd(1− (1− γ ∗)1/3).
By the uniform continuity of the function γ ∗ → C0,γ ∗0,L , we deduce that
lim sup
n→∞
sup
1≤k≤n

1
n1/3
log(Qx (τ f ≥ k))+ C0,
k−1
n
0,L

≤ 0.
In other words, 1
n1/3
log(Qx (τ f ≥ k)) ≤ −C0,
k−1
n
0,L + on(1) uniformly in 1 ≤ k ≤ n. It implies
that
1
n1/3
log(Qx (τ f ≥ k)e−ν fk ) ≤ −C0,
k−1
n
0,L − νd

1− k
n
1/3
+ on(1)
= −νd + on(1),
uniformly in 1 ≤ k ≤ n. It yields that R2 ≤ −νd . Finally,
lim sup
n→∞
1
n1/3
P x (Zn > 0) ≤ −νd = −

3π2ν2σ 2
2
1/3
which completes the proof of the upper bound. 
1932 E. Aı¨de´kon, B. Jaffuel / Stochastic Processes and their Applications 121 (2011) 1901–1937
In the proof of the lower bound, since x → P x (Zn > 0) is nondecreasing, we may assume
without loss of generality that x = 0. Take ε > 0. As a consequence of the Markov property, we
have
P0(τ0 > n) ≥ P0(∃u ∈ T , V (u) ≥ εn1/3, V (ui ) > 0,∀1 ≤ i ≤ |u|)Pεn1/3(τ0 > n). (5.9)
The first factor is controlled by the following lemma:
Lemma 5.2. Let ε > 0. Let η > 0 such that P(X ≥ η) > 0. Then
P0(∃u ∈ T , V (u) ≥ εn1/3, V (ui ) > 0,∀1 ≤ i ≤ |u|) ≥ P(X ≥ η)

εn1/3
η

.
Proof. Pick one individual u in generation

εn1/3
η

. The right-hand side of the inequality is the
probability of the event {∀1 ≤ i ≤ |u|, Xui ≥ η}. On this event, it is clear that u survives and
V (u) ≥ εn1/3. The lemma follows. 
Actually the lemma above allows us to assume that the original position is high enough (of
the order of n1/3) so that the condition L1(0) < 0 (which we need for the lower bound of the
Mogul’skii’s estimate) holds.
Proof of the lower bound in Theorem 1.2. From now on we focus on the second factor in the
right-hand side of (5.9). We apply Proposition 5.1 with
L(t) := d(1− t)1/3, ∀0 ≤ t ≤ 1,
fk := d(n − k)1/3 + εn1/3 = n1/3

ε + L

k
n

, ∀1 ≤ k ≤ n.
Notice that fn = εn1/3. Eq. (5.3) yields
1
n1/3
log(Pεn
1/3
(τ0 > n))
≥ 1
n1/3
log(Qεn
1/3
(τ f > n))− 1
n1/3
log

1+
n−1
k=0
sup
0≤y≤ fk
{eνyQy(τ f k > n − k)}

− νε
=: T n1 − T n2 − νε. (5.10)
Lemma 4.4, with Ln1 = L1 = −ε and L2 = L , implies that
lim
n→∞ T
n
1 = −C−ε,L ,
where C−ε,L is given by (4.1). We now bound uniformly in y ∈ [0, fk] the terms
Qy

τ f k > n − k

, which is loosely speaking the probability to stay between 0 and fℓ on time
intervals of the type [β∗n, n]. As in the proof of the upper bound, we use Proposition 4.7 with
this time L1 = −ε, L2 = L , B(β∗, n) := ⌊β∗n⌋, γ ∗ = 1 and C(γ ∗, n) = n. Using the uniform
continuity of β → Cβ,1L1,L2 , we obtain that
lim sup
n→∞
1
n1/3
max
0≤k≤n−1

log

sup
0≤y≤ fk
Qy

τ f k > n − k
+ C kn ,1−ε,L

≤ 0.
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Hence
T n2 = on(1)+max

0, max
0≤k≤n−1

νL

k
n

+ νε − C
k
n ,1−ε,L

≤ on(1)+max{0, max
0≤α≤1
(νL(α)+ νε − Cα,1−ε,L)}.
As a consequence, lim supn→∞ T n2 ≤ max{0, T2} where
T2 := max
0≤α≤1

νL(α)+ νε − Cα,1−ε,L

.
Therefore, as ε → 0, T2 → max0≤α≤1(νL(α) − Cα,10,L) = 0, since we observe by (4.4) and our
choice of L that
∀0 ≤ α ≤ 1, Cα,10,L = νL(α). (5.11)
We obtain that
lim
ε→0 lim supn→∞
T n2 ≤ 0.
Similarly,
lim
ε→0 limn→∞ T
n
1 = −C0,L = −νL(0) = −νd.
From (5.10), it follows that
lim
ε→0 lim infn→∞
1
n1/3
log Pεn
1/3
(τ0 > n) ≥ −νd = −

3π2ν2σ 2
2
1/3
.
By Lemma 5.2,
lim
ε→0 lim infn→∞
1
n1/3
log P0(∃u ∈ T , V (u) ≥ εn1/3, V (ui ) > 0,∀1 ≤ i ≤ |u|) = 0.
Thanks to the two last estimates, we complete the proof of the lower bound by letting ε → 0 in
(5.9). 
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Appendix
We keep the notation of Section 3.
Lemma A.1. For any α > 1/2, there exists a constant d > 0 such that for any integer k ≥ 1
and any real z ≥ k,
Q0(Sk ≤ −zα) ≤ dke−zµ(α) (A.1)
with µ(α) := min(α − 1/2, 1/2).
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Proof. We closely follow the proof of Lemma 6.3 in [10]. Let d2 > 0 such that d1 :=
E0Q[e−d2 X ] < ∞. By our assumptions, it means d2 ∈ (0, ν). By the Markov inequality, we
have for any z ≥ 0,
Q0(X ≤ −z) ≤ d1e−d2z .
We observe that
Q0(Sk ≤ −zα) ≤ kQ0(X ≤ −√z)+Q0(Sk ≤ −zα, X i > −√z, i = 1 . . . k)
≤ d1ke−d2
√
z + e−zα−1/2 E0Q[e−Sk/
√
z1{X i>−√z, 1≤i≤k}]
≤ d1ke−d2
√
z + e−zα−1/2 E0Q[e−X/
√
z1{X>−√z}]k .
The inequality eu ≤ 1+ u + u2 for u ≤ 1 implies that
E0Q[e−X/
√
z1{X>−√z}] ≤ 1+ E0Q
[−X√
z
1{X>−√z}
]
+ E0Q
[
X2
z
1{X>−√z}
]
= 1+ E0Q
[
X2
z
1{X>−√z}
]
≤ 1+ E
0
Q[X2]
z
.
For z ≥ k, we get
E0Q[e−X/
√
z1{X>−√z}]k ≤

1+ E
0
Q[X2]
z
k
≤

1+ E
0
Q[X2]
z
z
≤ exp(E0Q[X2]).
It yields that
Q0(Sk ≤ −zα) ≤ d1ke−d2
√
z + e−zα−1/2 exp(E0Q[X2])
which completes the proof. 
Lemma A.2. Fix x ≥ 0. For any α > 1/2 and M > 0, there exist positive constants d3 and d4
such that for any n ≥ 1 and any k between 1 and n, we have
P x (Sn−k ≥ M + kα, τ0 > n, Sn ≤ M) ≤ d3γ nn−3/2e−kd4 .
Proof. Let α > 1/2 and M > 0. We define for any z ≥ 0,
ρk(z) := P z(τ0 > k, Sk ≤ M).
By the Markov property, we have
P x (Sn−k ≥ M + kα, τ0 > n, Sn ≤ M) = E x [ρk(Sn−k), Sn−k ≥ M + kα, τ0 > n − k].
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We observe that
ρk(z) = eνzγ k E zQ

e−νSk , τ0 > k, Sk ≤ M

≤ eνzγ kQz(τ0 > k, Sk ≤ M)
≤ eνzγ kQz(Sk ≤ M).
Since Qz(Sk ≤ M) = Q0(Sk ≤ M − z), Lemma A.1 implies that for any z ≥ M + kα ,
ρk(z) ≤ eνzγ kd5k exp(−(z − M)µ(α)/α).
Therefore,
P x (Sn−k ≥ M + kα, τ0 > n, Sn ≤ M)
≤ γ kd5k E x [eνSn−k exp(−(Sn−k − M)µ(α)/α), Sn−k ≥ M + kα, τ0 > n − k]
= γ nd5keνx E xQ[exp

−(Sn−k − M)µ(α)/α

, Sn−k ≥ M + kα, τ0 > n − k].
Observe that if Sn−k ≥ M + kα , then exp
−(Sn−k − M)µ(α)/α ≤ exp(−kµ(α)). It yields that
the RHS of the previous equation is less than γ nd5keνx exp(−kµ(α)). For k ≥ √n, we end up
with
P x (Sn−k ≥ M + kα, τ0 > n, Sn ≤ M) ≤ d6γ nn−3/2 exp

−kd7

for some d6, d7 > 0. Suppose then that k <
√
n. We show that we can restrict ourselves to
Sn−k ≤ M + n1/3. Indeed,
P x (Sn−k ≥ M + n1/3, Sn ≤ M, τ0 > n)
= γ neνx E xQ[e−νSn , Sn−k ≥ M + n1/3, Sn ≤ M, τ0 > n]
≤ γ neνxQx (Sn−k ≥ M + n1/3, Sn ≤ M)
≤ γ neνxQ0(Sk ≤ −n1/3).
We use Lemma A.1 with z = √n and α = 2/3. It yields that Q0(Sk ≤ −n1/3) ≤ d8ke−n1/12 for
k ≤ √n. We deduce that, for k ≤ √n
P x (Sn−k ≥ M + n1/3, Sn ≤ M, τ0 > n) ≤ d9γ neνx n−3/2e−k d10
for some d9, d10 > 0. It remains to bound the probability that Sn−k ∈ [M + kα, M + n1/3]. We
have
P x (Sn−k ∈ [M + kα, n1/3], τ0 > n, Sn ≤ M)
≤ γ nd5keνx E xQ[exp(−(Sn−k − M)µ(α)/α), Sn−k ∈ [M + kα, M + n1/3], τ0 > n − k].
Reasoning on the value of Sn−k , we get
E xQ[exp(−(Sn−k − M)µ(α)/α), Sn−k ∈ [M + kα, M + n1/3], τ0 > n − k]
≤
⌊M+n1/3⌋−
ℓ=⌊M+kα⌋
exp(−(ℓ− M)µ(α)/α)Qx (Sn−k ∈ [ℓ, ℓ+ 1), τ0 > n − k).
By Lemma 2.3, there exists a constant d11 > 0 such that for any m ≥ 1 and any ℓ ≤ M + n1/3,
we have
Qx (Sm ∈ [ℓ, ℓ+ 1), τ0 > m) ≤ d11m−3/2(1+ ℓ)2 ,
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where we used the fact that the renewal function behaves linearly at infinity (see [24]). We deduce
that
E xQ[exp(−(Sn−k − M)µ(α)/α), Sn−k ∈ [M + kα, M + n1/3], τ0 > n − k]
≤ d11(n − k)−3/2
⌊M+n1/3⌋−
ℓ=⌊M+kα⌋
(1+ ℓ)2 exp(−(ℓ− M)µ(α)/α)
≤ d12n−3/2e−kd13
for some d12, d13 > 0 since k <
√
n. It completes the proof. 
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