We describe how the Hochschild (co)homology of a bound quiver algebra changes when adding or deleting arrows to the quiver. The main tools are relative Hochschild (co)homology, the Jacobi-Zariski long exact sequence obtained by A. Kaygun and a one step relative projective resolution of a tensor algebra. acknowledges support from the "Brazilian-French Network in Mathematics". The fourth mentioned author is a research member of CONICET (Argentina) and a Senior Associate at ICTP. resulting changes in Hochschild (co)homology, towards producing algorithmic ways for computing these invariants. Other work in this direction can be found for instance in [6, 7, 13, 19, 20, 22, 26, 31, 33] .
Introduction
In this paper we begin by providing a brief account of relative Hochschild (co)homology as considered by G. Hochschild in [28] , and we relate this theory with exact categories, see [34, 8] . M. Auslander and Ø. Solberg have considered relative homological algebra, see [4] and also [38] . According to them, relative homological algebra has been used only sporadically, and they encouraged a more systematic use of this theory. In our work, relative homological algebra is crucial, as much as the Jacobi-Zariski long exact sequences obtained by A. Kaygun in [29, 30] for an inclusion of algebras B ⊂ A with A/B a projective B-bimodule.
Hochschild cohomology and homology have been defined by G. Hochschild in [27] . For k a field, and B a k-algebra, they are graded vector spaces respectively HH * (B) = Ext * B−B (B, B) and HH * (B) = Tor B−B * (B, B), where the symbol B −B stands for the category of B-bimodules, or equivalently for the category of left modules over the enveloping algebra B ⊗ B op . These non relative (co)homological theories have been considered over past years for bound quiver algebras, in particular in relation to their representations and deformations, see for instance [23, 25, 26, 37] and [10] . Moreover, these vector spaces are interesting invariants of k-algebras, as described in [5] . Note that while Hochschild homology is a functor from the category of k-algebras to the category of graded vector spaces, Hochschild cohomology is not, as pointed out in [31] . The main results of this paper are in the framework of replacing an algebra A by a closely related algebra in order to describe the HH n (B + ) ≃ HH n (B) ⊕ Ext n B (I B e , P B f ),
where for x ∈ Q 0 the left B-modules I B x and P B x are indecomposable left Bmodules, respectively the injective hull and the projective cover of the simple left B-module S x at x. We also prove that for n ≥ 2 Next we infer the corresponding result when deleting an arrow. More precisely, let a be an arrow which does not appear in the paths which provide the elements of R, such an arrow is called inert. Let Q − be the quiver obtained from Q by deleting a, so that we still have R ⊂ kQ − . Let B − = kQ − / R Q − . For n ≥ 2 we have HH n (B − ) ≃ HH n (B). If B is finite dimensional, that is if B is a bound quiver algebra, then
However for n = 0 or 1 we note that a similar result does not hold, as the case R = ∅ already shows. Indeed, in case Q has no oriented cycles, the dimension of the center of kQ is the number of connected components of Q. Moreover, dim k HH 1 (kQ) = 1 − |Q 0 | + |Q 1 //Q 1 | where Q 0 is the set of vertices, Q 1 is the set of arrows and |Q 1 //Q 1 | is the subset of Q 1 × Q 1 of pairs of arrows which have same source vertex and same target vertex. Adding or deleting an arrow may change these numbers, or even create an oriented cycle.
Let T = T B (N ) be the tensor algebra of a B-bimodule N over an algebra B. In Section 3 we consider the exact sequence of [10, Theorem 2.3] in a relative setting, and we show that it provides a relative projective resolution of T of length one. In particular, as required in the relative theory, we provide an explicit contracting homotopy of B − T -bimodules, which ensures exactness. We infer that the relative (co)homology of T vanishes in degrees greater than or equal to 2.
In Section 4 we first prove that B + ≃ T B (N ) for N = Bf ⊗ eB the indecomposable projective bimodule corresponding to the primitive idempotent f ⊗ e of B ⊗ B op . Next we compare the Hochschild (co)homology of B and of B + by using the Jacobi-Zariski long exact sequences of Kaygun, as well as our computations of the relative Hochschild (co)homology of a tensor algebra. The main results of our paper follow from this.
It is worthwhile to generalize our results in the case of the simultaneous addition of a finite number of new arrows. For this purpose we consider relative paths, which are sequences of linked new arrows, see Definition 4.12.
In the last section we apply our results to radical square algebras, Gorenstein algebras, and extensions by a quiver without oriented cycles. The latter are obtained by attaching a quiver S without oriented cycles to the original quiver Q, by gluing some vertices of Q to some vertices of S in such a way that any arrow of S has not both its source and target vertices in Q.
M. Gerstenhaber has shown in [18] that Hochschild (co)homology affords additional structure: cup and cap products, and the Gerstenhaber bracket. Together with Connes' differential this constitutes the differential calculus, or Tamarkin -Tsygan calculus, of an algebra, see for instance [14] . This theory is also a Morita invariant since it is even a derived invariant, see [1, 2] . It should be interesting to describe the effect of deleting an inert arrow of a bound quiver algebra on its differential calculus, we do not address this point in this paper.
2 Relative Hochschild (co)homology
Lemma 2.6 Any extended modules is relative projective.
Proof. Let f : X → Y be an A-morphism with a B-section s. Let g : A⊗ B U → Y be an A-morphism, and consider g ′ : A ⊗ B U → X given by
which is a well defined A-morphism. Moreover g ′ lifts g through f :
⋄
For the sake of completeness, we provide the following result.
Proposition 2.7 Relative projective modules coincide with direct summands of extended modules.
Proof. Clearly a direct summand of a relative projective module is still relative projective. Hence a direct summand of an extended module is relative projective.
Conversely, let P be a relative projective module and let A⊗ B P be the extended module of the restriction of P to B. The canonical A-morphism f : A ⊗ B P → P given by f (a ⊗ p) = ap has a B-section defined by p → 1 ⊗ p. Hence the identity morphism of P can be lifted through f , that is there exists an A-morphism σ such that f σ = 1. ⋄ Note that there are enough relative projectives -see [8, Definition 11.9 ] -in the category of A-modules, more precisely for any A-module M there exists a relative projective P and a morphism P → M which has a B-section. Indeed, the canonical A-morphism A ⊗ B M → M considered above has a B-section, and A ⊗ B M is relative projective as shown before.
Definition 2.8 [28] An A|B-projective resolution (also called a relative projective resolution) P • → M of an A-module M is a complex
-there exists a B-contracting homotopy, that is there exist B-maps t of degree −1 such that dt + td = 1.
Remark 2.9
• The existence of the contracting homotopy implies that the sequence is exact.
• The contracting homotopy is required to be a family of B-maps. Hence a usual A-projective resolution is not in general a relative one.
• It can be easily shown that relative projective resolutions are the projective resolutions in the exact category with respect to B-split short exact sequences, see [8, Definition 12.1] .
The usual comparison theorem holds for relative projective resolutions, see [28, p. 250 ] and [8, Theorem 12.4] , in the second reference the proof is given for any exact category with enough projectives. Hence the following definitions do not depend, up to isomorphism, on the choice of a relative projective resolution. 
Next we recall briefly the relative theory provided by Hochschild in [28] for bimodules with respect to an inclusion of algebras. We will use it in Section 3.
Let C and D be k-algebras. We identify the category of C − D-bimodules with the category of left C ⊗ D op -modules. Hence, for instance, requiring that a C − D-bimodule is projective means that we require that the C ⊗ D op left module is projective. The symbol C −D means that we consider indifferently the category of C −D bimodules or the category of left modules over C ⊗ D op . Next we recall from [28] the relative bar resolution and the subsequent way of computing relative Hochschild (co)homology, note that the contracting homotopy is a B −A-morphism. In this paper we will provide a length one relative resolution of a tensor algebra, that we will use instead of the relative bar resolution.
Proof. First observe that the morphisms d are well defined. As usual, a direct computation shows that d 2 = 0. Moreover each d is an A−A-morphism.
Secondly we will prove that the A-bimodules in positive degrees are extended modules. Let U be a B −A-bimodule. The corresponding extended A-bimodule is
Finally, let t be the usual contracting homotopy given by
Note that t is well defined, moreover t is clearly a B −A-morphism. ⋄ Remark 2.14 It is worthwhile to mention that the above contracting homotopy is not a left A-module morphism in general. 
where the coboundaries are given by the same formulas than in the non relative situation, namely for n ≥ 1
Observe that 
where the boundaries are given by the same formulas than in the non relative situation.
Observe that
We recall next the long exact sequence obtained by A. Kaygun.
Theorem 2.17 [29, Theorem 4.1] , [30] Let B ⊂ A be an inclusion of k-algebras,
There is a long exact sequence for Hochschild homology:
In case M is finite dimensional, there is a long exact sequence for Hochschild cohomology:
3 Relative Hochschild (co)homology of a tensor algebra Let B be a k-algebra and let N be a B-bimodule. Consider the following graded B-bimodule.
Recall that the tensor algebra of N over B is the above B-bimodule, endowed with the following product.
• Elements of B multiply with elements of T through the left or the right B-actions,
• For x ∈ N ⊗Bn and y ∈ N ⊗B m with n, m > 0, the product xy is
T is a graded algebra with T 0 = B and T n = N ⊗Bn for n > 0.
Example 3.1 Let Q be a finite quiver, with set of vertices Q 0 , set of arrows Q 1 and s, t : Q 1 → Q 0 the two maps which associate to each arrow a respectively its source s(a) and target t(a) vertices. The path algebra kQ is the vector space which basis are the oriented paths of Q, including Q 0 . The source and target vertices of a path γ = a n . . . a 1 of length n are s(γ) = s(a 1 ) and t(γ) = t(a n ).
Moreover if e ∈ Q 0 then s(e) = t(e) = e. The product of two paths β and γ is zero if t(γ) = s(β). Otherwise their product is their concatenation βγ. Vertices are orthogonal idempotents and their sum is the unit of the algebra. The path algebra kQ is a tensor algebra. Indeed, let B = kQ 0 = × x∈Q0 kx the semisimple commutative algebra with basis Q 0 , in other words kQ 0 is the path algebra of the quiver Q 0 which has no arrows. Let f, e ∈ Q 0 , and let k(f, e) be the one dimensional vector space with basis the symbol (f, e). It is a simple Bbimodule with the following structure: for
where δ is the Kronecker symbol. For a ∈ Q 1 , the one dimensional vector space ka is endowed with a kQ 0 -bimodule structure isomorphic to k(t(a), s(a)). Let N = kQ 1 = ⊕ a∈Q1 ka. It is easily proved and well known that kQ and T B (N ) are canonically isomorphic algebras.
We provide a sketch of the proof of the following result which is also well known. Proof. Let ϕ : kQ → X be a morphism of algebras, we infer the morphisms ϕ 0 = ϕ |B and ϕ 1 = ϕ |N . Conversely, let ϕ 0 and ϕ 1 be as in the statement. The morphism ϕ is given by ϕ 0 in degree 0, by ϕ 1 in degree 1, while in degree n ≥ 2 we put ϕ(x n ⊗ · · · ⊗ x 1 ) = ϕ 1 (x n ) · · · ϕ 1 (x 1 ). Proof. We will show that the following is a (T −T |B− T ) projective resolution of T (see Definition 2.8):
where f is the product of T and g(x ⊗ n ⊗ y) = xn ⊗ y − x ⊗ ny. We obtain the results of the statement by using this relative resolution to compute Hochschild (co)homology. It is straightforward to verify that gf = 0. We assert that the involved Tbimodules are relative projective. Indeed, we have that
hence the T -bimodules are extended bimodules with respect to the inclusion of algebras B ⊗ T op ⊂ T ⊗ T op . Lemma 2.6 provides the result.
In order to define a (B−T )-contracting homotopy, we introduce some notation. Firstly, instead of x 1 ⊗ · · · ⊗ x n we will write x 1 , . . . , x n . Secondly observe that the tensor element x 1 , . . . , x n can be considered in different ways: for n = i + j with i ≥ 0 and j ≥ 0, it can be viewed as an element of
In this case we write the element (x 1 , . . ., x i ▽ , x i+1 , . . . , x n ). For n = 0 + n and n = n + 0 we remark that the notation is:
Finally for n = i + 1 + j with i ≥ 0 and j ≥ 0, the tensor x 1 , . . . , x n can also be considered as an element of
In this case we denote x 1 , . . . , x i , ▽ x i+1 , x i+2 , . . . , x n the element x 1 , . . . , x n . For n = 0 + 1 + n and n = n + 1 + 0 we write:
With these notations the morphisms f and g are as follows:
The sequence (1) is graded, it is the direct sum of the following sequences:
Next we define s : T n → (T ⊗ B T ) n and r : (T ⊗ B T ) n → (T ⊗ B N ⊗ B T ) n and we prove that these maps verify the following:
• r and s are B −T -bimodule maps,
• f s = 1 and rg = 1,
• gr + sf = 1 providing this way the required contracting homotopy, see Definition 2.8.
The morphism s is defined by s(x 1 , . . . , x n ) = ( ▽ , x 1 , . . . , x n ), note that it is well defined. Moreover s is easily seen to be a B −T -section of f .
In order to define r, let i ≥ 0, j ≥ 0 with i + j = n. Let
be given by
Observe that r 0 = 0. Each r i is well defined B−T -morphism. We put r = n i=0 r i . Next we verify that rg = 1.
For i = 0 we have:
Finally we verify that gr + sf = 1.
sf (x 1 , . . . , x i ▽ , x i+1 , . . . , x n ) = s(x 1 , . . . , x n ) = ( ▽ , x 1 , . . . , x n ).
In particular (gr + sf )( ▽ , x 1 , . . . , x n ) = 0 + ( ▽ , x 1 , . . . , x n ). ⋄
Adding or deleting arrows
Let Q be a finite quiver; we will use the notations of the Introduction and of Example 3.1. Let Q n be the set of oriented paths of length n. We consider an algebra B = kQ/ R where R ⊂ Q 2 , hence kQ 0 is a semisimple subalgebra of B, and kQ 1 is a kQ 0 -sub-bimodule of B.
A bound quiver algebra is an algebra B as above, where in addition R Q is admissible, that is there exists n such that Q n ⊂ R Q , in particular B is finite dimensional. It is well known and easy to prove that Q 0 is a complete set of orthogonal primitive idempotents of B and that kQ 0 is a maximal semisimple subalgebra of B complementing its Jacobson radical. The simple left B-modules are of dimension 1. Moreover, as mentioned in the Introduction, if k is algebraically closed, any finite dimensional and Morita reduced algebra is isomorphic to a bound quiver algebra.
Let e, f ∈ Q 0 be chosen vertices, let Q +(f,e) = Q + be the quiver Q with a new added arrow a from e to f , and let B + = kQ + / R Q + .
Note that for the following result we don't assume that B is finite dimensional. Proof. The algebra B + is finite dimensional if and only if there exists n ≥ 2 such that N ⊗B n = 0. On the other hand,
Hence N ⊗B n = 0 if and only if eBf = 0, and the latter is equivalent to The following result for Hochschild cohomology will be proved along the same lines, but two differences will appear: -The long exact sequence of Kaygun in cohomology requires that the bimodule of coefficients is finite dimensional.
-Hochschild cohomology with coefficients in a projective bimodule is not zero in general. Recall that N = Bf ⊗ eB. We first consider a B-bimodule of type U ⊗ V , where U and V are respectively finite dimensional left and right B-modules, so that Hom k (V, k) . For a B-bimodule of this sort, the following holds (see for instance [9, p. 170, 4.4] ): U ) . In particular, for N = Bf ⊗ eB we obtain:
The previous theorem shows that the Hochschild cohomologies of B and B + differ by a direct summand which is an Ext over B. The next proposition shows that this Ext can also be computed over B + . 
We observe that the Hochschild cohomologies of B and of B + may be isomorphic in degrees greater or equal to 2. This happens for instance if I B e is projective, or if P B f is a injective. For the sake of completeness, we recall the following well-known criterium. We use the notations of Remark 4.5. Proof. Firstly we recall that for a finite dimensional module M , its injective hull coincides with the injective hull of its socle, see for instance [3] or [36] .
If a module M is indecomposable injective, then it has simple socle S y for some y ∈ Q 0 . Moreover M ≃ I y . Indeed I y is the injective envelope of S y , hence M ֒→ I y . But M is already injective, hence it coincides with its injective envelope and the injection is an isomorphism. In particular this applies to P x .
Conversely, let I y be the injective hull of S y . The socle of P x is S y , so I y is the injective hull of P x . We have P x ֒→ I y and this injective morphism is an isomorphism since dim k (P x ) = dim k (I y ). ⋄
Of course the dual result holds as well. Adding a finite number of arrows simultaneously provides a result analogous to Theorem 4.6, as follows.
Definition 4.11
• Let B = kQ/ R be a bound quiver algebra and let α : Q 0 × Q 0 → N be a map. The quiver Q α is the quiver Q with α(f, e) new arrows from e to f , for all (f, e) ∈ Q 0 × Q 0 .
Similarly to Proposition 4.1 we have that T B (N α ) ≃ B α .
Definition 4.12 Let F be the set of new arrows of Q α . A pair of arrows (a 2 , a 1 ) of F is linked if s(a 2 )Bt(a 1 ) = 0.
A relative path of length n is a sequence of arrows of F γ = a n a n−1 . . . a 2 a 1 such that (a i+1 , a i ) is linked for i = 1, . . . , n − 1. This relative path is a relative cycle if (a 1 , a n ) is linked. The source s(γ) and the target t(γ) of γ are respectively s(a 1 ) and t(a n ). We set
If γ = a ∈ F , then dim k γ = 1.
Note than an arrow a is a relative cycle if (a, a) is linked, that is if s(a)Bt(a) = 0. This way, Corollary 4.2 can be restated as follows: B + is finite dimensional if and only if a is not a relative cycle. Proof. We sketch the proof in case F = {a 1 , a 2 }, where a 1 is from e to f and a 2 from g to h, hence N α = (Bf ⊗ eB) ⊕ (Bh ⊗ gB). One of the four direct summands of N ⊗ B N is
If (a 2 , a 1 ) is linked this direct summand is non zero and it corresponds to the relative path a 2 a 1 in the formula of the statement. The rest of the proof is along the same lines. ⋄ Proof. The finite dimensional hypothesis for B α implies that there exists n such that (N α ) ⊗B n = 0. Hence
Kaygun's long exact sequence and Theorem 3.3 show that for * ≥ 2
The result follows from Lemma 4.13 and the next isomorphism already noticed at the end of the proof of Theorem 4.6:
In what follows we delete an arrow, so that adding it as a new arrow enables to recover the original situation. • Let Q − be the quiver defined by
The arrow a is inert if a does not appear in any of the paths which provide the elements of R.
• For a inert, we define
Remark 4.17
In case B is finite dimensional, the set R can be chosen to be minimal, that is for any r ∈ R we have r / ∈ R \ {r} .
Let Q be a quiver and R ⊂ Q 2 . Recall that we denote Q + the quiver with a new arrow a. We observe that a is inert in Q + with respect to R ⊂ Q 
Illustrations and applications

Extension by a quiver without oriented cycles
Let B = kQ/ R be a bound quiver algebra, and let S be a finite quiver without oriented cycles. Our aim is to construct a new quiver where some vertices of S are identified with some vertices of Q.
Let Y ⊂ S 0 , be such that for each arrow of S, its source and its target vertices are not both in Y .
Let X ⊂ Q 0 with |X| = |Y |, and let u : X → Y be a bijective map. Let ∼ be the equivalence relation on X ∪ Y generated by x ∼ u(x), and trivially extended to Q 0 ∪ S 0 . 
Theorem 5.2 Let B = kQ/ R be a bound quiver algebra, let S be a finite quiver without oriented cycles and let u be as above.
Assume the algebra B u S = k(Q∪ u S)/ R Q∪uS is finite dimensional. For * ≥ 2
Proof. First we add to Q the missing vertices of Q ∪ u S, that is let G be the quiver given by G 0 = Q 0 ∪ (S 0 \ Y ) and G 1 = Q 1 . This increases the number of connected components of Q by |S 0 \ Y |. Let
It is well known that Hochschild cohomology is additive on the product of algebras, and that HH * (k) = 0 for * ≥ 1. Hence for * ≥ 1 HH * (B) = HH * (C).
To obtain Q ∪ u S we add the arrows of S as new arrows of G. The map α of Definition 4.11 is clear from the context and G α = Q ∪ u S. Recall that we suppose that each arrow of S has not both vertices in Y . Hence each new arrow has its source vertex and/or its target vertex in S 0 \ Y , that is on a connected component of G which is reduced to a vertex. For such a vertex x ∈ S 0 \ Y , we have I C x = P C x = S x , that is the indecomposable injective at x is projective, and the indecomposable projective at x is injective. 
Radical square zero algebras
Our purpose is to illustrate Theorem 4.6 for radical square zero bound quiver algebras. These algebras are of the form kQ/ Q 2 , see for instance [11] . Let B be such an algebra. Let X and Y be set of paths, we recall that X//Y denotes the set of parallel
When Q is connected, we have from [11, Theorem 3.1]:
Note that in degree one, the formula differs by 1 from [11] . Indeed, in that paper the kernel of a non injective morphism has not been taken into account. Anyway, in this paper we are only interested in n ≥ 2.
Let e, f ∈ Q 0 and let Q + be the quiver with a new arrow a from e to f . To illustrate Theorem 4.6 we will compute the dimension of Ext * B (I B e , P B f ) in two different ways: first using Theorem 4.6 and the above dimension results, then by a direct computation.
For X a set of paths, we denote f Xe the paths in X from e to f . 
Proof.
Observe that since Q is connected and has more than one vertex, e = f . Moreover eBf = 0, because e is a source (or because f is a sink). Hence the algebra B + obtained by adding a new arrow a, is finite dimensional.
• First proof.
By Theorem 4.6, for n ≥ 2,
By [11, Theorem 3.1], for n ≥ 2, Since e is a source and f is a sink, Q + n = Q n for n ≥ 2. Of course Q + 0 = Q 0 . Observe also that the number of loops remains the same since e = f . Then for n ≥ 2, dim k Ext * B (I B e , P B f ) = |Q + n //Q + 1 | − |Q n //Q 1 | = |Q n //Q + 1 | − |Q n //Q 1 | = |Q n //{a}| = |f Q n e|.
• Second proof.
The vertex e is a source of Q, hence I B e = S e is the one dimensional simple B-module corresponding to e. Similarly P B f = S f . Next we will compute dim k Ext n B (S x , S y ) for any two vertices x and y. As already observed, Ext n B (S x , S y ) = H n (B, Hom k (S x , S y )).
Note that Hom k (S x , S y ) = k(y, x) (see Example 3.1 for the notation), that is Hom k (S x , S y ) is the one dimensional simple B-bimodule which corresponds to the idempotent y ⊗ x ∈ B ⊗ B op .
For a bound quiver algebra B = kQ/ R , we recall a specific reduced complex of cochains which cohomology is the Hochschild cohomology. Let E = kQ 0 be the maximal semisimple subalgebra of B, and let r be its Jacobson radical Q 1 / R . Let M be a B-bimodule. The cohomology of the following complex is H * (B, M )
where the formulas for the coboundaries are the usual ones, as in Corollary 2.15. It follows that if r 2 = 0 and rM = M r = 0, then b = 0.
Hence H n (B, k(y, x)) = Hom E−E (r ⊗E n , k(y, x)) = Hom E−E (kQ n , k(y, x)) = Hom k (y (kQ n ) x, k).
We infer that dim k Ext n B (S x , S y ) = |yQ n x|.
Observe that the result can also be inferred from the computation of the Ext algebra of a monomial algebra, see [21] . ⋄
Gorenstein algebras
A finite dimensional k-algebra B is Gorenstein if the free left module B is of finite injective dimension, and the injective left module B ′ , that is the dual of the free right module B, is of finite projective dimension, see for instance [24] . Moreover the algebra is called n-Gorenstein for n the maximum of these numbers. Let B = kQ/ R be a bound quiver algebra. If B is n-Gorenstein, for any x ∈ Q 0 , the projective dimension of I B
x and the injective dimension of P B x is at most n. For instance selfinjective algebras are 0-Gorenstein algebras. The following result is a consequence of Theorem 4.15.
Proposition 5.6 Let B = kQ/ R be a bound quiver algebra which is n-Gorenstein. Let Q be the quiver obtained from Q by adding a finite number of new arrows, and suppose B = k Q/ R Q is finite dimensional. For n > 0 and * ≥ n + 1, HH * ( B) ≃ HH * (B) while for n = 0 -that is if B is selfinjective-the isomorphism holds for * ≥ 2. 
