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 โครงขายตัวตรวจรูไรสายไดถูกพัฒนาและประยุกตใชในการเฝาระวังดานสิ่งแวดลอม 
อยางกวางขวาง  โครงขายตัวตรวจรูไรสายมีความสามารถในการเฝาระวังและเก็บขอมูล 
เชิงกายภาพภายในพื้นที่เฉพาะหรือส่ิงแวดลอมที่สนใจ อยางไรก็ตามโครงขายตัวตรวจรูไรสาย 
ถูกจํากัดดวยแหลงกํา เนิดพลังงานที่มีขนาดเล็กมาก  ดังนั้นความจุของแบตเตอร ร่ีจึง ถูก 
จํากัดตามไปดวย ขอจํากัดดานพลังงานสามารถลดไดโดยการจัดสรรทรัพยากรรวมกันระหวาง
โครงขายตัวตรวจรูไรสายหลายโครงขายกระจายตัวซอนทับกันอยางเปนอิสระภายในพื้นที่ 
สนใจเดียวกัน  โดยไมขัดแยงซึ่งกันและกัน  โครงขายเชนนี้ ถูกเรียกวาโครงขายตัวตรวจรู 
ไรสายแบบซอนทับ  โครงขายประเภทนี้มีคุณประโยชนอย างมากเชน  การเพิ่ม เสนทาง 







การสงแพกเกตในโครงขายตัวตรวจรูไรสายแบบซอนทับที่ไม เกื้อกูลกัน  วิทยานิพนธนี้มี 
องคความรูหลักสามประการ องคความรูประการแรกคือ การประยุกตใชกระบวนการเรียนรูแบบ
แนชคิวและแบบพาเรโตคิว เพื่อกํ าหนดกลยุทธรวมที่ดีที่ สุดสํ าหรับการสงตอ เพกเกต 
ในโครงขายตัวตรวจรูไรสายแบบซอนทับที่ไม เกื้อกูลกันดวยการกําหนดปญหาให เปน 
กระบวนการตัดสินใจแบบมารคอฟ  (Markov decision process)  องคความรูประการที่สอง 
คือ การขยายกระบวนการเรียนรูแบบเพลโตคิวจากกระบวนการตัดสินใจแบบมาคอฟไปสู 
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 Wireless Sensor Networks (WSNs) have been developed and extensively 
applied in environment monitoring. WSNs can be used to monitor and collect various 
physical attributes within a specific area or environment of interest. However, WSNs 
have limited power sources and must be extremely small, therefore their battery 
capacity constraints are much higher. To alleviate such limitation, multiple sensor 
networks can coexist independently within a region of interest without conflicting each 
other in order to share resources. Such networks are referred to as overlay WSNs. 
These networks can potentially gain certain benefits such as alternative routing paths, reduced 
energy consumption, thereby prolonging their network lifetime. However,  selfish behaviors  
may exist among sensor nodes to conserve their energy. Thus, cooperation between sensor 
nodes belonging to different network authorities may not always be readily available.  
Therefore, the main focus of this research is how to determine packet forwarding strategies 
which are beneficial to all networks under constrained resources in overlay WSNs.  
 The underlying aim of this research is therefore to propose the Nash Q-learning 
and the Pareto Q-learning, which are multiagent reinforcement learning algorithms in  
a packet forwarding game in non-cooperative overlay WSNs. The contribution of this 
IV 
 
research are three-fold. The first contribution is the application of NashQ and ParetoQ 
algorithms to achieve the best mutual packet forwarding strategy in non-cooperative 
overlay WSNs with the MDP formulation. The second contribution is the extension of 
the ParetoQ algorithm from the MDP formulation to the radio energy model. The final 
contribution centers on the incorporation of Pareto optimality with the Non-
cooperative game algorithm and its application to the packet forwarding game.  
 The experiments show that the proposed algorithms can obtain the best mutual 
strategy by learning packet forwarding strategies online, as opposed to the offline exhaustive 
search in an existing Non-cooperative game theoretic approach. The proposed algorithms 
require significantly less computational time to obtain a strategy than the Non-cooperative 
game algorithm while achieving higher utility and higher robustness to dynamic environments 
(i.e., changing topology and path loss exponent) owing to its inherent online learning  process. 
Thus, the proposed approaches are more adaptive to environmental changes yet less 
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