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ABSTRACT OF THE DISSERTATION 
MULTILEVEL MODELING ISSUES AND MEASUREMENT OF STRESS IN 
MULTILEVEL DATA 
by 
Tyler James Stout 
Florida International University, 2016 
Miami, Florida 
Professor Stefany Coxe, Major Professor 
 Multilevel datasets are commonly used and increasingly popular in research in the 
organizational and other social sciences. These models are complex and have many 
elements beyond those found in more traditional linear models. However, research on 
how multilevel models perform is lacking.  
 The current paper examined the impact of common factors (average cluster size, 
cluster size distribution, average number of clusters, strength of the intraclass correlation 
coefficient, and effect sizes of individual and cluster level variables, and their interaction)  
in multilevel datasets. Monte Carlo data simulation was used across 6,144 factor-
combination conditions. The results of study factors on observed intraclass correlation 
coefficients, calculated design effect, and empirical design effect are discussed. 
 The results of this study have implications for both researchers in both academic 
and applied fields. The scale of the simulation variables allow it to be germane to datasets 
from across the social sciences. However, the nature of data simulation and analysis is 
such that there are still many elements that can and should be accounted for in future 
research.  
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Chapter I 
INTRODUCTION 
 Behaviors and their consequences do not occur in a vacuum. Accordingly, the 
goal of statistics and statistical methods in the applied sciences is to establish context. 
There are several methods of establishing this context. The first that students of statistics 
and psychological methods usually encounter is the inclusion of covariates, moderators, 
and mediators in their statistical models. The widespread adoption of SEM software 
makes this process relatively easy.  
 Context for behaviors can also be established across time, using longitudinal 
models. Cross-sectional data provides only a snapshot of behavior. However, cross-
sectional data cannot typically be used to determine causality. Longitudinal data and 
models, by examining the development and change of variables temporally, allow for the 
assessment of growth and establish a frame for behavior over time. However, true 
longitudinal data (collected from the same individuals over time) is notoriously difficult 
to collect and manage.  
 Finally, context can be established environmentally. The individual as a 
constituent of and within larger social hierarchies is at the core of the study of industrial-
organizational (IO) psychology. Individuals work under managers, or in teams, or within 
departments. Through the use of multilevel models (MLMs), researchers can investigate 
effects across units such as teams, management units, departments, or organizations. In 
other words, MLMs allow researchers to evaluate the ecology in which behaviors, actions, 
and reactions occur for an individual. 
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 In addition to being useful for evaluating the ecology and context for behavior, 
MLMs can be used to examine the effects of ecology and context itself. The ecological or 
aggregation fallacy - the misattribution of individual effects to the group level - reflects 
the dangers of ignoring the level to which the information belongs (Hox, 2010). 
Hierarchical or ecological data (also called “clustered” data) refers to data in which 
observations are to some degree related to other observations. This typically occurs when 
data are sampled from individuals who are more similar to one another in some 
ecological way (e.g., employees working for the same manager) than they are to other 
individuals in the sample. When clustering occurs, traditional statistical methods (such as 
linear regression) that do not take clustering into account return estimates that exhibit 
deflated standard errors (SEs), which in turn increase the risk of Type I error. Multilevel 
modeling eliminates the risk of Type I error due to standard errors that are deflated via 
non-independence.  
There are two main reasons to use MLMs. The first is when 
clustering/dependence is seen as a nuisance; MLMs are used in order to obtain accurate 
standard errors and type I error rates. The second is to examine clustering/dependence 
itself as a phenomenon of interest (Snijders & Bosker, 2012), such as by examining 
cross-level effects. In the former case, a researcher might alternatively use an analytic 
strategy based on Generalized Estimating Equations (GEE) or robust standard error 
estimation (see McNeish, Stapleton, & Silverman, 2016). When clustered data are 
evaluated using GEE, the impact of clustering is removed or partialled out of the analysis.  
In the latter case, MLMs are the preferred method of analysis. 
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 MLMs are often used in organizational research because of the specific constructs 
involved. As described above, any research that includes participants clustered or nested 
within units - such as groups and teams, manager-subordinate dyads, departments, or 
physical locations (branches) of an organization - can be evaluated using MLMs. Even 
within research on the same dependent variable, such as job performance, there are a 
variety of ways to implement analysis using MLMs. For example, a researcher wishing to 
measure the impact of a training intervention on job performance might examine how 
performance changes across teams with different levels of team engagement or cohesion. 
Alternately, the researcher may choose a different cluster variable (such as the physical 
region or location in which the team operates or which manager respondents report to) or 
may examine the interaction between individual differences and variables at the team 
level (e.g., mean tenure of team members).  
 MLMs allow researchers to appropriately address research questions when data 
are clustered, but they are not without their own challenges and assumptions. Of 
particular interest in this paper is the implicit assumption of a uniform distribution of 
cluster sizes (e.g., there are 5 participants in each and every cluster). In the real world, 
clusters only very rarely follow such a distribution, and then usually only in cases where 
the researcher forces them to be equal a priori as part of the research design. Examples of 
equal cluster sizes exist, such as in team settings (e.g.., Eddy, Tannenbaum, & Mathieu, 
2013) in which participants are assigned to teams of a specific size (5 in this case). 
However, unequal cluster sizes are the rule rather than the exception in organizational 
research. Chun and Choi’s (2014) study contains 930 participants (n) across 145 clusters 
(k), with an average of 7.99 participants per cluster (m) and a standard deviation (SDm) of 
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3.47, for example. Other researchers, such as Probst (2015) reported an even wider 
degree of variability (m = 37.52, SDm = 78.17) in their dataset (n = 1238, k = 33). In 
order to ensure relevance and utility for researchers and practitioners in the organizational 
science field, the current paper explores recent literature across three leading IO journals 
– The Journal of Applied Psychology, The Academy of Management Journal, and 
Personnel Psychology – in order to provide direction and plausible parameters for 
implementing data simulation aimed at recreating “typical” organizational data. 
 Concern over the distribution and makeup of cluster sizes in MLMs is not simply 
a piece of statistical minutia. Much like clustering itself, unequal cluster sizes can cause 
substantial problems in interpretation of results if left unchecked. This stems from the 
fact that estimates specific to MLMs, such as the design effect – a measure of how much 
clustering in the dataset is actually impacting SE – is calculated using the average number 
of observations per cluster. If the distribution of the cluster sizes is skewed – meaning 
that the mean value m is not representative of the distribution – then researchers could be 
under or over estimating the full impact of clustering in the dataset.  
Thus, a review of current organizational literature is important not only for its 
own sake, but also to identify and target areas of particular interest and concern in I-O 
literature. This strategy can create a backdrop to examine potential problems with MLMs 
themselves. Naturally, published studies have many complexities and vary in several 
ways. For example, even the small review undertaken for the current paper uncovered a 
wide variety of both sample sizes, ranging from 82 (Huang, Hsieh, & He, 2014) to 15,200 
(Debus, Probst, Konig, & Kleimann, 2012), and total number of clusters in the dataset, 
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ranging from 11 (Grandey, Chi, & Diamond, 2013; Hirst, Van Knippenberg, Zhou, 
Quintane, & Zhu, 2015) to 741 (Reiche et al., 2014).  
 As a result of the nuanced nature of MLMs themselves, the wide variety of 
elements contained therein, and the array of values these elements may take, a strictly 
mathematical approach toward assessing and addressing this problem is infeasible, and 
may even be impossible. This dissertation uses a Monte Carlo (MC) simulation method to 
address the impact of unequal cluster sizes on MLM estimates. MC simulations were 
originally suggested by Metropolis and Ulam (1949). The simulation method can vary the 
factors of interest – evaluating additional relevant factors such as effect size and model 
specification – and evaluate how model estimates change in turn (see Paxton, Curren, 
Bollen, Kirby, & Chen, 2001 for an overview). In a MC simulation, population values are 
specified, allowing researchers to draw conclusions about the statistical method used. 
 In order to practically demonstrate the impact of the MC simulations on real-
world data, this dissertation applies the findings provided by the MC simulations to an 
actual dataset. For the current paper, the target data is the Nurturing All Families through 
After-School Improvement (NAFASI) dataset. The NAFASI dataset contains information 
on 141 employees and 593 parent-child dyads across 32 parks in the Chicago municipal 
park system. Information in the NAFASI dataset was collected on a variety of variables, 
but primarily focuses on the impact of climate and culture on employee stress. The data 
was collected under a National Institute for Health (NIH) RO1 grant (#RO1MH081049). 
Summary 
 There is widespread usage of MLMs in the organizational science literature. 
However, the utility of these models is, as with any statistical procedure, contingent on 
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the estimates it derives. In the case of MLMs, some of these estimates are based on the 
assumption that the number of observations per cluster m is uniform across clusters in the 
dataset. Real-world non-experimental datasets rarely, if ever, meet this criterion. In order 
to assess the impact of the divergence of actual datasets from ideal datasets on estimates 
provided by MLMs, the current paper implements a MC simulation. This simulation 
presents conclusions derived from datasets that vary across several MLM-relevant factors 
(described below). In addition, it also extends the findings of the MC simulation to an 
existing dataset which features a clustered data structure.  
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Chapter II 
LITERATURE REVIEW 
Multilevel Models 
 Multiple linear regression (also known as the general linear model, GLM) is a 
powerful and commonly understood analytic tool for modern behavioral research. 
However, it is not without weaknesses. Among these weaknesses are the assumptions 
associated with multiple regression, such as a conditionally normal distributed outcome 
variable and statistically independent observations. While violations of normality can be 
addressed within multiple regression using techniques such as bootstrapping, datasets 
with a high degree of non-independence (whether by accident or design) are better 
handled with different models that are extensions of multiple regression, such as 
multilevel models (MLMs; Raudenbush & Bryk, 2002; Hox, 2010; Snijders & Bosker, 
2012). 
 Multilevel models are commonly used in organizational research; similar 
approaches with slightly different names are used in other fields. MLMs are also known 
as hierarchical linear models (HLM, Raudenbush & Bryk, 2002), mixed models (MM, 
Littell, Milliken, Stroup, & Wolfinger, 1999), and random effects models (as well as 
other designations). In general, these models are used to evaluate relationships between 
variables when observations are clustered (or “nested”) within some higher order 
classification variable. Statistically speaking, MLMs are extensions of linear regression 
for use in datasets in which the assumption of independence has been violated. The 
primary strengths of MLM analysis for non-independent observations fall into two 
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domains: identifying and modeling random effects and correctly estimating standard 
errors.  
 Random Effects. MLMs have an advantage over standard linear regression in that 
they are able to model random effects. In linear regression, any relationship between 
variables is assumed to apply to all subjects: if a regression coefficient (βx) is positive, for 
example, an increase in predictor variable X is expected to be associated with an increase 
in the outcome variable (Y) for all cases. Suppose that the coefficient value for 
conscientiousness (X) on performance (Y) is 2.43 (βx = 2.43). This would mean that for 
any given case, a one-unit increase in conscientiousness score would be associated with 
an average 2.43 increase in job performance. The standard error bands around this point 
indicate a range of values into which the general population effect (i.e., the "true" effect 
of X on Y) would fall. In the real world, however, the starting value (intercept), slope 
value (coefficient), and the associated variance around the prediction line (the error 
terms), may differ depending on membership in a clustering variable. To extend the 
above example, a manager (A) who espouses high conscientiousness may foster an 
environment in which high conscientiousness employees thrive, meaning that the 
conscientiousness-on-performance coefficient in this cluster (i.e. employees under this 
manager) may be larger - since the relationship for individuals in this cluster is 
comparatively stronger - than it is for individuals in the rest of the sample. Another 
manager (B) may not foster such an environment; no matter how disciplined and 
organized an individual (facets of conscientiousness) is, they are unable to leverage these 
traits to their advantage. In this case, the relationship would be weaker. It is also possible 
that the laissez-faire leadership style associated with manager B lowers output of their 
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subordinates at mean (i.e., intercept) levels of conscientiousness as compared to manager 
A and other managers in the sample, even if a subordinate in the "manager A cluster" has 
the same level of individual conscientiousness as a subordinate in the "manager B 
cluster". Thus, employees have different values for any conscientiousness-on-
performance linear regression depending on their cluster membership.  
In statistical terms, multiple linear regression (GLM) posits a single, average 
effect of the predictor variable (X) on the outcome variable (Y), called the fixed effect, 
while MLMs make it possible to also model cluster-specific effects of X on Y as well as 
the between-cluster variation in these effects, called random effects. When only cluster 
differences in intercepts (i.e., outcome means) are modeled, the model is referred to as a 
“random intercept” model. When only cluster differences in slopes (i.e., relationship 
between predictor(s) and outcome) are modeled, the model is referred to as a “random 
slope” model. It is also possible to include both random intercept and the random slope 
terms in the model, which allows for clusters to differ in both intercept and slope terms. 
MLMs add to the knowledge gained from GLMs by addressing variability in probabilistic 
relationships across clusters. 
 Standard Error Estimation. In the GLM, the standard error (SE) provides an 
estimate of how variable the observed mean is (due to sampling error) and is used to 
calculate a confidence interval. A confidence interval is a range that should capture the 
true value of the estimate (e.g., regression coefficient) with some degree of confidence 
(usually 95%). When observations are clustered, the GLM assumption of independence is 
not met. A sample of size n that includes clustering results in fewer than n independent 
pieces of information; knowing about one observation provides information about other 
   
10 
 
observations in the same cluster. Standard errors and tests of inference based on n 
independent observations will understate the amount of variance and therefore 
underestimate standard errors. This can potentially lead to spurious effects being 
identified as significant ones, as the deflated standard errors lead to narrower confidence 
intervals that no longer contain 0. By correctly accounting for clustering in the data using 
MLM, this source of standard error deflation is eliminated, preventing reductions in 
statistical power and increases in Type I error rates.  
 Details of MLMs. As with all statistical models, MLMs are not without their own 
special considerations and complications. First, any researcher using the analysis should 
consider that predictor variables can stem from either of two levels of data - data at the 
level of the individual and data at the level of the cluster - and that considerations such as 
sample size and effect size may hinge on which level a researcher wishes to target their 
research questions. In addition, researchers should ascertain not just the presence of but 
the extent of clustering present in the dataset. While high levels of clustering may bias 
results, it is possible that clustering in the dataset has an inconsequential impact on the 
analyses performed on it. Thus, the degree to which any clustering present in the dataset 
practically influences the estimate of SE also needs to be assessed.  
While observations in a dataset may be clustered, the extent of the clustering and 
the extent to which clustering may influence the results if left unaddressed is also at issue. 
The mere presence of a cluster variable does not imply that data clustering is influencing 
results. It is possible that there is little or even no variation between managers on 
subordinate performance. If there is negligible non-independence occurring in a given 
dataset then in the interest of simplicity a GLM-based analysis which ignores the effect of 
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the cluster variable might be preferable to a MLM-based model. In such a case, a MLM 
could introduce unnecessary estimation terms without providing either of the advantages 
described above. On the other hand, if there is a great deal of non-independence in a 
dataset then ignoring clustering by using a GLM will deflate standard errors and inflate 
Type I error rates. An MLM-based analysis will be able to account for the between-
cluster variance and be more appropriate.  
Researchers can use the intraclass correlation coefficient (ICC) to quantitatively 
evaluate how much variance can be attributed to clustering. The ICC (also notated by the 
letter rho, ρ) is calculated by estimating an unconditional model (also called a random 
effects ANOVA); a model with no predictors of the outcome variable. The output from 
this model completely partitions the total variance into a portion attributed to L2 (cluster) 
and a portion attributed to L1 (individual). The L2 variance is denoted by τ00 while the L1 
variance is denoted by σe2 ; the total variance is the sum of the L1 and L2 variance values, 
(τ00 + σ2). The intraclass correlation is the proportion of variance that is due to L2 
clustering, or ρ = τ00/ (τ00 + σ2). An ICC of .25, for example, would mean that 25% of the 
overall variance in Y is between clusters. The complement of this value (1- ρ) provides 
the proportion of overall variance in Y that is within cluster. MLMs are predicated on the 
idea that individuals within clusters are more similar to individuals within their own 
cluster than they are to individuals from other; the ICC allows researchers to quantify the 
magnitude of this non-independence. 
Individual observations and the clusters into which they are nested can come in a 
variety of forms, depending on the research setting. In educational research, for example, 
students are clustered within classrooms. Scores for children in the same classroom are 
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more like one another than scores from children in different classrooms. A similar 
example in organizational research is employees who are clustered within district 
managers, within teams, or within departments. Information can exist at the level of the 
individual (individual engagement) or at the level of the cluster (team engagement). 
These variables occur within different domains, even when they roughly refer to the same 
concept.  
Because of the potential confusion of variables and the level in which they occur, 
variables in MLMs can be referred to as being Level 1 (L1) variables, Level 2 (L2) 
variables, or cluster variables. An L1 variable refers to variables measured at the lowest 
(often individual) level of the model. Participant-specific scores on variables such as 
stress, engagement, intelligence, or other individual differences (e.g., personality) are 
examples of L1 variables.  
An L2 variable refers to variables that are measured or implemented at the level in 
which individual observations are clustered. The values for L2 variables are usually 
applied to all individuals within the cluster, giving individual the same value on the L2 
variable. L2 variables can be exemplified by leader conscientiousness, the industry in 
which the organization operates, team engagement, or the geographic/physical location of 
an organizational branch.  
Depending on how the L2 variable is conceptualized it can be termed either an 
integral (also called structural) or contextual L2 variable (Lazarsfeld & Menzel, 1971; 
Susser, 1994). Integral L2 variables are those that are created based on information 
derived from lower-level units. From the examples above, team engagement (aggregated 
from individual-level data) would be an integral L2 variable. Contextual L2 variables, on 
   
13 
 
the other hand, inform lower-level observations, and are often a single value applied to all 
units universally within the cluster. From the list above, organizational industry would be 
an example of a contextual variable. While these variables are functionally identical, they 
are often interpreted differently when estimating MLMs.  
The cluster variable in a dataset denotes the entity that observations are nested 
within. The selection and designation of a cluster variable is essential to MLMs. In an 
organizational setting, a cluster could be a department, a manager, or a team. In practice, 
the cluster variable in a dataset is often given its own code (e.g., Team 7 or Location 59) 
in order to allow observations within that cluster to be grouped. However, it is often 
aspects associated with the cluster variable and not the cluster variable itself that a 
researcher wishes to study, particularly when using integral L2 variables: While 
individual observations of engagement (from individual employees) may be clustered (or 
"nested") within teams, it is not the team (the cluster variable) but aggregated team 
engagement itself that a researcher may wish to examine when gauging performance or 
turnover intentions as an outcome variable of interest.  
MLMs in IO 
 Research utilizing MLMs are common in IO psychology. A review of recent 
articles (2012 – late spring of 2015) in The Journal of Applied Psychology, The Academy 
of Management Journal, and Personnel Psychology (see Table 1) reveals studies across a 
wide variety of subjects, including creativity (e.g., Chang, Jia, Takeuchi, & Cai, 2014; 
Hirst, Van Knippenberg, Zhou, Quintane, & Zhu, 2015), training reactions (e.g., Harman, 
Ellington, Surface, & Thompson, 2014), culture and commitment (e.g., Fisher, 2014), 
groups and teams (e.g., Chang et al., 2014; Farmer, Van Dyne, & Kamdar, 2015; 
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Gonzalez-Mule, DeGreest, McCormick, Seong, & Brown, 2014) and leadership (e.g., 
Chen, Zhu, & Zhou, 2015; Dong, Liao, Chuang, Zhou & Campbell, 2015; Farh & Chen, 
2014; Liu, Wang, Chang, Shi, Zhou, & Shao, 2014).  
 MLM analysis is appropriate for many of these research questions. Culture 
(Fisher, 2014) is necessarily a shared or group perception. The impact of leadership 
(Zhang, LePine, Buckman, & Wei, 2014) occurs in a multilevel environment, with 
employees nested within leaders. In addition, the focus on individual traits and 
differences common in organizational literature and their interaction with contextual 
variables (e.g., Harman, Ellington, Surface, & Thompson, 2014; Probst, 2015) often 
necessitates measurement and analysis of both L1 (individual) and L2 (contextual) 
variables, as well as their interaction. Organizational literature, which is often focused on 
interventions aimed at improving group or individual outcomes within the organization, 
(e.g., Eddy, Tannebaum, & Matthieu, 2013) is likewise amenable to examination using 
MLMs. 
 While many organizational research studies share qualities, they also vary in 
many respects. Table 1 shows an overview of these aspects that are relevant to the current 
study. Although the disparities between studies will be described in more detail below, it 
should be noted that studies vary widely on overall sample size, the number of clusters 
present in the dataset, the average number of participants in each cluster, the standard 
deviation of the average number of participants per cluster, as well as the overall range of 
participants between clusters. This variability is partly due to the wide variety of settings 
in which organizational science is studied.  
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Given the extensive need for use of MLMs in organizational research, there is 
room in the literature for research examining aspects MLMs and how they are applied. 
Indeed, existing research in the organizational science field has already tackled topics 
relevant to multilevel modeling such as the aggregation of individual data to the group 
level (e.g., LeBreton & Senter, 2008; Mierlo, Vermunt, & Rutte, 2009; Wang & Maxwell, 
2015), the effects of sparse clusters (clusters with few participants per cluster) on MLM 
estimation (e.g., McNeish, 2014), and dealing with cross-level interactions in MLM 
(Aguinis & Culpepper, 2015), among others. Nonetheless, many issues remain untouched 
by the existing literature. Issues intrinsic to multilevel data, such as uneven cluster sizes, 
have been unexamined by the organizational science literature; this is the focus of this 
study. Methodological researchers in other areas (Eldridge, Ashby, & Kerry, 2006; Lauer, 
Kleinmann, & Reich, 2015; You et al., 2011) have skirted this issue, but primarily only 
with a focus on estimating a priori power for cluster randomized trials. As described 
below, the current study examines the impact of uneven clusters in MLMs on the 
empirical ICC, model DE, and predictor DE. 
Problems in MLMs 
 Multilevel models offer data analysts a powerful approach to solving some of the 
shortcomings associated with the GLM, as well as for assessing the effects of hierarchical 
context associated with many research questions. The increase in utility and complexity, 
however, is accompanied by potential problems. These problems stem from the fact that 
there are now two (or more) levels of information and data to manage. The first level, of 
course, contains ordinary observations present in the dataset. However, as MLMs could 
be considered a variance-partitioning technique, the second level also contains explains 
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variance of the dependent variable, and is often informed by or created from data from 
the first level. As previously described, the amount of variance in the dependent variable 
that is due to clustering is measured by the ICC: the higher the ICC, the greater the 
degree of clustering present in the dataset. A second value, the design effect, estimates 
the degree to which clustering actually impacts SEs; the design effect is calculated (in 
part) using the ICC. As a result, problems inherent in the calculation of ICC are echoed in 
the calculation of the design effect. The discussion below details the impact of uneven 
cluster sizes on these two estimates. 
The ICC is a single value that applies to the entire sample. In practice, however, a 
single value may not necessarily capture the clustering present in each cluster. Some 
clusters may have a very small L1 variance (i.e., all individuals in a cluster have similar 
scores), while others may have a very large L1 variance (i.e., individuals in a cluster have 
very different scores). This problem could be exacerbated by uneven cluster sizes. 
Consider an example in which one manager supervises 40 employees and another 
manager supervises 3 employees. The larger cluster contributes more to the total variance 
than the smaller cluster, but there may be more or less variance between individuals in 
the larger cluster relative to the smaller cluster. When there are several clusters with a 
small number of cases per cluster, a condition known as cluster sparseness results. This 
sparseness results in inflated Type I error rates (even in MLMs) because group level (L2) 
variance terms are overestimated. This effect occurs when cluster sizes are very small 
(~2), but quickly evaporates with only slightly larger (≥5) cluster sizes (Clarke, 2008). 
Thus, even though the use of MLMs to address non-independence does not eliminate the 
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possibility of inflated Type I error, MLMs can greatly minimize the occurrence of Type I 
error when designed well.  
In addition to carefully choosing the cluster variable itself and examining the 
extent of clustering present in the dataset via the ICC, researchers should also estimate 
the degree to which unchecked data clustering would actually inflate SE values. This is 
done through the estimation of the design effect (DE or Deff). The DE, introduced by Kish 
(1965), can be estimated in one of two ways. The first method (demonstrated by Equation 
1) is to estimate it directly using the ICC:  
(1) Deff = 1+(m-1)ρ 
where m is the number of observations in each cluster and ρ is the ICC. The second is to 
run a MLM, note the standard error for this model, and then run an identical model 
without the random effects component(s) (i.e, a standard GLM). The ratio of the MLM 
variance to the GLM variance is an empirical, or formal, estimate of the design effect 
(Henry, 1990). The latter, conceptual method of estimation requires access to data. 
However, in many cases, such as an a priori power analysis (Eldridge, Ashby, & Kerry, 
2006; McNeish, 2014), a researcher may wish to estimate the DE to determine the sample 
size for the proposed research. The DE formula shown in Equation 1 includes a single 
value, m, for the number of observations in each cluster; this doesn’t allow for 
consideration of unequal cluster sizes. Research that provides guidance regarding the 
impact of unequal cluster sizes on these calculations is necessary. 
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Chapter III 
METHOD 
Monte Carlo Simulation 
 The advantages of HLM also bring with them added complexities, as described 
above. Of particular note for this paper is the impact of uneven cluster sizes on estimation 
of ICC and, subsequently, DE. There has been substantial research on the effect of cluster 
sparseness (small samples within clusters) on estimation in MLMs, however, there has 
been much less research on uneven cluster sizes themselves. In order to assess the impact 
of uneven clusters on the estimation of the bias produced in model estimates (specifically 
the empirical ICC, model DE, and predictor DE), the current paper will implement a 
Monte Carlo (MC) data simulation.  
 Monte Carlo data simulations (Metropolis & Ulam, 1949) are the empirical 
counterpart to mathematical proofs. When attempting to define the behavior of statistical 
models under certain conditions (e.g., a given sample size) there are two options available 
to researchers. The first is to derive mathematical proofs based on the mathematical and 
statistical assumptions of the model. This solution is exact, but is impractical for many 
complex statistical models. The second option, empirical Monte Carlo data simulation, 
can be used for complex situations in which mathematical proofs are intractable or 
impossible. As a simple example, consider the probability of rolling two dice and 
obtaining a result that adds up to 7. The traditional, mathematical proof approach would 
use the probability of various die values to compute the joint probability of a sum of 7. 
The empirical simulation approach would roll two actual (or computer generated) dice 
1000 times to observe how often a sum of 7 was obtained.  
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 Although the rolling of a pair of dice 1000 times is certainly feasible and is 
relatively easy, when dealing with more complicated paradigms, the requisite time and 
effort to obtain the data associated with these models is often prohibitive, especially when 
dealing with procedures as complex as MLMs. Instead, the current study, like all modern 
MC simulations, uses computer software and processing to generate these data. SAS 9.3 
was used to generate data according to user-specified sample parameters (e.g., sample 
size, effect size of independent variables; described below). Since the true (i.e., 
population) values of these distributions are known, the effects of interest here are how 
the statistical model performs, rather than statistical inference (as is of interest in 
traditional methods). One thousand replications of each condition were produced, and 
each replication was analyzed using MIXED procedure in SAS. The data is aggregated 
across all datasets within a condition in order to examine the effects of the study predictor 
variables on the outcomes of interest. For the current paper, there are three outcomes 
germane to MLMs that are of concern: empirical ICC (EICC), empirical model DE 
(MDE), and empirical predictor design effect (PDE). 
Data Generation and Values in the Current Paper 
 Based on the above review of organizational literature, the following section 
outlines several elements common to MLMs. The literature features datasets with a wide 
variety of characteristics. Chiefly, they differ in terms of overall sample size, the number 
of clusters, ICC values, effect size, treatment of the independent variable, and the 
distribution of cluster sizes within the dataset. The following section will examine 
plausible values for each element to be included in the data simulation, as well as why 
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some values of these elements may influence study outcomes (described in the following 
section. 
 Number of Clusters (k) and Average Sample Size Per Cluster (m). Sample size is 
a common consideration in simulation studies because of its key role in statistical power, 
as well as several related considerations (e.g., type I error, bias in mean estimates, etc.). 
In MLMs, there are multiple sample sizes to consider: total sample size (n) and number 
of clusters (k). Extant research that using multilevel models report a wide variety of total 
sample sizes, from less than 200 (n = 160 in Harman et al., 2014) to more than 15,000 (n 
= 15,200 in Debus, 2012). Many samples are in the range of 200-300 participants (e.g, 
Chen et al., 2015; deJong, Curseu, & Leenders, 2014; Farmer et al., 2015).  
 The number of clusters present also varies across studies. Given that the focus of 
the current paper is the effects of differential cluster sizes, simulation conditions based 
strictly along the lines of total sample size (e.g., 100, 300, and 500 subjects) would not 
fullly address the aims of the paper. A sample size of 300 subjects could include 30 
clusters of 10 individuals each or 100 clusters of 3 individuals each. For example, Farmer 
et al. (2015) and Chen et al. (2015) report sample sizes of 236 and 238 respectively; the 
former study has 52 clusters and the latter 31.  
 In order to account for both a range of sample sizes and the varying number of 
clusters between studies, the current study considers a range of number of clusters (25, 50, 
75, 100) crossed with a range of participants per cluster (5, 10, 20). Therefore, the current 
simulation will include 12 possible total sample sizes (3 numbers of average observations 
per cluster (m) by 4 number of clusters), allowing for a total sample size ranging from 
125 to 2000. This wide range of sample sizes reflects sample sizes that are common in 
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the organizational science literature. Naturally, a combination of low values on k and/or 
m can impact MLM-centric estimates that rely on them. As a component of the MDE 
equation (Eq. 1) above, for example, a large m could produce a large DE, even if ICC 
values are small.  
 Cluster Size Distributions. The current paper will simulate conditions in which 
cluster sizes vary and those in which cluster sizes do not vary. Cluster sizes will follow 
one of two distributions. For constant cluster sizes, a uniform distribution in which all 
clusters are of equal size will be used. Constant cluster size is commonly assumed in 
MLMs, especially for power calculations. Though less common in practice than unequal 
cluster sizes, uniform cluster sizes are plausible; for example, research on dual-earner 
couples (Hahn & Doorman, 2013) naturally features two individuals per cluster.  
For unequal cluster sizes, a truncated Poisson distribution based on the binomial 
approximation of the Poisson distribution will be used. Poisson distributions are 
positively skewed, with a long right tail and are commonly used for positive, discrete 
outcomes such as count outcomes. However, standard Poisson distributions include 
values of 0. As it is impossible to have zero observations in a cluster, a truncated Poisson 
distribution - which eliminates 0's - was used (see Appendix 1).  
Data reported in the literature often feature cluster distributions similar to a 
truncated Poisson distribution. de Jong, Curseu, and Leenders (2014) report that their 
cluster sizes ranged from 3 to 13, with an average cluster size of 4.6. Chang et al. (2014) 
report a cluster size range of 2 to 22 individuals, with an average cluster size of 8.24 
individuals. Fisher's (2014) sample (N = 6,264) contained cluster sizes ranging from 4-36 
individuals, with an average cluster size of 18.  
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The wide variety of research areas and their corresponding cluster structures 
means that many possible means and shapes of distribution are possible. In an attempt to 
replicate conditions found in the literature, the cluster sizes for the current paper followed 
6 possible distributions. The first three conditions included clusters with uniform 
distributions - which reflects common assumptions present in discussions related to 
power in MLMs (vis. Equation 1) - MLMs and have 5, 10, and 20 observations per 
cluster, respectively. The fourth through sixth conditions included clusters with truncated 
Poisson distributions, likewise with means of 5, 10, and 20 participants per cluster, 
respectively. 
 Effect Size. In order to account for the wide variety of models present in the 
literature, the current study also examines how various predictor effect sizes (ES) impact 
the outcomes of interest. In inferential statistics based on the analysis of group-mean 
differences, Cohen's d is most often used to represent the magnitude of effect size. Cohen 
(1992) suggested that values of .2, .5 and .8 represent small, medium, and large effect 
sizes respectively. Extensions of this value can be used to further allow interpretation of 
results. In order to account for the canonical values established by Cohen and in order to 
evaluate a null effect, the current paper simulated data across d values of 0, .2, .5, and .8. 
 Level 1 and Level 2 predictor variables. In order to obtain unbiased effect 
estimates for research questions of interest, researchers using MLMs must take care to 
appropriately center predictors. Fortunately, there are several guides and explanations 
available (Enders & Tofighi, 2007; Kreft, de Leeuw, & Aiken, 1995; Peugh & Enders, 
2005) to assist researchers in selecting the appropriate centering strategy. There are two 
main types of variable centering in MLMs. The first, centering within cluster (CWC), 
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should be used when L1 predictor variable is the focus of the research question. 
Centering within cluster removes between cluster variation and essentially treats 
clustering itself as a nuisance. The second strategy, grand mean centering (GMC), should 
be used when the L2 predictor variable is the focus of the research question. Grand mean 
centering maintains variation across clusters. Appropriate use of these centering methods 
is necessary in order to have unbiased estimates of the effects of interest (i.e., the effect 
of the L1 predictor on an outcome, unconfounded by variability across clusters). 
 When clusters have unequal sample sizes, GMC may be minimally impacted 
because the values used to estimate the grand mean are derived from all participants (n). 
However, CWC may be more impacted because the mean value around which a cluster is 
centered is based on varying numbers of individuals. In a dataset within uneven m, the 
mean value around which one cluster is centered may be derived from a cluster with 2 
individuals, and another's from a cluster with 16, for example. While it is possible that 
the first cluster genuinely has only 2 individuals (and thus the values from that cluster 
would reflect that cluster's "true" values), in many real-world cases it is likely that 
clusters with a small number of observations are underrepresented. As MLMs estimate 
effects across clusters, these estimates are likely biased. Thus, depending on the centering 
strategy used (Enders & Tofighi, 2007; Kreft et al., 1995; Peugh & Enders, 2005) both 
estimates themselves and, as a result, bias could be affected. Each centering strategy, 
after all, produces different estimates, and any included interaction terms, being based on 
centered predictors, will likewise be exposed to this same threat to estimation and 
statistical accuracy.  
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 In order to address the concerns outlined above, the current study will include 
three types of predictor: The first is an L1 predictor, with unique values for all cases in all 
clusters in each dataset. The second is an L2 predictor, which has identical values for 
cases within each cluster, but different values between each cluster, as would be typically 
be seen in real-world datasets which feature aggregation of measurements to the cluster 
level or measurements applicable to every observation within a cluster (e.g., average 
weekly workload or managerial scores on extroversion). The third is a cross-level 
interaction term between the first two terms. All three predictors are centered per the 
recommendations above, with the L1 variable values being centered within cluster 
(CWC), L2 variables being centered at the grand mean (GMC) and the interaction term 
being the product of these two measurements.  
 As these variables are crossed with ES (see above), any given condition is 
represented by one of five variable-ES configurations: a null model in which there is no 
population ES of any of the variables (i.e., the ESs for the L1, L2, and interaction 
predictor are set to 0), a model in which there is some ES (.2, 5, or .8) of the L1 variable, 
but not the L2 or interaction terms, a model in which there is some ES of the L2 variable, 
but not for the L1 or interaction terms, a model in which there is some ES of the 
interaction term, but not for either the L1 or the L2 terms, and lastly, a model which has 
some combination of  non-null effect sizes for multiple terms. That is, two or more of the 
terms have an ES of .2 or higher. This means that there is a matrix of 4*4*4 effect size 
combinations, resulting in 64 possible models. Of these 64, one is a null model, four are 
"L1 effects only" models, four are "L2 effects only" models, three are "interaction effects 
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only" models, and the remaining 51 are models that have some combination of non-null 
ESs for two or more predictors. 
 ICC Values. Any evaluation of MLMs must address the magnitude of the ICC. As 
described above, the ICC is derived by dividing the variance in the outcome variable due 
to the clustering variable by the total variance in the outcome variable. For example, a 
dependent variable with an ICC of .2 has 20% of the variance explained by the clustering 
variable (i.e., differences between clusters), meaning that the remaining 80% of the 
variance would be at L1 (i.e., differences between individuals within a cluster). ICC can 
also be conceptualized as describing how non-independent observations are across 
clusters.  
 The ICC value is a single value that applies to all clusters for a given outcome 
variable. Uneven cluster sizes may result in ICC values that are more representative of 
the clusters with a larger number of participants. For the current paper, four levels of ICC 
will be examined: 0, .1, .3, and .5. An ICC of 0 indicates that no clustering is present in 
the dataset and values of the dependent variable are statistically independent. An ICC 
of .5 indicates that half of the variance in the dependent variable is due to clustering, i.e., 
due to differences between clusters. The literature review of recent organizational 
research outlined in Table 1 contains many examples of studies that report ICC values of 
approximately .1 (e.g., Chang, 2014; Gong, Kim, Lee, & Zhu, 2013; Gonzalez-Mule et 
al., 2014) and .3 (e.g., Chen, Liu, & Portnoy, 2012; Debus, 2012; Eddy et al., 2013). 
Studies reporting ICC values of around .5, while certainly less common, are still 
represented in the literature (Chen, Farh, Campbell-Bush, Wu, & Wu, 2013; Reiche et al., 
2014) Thus, the levels of the ICC factor present in the current simulations encompass a 
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wide variety of possible outcomes present in datasets. In order to avoid confusion with 
the empirical ICC (described below), the simulated population values of the ICC are, in 
the current paper, referred to as the PICC. 
Simulation Outcomes 
Empirical ICC. As stated above, the intraclass-correlation coefficient (denoted ρ) 
is a ratio of cluster level variance to total variance in the outcome variable y. Thus: 
(2)  ρ = τ00/ (τ00 + σ2) 
The denominator term in (2) is calculated by summing the cluster-level (L2) variance 
(τ00) and the individual-level (L1) variance (σ2). It is important to evaluate the empirical 
ICC because the ICC informs the DE, statistical power calculations, and estimates of 
standard error.  
 The current paper evaluates the average empirical ICC (EICC) in each simulation 
condition. This means that despite the 'true' population values of ICC used in data 
simulation, the observed values ICC have some deviation (lower or higher) than this 
value. Thus, in order to be flagged as biased, an observed ICC would need to be outside a 
typical expected range. Previous research (Donner & Wells, 1986) has established ICC 
bands of about .30 (or .15 one-sided) as acceptable. The current study uses this range as a 
guideline for determining biased ICCs. 
 Empirical Model Design Effect. As mentioned above the DE is an estimate of the 
degree of variance deflation due to clustering in a dataset. In a dataset with a DE of 4, for 
example, the variance in the actual [clustered, non-independent] dataset is 4 times greater 
than a hypothetical dataset featuring perfect random sampling, and thus true 
independence. Per Equation (1), the DE is informed largely by the ICC and m, the 
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average number of cases per cluster. Thus, as either of these values increases, the DE 
likewise increases. 
 Due to sampling error there is always some amount of clustering (and thus some 
level of SE deflation) in datasets. The problem for researchers is whether or not this 
deflation is problematic enough to merit consideration by using cluster-robust methods 
for model estimation such as MLM. While it is unclear where DE values become large 
enough to always be problematic, previous simulation research (Muthen & Satorra, 1995) 
has suggested that even datasets with low levels of DE (~2) - occurring with ICC levels 
as low as .05 - can exaggerate Type-I error rates. As a result, any condition which reports 
an average empirical DE for the model (MDE) of larger than 2 was flagged as 
problematic. 
 It is important to note that both ICC and MDE are calculated for the entire model. 
Hence, neither considers the effect of clustering on the individual independent variables. 
In order to elucidate this, the current paper also examines design effects calculated for 
each predictor, based on the definition of the design effect. 
 Empirical Predictor Design Effects.  As mentioned above, the design effect 
calculated in Equation (2) design effect can alternately be conceptualized as: 
 (3)  𝑠𝑞𝑢𝑎𝑟𝑒𝑑 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟𝑠 𝑢𝑛𝑑𝑒𝑟 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑑𝑒𝑠𝑖𝑔𝑛
𝑠𝑞𝑢𝑎𝑟𝑒𝑑 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟𝑠 𝑢𝑛𝑑𝑒𝑟 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑠𝑖𝑔𝑛
 
where the 'complex' design is the design under consideration (MLM) and the 'standard' 
design is analysis done under simple random sampling (SRS). Where these ratios are 
greater than one, SRS can be said to be preferable to MLMs, and when these ratios are 
less than one MLMs are preferred. Consequently, evaluating the empirical predictor DEs 
(PDEs) can be used as a way to determine the efficiency of individual estimators in a 
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given model, akin to the variance inflation factor (VIF) statistic common in regression 
analyses. As mentioned above, simulation studies establish the universe of known or 
correct values and then simulate data around those values. This means that in the current 
study, MLMs are always the correct choice for analysis. Examining both the MDEs and 
the PDEs allows the current study to evaluate how using the inappropriate (i.e., standard) 
design influences estimates. 
 Summary. The current paper simulated data based on 6 different factors common 
to MLMs. These elements are the distribution of cluster size (uniform/Poisson), the m (5, 
10, and 20 individuals per cluster) and k-size (25, 50, 75, and 100 clusters), the PICC 
values (0, .1, .3, and .5), and effect size (d = 0, .2, .5 and .8 magnitude) across the three 
types of predictor variables (L1 predictor, L2 predictor, the cross-level L1-L2 interaction. 
All factors are fully crossed, resulting in a 2 x 3 x 4 x 3 x 4 x 4 x 4 design, or 6144 
conditions. Each condition was replicated 1,000 times, yielding 6,144,000 total datasets 
for analysis. 
Practical Example: Project NAFASI 
 The Nurturing All Families through After School Improvement (NAFASI; NIH 
RO1MH081049) project aims to improve program quality for children who are at-risk 
both socially and behaviorally. Data for this study were collected from children, parents, 
and workers at 44 parks in the Chicago municipal park system. By examining the 
organizational context in which these programs operate, NAFASI aims to assist youth 
indirectly by evaluating the programs themselves, as well as the work environment of the 
employees that run them. The work of Glisson and colleagues (Glisson & James, 2002; 
Glisson & Schoenwald, 2005; Hemmelgarn, Glisson, & James, 2006) demonstrates that 
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the social context in the work unit contributes uniquely to providing high-quality services 
and outcomes for behaviorally at-risk children.  
 Glisson's (2002) model (Figure 1) suggests that setting-level elements such as 
culture, structure, procedures, and policies impact employees’ individual and group 
perceptions of climate in the organization. These perceptions, in turn, affect employees’ 
attitudes and behavior. Glisson's model joins several similar models and examinations of 
culture and performance already present in the organizational literature (e.g., Dension, 
1990; Hartnell, Ou, & Kinicki, 2011; Hofstede, 1980; Schein, 2010). However, it 
distinguishes itself by suggesting pathways for culture to influence perceptions, and for 
perceptions to influence attitudes and performance.  
 Using Glisson's model as a base, a measure known as the Organizational Social 
Context (OSC) scale was developed. This scale measures three dimensions of culture 
(proficiency, rigidity, resistance) and three dimensions of climate (engagement, 
functionality, stress), as well as morale, which assesses job attitudes (commitment and 
satisfaction). In the NAFASI project, measurement of organizational context via the OSC 
is used to inform employee outcomes (such as job stress). These outcomes, in turn, are 
thought to impact the quality of service provided by the after-school park programs. 
Assessing and managing the quality of after-school programs is especially important for 
creating a positive impact on the behavior, social skills, and social development of urban 
and low-income children (Gottfredson et al., 2004; Pierce et al., 1999; Vandell et al., 
2005). For this reason, NAFASI data collection targeted both employees - for information 
regarding climate, culture, and personal perceptions - as well as children and parents, in 
order to gather information on program quality and behavioral and social outcomes.  
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 The NAFASI Dataset. Data collection in applied settings is rarely straightforward. 
For the NAFASI project in particular, which requires responses from both organizational 
constituents (employees) and stakeholders (children and their parents), data collection 
and the resulting dataset are quite complicated. The resulting design is inherently 
multilevel (individuals nested within parks) and features integral L2 variables 
(aggregated employee perceptions of organizational climate and culture within park, 
based on the OSC measure). Analysis on the dataset using MLMs is most appropriate, 
accounting for clustering in the data (across parks) and allowing for examination of L2 
variables (aggregated employee perceptions of culture) on a L1 outcome (parent and 
child perceptions of program quality).  
 The analysis of the NAFASI dataset is not straightforward. First, each park 
involved in the NAFASI project is a different size, both in terms of physical space as well 
as the number of employees and children served. Second, OSC values are aggregated 
values based on all employees, but only if a sufficient number of employees respond to 
the measure. As a result, the OSC measure is missing for parks with either low numbers 
of employees or low response rates. While this problem could potentially be addressed by 
using standard missing data techniques (e.g., full-information maximum likelihood, 
multiple imputation, etc.), the multilevel nature of the dataset and the L2 aggregation of 
the data for this variable complicate the implementation of these strategies. As a result, 
all parks missing values on all OSC variables were omitted from analysis. This resulted 
in the usage of only 32 parks and their associated data in the final analyses. 
 After elimination of parks with inadequate response to allow for aggregation on 
the OSC variable, the final dataset contains values for park staff (n = 141) and values 
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from attending children and their parents (n = 593). With 32 parks in the final dataset, 
there were an average of 18.53 matched child/parent respondents per park. The range of 
respondents per park (between 3 and 55) is similar to some reported samples in the 
organizational literature (e.g., 14-68 in Hirst, et al., 2015). Similar to other published 
studies, the NAFASI dataset does not contain a uniform cluster-size distribution assumed 
by MLM calculations (see Figure 2). The number of clusters, the overall sample size, the 
range of participants across clusters, and the average number of participants per cluster 
approximates values found in extant organizational literature. In addition, the frame of 
the variables involved (the impact of conditions in an organization on stakeholder 
perceptions) mirrors analytic strategies common in research featuring nested datasets in 
top IO journals. This similarity makes the NAFASI dataset ideal for demonstrating the 
effect(s) of uneven cluster sizes in MLMs. As a result, following the simulation study, the 
current paper proposes to apply the findings of the MC simulation to the NAFASI dataset 
in order to show the effects, if any, of uneven cluster sizes on both the results of the 
analysis and its interpretation.  
 NAFASI Variables and Target Analysis. Among the variables present in the 
NAFASI dataset are three scales that will serve as the target of supplementary analysis 
for the current paper. The first is the Organizational Social Context (OSC) scale (Glisson, 
2007), which measures three organizational climate factors (stress, engagement, and 
functionality) as well as three organizational culture factors (rigidity, proficiency, and 
resistance). The second is the After-school Environment Scale (ASES; Rosenthal & 
Vandell, 1996), and measures program quality from the child's perspective. Finally, the 
third scale is a measurement of program quality from the parent's perpsecive, and is a 
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hybrid scale combining six items from the Assessing School-age child care Quality scale 
(O’Connor, 1991), three items from Kids with My Kid (Vandell, 2005) and 10 items from 
a parent satisfaction scale (Rosenthal & Vandell, 1996). As the OSC was developed in 
clinical settings, one of the primary contributions of the NAFASI project is to move 
measurement using this scale into more universal settings (i.e., public parks). 
 Another primary objective of the NAFASI project is to assess the impact of 
organizational climate and culture on worker perceptions and effectiveness (Figure 1). 
Thus, analysis undertaken for the project estimates the relationship between the OSC and 
parent and child perceptions of program effectiveness using parks as a clustering variable 
and aggregated OSC scores from employees within parks as an independent L2 
(structural) variable. The relationships between each of the six dimensions of OSC (a 
structural L2 variable) and both parent and child perceptions of program quality (L1 
variables) were assessed using MLMs.  
 A single predictor, single outcome model including a random intercept was 
conducted for each of the 18 analyses described above. Random intercept models were 
chosen primarily to evaluate the impact of [centered] mean differences between parks. In 
addition, the small(er) sample size in this dataset made it difficult for random-slope or 
random-intercept-and-slope models to be estimated effectively, making random-intercept 
only models the best practical and theoretical choice. In addition to the predictor and 
outcome variable in each model, each analysis was re-run using the addition of three 
control variables: a dummy code for region (south and central compared to north 
Chicago), park enrollment, and averaged proportion of children with a parent-reported 
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mental-health need via the Strengths and Difficulties Questionnaire (SDQ; Goodman, 
2001) for the park.  
 In the current study, the impact of clustering and the usage of MLMs on the 
NAFASI project dataset is examined following the Monte Carlo simulation. Estimates 
from models in the NAFASI study are compared to similar conditions in the Monte Carlo 
simulation. This re-evaluation illustrates the impact of elements of MLMs (e.g., varying 
ICC or effect size magnitudes) on the previously-run analyses in the NAFASI dataset. 
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Chapter IV 
RESULTS 
 In line with the simulation factors and conditions described above, a Monte Carlo 
simulation was performed using randomly generated data. As mentioned before, there are 
four levels of k-size (25, 50, 75, 100), three levels of cluster size m (5, 10, 20), two levels 
of cluster size distribution (uniform, Poisson), four levels of effect size (0, .2, .5, .8) 
across three predictors (L1, L2, and interaction), and four levels of ICC.  Across all 
factors there were thus 6,144 conditions.   
 Three different models were run on each dataset: the null or unconditional mixed 
model, which is a model including no predictors and a random intercept; a model 
including a L1 predictor (centered within cluster), a L2 predictor (centered at the grand 
mean), an interaction effect between these two variables, and a random intercept term; 
and a model including the three predictors, but no random component (essentially an 
ordinary least squares (OLS) regression model). The results from the null models were 
used to calculate the EICC and thus the MDE for each dataset. In order to obtain the 
PDEs, the standard errors from the mixed model were compared to the standard errors 
from the regression model for each predictor. The outcome values (the observed ICC, 
observed model DE, and the observed DE for each estimator) were then averaged across 
the 1,000 datasets in each condition. Tables of the empirical ICC (EICC), empirical 
model DE (MDE), and empirical predictor DE (PDE) were then examined to look for 
abnormal or extreme values beyond what would ordinarily be expected. 
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Empirical ICC 
  The first outcome evaluated by the data simulation was the observed ICC (ρ). As 
a measure of the amount of clustering in the dataset, ICC can be used to detect the 
presence of cluster-level variance, if not necessarily the necessity of using MLMs to 
evaluate hypotheses. Previous authors (Donner & Wells, 1986; Ip, Wasserman, & Barkin, 
2011) note that the ICC, like any estimate, cannot be estimated from a single dataset, and 
the true (population) ICC is contained within a range around a given sample estimate.   
 However, as there are many moving parts in MLMs (e.g., n, m, and k-size) 
research establishing calculations for these expected ranges for EICCs has not been 
conducted. Donner & Wells (1986) performed a Monte Carlo simulation across ICC 
levels and estimation methods for samples with k of 25, and 50 using various estimation 
methods. Using the method they recommend - Smith's (1956) procedure based on the SE 
of ρ - ICC bands of around .30 were common across n-sizes in datasets exhibiting ICC 
values present in the current study (ρ = 0, .1, .3, .5).  Thus, for the current paper, any 
condition with an observed EICC estimated .15 lower or higher than the simulated PICC 
was flagged as extreme. Thus, in (P)ICC = .3 conditions, values below .15 and above .45 
were considered discrepant. Naturally, in the conditions in which PICC was simulated at 
the 0 and the .1 level, the lower bound is truncated at 0. As expected, all conditions in the 
current study exhibited positive EICC values. 
Empirical ICC-impacting factors. The below tables (Table 1) indicate which 
simulation conditions contained abnormal observed ICC (OICC) values. Among the 
simulation factors, effect size (particularly of the L2 variable but also of the cross-level 
interaction term) seemed to have a strong impact on the EICC, which was particularly 
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inflated in the in d = .5 and d = .8 conditions. This phenomenon was magnified such that 
in conditions with a large L2 effect and large cross-level interaction effect, the ICC was 
almost always inflated, unless mollified by the presence of a strong L1 effect (see below). 
  L1 effect size also impacted observed ICC, but in the opposite direction, 
deflating estimates in conditions where the L1-variable effect size was strong (i.e., .5 
or .8). The cross-level interaction effect magnified this trend, and conditions with 
stronger interaction effects and L1 effects were very often deflated. In the presence of a 
stronger L2 effect, however, this trend was often negated.  
 Simulated PICC values themselves also seemed to play a role on EICC. Again, 
some small degree of EICC is to be expected even when the true PICC is 0, in either 
simulated or practical datasets. In the simulated ICC conditions, those with lower true 
ICC simulated values (i.e., 0 or .1) were the most susceptible to inflation, while those 
with higher simulated values (i.e., .3 or .5) were more susceptible to deflation.  
 As ICC is bounded at the lower end by 0, it is impossible for the lower-ICC 
conditions to exhibit abnormal deflation. Nonetheless, in ρ = .1 conditions, in no case did 
OICC dip below .03. Interestingly, while the ρ = .5 conditions exhibited deflation, in 
some cases reaching around .23 (in conditions with a strong L1 and interaction effect, but 
no L2 effect), inflation was limited to (in the most extreme cases) .67. So although lower 
PICC conditions were firmly bounded by 0, higher PICC conditions seemed to have a 
"soft" ceiling. 
 The impact of the effect sizes of the three predictors and PICC values on EICC 
are apparent. However, the other simulation factors (distribution type, as well as m and k-
size) seemed to have little to no impact on the variability of EICC. 
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Empirical Model DE 
 Per formula (1) above, overall model design effect (MDE) is essentially a 
function of the average number of cases present in clusters in a dataset (m) and the ICC 
(ρ). While the design effect has been developed in previous research, primarily by Kish 
(1965), other authors (Gabler, Haeder, & Lahiri, 1999; Park & Lee, 2001; Sarndal, 
Swenson, & Wretman, 1992) have examined it as well. However, there is little guidance 
available to researchers regarding exactly what values of MDEs are problematic in model 
estimation. Indeed, the only suggestions available come from other empirical (i.e., Monte 
Carlo) simulations on MLMs (Muthen & Satorra, 1995), which demonstrate that DEs of 
2 and above can distort the results of hypothesis testing and inflate Type I error rates. 
Thus, the current paper uses a DE of 2 as an indicator of where clustering becomes 
problematic enough to warrant concern. Table 2 displays the observed DE across all 
simulation conditions. 
 Factors Impacting Empirical Model DE.  Across conditions, ICC levels (both 
PICC and EICC) seemed to have a large impact on DE, as would be expected. With a few 
exceptions (discussed below), DE was always above the target value of 2 when PICC 
values were .3 or higher. This occurred across cluster distribution types and cluster sizes.  
 Another factor related to observed DE is the cluster size (m) in the datasets. 
Specifically, in conditions with m = 10 and 20, inflated DE values were much more 
common than in those with five cases per cluster. This is to be expected, however, given 
that m is one of the two primary values in the equation used in determining DE.  
 The effect sizes of the model predictors also played a role on the magnitude of the 
design effect. Specifically, even in datasets with lower levels of ICC, moderate and 
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strong L2 effects created large design effects. However, high DEs were also 
demonstrated in conditions in which the L2 variable had a small or null effect and ICC 
levels are low, particularly if a moderate or strong effect of the cross-level interaction 
was also present. Conditions like these are examples of cases in which a high degree of 
non-independence is present in the dataset, even if this is not accompanied by an actual 
L2 or cluster effect. 
 Simulation conditions were also varied in terms of cluster-size distribution 
(Uniform or Poisson) and number of clusters. However, independent trends in DE across 
levels of these factors did not emerge. 
Empirical Predictor Design Effects  
 In addition to evaluating trends in empirical ICC and overall model DE, the 
current study also examined how the factors present in the simulation impacted the ratio 
of standard errors of predictors in mixed versus OLS regression analyses. To obtain 
values of this estimate, all datasets were analyzed both with an MLM (as described 
above) and with linear regression (i.e., using a standard GLM that does not account for 
clustering).  
 Per formula (3) above, the ratio of mixed to SRS-based SEs for each predictor in 
each model was then calculated. Where this ratio was less than 1 (i.e., mixed model SEs 
were smaller than SRS model SEs), this metric indicates that the SE estimates produced 
by SRS-assumed models are too small, resulting in a greater likelihood of making a Type 
I error. 
 Tables 3, 4, 5, and 6 present the empirical predictor design effects for the 
intercept term, the L1 predictor, the L2 predictor, and the cross-level interaction, 
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respectively. It should be noted, however, that although estimates for the formal design 
effect are available for the intercept and L2 terms, these estimates are misleading and as 
such are not appropriate for discussion here. In order to obtain unbiased estimates of the 
impact of the L1 variable across levels of the L2 variable, the L1 predictor was centered 
within cluster (CWC) and the L2 predictor was centered using grand-mean centering 
(GMC). In addition, CWC is also appropriate for examining the influence of a between-
level interaction; the third predictor in the models of the current study. These decisions 
were made following the suggestions of previous research (Enders & Tofighi, 2007; 
Kreft, de Leeuw, & Aiken, 1995). While the combination of these centered variables 
yields interpretable and unbiased estimates for the L1 and interaction terms, it results in 
point estimates and associated SEs based on a mix of between-cluster and between-
person effects for the L2 term; a bias which feeds into the intercept term. This makes SEs 
and thus PDEs uninterpretable and biased for both the L2 variable and the intercept term. 
 Factors Influencing Empirical Predictor Design Effects. As the ICC represents 
the amount of clustering present in the dataset, it is natural that it should influence the 
empirical design effects (EDEs). Indeed, this was case for both the L1 predictor and the 
interaction term. For both terms, higher levels of ICC lead to smaller MLM/SRS SE 
ratios. Thus, in datasets with high levels of clustering, mixed models are - unsurprisingly 
- more unbiased than their conventional counterparts. 
 Compared to their impact on the previous two outcomes, the L1, L2, and 
interaction term effect sizes have a more moderate impact on EDEs. In general, SRS-
based models became more biased as L1, L2, and interaction effect sizes increased. This 
occurred for both the L1 and the interaction term, although in general the values for the 
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EDE were stronger for the L1 variable than they were for the interaction term. EDE 
values indicated preference for MLMs when L1 and interaction effect sizes were high, 
across all other factors. L2 effect sizes, meanwhile, had a very small effect on the EDEs 
of both the L1 variable and the interaction term.  
 The number of clusters in each dataset (k) also had a noticeable, if slight, impact 
on the EDE of both the L1 and the interaction terms. This effect was more noticeable in 
conditions where m was set at 5 or 10, and was weaker but still noticeable in conditions 
where m was set at 20. Both the dataset m-distribution type and the m-size itself, however, 
did not seem to impact EDEs on either the L1 or the interaction variables. 
Clustering and Type I Error 
 The current study included models in which some or all of the predictors were 
simulated to have a null effect size (i.e, d = 0). As a result, this design allows for 
examination of Type I error rates across other factors present in the simulation. The 
impetus for using MLMs instead of SRS-based models in clustered datasets is that 
ignoring clustering (SRS) should cause the analysis to report Type I error more often than 
accounting for it (MLM), via deflated SEs. Thus, in datasets with large amounts of 
clustering (i.e., high ICCs) there should be higher levels of Type I error in SRS/OLS 
models than there is in MLMs. 
 Surprisingly, however, this was not borne out in the conditions present in the 
current study. Across levels of m, k, and ICC, both SRS and MLM-based analysis 
approaches exhibited roughly equal levels of Type I error. Type I error rates were 
particularly high for the L1 predictor when ICC and the interaction effect size were both 
high, reaching levels of around 60% in many of these cases. The interaction effect 
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seemed to be much less susceptible to this influence, with error rates capping out at about  
6%. As above, there is no distinction between cluster size distribution type and Type I 
error rates. 
Clustering and Type II Error 
 Despite mutual poor showing in terms of Type I error, MLMs fared much better 
than their SRS counterparts when it came to Type II error rates. When ESs were low (for 
either the L1 or the interaction term) the Type II rate was always larger for SRS models 
than it was for MLMs, often by 20% or more, and over 30% in some cases. MLMs 
seemed particularly robust to Type II error for the interaction term, only exceeding the 
target threshold (β ≥ 20%) in the datasets with the very fewest of observations (m = 5, k = 
25). Error rates in the SRS models fell below the target values for the interaction term 
beginning in conditions with 250 or more observations. However, even in these 
conditions, the target threshold was exceeded for the interaction term in instances where 
its ES was low (i.e., d = .2), a value commonly seen in organizational research. 
 Type II error for the L1 predictor effect, on the other hand, exhibited higher 
magnitudes (reaching nearly 60% for SRS models with low N and small ESs) while also 
persisting into larger-N datasets. Datasets with 500 subjects analyzed with SRS methods 
still exhibited Type II error rates above the 20% threshold for the L1 term when ES was 
small (i.e., .2).  In short, MLMs fared much better than their SRS counterparts in terms of 
Type II error, both exhibiting lower rates and diminishing in prevalence much more 
quickly.  
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Applied Example: NAFASI 
 As a guided example of a practical use of MLMs, consider the Project NAFASI 
dataset. The dataset for consideration (k = 32, m = 18.53, unbalanced positively-skewed 
distribution of cluster sizes) has parameters that are similar to levels of factors roughly 
similar to those present in the data simulation (k = 25, m = 20, truncated Poisson-
distributed m-size). While the absolute n of the NAFASI dataset (593) is slightly larger 
than the sizes present in the simulation conditions (~500), n itself was not present in the 
simulation analysis and, per the simulation results above, is largely confounded with the 
number of clusters and the size of each.  
 The NAFASI project analyses primarily regress child and parent reports of 
program quality (a L1 variable) on all six dimensions of the OSC scale. Although the 
OSC survey solicits responses from individual employees, the nature of the scale scoring 
is such that these values are aggregated to the park-level, making the OSC a L2 variable. 
Thus the model is of the configuration L2 -> L1. 
 The full analyses integrate several other L2 variables and accompanying 
interaction effects into the model, which the data simulation above was not designed to 
accommodate. However, given that the main effects of all the OSC factors were - with or 
without covariates - not significant for child reports of program quality and only 
significant for one factor (Proficiency) for parent reports of program quality, it is likely 
that the effect sizes of these variables are either null or small. As a result, conditions 
similar to the NAFASI models exist in the current dataset (L1 predictor = 0, L2 predictor 
= .0 or .2, and interaction = 0). Further, the ICCs of child/parent reports of program 
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quality in the NAFASI dataset is about .15 and .25 respectively. Thus,  the conditions in 
the data simulation of: 
 (a) (Poisson, m = 20, k = 25, ICC = .1, L1 = 0, L2 = 0, Interaction = 0) 
 (b) (Poisson, m = 20, k = 25, ICC = .1, L1 = 0, L2 = .2, Interaction = 0) 
 (c) (Poisson, m = 20, k = 25, ICC = .3, L1 = 0, L2 = 0, Interaction = 0) 
 (d) (Poisson, m = 20, k = 25, ICC = .3, L1 = 0, L2 = .2, Interaction = 0) 
most closely represent those in the NAFASI project dataset, with (a) and (b) 
approximating the models with parent program-quality as a dependent variable, and (c) 
and (d) approximating the models with child program-quality as a dependent variable. 
 These conditions reported, respectively, an EICC of .09 and .14 for (a) and (b) 
and of .28 and .31 for (c) and (d). A MDE of 2.75 and 3.67 for (a) and (b) respectively 
and 6.40 and 6.97 for (c) and (d) respectively was also observed. Conditions (a) and (b) 
reported identical PDEs for both the L1 variable (.91) and the interaction term (.97). 
PDEs for (c) and (d) were .73 and .72 for the L1 term and .77 and .78 for the interaction 
term, respectively. 
 It should be noted that in condition (b) the average EICC was exactly equal to the 
ICC reported by the NAFASI models. The actual NAFASI models also reported MDEs 
of around 3.63 (parent) and 5.38 (child). The parent-report MDE is quite similar to the 
calculated DE of condition (b). Thus, this condition does a good job of representing the 
NAFASI models featuring parent reports of program quality as a dependent variable.  
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Chapter V 
DISCUSSION 
 The current study offers several interesting points of discussion regarding mixed 
models. Taken together, the results suggest that population ICC had strong effects on the 
EICC, the MDE, and the PDE of the L1 variable and the cross-level interaction term. The 
population effect sizes of the independent variables (i.e., L1, L2, and the interaction term) 
influenced the EICC and MDE, with L2 effect size strongly impacting both outcomes. 
Population effect size also influenced PDEs for the L1 and interaction terms, although not 
to the extent that population ICC did.  
 The number of clusters (k), which is often of great concern to researchers working 
with ecological or nested datasets and constructs, had a profoundly small impact on the 
study outcomes. Outside of slightly attenuating the PDEs, any conclusions about the 
outcomes in a dataset with 25 clusters could likewise be made for a dataset with 100 
clusters. Even situations in which number of clusters might ordinarily be expected to play 
a profound role - such as the inability of a model to converge during estimation - were 
not apparent in this study. Although in some cases random effects were not able to be 
estimated, the overall model itself was still estimated, even when effect sizes for all 
predictors were low or null. 
 The other factor contributing to the number of cases in each dataset, cluster size 
(m), produced a few findings of note. Average cluster size had a large impact on the 
MDE. Conditions with m-sizes of 20 had MDEs often many times larger than conditions 
with only 5 subjects per cluster. However, considering that the formula for calculating 
DE is essentially the product of m and ICC, this is not surprising. However, m also had a 
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slight but noticeable impact on the PDE. In larger m conditions, the PDE for the 
interaction term was lower. This means that where cross-level interaction effects were 
concerned, GLM/SRS estimates were more biased that their MLM counterparts in 
datasets featuring a large number of clusters. This occurred even in datasets featuring a 
small or null effect size of the L2 variable, but was naturally more pronounced in 
conditions with high ICC, where the SE-correcting effect of MLMs was much stronger.  
 However, this trend was reversed for the L1 variable: In conditions with a low 
number of cases per cluster MLMs exhibited less bias than GLMs than they did in 
datasets with larger numbers of cases per cluster. Given that one purpose of MLMs is to 
correct for the effects of clustering/non-independence in the data, this effect is naturally 
more pronounced in situations in which data was highly clustered (i.e., with a high ICC), 
but is still strongly evident even in conditions with little to no clustering. Also, it 
understandably strengthens in situations where there is both a large L2 and a large cross-
level interaction effect size, as these conditions reflect a larger amount of "ambient" 
clustering due to between-group variance on the independent variable. However, it 
persists even when the effect sizes of these predictors are null. 
 Finally, the shape of the m-size distributions seemed to be almost completely 
irrelevant to the outcome variables evaluated, despite being the focal factor of the current 
study. In fact, the average EICCs, MDEs, and PDEs were identical to the hundredth 
decimal value across all six distribution/m-size combinations. In addition, the Poisson-
distribution versus uniform-distribution distinction made no difference, even when 
combined with any other single factor (e.g., PICC); results from one type of distribution 
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were largely redundant with the results of the other.  In sum, the use of MLMs is 
prevalent in organizational research and related fields. 
 The current paper examined the impact of several factors present in MLMs on the 
outcomes of EICCs, MDE, and PDE. The results indicate that, compared to datasets with 
balanced cluster sizes, unbalanced cluster sizes (of the commonly encountered 
distribution examined here) did not strongly impact these outcomes. While number of 
clusters (k) also appeared to have small to no effects on the simulation outcomes, average 
cluster size (m) impacted the model DE as expected by Equation (1) as well as the EDE 
in a limited fashion. However, the primary drivers of OICC, calculated DE, and EDE 
seemed to be the interplay of the ICC and the L1 predictor, L2 predictor, and cross-level 
interaction effect sizes. 
 In addition, the current paper extends the results of the MC simulation to a 
practical, real-world applications via the NAFASI dataset. One disadvantage of 
simulation studies is that their execution can be very sterile; free from practical concerns 
such as missing data, alternate model specifications (e.g., covariates), as well as 
psychometric elements such as reliability. Using the NAFASI dataset and other existing 
publications in the organizational science literature as a lens to focus its results allows a 
degree of ecological validity for the data simulation presented here. As indicated in the 
results section above, simulation conditions approximating those found in the NAFASI 
dataset and models provided roughly similar results. This illustrates the propriety of using 
MLMs as an analytic approach both in that dataset, and others conducted in similar 
environments. 
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Contributions 
 The current study makes several important contributions to the literature on 
MLMs in the applied sciences. First, it is unique in that  it compares ideal datasets 
featuring a uniform distribution with those that more closely approximate what would be 
seen in actual research. Despite the fact that this distinction seemed to be unrelated to any 
of the current outcome variables, it remains an important contribution: All or at least 
most previous Monte Carlo simulations on mixed models (e.g., Lai & Kwok, 2015; 
Muthen & Satorra, 1995) have simulated data using only uniform distributions, often 
mentioning this as a weakness when presenting their findings (see also Clarke, 2008). 
Also, statistics common in MLMs, such as the DE formula in Equation (1) above, rely on 
the assumption of uniform cluster sizes within a dataset. Thus, empirically examining the 
differences between uniformly-distributed and more "real world" datasets allows 
researchers to use these metrics and MLMs in general with more confidence and allows 
more transportability of research findings. 
 Second, the current study compares not only the impact of the simulation factors 
themselves, but also allows for comparison of the outcome variables by including two 
different conceptualizations of the design effect. The MDE functions as a sort of global 
DE, providing information on how much clustering in the dataset is deflating SEs for the 
overall model. The PDEs, meanwhile, show how bias in each individual predictor term 
contributes to overall bias in the model (i.e., the MDE).  
 As a result, the current study contributes to the literature by considering not only 
SE deflation in the overall model, but also which predictors are driving that deflation. 
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There were many instances - particularly when ICC was low but the L2 predictor effect 
size was high - that large DEs were projected for the model using Formula (1) but did not 
actually manifest for individual predictors. Far more common, however, were instances 
in which the MDE was below 2, yet a strong PDE emerged on the L1 predictor variable; 
a phenomenon exacerbated by stronger interaction effect sizes. This phenomenon was 
present in conditions even with a null PICC, and grew concomitantly stronger with higher 
levels of PICC. For researchers, this means that the calculation of a large MDE during the 
research design phase does not necessarily guarantee SE deflation for individual 
predictors, nor does a small MDE prevent SE deflation.  
 Nonetheless, in many cases calculated model DE remained an accurate predictor 
of SE deflation. Not only were MDE and PDE in agreement, but recent research (Lai & 
Kwok, 2015) has suggested that DEs as low as 1.1 may be cause for concern in many 
situations and warrant the use of MLMs or similar methods. Thus, it is less an issue of the 
calculation of DE itself, and more the reliance upon a common rule of thumb ("Use 
MLMs when DE is greater than 2") that is at issue. 
 The third contribution of the current study is its scope. With 6,144 conditions 
across 6 factors, the study allows for great nuance in examining the several moving parts 
present in MLMs. Understanding MLMs, their components, and the terminology 
associated with them goes far in making them accessible to researchers. In addition, the 
levels of each factor present in the simulation allow it to cover a broad range of possible 
datasets and make the findings applicable to numerous fields of social, behavioral, and 
medical research. 
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 Finally, the current paper allows for examination of the volatility of elements of 
MLMs themselves. Specifically, EICC merits consideration. The bounds for the point at 
which observed ICC was considered to be an aberration in the current paper was set 
at .15 due to previous research (Donner & Wells, 1986) which suggested that an overall 
range of about .30 was common for ICC estimates based on datasets with 50 clusters. 
Restated, observed ICC in any condition could be expected to be between .15 above or 
below the target ICC value. So in conditions where ICC was simulated at .50, actual ICC 
values across levels of other conditions should fall between .35 and .65.  
 However, ranges of the EICC in the current study varied across levels of PICC, 
such that EICCs occurred in a band of about .42 in the PICC = .5 conditions, about .47 in 
the PICC = .3 conditions, and about .50 in the PICC = .1 conditions. The actual EICC 
values were highest when the L1 and interaction effect sizes were null and the L2 effect 
sizes were strong, and weakest when L1 and interaction effect sizes were high and L2 
effect sizes were null. Thus as ICC decreased, the variance of within-condition estimates 
increased. This means that when only small or even incidental amounts of clustering are 
present, as is the case in the majority of datasets in the social sciences, ICC has the 
largest potential range. This means that a large DE may be impacting results even when 
clustering is expected neither ecologically nor theoretically. That is, when a researcher is 
either unaware of and/or has no reason to expect clustering in the dataset. 
Limitations 
 Despite the contributions of the current study to literature on MLMs, it has a 
number of shortcomings. First, the centering strategy chosen in the current paper 
obviously impacts the ability of the study to draw conclusions to the widest range of 
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research questions possible. However, the decision to center in a way that allowed for 
valid interpretation of the L1 and cross-level interaction effects is a defensible one, as 
most organizational research targets variables of this type. Nonetheless, centering the L1 
predicting using GMC instead of CWC would allow for additional (and different) 
interpretation of study factors. 
 Second, the current study focused primarily on the estimation and interpretation 
of fixed effects; the study ignored random slope and random intercept/slope models. 
Instead, the MLMs used in the current study were exclusively random-intercept only 
models. While including random slope models or combined models in the analysis would 
greatly expand the interpretation and application of the simulation factors, it would also 
greatly increase the complexity of the simulation itself and drastically increase the 
complexity of the results. 
 Third, while the current study indeed covers a broad range of dataset 
characteristics that researchers are likely to encounter, it is heavily targeted at cross-
sectional rather than longitudinal research. Not only do longitudinal models differ from 
cross-sectional models in the interpretation of estimates, but they also feature conditions 
outside those present in the current study. For example, ICCs in longitudinal MLMs are 
often much higher than those in cross-sectional designs, because repeated observations 
come from the same person.  
 Fourth, only datasets with two levels of data were used in the current study. 
Examples of research questions with three or more levels are becoming increasingly 
common. However, the majority of multilevel research, particularly in the organizational 
sciences, still involves two levels. Estimating and evaluating more complicated datasets 
   
51 
 
is more complex; given the already complex nature of the current study and the 
dominance of two-level models in the literature, two-level-only models were simulated 
and evaluated. 
 Finally, the actual model evaluated in the current study is a simple one. It features 
only three independent variables, and only a single interaction/moderator. Due to the 
accessibility and popularity of structural equation modeling and its accompanying 
estimation methods, researchers have grown accustomed to evaluating models with 
several main and interaction effects, complex factor structures, mediation, multiple 
outcomes, and any combination thereof. Even simple models make for complicated 
simulations, particularly when several levels of several factors are present. Simulating the 
variety of complicated models used in modern research is possible, but prohibitive in 
regards to the time required and the scope of the ensuing analysis.  
Future Research and Implications 
 In the discussion in this section, several points have been made that point to 
directions for future research or are relevant to researchers already working in the field. 
The first possible direction for future research, naturally, is to address the shortcomings 
of the current study as mentioned above. With slightly different values of some factors 
(i.e, population ICC), it could be adapted to evaluate longitudinal MLMs. Alternately, 
additional terms could be simulated that would allow for three-level models, models with 
multiple L1 and L2 variables or models that include random slopes in addition to random 
intercepts.  
 Additionally, the potential values for some factors could be expanded. Extant 
organizational research reviewed above already provides examples of datasets which 
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feature n or k sizes that far exceed those contained in the current study (e.g., Fisher, 2014; 
Liu et al., 2012). Other practical factors, such as the presence of missing data, could also 
be considered. 
 Another potential implication for future research is the impact of N-size with 
differential k-size on model estimates. Researchers - especially those interested in L2 or 
cluster-level variables - are often advised that, given the same number of overall 
observations, more clusters are preferable to more observations per cluster (Snijders, 
2005). For example, if a researcher has a target N of 500, a dataset with 100 clusters (k) 
and 5 subjects per cluster (m) is preferable to a dataset with 50 clusters and 10 subjects 
per cluster, which is itself is preferable to a dataset with 25 clusters and 20 subjects per 
cluster.  
 The current study features several k and m combinations which provide identical 
N-sizes. Specifically, there are two different configurations of N = 250 datasets (m = 5, k 
= 50; m = 10, k = 25), three different configurations of N = 500 datasets (m = 5, k = 100; 
m = 10, k = 50; m = 20, k = 25), and two different configurations of N = 1000 datasets (m 
= 10, k = 100; m = 20, k = 50) available in the current study. Thus small, medium, and 
large datasets (vis. organizational literature) are available for comparison.  
 When comparing the small datasets, the m = 5 conditions performed nearly as 
well as the m = 10 conditions in terms of OICC and PDEs, with Type II error rates very 
slightly favoring m = 10 datasets and Type I error rates slightly favoring m = 5 conditions. 
MDE, being derived in part from m size, unsurprisingly favored the smaller m conditions, 
with these conditions reporting lower MDEs than their larger-m counterparts. This pattern 
continued for the medium and large datasets. Initially, this seems to challenge the idea 
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that more clusters are necessary to accurately obtain estimates. However, as the centering 
strategy employed in the current paper prevented the inclusion of L2 (cluster) effects, and 
the "more k is better than fewer k" recommendation is primarily targeted at these effects, 
these conclusions should be interpreted cautiously.  
 Despite the plentiful directions for future research, the current study already 
provides potential applications for both applied and theoretical researchers. Most 
interesting is the corroboration of existing research (e.g., Lai & Kwok, 2015; Muthen & 
Satorra, 1995); this study also finds that distortion of estimates may still occur even when 
levels of clustering or resulting DEs are low.  
 As a result, it may be tempting for researchers to use MLMs or other robust 
methods in order to estimate model parameters and accompanying significance tests, 
even when these methods are not theoretically/ecologically warranted or justified. This 
pressure is compounded by the fact that MLMs, as a newer procedure, may be seen as 
somehow better than more familiar methods. In addition, usage by prominent or rival 
researchers may engender a "me too" effect, where the analysis is favored because it is 
trendy or viewed as necessary and not because it is appropriate. While MLMs are indeed 
powerful, researchers are advised to carefully consider their modeling options, as 
alternate and more appropriate methods may exist (see McNeish, Stapleton, and 
Silverman, 2016). 
 Despite their potential pitfalls, however, researchers considering analysis using 
multilevel approaches should be relieved to hear that the distribution of participants per 
cluster (uniform vs. Poisson) was practically irrelevant for the purposes of model 
estimates: OICCs, MDEs, and PDEs were functionally identical for both types of 
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conditions, as were Type I and II error rates. Multilevel models and their kin have several 
moving parts and can be very complex to manage. However, in at least the current study, 
researchers are advised to pay closer attention to the amount of clustering present in the 
dataset, rather than how the clusters themselves are distributed. 
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Table 1. 
 
Average Observed ICC values: Uniform Distribution conditions (m = 5, k = 25) 
                                            
           
 
ICC Values         
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.02 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.47 0.49 0.56 0.65 0.2 
 
0.02 0.06 0.25 0.47  0.09 0.13 0.30 0.50  0.27 0.29 0.41 0.55  0.46 0.48 0.55 0.63 0.5 
 
0.02 0.05 0.20 0.40  0.07 0.10 0.25 0.43  0.22 0.24 0.36 0.49  0.39 0.41 0.48 0.57 0.8 
 
0.02 0.04 0.15 0.32  0.05 0.08 0.18 0.34  0.16 0.18 0.27 0.40  0.31 0.32 0.38 0.48 
  
 
                   
0.2 
0 
 
0.02 0.06 0.26 0.47  0.09 0.13 0.31 0.50  0.27 0.29 0.42 0.56  0.46 0.47 0.55 0.63 0.2 
 
0.02 0.06 0.25 0.45  0.08 0.12 0.29 0.48  0.25 0.29 0.40 0.53  0.45 0.46 0.53 0.62 0.5 
 
0.02 0.05 0.20 0.39  0.07 0.10 0.24 0.42  0.21 0.24 0.34 0.48  0.38 0.40 0.46 0.56 0.8 
 
0.03 0.04 0.15 0.31  0.06 0.08 0.19 0.33  0.16 0.17 0.26 0.39  0.31 0.31 0.38 0.47 
  
 
                   
0.5 
0 
 
0.02 0.05 0.21 0.41  0.07 0.10 0.25 0.43  0.22 0.24 0.35 0.48  0.39 0.41 0.48 0.57 0.2 
 
0.02 0.05 0.20 0.39  0.07 0.10 0.24 0.41  0.21 0.24 0.34 0.48  0.38 0.40 0.47 0.56 0.5 
 
0.02 0.04 0.17 0.34  0.06 0.08 0.20 0.36  0.18 0.20 0.30 0.43  0.34 0.35 0.41 0.51 0.8 
 
0.02 0.04 0.13 0.28  0.05 0.07 0.16 0.30  0.14 0.16 0.23 0.35  0.28 0.28 0.34 0.43 
  
 
                   
0.8 
0 
 
0.02 0.04 0.15 0.32  0.05 0.08 0.19 0.34  0.16 0.18 0.27 0.39  0.31 0.32 0.39 0.47 
0.2 
 
0.02 0.04 0.15 0.31  0.05 0.08 0.18 0.33  0.15 0.18 0.26 0.39  0.30 0.31 0.37 0.47 
0.5 
 
0.02 0.04 0.13 0.28  0.05 0.06 0.16 0.30  0.14 0.16 0.24 0.36  0.28 0.28 0.35 0.44 
0.8   0.03 0.04 0.11 0.23   0.04 0.06 0.13 0.26   0.12 0.13 0.20 0.30   0.23 0.24 0.30 0.38 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Uniform Distribution conditions (m = 5, k = 50) 
                                            
           
 
ICC Values         
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.02 0.06 0.28 0.50  0.09 0.14 0.34 0.52  0.29 0.32 0.44 0.58  0.49 0.50 0.57 0.66 0.2 
 
0.02 0.06 0.27 0.48  0.09 0.14 0.32 0.51  0.28 0.30 0.43 0.57  0.47 0.49 0.56 0.65 0.5 
 
0.02 0.05 0.21 0.42  0.07 0.10 0.26 0.44  0.22 0.25 0.36 0.50  0.40 0.42 0.48 0.58 0.8 
 
0.02 0.04 0.16 0.33  0.05 0.08 0.19 0.35  0.16 0.19 0.28 0.40  0.32 0.33 0.40 0.49 
  
 
                   
0.2 
0 
 
0.02 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.47 0.49 0.56 0.65 0.2 
 
0.02 0.05 0.26 0.47  0.08 0.12 0.30 0.49  0.26 0.30 0.41 0.56  0.46 0.48 0.54 0.63 0.5 
 
0.02 0.05 0.21 0.40  0.07 0.10 0.25 0.43  0.22 0.24 0.35 0.49  0.40 0.41 0.48 0.57 0.8 
 
0.02 0.04 0.15 0.32  0.05 0.08 0.19 0.34  0.16 0.18 0.27 0.40  0.31 0.32 0.39 0.48 
  
 
                   
0.5 
0 
 
0.02 0.04 0.22 0.41  0.07 0.11 0.26 0.44  0.23 0.25 0.36 0.50  0.40 0.42 0.49 0.58 0.2 
 
0.02 0.04 0.21 0.40  0.07 0.10 0.25 0.43  0.22 0.24 0.35 0.49  0.39 0.41 0.47 0.57 0.5 
 
0.02 0.04 0.17 0.35  0.05 0.08 0.21 0.38  0.19 0.20 0.30 0.44  0.35 0.36 0.42 0.52 0.8 
 
0.02 0.03 0.14 0.29  0.05 0.07 0.17 0.31  0.14 0.16 0.25 0.37  0.28 0.30 0.36 0.44 
  
 
                   
0.8 
0 
 
0.02 0.03 0.16 0.32  0.05 0.08 0.19 0.36  0.16 0.18 0.28 0.41  0.32 0.33 0.40 0.49 0.2 
 
0.02 0.03 0.15 0.32  0.05 0.07 0.19 0.35  0.16 0.18 0.27 0.40  0.31 0.32 0.39 0.48 0.5 
 
0.02 0.04 0.14 0.29  0.05 0.07 0.16 0.31  0.14 0.16 0.25 0.36  0.28 0.30 0.35 0.44 
0.8   0.02 0.03 0.11 0.25   0.04 0.06 0.14 0.26   0.11 0.13 0.21 0.31   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Uniform Distribution conditions (m = 5, k = 75) 
                                            
           
 
ICC Values         
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.01 0.06 0.28 0.50  0.09 0.15 0.33 0.53  0.29 0.32 0.45 0.59  0.49 0.51 0.58 0.66 
0.2 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.48 0.49 0.56 0.65 
0.5 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.36 0.50  0.41 0.42 0.49 0.59 0.8 
 
0.02 0.04 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.34 0.40 0.49 
  
 
                   
0.2 
0 
 
0.01 0.06 0.27 0.48  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.48 0.49 0.56 0.65 
0.2 
 
0.01 0.05 0.26 0.47  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.54 0.64 0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.24 0.36 0.49  0.40 0.41 0.48 0.57 
0.8 
 
0.02 0.04 0.15 0.33  0.05 0.07 0.19 0.34  0.16 0.19 0.28 0.40  0.32 0.33 0.39 0.48 
  
 
                   
0.5 
0 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.36 0.50  0.41 0.42 0.49 0.59 
0.2 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.24 0.36 0.49  0.39 0.41 0.48 0.57 
0.5 
 
0.02 0.04 0.18 0.36  0.06 0.08 0.22 0.38  0.18 0.21 0.31 0.44  0.35 0.36 0.42 0.53 
0.8 
 
0.02 0.03 0.14 0.30  0.05 0.07 0.17 0.31  0.15 0.16 0.25 0.37  0.28 0.30 0.36 0.44 
  
 
                   
0.8 
0 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.29 0.41  0.32 0.34 0.40 0.49 
0.2 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.19 0.35  0.17 0.18 0.27 0.40  0.31 0.33 0.39 0.49 
0.5 
 
0.02 0.03 0.14 0.30  0.05 0.06 0.17 0.31  0.14 0.16 0.25 0.37  0.28 0.30 0.36 0.45 
0.8   0.02 0.03 0.11 0.25   0.04 0.06 0.14 0.27   0.12 0.13 0.21 0.32   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Uniform Distribution conditions (m = 5, k = 100) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.01 0.06 0.29 0.50  0.10 0.15 0.34 0.53  0.30 0.33 0.45 0.59  0.49 0.51 0.58 0.67 0.2 
 
0.01 0.05 0.27 0.49  0.09 0.14 0.32 0.52  0.28 0.31 0.44 0.57  0.48 0.49 0.56 0.65 
0.5 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.27 0.45  0.23 0.26 0.37 0.50  0.41 0.42 0.50 0.58 0.8 
 
0.01 0.04 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.29 0.41  0.32 0.34 0.40 0.50 
  
 
                   
0.2 
0 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.32 0.52  0.28 0.31 0.43 0.58  0.48 0.50 0.56 0.65 
0.2 
 
0.01 0.05 0.26 0.48  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.47 0.48 0.55 0.64 0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.49  0.40 0.41 0.48 0.58 
0.8 
 
0.01 0.04 0.16 0.33  0.05 0.08 0.19 0.35  0.16 0.18 0.28 0.40  0.32 0.33 0.40 0.49 
  
 
                   
0.5 
0 
 
0.01 0.05 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.26 0.37 0.51  0.41 0.42 0.49 0.59 0.2 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.50  0.40 0.41 0.48 0.58 
0.5 
 
0.01 0.04 0.18 0.36  0.06 0.08 0.22 0.38  0.19 0.21 0.31 0.44  0.35 0.36 0.43 0.53 0.8 
 
0.01 0.03 0.14 0.30  0.04 0.06 0.17 0.31  0.15 0.16 0.25 0.37  0.29 0.30 0.36 0.45 
  
 
                   
0.8 
0 
 
0.01 0.03 0.16 0.33  0.05 0.07 0.20 0.36  0.17 0.19 0.29 0.41  0.32 0.34 0.40 0.50 
0.2 
 
0.01 0.03 0.16 0.33  0.05 0.07 0.19 0.35  0.17 0.19 0.28 0.41  0.31 0.33 0.39 0.49 
0.5 
 
0.01 0.03 0.14 0.29  0.04 0.06 0.17 0.31  0.15 0.16 0.25 0.37  0.28 0.30 0.36 0.45 
0.8   0.02 0.03 0.11 0.25   0.04 0.05 0.14 0.27   0.12 0.14 0.21 0.32   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Uniform Distribution conditions (m = 10, k = 25) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.33 0.51  0.28 0.32 0.43 0.57  0.48 0.50 0.56 0.65 
0.2 
 
0.01 0.05 0.26 0.48  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.63 
0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.24 0.35 0.49  0.39 0.41 0.48 0.57 
0.8 
 
0.01 0.03 0.15 0.32  0.05 0.07 0.19 0.34  0.17 0.18 0.27 0.40  0.32 0.33 0.39 0.48 
  
 
                   
0.2 
0 
 
0.01 0.05 0.26 0.47  0.09 0.14 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.47 0.54 0.63 
0.2 
 
0.01 0.05 0.25 0.46  0.08 0.12 0.30 0.48  0.26 0.28 0.40 0.55  0.44 0.46 0.54 0.62 
0.5 
 
0.01 0.04 0.20 0.40  0.06 0.10 0.25 0.42  0.21 0.24 0.34 0.48  0.39 0.40 0.46 0.56 
0.8 
 
0.01 0.03 0.15 0.31  0.05 0.07 0.18 0.33  0.16 0.18 0.27 0.39  0.31 0.32 0.38 0.47 
  
 
                   
0.5 
0 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.24 0.36 0.49  0.39 0.41 0.48 0.57 
0.2 
 
0.01 0.04 0.20 0.40  0.07 0.10 0.25 0.41  0.21 0.24 0.35 0.48  0.38 0.40 0.47 0.56 
0.5 
 
0.01 0.03 0.17 0.35  0.06 0.08 0.21 0.37  0.18 0.20 0.30 0.43  0.34 0.35 0.42 0.51 
0.8 
 
0.01 0.03 0.13 0.28  0.04 0.07 0.17 0.30  0.14 0.16 0.24 0.36  0.28 0.29 0.35 0.44 
  
 
                   
0.8 
0 
 
0.01 0.03 0.15 0.32  0.05 0.07 0.19 0.34  0.16 0.18 0.27 0.40  0.31 0.32 0.38 0.48 
0.2 
 
0.01 0.03 0.15 0.31  0.05 0.07 0.19 0.33  0.16 0.18 0.27 0.39  0.31 0.31 0.38 0.47 
0.5 
 
0.01 0.03 0.13 0.29  0.04 0.06 0.16 0.31  0.14 0.16 0.24 0.35  0.27 0.29 0.35 0.43 
0.8   0.01 0.03 0.11 0.24   0.04 0.05 0.14 0.26   0.12 0.13 0.20 0.30   0.23 0.25 0.30 0.38 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Uniform Distribution conditions (m = 10, k = 50) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.01 0.06 0.29 0.50  0.10 0.14 0.33 0.52  0.29 0.32 0.44 0.58  0.49 0.51 0.57 0.66 0.2 
 
0.01 0.05 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.47 0.49 0.56 0.65 
0.5 
 
0.01 0.04 0.22 0.41  0.07 0.11 0.26 0.44  0.22 0.25 0.37 0.50  0.40 0.42 0.49 0.58 0.8 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.34 0.40 0.49 
  
 
                   
0.2 
0 
 
0.01 0.05 0.27 0.49  0.09 0.13 0.32 0.51  0.28 0.31 0.43 0.57  0.47 0.49 0.56 0.65 
0.2 
 
0.01 0.05 0.26 0.47  0.09 0.13 0.31 0.49  0.27 0.30 0.41 0.55  0.46 0.47 0.54 0.63 0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.25 0.43  0.22 0.24 0.35 0.49  0.39 0.41 0.48 0.57 
0.8 
 
0.01 0.03 0.16 0.32  0.05 0.07 0.19 0.35  0.16 0.19 0.28 0.40  0.31 0.33 0.39 0.48 
  
 
                   
0.5 
0 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.36 0.50  0.40 0.42 0.48 0.58 0.2 
 
0.01 0.04 0.21 0.40  0.07 0.10 0.25 0.43  0.22 0.24 0.36 0.49  0.39 0.41 0.48 0.57 
0.5 
 
0.01 0.04 0.18 0.36  0.06 0.08 0.22 0.38  0.18 0.21 0.31 0.44  0.35 0.36 0.43 0.52 0.8 
 
0.01 0.02 0.14 0.29  0.04 0.06 0.17 0.31  0.14 0.16 0.25 0.37  0.28 0.29 0.36 0.44 
  
 
                   
0.8 
0 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.39 0.49 
0.2 
 
0.01 0.03 0.16 0.32  0.05 0.07 0.19 0.34  0.16 0.18 0.28 0.40  0.31 0.32 0.39 0.48 
0.5 
 
0.01 0.03 0.14 0.29  0.04 0.06 0.17 0.31  0.15 0.16 0.25 0.36  0.28 0.29 0.36 0.44 
0.8   0.01 0.02 0.11 0.25   0.03 0.05 0.14 0.26   0.12 0.13 0.21 0.32   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Uniform Distribution conditions (m = 10, k = 75) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.01 0.06 0.28 0.51  0.10 0.15 0.34 0.53  0.30 0.33 0.45 0.59  0.49 0.51 0.58 0.67 
0.2 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.48 0.50 0.57 0.65 0.5 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.26 0.45  0.23 0.26 0.37 0.50  0.41 0.42 0.49 0.59 
0.8 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.29 0.41  0.33 0.34 0.40 0.49 
  
 
                   
0.2 
0 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.47 0.49 0.56 0.65 
0.2 
 
0.01 0.05 0.26 0.47  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 
0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.35 0.49  0.40 0.41 0.48 0.57 
0.8 
 
0.01 0.03 0.16 0.32  0.05 0.07 0.19 0.34  0.17 0.19 0.28 0.41  0.32 0.33 0.39 0.48 
  
 
                   
0.5 
0 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.37 0.50  0.41 0.43 0.49 0.58 
0.2 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.49  0.40 0.41 0.48 0.58 0.5 
 
0.01 0.03 0.18 0.36  0.06 0.09 0.22 0.38  0.19 0.21 0.31 0.44  0.35 0.36 0.43 0.52 
0.8 
 
0.01 0.03 0.14 0.29  0.04 0.07 0.17 0.31  0.15 0.16 0.25 0.37  0.29 0.30 0.36 0.45 
  
 
                   
0.8 
0 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.34 0.40 0.49 
0.2 
 
0.01 0.03 0.16 0.32  0.05 0.07 0.19 0.35  0.17 0.18 0.28 0.41  0.32 0.33 0.40 0.48 
0.5 
 
0.01 0.03 0.14 0.29  0.04 0.07 0.17 0.32  0.14 0.17 0.25 0.37  0.28 0.29 0.36 0.45 
0.8   0.01 0.02 0.11 0.25   0.03 0.05 0.14 0.27   0.12 0.14 0.21 0.32   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Uniform Distribution conditions (m = 10, k = 100) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.01 0.06 0.29 0.51  0.10 0.15 0.34 0.53  0.30 0.33 0.45 0.59  0.50 0.51 0.58 0.67 0.2 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.32 0.52  0.28 0.31 0.43 0.58  0.48 0.49 0.56 0.65 
0.5 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.27 0.45  0.23 0.25 0.37 0.51  0.41 0.42 0.49 0.59 0.8 
 
0.01 0.03 0.17 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.29 0.41  0.32 0.34 0.40 0.50 
  
 
                   
0.2 
0 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.33 0.52  0.28 0.31 0.44 0.58  0.48 0.49 0.56 0.65 
0.2 
 
0.01 0.05 0.26 0.48  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.44  0.22 0.25 0.36 0.49  0.40 0.41 0.48 0.57 
0.8 
 
0.01 0.03 0.16 0.33  0.05 0.07 0.19 0.35  0.16 0.19 0.28 0.40  0.32 0.33 0.39 0.49 
  
 
                   
0.5 
0 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.26 0.45  0.23 0.26 0.37 0.50  0.41 0.43 0.49 0.59 0.2 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.50  0.40 0.41 0.48 0.58 
0.5 
 
0.01 0.03 0.18 0.36  0.06 0.09 0.22 0.38  0.19 0.21 0.31 0.44  0.35 0.37 0.43 0.52 0.8 
 
0.01 0.02 0.14 0.30  0.04 0.07 0.17 0.32  0.15 0.16 0.25 0.37  0.29 0.30 0.36 0.45 
  
 
                   
0.8 
0 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.29 0.42  0.33 0.34 0.40 0.50 
0.2 
 
0.01 0.03 0.16 0.33  0.05 0.07 0.19 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.39 0.49 
0.5 
 
0.01 0.03 0.14 0.30  0.04 0.07 0.17 0.32  0.15 0.16 0.25 0.37  0.28 0.30 0.36 0.45 
0.8   0.01 0.02 0.11 0.25   0.03 0.05 0.14 0.27   0.12 0.14 0.21 0.32   0.24 0.25 0.31 0.40 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Uniform Distribution conditions (m = 20, k = 25) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.00 0.06 0.27 0.49  0.09 0.14 0.32 0.52  0.29 0.32 0.44 0.57  0.48 0.50 0.56 0.65 
0.2 
 
0.00 0.05 0.27 0.47  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.63 
0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.35 0.49  0.39 0.42 0.48 0.57 
0.8 
 
0.01 0.03 0.15 0.32  0.05 0.07 0.19 0.34  0.17 0.19 0.28 0.40  0.31 0.33 0.39 0.48 
  
 
                   
0.2 
0 
 
0.00 0.05 0.26 0.47  0.09 0.14 0.32 0.49  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 
0.2 
 
0.01 0.05 0.25 0.46  0.08 0.13 0.30 0.48  0.26 0.29 0.40 0.54  0.44 0.46 0.53 0.62 
0.5 
 
0.01 0.04 0.21 0.39  0.06 0.10 0.25 0.42  0.21 0.24 0.34 0.48  0.39 0.40 0.47 0.56 
0.8 
 
0.01 0.03 0.15 0.31  0.05 0.07 0.19 0.34  0.16 0.18 0.27 0.39  0.31 0.32 0.38 0.47 
  
 
                   
0.5 
0 
 
0.00 0.04 0.22 0.40  0.07 0.11 0.26 0.43  0.22 0.25 0.35 0.49  0.39 0.41 0.48 0.57 
0.2 
 
0.01 0.04 0.21 0.39  0.06 0.10 0.25 0.42  0.21 0.23 0.34 0.48  0.39 0.40 0.47 0.56 
0.5 
 
0.01 0.03 0.17 0.35  0.06 0.08 0.21 0.37  0.18 0.20 0.30 0.43  0.34 0.36 0.42 0.51 
0.8 
 
0.01 0.02 0.13 0.29  0.04 0.06 0.17 0.30  0.14 0.16 0.24 0.36  0.28 0.29 0.35 0.43 
  
 
                   
0.8 
0 
 
0.00 0.03 0.16 0.32  0.05 0.07 0.19 0.34  0.16 0.19 0.28 0.40  0.31 0.32 0.39 0.48 
0.2 
 
0.01 0.03 0.15 0.32  0.04 0.07 0.19 0.34  0.16 0.18 0.26 0.39  0.30 0.32 0.38 0.47 
0.5 
 
0.01 0.02 0.14 0.29  0.04 0.06 0.17 0.30  0.14 0.16 0.24 0.36  0.27 0.29 0.35 0.44 
0.8   0.01 0.02 0.11 0.25   0.03 0.05 0.14 0.26   0.12 0.13 0.20 0.30   0.23 0.25 0.30 0.38 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Uniform Distribution conditions (m = 20, k = 50) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.00 0.06 0.28 0.50  0.10 0.15 0.33 0.53  0.29 0.32 0.45 0.59  0.49 0.50 0.58 0.66 
0.2 
 
0.00 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.47 0.49 0.56 0.65 
0.5 
 
0.00 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.36 0.50  0.41 0.42 0.49 0.58 
0.8 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.34 0.40 0.49 
  
 
                   
0.2 
0 
 
0.00 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.48 0.49 0.56 0.65 
0.2 
 
0.00 0.05 0.26 0.47  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.54 0.63 
0.5 
 
0.00 0.04 0.21 0.41  0.07 0.10 0.25 0.43  0.22 0.24 0.35 0.49  0.39 0.41 0.48 0.57 
0.8 
 
0.00 0.03 0.16 0.32  0.05 0.07 0.19 0.35  0.16 0.18 0.28 0.40  0.31 0.33 0.39 0.48 
  
 
                   
0.5 
0 
 
0.00 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.37 0.50  0.40 0.42 0.49 0.58 
0.2 
 
0.00 0.04 0.21 0.41  0.07 0.11 0.25 0.43  0.22 0.24 0.36 0.49  0.39 0.41 0.48 0.57 
0.5 
 
0.00 0.03 0.18 0.36  0.06 0.09 0.22 0.38  0.18 0.21 0.31 0.44  0.35 0.36 0.42 0.52 
0.8 
 
0.00 0.02 0.14 0.29  0.04 0.06 0.17 0.31  0.15 0.16 0.25 0.37  0.29 0.29 0.36 0.45 
  
 
                   
0.8 
0 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.40 0.49 
0.2 
 
0.00 0.03 0.16 0.33  0.05 0.07 0.19 0.35  0.16 0.18 0.28 0.40  0.31 0.33 0.39 0.48 
0.5 
 
0.00 0.02 0.14 0.29  0.04 0.06 0.17 0.31  0.15 0.16 0.25 0.37  0.28 0.29 0.36 0.44 
0.8   0.00 0.02 0.11 0.24   0.03 0.05 0.14 0.27   0.12 0.13 0.21 0.32   0.24 0.25 0.30 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Uniform Distribution conditions (m = 20, k = 75) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
 
L1 
 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.00 0.06 0.29 0.50  0.10 0.15 0.34 0.53  0.29 0.33 0.45 0.59  0.49 0.51 0.58 0.67 
0.2 
 
0.00 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.48 0.49 0.56 0.65 
0.5 
 
0.00 0.04 0.22 0.42  0.07 0.11 0.27 0.45  0.23 0.26 0.37 0.51  0.41 0.42 0.49 0.59 
0.8 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.34 0.40 0.49 
  
 
                   
0.2 
0 
 
0.00 0.06 0.28 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.48 0.49 0.56 0.65 
0.2 
 
0.00 0.05 0.26 0.48  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 
0.5 
 
0.00 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.35 0.49  0.40 0.41 0.48 0.57 
0.8 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.39 0.48 
  
 
                   
0.5 
0 
 
0.00 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.37 0.50  0.41 0.42 0.49 0.59 
0.2 
 
0.00 0.04 0.21 0.41  0.07 0.11 0.26 0.43  0.22 0.25 0.36 0.49  0.40 0.42 0.48 0.57 
0.5 
 
0.00 0.03 0.18 0.36  0.06 0.09 0.22 0.38  0.19 0.21 0.31 0.44  0.35 0.37 0.43 0.52 
0.8 
 
0.00 0.02 0.14 0.29  0.04 0.07 0.17 0.32  0.15 0.17 0.25 0.37  0.29 0.30 0.36 0.45 
  
 
                   
0.8 
0 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.29 0.41  0.32 0.34 0.40 0.49 
0.2 
 
0.00 0.03 0.16 0.32  0.05 0.07 0.19 0.35  0.16 0.19 0.28 0.41  0.32 0.33 0.39 0.48 
0.5 
 
0.00 0.03 0.14 0.29  0.04 0.07 0.17 0.31  0.15 0.16 0.25 0.37  0.28 0.30 0.36 0.45 
0.8   0.00 0.02 0.11 0.25   0.03 0.05 0.14 0.27   0.12 0.14 0.21 0.32   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Uniform Distribution conditions (m = 20, k = 100) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
 
L1 
 
 
Interaction 
         
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.00 0.06 0.29 0.51  0.10 0.15 0.34 0.53  0.30 0.33 0.45 0.59  0.49 0.51 0.58 0.67 
0.2 
 
0.00 0.06 0.27 0.49  0.09 0.14 0.32 0.52  0.28 0.31 0.44 0.58  0.48 0.50 0.56 0.65 
0.5 
 
0.00 0.04 0.22 0.42  0.07 0.11 0.26 0.45  0.23 0.26 0.37 0.51  0.41 0.43 0.50 0.59 
0.8 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.29 0.42  0.33 0.34 0.40 0.50 
  
 
                   
0.2 
0 
 
0.00 0.06 0.27 0.49  0.09 0.14 0.32 0.52  0.28 0.31 0.44 0.57  0.48 0.49 0.56 0.65 
0.2 
 
0.00 0.05 0.27 0.48  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 
0.5 
 
0.00 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.50  0.40 0.41 0.48 0.58 
0.8 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.19 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.40 0.49 
  
 
                   
0.5 
0 
 
0.00 0.04 0.22 0.42  0.07 0.11 0.27 0.45  0.23 0.26 0.37 0.50  0.41 0.42 0.50 0.59 
0.2 
 
0.00 0.04 0.21 0.41  0.07 0.11 0.26 0.43  0.22 0.25 0.36 0.49  0.40 0.42 0.48 0.57 
0.5 
 
0.00 0.03 0.18 0.36  0.06 0.09 0.22 0.38  0.19 0.21 0.31 0.44  0.35 0.36 0.43 0.53 
0.8 
 
0.00 0.02 0.14 0.30  0.04 0.07 0.17 0.32  0.15 0.17 0.25 0.37  0.29 0.30 0.36 0.45 
  
 
                   
0.8 
0 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.29 0.41  0.32 0.34 0.40 0.49 
0.2 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.19 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.40 0.49 
0.5 
 
0.00 0.03 0.14 0.30  0.04 0.07 0.17 0.32  0.15 0.17 0.25 0.37  0.29 0.30 0.36 0.45 
0.8   0.00 0.02 0.12 0.25   0.03 0.05 0.14 0.27   0.12 0.14 0.21 0.32   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient. 
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Table 1 cont. 
 
Average Observed ICC values: Poisson Distribution conditions (m = 5, k = 25) 
 
                      ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.02 0.06 0.27 0.49  0.09 0.13 0.32 0.51  0.28 0.31 0.43 0.57  0.48 0.48 0.56 0.65 0.2 
 
0.02 0.06 0.26 0.47  0.08 0.13 0.31 0.49  0.27 0.30 0.42 0.55  0.46 0.47 0.54 0.64 
0.5 
 
0.02 0.05 0.20 0.40  0.07 0.10 0.25 0.43  0.22 0.25 0.35 0.49  0.40 0.41 0.48 0.56 0.8 
 
0.02 0.04 0.15 0.31  0.06 0.07 0.18 0.34  0.16 0.18 0.27 0.40  0.31 0.33 0.39 0.48 
  
 
                   
0.2 
0 
 
0.02 0.06 0.25 0.47  0.08 0.13 0.31 0.49  0.27 0.30 0.42 0.55  0.45 0.47 0.54 0.63 
0.2 
 
0.02 0.05 0.25 0.46  0.08 0.12 0.29 0.49  0.25 0.28 0.40 0.54  0.45 0.46 0.53 0.62 0.5 
 
0.02 0.05 0.20 0.39  0.07 0.10 0.24 0.42  0.21 0.24 0.34 0.47  0.38 0.40 0.46 0.56 
0.8 
 
0.02 0.04 0.15 0.31  0.05 0.08 0.18 0.33  0.16 0.17 0.26 0.39  0.30 0.32 0.38 0.48 
  
 
                   
0.5 
0 
 
0.02 0.05 0.21 0.41  0.07 0.10 0.26 0.43  0.21 0.23 0.35 0.49  0.39 0.41 0.48 0.56 0.2 
 
0.02 0.04 0.20 0.39  0.07 0.09 0.24 0.41  0.21 0.23 0.33 0.48  0.38 0.39 0.47 0.56 
0.5 
 
0.02 0.04 0.17 0.34  0.06 0.08 0.21 0.37  0.18 0.20 0.29 0.42  0.34 0.35 0.42 0.50 0.8 
 
0.03 0.04 0.13 0.28  0.05 0.07 0.16 0.30  0.14 0.15 0.24 0.35  0.27 0.28 0.34 0.43 
  
 
                   
0.8 
0 
 
0.02 0.04 0.15 0.31  0.05 0.07 0.18 0.34  0.16 0.18 0.27 0.39  0.30 0.32 0.39 0.47 
0.2 
 
0.02 0.04 0.15 0.31  0.05 0.07 0.18 0.33  0.15 0.16 0.26 0.39  0.30 0.31 0.38 0.46 
0.5 
 
0.02 0.04 0.13 0.28  0.05 0.07 0.16 0.30  0.14 0.15 0.24 0.36  0.28 0.28 0.34 0.43 
0.8   0.03 0.04 0.11 0.23   0.05 0.07 0.13 0.25   0.12 0.14 0.20 0.31   0.23 0.24 0.30 0.38 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Poisson Distribution conditions (m = 5, k = 50) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
 
L1 
 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.01 0.06 0.28 0.50  0.09 0.14 0.33 0.52  0.29 0.32 0.44 0.58  0.48 0.50 0.57 0.66 0.2 
 
0.01 0.06 0.27 0.48  0.09 0.13 0.31 0.51  0.27 0.31 0.43 0.56  0.47 0.49 0.56 0.65 0.5 
 
0.02 0.04 0.22 0.41  0.07 0.11 0.26 0.44  0.23 0.25 0.36 0.50  0.40 0.42 0.49 0.58 0.8 
 
0.02 0.04 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.40 0.49 
  
 
                   
0.2 
0 
 
0.02 0.06 0.27 0.48  0.09 0.13 0.32 0.50  0.28 0.31 0.43 0.57  0.47 0.49 0.55 0.65 0.2 
 
0.02 0.05 0.26 0.47  0.08 0.13 0.30 0.50  0.27 0.29 0.42 0.55  0.46 0.47 0.54 0.63 0.5 
 
0.02 0.04 0.21 0.41  0.07 0.10 0.25 0.43  0.22 0.24 0.35 0.49  0.39 0.41 0.48 0.56 0.8 
 
0.02 0.04 0.16 0.31  0.05 0.07 0.18 0.34  0.17 0.18 0.27 0.40  0.31 0.32 0.39 0.48 
  
 
                   
0.5 
0 
 
0.01 0.05 0.22 0.42  0.07 0.11 0.26 0.44  0.22 0.25 0.36 0.50  0.40 0.42 0.49 0.58 0.2 
 
0.01 0.04 0.21 0.40  0.07 0.10 0.25 0.43  0.22 0.24 0.35 0.49  0.39 0.40 0.47 0.57 0.5 
 
0.02 0.04 0.18 0.36  0.06 0.09 0.22 0.38  0.18 0.20 0.31 0.43  0.34 0.36 0.42 0.51 0.8 
 
0.02 0.03 0.14 0.29  0.05 0.07 0.16 0.31  0.15 0.16 0.25 0.37  0.28 0.30 0.36 0.44 
  
 
                   
0.8 
0 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.19 0.35  0.17 0.19 0.28 0.40  0.32 0.33 0.39 0.49 
0.2 
 
0.01 0.03 0.15 0.32  0.05 0.07 0.19 0.35  0.16 0.18 0.27 0.40  0.31 0.33 0.39 0.48 
0.5 
 
0.02 0.03 0.14 0.29  0.05 0.07 0.17 0.31  0.14 0.16 0.25 0.37  0.29 0.29 0.35 0.45 
0.8   0.02 0.03 0.11 0.25   0.04 0.05 0.14 0.27   0.12 0.14 0.21 0.31   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient. 
  
   
69 
 
Table 1 cont. 
 
Average Observed ICC values: Poisson Distribution conditions (m = 5, k = 75) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.01 0.06 0.28 0.50  0.10 0.14 0.34 0.53  0.29 0.32 0.45 0.59  0.49 0.51 0.58 0.67 
0.2 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.48 0.49 0.56 0.65 
0.5 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.36 0.50  0.41 0.42 0.49 0.58 
0.8 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.29 0.41  0.32 0.33 0.40 0.49 
  
 
                   
0.2 
0 
 
0.01 0.06 0.27 0.49  0.09 0.13 0.32 0.51  0.28 0.31 0.43 0.57  0.47 0.49 0.56 0.65 
0.2 
 
0.01 0.05 0.26 0.47  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 
0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.24 0.36 0.49  0.40 0.41 0.48 0.58 
0.8 
 
0.02 0.03 0.16 0.32  0.05 0.08 0.19 0.35  0.16 0.19 0.28 0.40  0.32 0.33 0.40 0.49 
  
 
                   
0.5 
0 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.37 0.51  0.41 0.42 0.49 0.58 
0.2 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.25 0.43  0.22 0.24 0.36 0.49  0.39 0.41 0.48 0.57 
0.5 
 
0.01 0.04 0.18 0.36  0.06 0.09 0.22 0.38  0.18 0.21 0.31 0.44  0.35 0.36 0.43 0.52 
0.8 
 
0.02 0.03 0.14 0.29  0.04 0.06 0.17 0.31  0.15 0.16 0.25 0.37  0.28 0.29 0.36 0.45 
  
 
                   
0.8 
0 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.19 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.40 0.49 
0.2 
 
0.01 0.03 0.16 0.32  0.05 0.08 0.19 0.35  0.16 0.18 0.28 0.40  0.32 0.33 0.39 0.48 
0.5 
 
0.01 0.03 0.14 0.29  0.04 0.06 0.17 0.31  0.14 0.16 0.25 0.37  0.28 0.30 0.36 0.45 
0.8   0.02 0.03 0.11 0.24   0.04 0.05 0.14 0.27   0.12 0.13 0.21 0.32   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Poisson Distribution conditions (m = 5, k = 100) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.01 0.06 0.29 0.51  0.10 0.15 0.34 0.53  0.30 0.33 0.45 0.59  0.49 0.51 0.58 0.66 
0.2 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.32 0.52  0.28 0.31 0.44 0.58  0.48 0.49 0.56 0.65 
0.5 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.26 0.45  0.23 0.25 0.36 0.51  0.41 0.42 0.50 0.59 
0.8 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.28 0.41  0.32 0.34 0.41 0.49 
  
 
                   
0.2 
0 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.32 0.52  0.28 0.31 0.44 0.57  0.48 0.49 0.56 0.65 
0.2 
 
0.01 0.05 0.26 0.47  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 
0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.24 0.36 0.49  0.40 0.41 0.48 0.58 
0.8 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.19 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.39 0.48 
  
 
                   
0.5 
0 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.37 0.50  0.41 0.42 0.49 0.59 
0.2 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.50  0.40 0.41 0.49 0.58 
0.5 
 
0.01 0.04 0.18 0.36  0.06 0.09 0.22 0.38  0.19 0.21 0.31 0.44  0.35 0.37 0.43 0.52 
0.8 
 
0.01 0.03 0.14 0.29  0.04 0.06 0.17 0.32  0.15 0.16 0.25 0.37  0.29 0.30 0.36 0.45 
  
 
                   
0.8 
0 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.19 0.36  0.17 0.19 0.29 0.41  0.32 0.34 0.40 0.50 
0.2 
 
0.01 0.03 0.16 0.32  0.05 0.07 0.19 0.35  0.16 0.18 0.28 0.40  0.31 0.33 0.40 0.49 
0.5 
 
0.01 0.03 0.14 0.29  0.04 0.06 0.17 0.31  0.15 0.16 0.25 0.37  0.28 0.30 0.36 0.45 
0.8   0.01 0.03 0.11 0.25   0.04 0.05 0.14 0.27   0.12 0.14 0.21 0.32   0.24 0.25 0.31 0.40 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient. 
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Table 1 cont. 
 
Average Observed ICC values: Poisson Distribution conditions (m = 10, k = 25) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.01 0.06 0.27 0.48  0.09 0.14 0.32 0.52  0.29 0.32 0.43 0.57  0.48 0.49 0.56 0.65 
0.2 
 
0.01 0.05 0.26 0.47  0.09 0.13 0.31 0.49  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.63 
0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.25 0.43  0.22 0.25 0.35 0.48  0.39 0.41 0.47 0.57 
0.8 
 
0.01 0.03 0.16 0.32  0.05 0.08 0.19 0.34  0.17 0.18 0.28 0.40  0.31 0.33 0.39 0.48 
  
 
                   
0.2 
0 
 
0.01 0.05 0.26 0.47  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 
0.2 
 
0.01 0.05 0.25 0.46  0.08 0.13 0.29 0.48  0.26 0.29 0.41 0.54  0.45 0.47 0.53 0.62 
0.5 
 
0.01 0.04 0.20 0.40  0.06 0.10 0.24 0.42  0.21 0.24 0.35 0.48  0.39 0.40 0.47 0.56 
0.8 
 
0.01 0.03 0.15 0.31  0.05 0.07 0.18 0.33  0.16 0.18 0.27 0.39  0.31 0.32 0.38 0.47 
  
 
                   
0.5 
0 
 
0.01 0.04 0.21 0.40  0.07 0.10 0.26 0.43  0.22 0.24 0.36 0.49  0.39 0.41 0.48 0.57 
0.2 
 
0.01 0.04 0.20 0.39  0.07 0.10 0.24 0.42  0.21 0.24 0.34 0.48  0.38 0.40 0.46 0.56 
0.5 
 
0.01 0.03 0.17 0.35  0.05 0.08 0.21 0.37  0.18 0.20 0.30 0.43  0.34 0.35 0.42 0.51 
0.8 
 
0.01 0.03 0.13 0.28  0.04 0.06 0.16 0.31  0.15 0.16 0.24 0.36  0.27 0.29 0.35 0.44 
  
 
                   
0.8 
0 
 
0.01 0.03 0.15 0.32  0.05 0.07 0.19 0.34  0.16 0.18 0.27 0.40  0.31 0.32 0.39 0.48 
0.2 
 
0.01 0.03 0.15 0.31  0.04 0.07 0.18 0.34  0.16 0.18 0.26 0.39  0.31 0.32 0.38 0.47 
0.5 
 
0.01 0.03 0.13 0.28  0.04 0.06 0.16 0.30  0.14 0.16 0.24 0.36  0.27 0.29 0.34 0.43 
0.8   0.01 0.02 0.11 0.24   0.03 0.05 0.14 0.26   0.11 0.13 0.20 0.30   0.23 0.25 0.30 0.38 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient. 
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Table 1 cont. 
 
Average Observed ICC values: Poisson Distribution conditions (m = 10, k = 50) 
 
                       ICC Values                 
   0 
 
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.01 0.06 0.28 0.50  0.10 0.15 0.33 0.53  0.29 0.32 0.45 0.58  0.49 0.50 0.57 0.66 
0.2 
 
0.01 0.05 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.30 0.43 0.57  0.47 0.49 0.56 0.65 
0.5 
 
0.01 0.04 0.22 0.41  0.07 0.11 0.26 0.44  0.23 0.25 0.36 0.50  0.40 0.42 0.49 0.58 
0.8 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.28 0.41  0.32 0.34 0.40 0.49 
  
 
                   
0.2 
0 
 
0.01 0.05 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.47 0.49 0.56 0.65 
0.2 
 
0.01 0.05 0.26 0.47  0.09 0.13 0.31 0.49  0.27 0.29 0.41 0.55  0.46 0.48 0.54 0.64 
0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.25 0.43  0.22 0.24 0.36 0.49  0.40 0.41 0.48 0.57 
0.8 
 
0.01 0.03 0.15 0.32  0.05 0.08 0.19 0.35  0.16 0.19 0.28 0.40  0.32 0.33 0.39 0.48 
  
 
                   
0.5 
0 
 
0.01 0.04 0.22 0.41  0.07 0.11 0.26 0.44  0.22 0.25 0.36 0.50  0.41 0.42 0.49 0.58 
0.2 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.24 0.35 0.49  0.39 0.41 0.47 0.57 
0.5 
 
0.01 0.03 0.18 0.36  0.06 0.08 0.22 0.38  0.19 0.21 0.31 0.44  0.35 0.36 0.43 0.52 
0.8 
 
0.01 0.03 0.14 0.29  0.04 0.07 0.17 0.31  0.14 0.17 0.25 0.37  0.29 0.29 0.35 0.45 
  
 
                   
0.8 
0 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.40 0.48 
0.2 
 
0.01 0.03 0.16 0.32  0.05 0.07 0.19 0.34  0.16 0.18 0.28 0.40  0.31 0.33 0.39 0.48 
0.5 
 
0.01 0.03 0.14 0.29  0.04 0.06 0.17 0.31  0.14 0.16 0.25 0.37  0.28 0.29 0.36 0.44 
0.8   0.01 0.02 0.11 0.25   0.04 0.05 0.14 0.26   0.12 0.14 0.21 0.32   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient.  
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Table 1 cont. 
 
Average Observed ICC values: Poisson Distribution conditions (m = 10, k = 75) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.01 0.06 0.29 0.51  0.10 0.15 0.34 0.53  0.30 0.32 0.45 0.59  0.49 0.51 0.58 0.66 
0.2 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.48 0.49 0.56 0.65 
0.5 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.26 0.37 0.50  0.41 0.42 0.49 0.59 
0.8 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.29 0.41  0.33 0.34 0.40 0.49 
  
 
                   
0.2 
0 
 
0.01 0.05 0.27 0.49  0.09 0.14 0.33 0.51  0.28 0.31 0.44 0.57  0.48 0.49 0.56 0.65 
0.2 
 
0.01 0.05 0.26 0.47  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 
0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.49  0.40 0.41 0.48 0.57 
0.8 
 
0.01 0.03 0.16 0.32  0.05 0.07 0.19 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.40 0.49 
  
 
                   
0.5 
0 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.37 0.50  0.41 0.43 0.49 0.58 
0.2 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.25 0.43  0.22 0.24 0.36 0.49  0.40 0.41 0.48 0.57 
0.5 
 
0.01 0.03 0.18 0.36  0.06 0.09 0.22 0.38  0.19 0.21 0.31 0.44  0.35 0.36 0.43 0.52 
0.8 
 
0.01 0.03 0.14 0.29  0.04 0.06 0.17 0.32  0.15 0.16 0.25 0.37  0.28 0.30 0.36 0.45 
  
 
                   
0.8 
0 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.34 0.40 0.49 
0.2 
 
0.01 0.03 0.16 0.33  0.05 0.07 0.19 0.35  0.16 0.18 0.28 0.40  0.32 0.33 0.39 0.49 
0.5 
 
0.01 0.03 0.14 0.29  0.04 0.06 0.17 0.32  0.15 0.17 0.25 0.37  0.29 0.30 0.36 0.45 
0.8   0.01 0.02 0.11 0.24   0.03 0.05 0.14 0.27   0.12 0.14 0.21 0.32   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient. 
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Table 1 cont. 
 
Average Observed ICC values: Poisson Distribution conditions (m = 10, k = 100) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.00 0.06 0.29 0.51  0.10 0.15 0.34 0.53  0.30 0.33 0.45 0.59  0.49 0.51 0.58 0.67 
0.2 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.44 0.58  0.48 0.49 0.56 0.65 
0.5 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.27 0.45  0.23 0.25 0.37 0.51  0.41 0.42 0.49 0.58 
0.8 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.28 0.42  0.32 0.34 0.40 0.50 
  
 
                   
0.2 
0 
 
0.01 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.44 0.58  0.48 0.49 0.56 0.65 
0.2 
 
0.01 0.05 0.26 0.47  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 
0.5 
 
0.01 0.04 0.21 0.41  0.07 0.11 0.26 0.44  0.22 0.25 0.36 0.50  0.40 0.41 0.48 0.58 
0.8 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.39 0.49 
  
 
                   
0.5 
0 
 
0.01 0.04 0.22 0.42  0.07 0.11 0.27 0.44  0.23 0.26 0.37 0.51  0.41 0.43 0.49 0.59 
0.2 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.49  0.40 0.42 0.48 0.58 
0.5 
 
0.01 0.03 0.18 0.36  0.06 0.09 0.22 0.39  0.19 0.21 0.31 0.44  0.35 0.37 0.43 0.53 
0.8 
 
0.01 0.02 0.14 0.29  0.04 0.06 0.17 0.32  0.15 0.16 0.25 0.37  0.28 0.30 0.36 0.45 
  
 
                   
0.8 
0 
 
0.01 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.29 0.41  0.32 0.34 0.40 0.49 
0.2 
 
0.01 0.03 0.16 0.33  0.05 0.07 0.19 0.35  0.16 0.19 0.28 0.41  0.32 0.33 0.39 0.49 
0.5 
 
0.01 0.03 0.14 0.30  0.04 0.07 0.17 0.32  0.14 0.16 0.25 0.37  0.28 0.30 0.36 0.45 
0.8   0.01 0.02 0.11 0.25   0.03 0.05 0.14 0.27   0.12 0.14 0.21 0.32   0.24 0.25 0.31 0.40 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient. 
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Table 1 cont. 
 
Average Observed ICC values: Poisson Distribution conditions (m = 20, k = 25) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.00 0.06 0.27 0.49  0.09 0.14 0.33 0.52  0.28 0.31 0.44 0.57  0.48 0.49 0.56 0.65 
0.2 
 
0.00 0.05 0.27 0.47  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.47 0.48 0.55 0.64 
0.5 
 
0.01 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.50  0.40 0.41 0.48 0.57 
0.8 
 
0.01 0.03 0.16 0.32  0.05 0.08 0.19 0.34  0.17 0.18 0.27 0.40  0.31 0.33 0.39 0.48 
  
 
                   
0.2 
0 
 
0.00 0.05 0.27 0.48  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 
0.2 
 
0.00 0.05 0.25 0.46  0.08 0.13 0.30 0.49  0.26 0.29 0.41 0.54  0.45 0.46 0.53 0.63 
0.5 
 
0.01 0.04 0.20 0.40  0.06 0.10 0.25 0.42  0.21 0.24 0.35 0.48  0.39 0.40 0.47 0.56 
0.8 
 
0.01 0.03 0.15 0.32  0.05 0.07 0.18 0.34  0.16 0.18 0.27 0.39  0.31 0.32 0.39 0.47 
  
 
                   
0.5 
0 
 
0.00 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.50  0.40 0.41 0.48 0.57 
0.2 
 
0.00 0.04 0.20 0.40  0.07 0.10 0.25 0.42  0.21 0.24 0.35 0.48  0.38 0.40 0.46 0.56 
0.5 
 
0.01 0.03 0.17 0.35  0.06 0.08 0.21 0.37  0.18 0.20 0.30 0.43  0.34 0.35 0.42 0.51 
0.8 
 
0.01 0.02 0.13 0.28  0.04 0.06 0.16 0.30  0.14 0.16 0.24 0.36  0.28 0.29 0.35 0.44 
  
 
                   
0.8 
0 
 
0.00 0.03 0.16 0.32  0.05 0.07 0.19 0.35  0.16 0.19 0.28 0.40  0.31 0.32 0.39 0.48 
0.2 
 
0.01 0.03 0.15 0.31  0.04 0.07 0.19 0.34  0.16 0.18 0.27 0.39  0.30 0.32 0.38 0.47 
0.5 
 
0.01 0.02 0.13 0.28  0.04 0.06 0.17 0.31  0.14 0.16 0.24 0.36  0.28 0.29 0.35 0.43 
0.8   0.01 0.02 0.11 0.24   0.03 0.05 0.13 0.26   0.12 0.13 0.20 0.31   0.24 0.25 0.30 0.38 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient. 
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Table 1 cont. 
 
Average Observed ICC values: Poisson Distribution conditions (m = 20, k = 50) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.00 0.06 0.28 0.50  0.10 0.14 0.34 0.53  0.29 0.32 0.45 0.59  0.49 0.50 0.57 0.66 
0.2 
 
0.00 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.47 0.49 0.56 0.65 
0.5 
 
0.00 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.36 0.50  0.41 0.42 0.49 0.58 
0.8 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.40 0.49 
  
 
                   
0.2 
0 
 
0.00 0.06 0.27 0.48  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.47 0.49 0.56 0.65 
0.2 
 
0.00 0.05 0.26 0.47  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.55  0.46 0.48 0.54 0.63 
0.5 
 
0.00 0.04 0.21 0.41  0.07 0.10 0.25 0.43  0.22 0.25 0.35 0.49  0.39 0.41 0.48 0.57 
0.8 
 
0.00 0.03 0.16 0.32  0.05 0.08 0.19 0.35  0.17 0.19 0.28 0.40  0.32 0.33 0.39 0.48 
  
 
                   
0.5 
0 
 
0.00 0.04 0.22 0.42  0.07 0.11 0.26 0.44  0.23 0.25 0.37 0.50  0.41 0.42 0.49 0.58 
0.2 
 
0.00 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.24 0.35 0.49  0.40 0.41 0.48 0.57 
0.5 
 
0.00 0.03 0.18 0.36  0.05 0.08 0.22 0.38  0.18 0.21 0.31 0.44  0.35 0.36 0.43 0.52 
0.8 
 
0.00 0.02 0.14 0.29  0.04 0.06 0.17 0.31  0.15 0.16 0.25 0.37  0.29 0.30 0.36 0.44 
  
 
                   
0.8 
0 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.28 0.41  0.32 0.33 0.40 0.49 
0.2 
 
0.00 0.03 0.16 0.32  0.05 0.08 0.19 0.35  0.16 0.18 0.28 0.40  0.31 0.32 0.39 0.48 
0.5 
 
0.00 0.03 0.14 0.29  0.04 0.07 0.17 0.31  0.14 0.16 0.25 0.37  0.28 0.30 0.36 0.44 
0.8   0.00 0.02 0.11 0.25   0.03 0.05 0.14 0.27   0.12 0.13 0.21 0.31   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient. 
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Table 1 cont. 
 
Average Observed ICC values: Poisson Distribution conditions (m = 20, k = 75) 
 
                       ICC Values                 
   0 
 
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.00 0.06 0.29 0.50  0.10 0.15 0.33 0.53  0.29 0.33 0.45 0.59  0.49 0.51 0.58 0.66 
0.2 
 
0.00 0.06 0.27 0.49  0.09 0.14 0.32 0.52  0.28 0.31 0.43 0.57  0.48 0.49 0.56 0.65 
0.5 
 
0.00 0.04 0.22 0.42  0.07 0.11 0.26 0.45  0.23 0.26 0.37 0.50  0.41 0.42 0.49 0.59 
0.8 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.29 0.41  0.32 0.34 0.40 0.49 
  
 
                   
0.2 
0 
 
0.00 0.06 0.27 0.49  0.09 0.14 0.32 0.51  0.28 0.31 0.43 0.57  0.48 0.49 0.56 0.65 
0.2 
 
0.00 0.05 0.26 0.48  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 
0.5 
 
0.00 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.49  0.40 0.41 0.48 0.57 
0.8 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.16 0.19 0.28 0.41  0.32 0.33 0.39 0.49 
  
 
                   
0.5 
0 
 
0.00 0.04 0.22 0.42  0.07 0.11 0.27 0.45  0.23 0.26 0.37 0.51  0.41 0.42 0.50 0.58 
0.2 
 
0.00 0.04 0.21 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.49  0.40 0.41 0.48 0.57 
0.5 
 
0.00 0.03 0.18 0.36  0.06 0.09 0.22 0.38  0.19 0.21 0.31 0.44  0.35 0.36 0.43 0.52 
0.8 
 
0.00 0.02 0.14 0.30  0.04 0.07 0.17 0.32  0.14 0.17 0.25 0.37  0.29 0.30 0.36 0.45 
  
 
                   
0.8 
0 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.28 0.41  0.32 0.34 0.40 0.49 
0.2 
 
0.00 0.03 0.16 0.33  0.05 0.07 0.19 0.35  0.16 0.19 0.28 0.41  0.32 0.33 0.40 0.49 
0.5 
 
0.00 0.03 0.14 0.29  0.04 0.07 0.17 0.32  0.14 0.16 0.25 0.37  0.28 0.30 0.36 0.45 
0.8   0.00 0.02 0.11 0.25   0.03 0.05 0.14 0.27   0.12 0.13 0.21 0.32   0.24 0.25 0.31 0.39 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient. 
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Table 1 cont. 
 
Average Observed ICC values: Poisson Distribution conditions (m = 20, k = 100) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
0.00 0.06 0.29 0.51  0.10 0.15 0.34 0.53  0.30 0.32 0.45 0.59  0.49 0.51 0.58 0.67 
0.2 
 
0.00 0.06 0.27 0.49  0.09 0.14 0.32 0.52  0.28 0.31 0.44 0.58  0.48 0.50 0.57 0.65 
0.5 
 
0.00 0.04 0.22 0.42  0.07 0.11 0.27 0.45  0.23 0.26 0.37 0.51  0.41 0.43 0.50 0.59 
0.8 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.36  0.17 0.19 0.29 0.41  0.33 0.34 0.40 0.49 
  
 
                   
0.2 
0 
 
0.00 0.06 0.27 0.49  0.09 0.14 0.32 0.52  0.28 0.31 0.43 0.58  0.48 0.49 0.56 0.65 
0.2 
 
0.00 0.05 0.26 0.47  0.09 0.13 0.31 0.50  0.27 0.30 0.42 0.56  0.46 0.48 0.55 0.64 
0.5 
 
0.00 0.04 0.21 0.41  0.07 0.11 0.26 0.43  0.22 0.25 0.36 0.50  0.40 0.41 0.48 0.58 
0.8 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.19 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.40 0.49 
  
 
                   
0.5 
0 
 
0.00 0.04 0.22 0.42  0.07 0.11 0.26 0.45  0.23 0.26 0.37 0.51  0.41 0.43 0.49 0.59 
0.2 
 
0.00 0.04 0.22 0.41  0.07 0.10 0.26 0.43  0.22 0.25 0.36 0.49  0.40 0.41 0.49 0.58 
0.5 
 
0.00 0.03 0.18 0.36  0.06 0.09 0.22 0.39  0.19 0.21 0.31 0.44  0.35 0.36 0.43 0.53 
0.8 
 
0.00 0.02 0.14 0.29  0.04 0.07 0.17 0.32  0.15 0.16 0.25 0.37  0.29 0.30 0.36 0.45 
  
 
                   
0.8 
0 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.20 0.35  0.17 0.19 0.29 0.41  0.32 0.34 0.40 0.49 
0.2 
 
0.00 0.03 0.16 0.33  0.05 0.08 0.19 0.35  0.17 0.19 0.28 0.41  0.32 0.33 0.39 0.49 
0.5 
 
0.00 0.02 0.14 0.30  0.04 0.07 0.17 0.32  0.15 0.17 0.25 0.37  0.29 0.30 0.36 0.45 
0.8   0.00 0.02 0.12 0.25   0.03 0.05 0.14 0.27   0.12 0.14 0.21 0.32   0.24 0.25 0.31 0.40 
Note: Italicized values indicate conditional deviance of .15 or more above specified value, while bold values indicate 
conditional deviance of .15 or more below the specified value. ICC = Intraclass Correlation Coefficient. 
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Table 2. 
 
Average Model Design Effect values: Uniform Distribution conditions (m = 5, k = 25) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
 
L1 
 
Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
1.08 1.23 2.08 2.96  1.36 1.55 2.27 3.02  2.13 2.24 2.73 3.27  2.88 2.97 3.26 3.60 0.2 
 
1.08 1.23 2.01 2.90  1.34 1.51 2.21 2.98  2.07 2.17 2.65 3.22  2.83 2.91 3.18 3.54 0.5 
 
1.09 1.19 1.82 2.61  1.29 1.41 2.00 2.72  1.86 1.95 2.43 2.95  2.56 2.64 2.91 3.27 0.8 
 
1.09 1.17 1.61 2.26  1.22 1.33 1.74 2.35  1.63 1.71 2.10 2.59  2.24 2.30 2.53 2.91 
  
 
                   
0.2 
0 
 
1.09 1.24 2.05 2.89  1.36 1.52 2.24 2.99  2.07 2.18 2.67 3.23  2.84 2.90 3.19 3.53 0.2 
 
1.09 1.23 1.98 2.82  1.33 1.50 2.17 2.91  2.02 2.15 2.60 3.14  2.78 2.86 3.12 3.48 0.5 
 
1.09 1.19 1.79 2.56  1.27 1.40 1.96 2.66  1.84 1.95 2.37 2.91  2.52 2.60 2.86 3.24 0.8 
 
1.10 1.17 1.58 2.26  1.23 1.31 1.75 2.32  1.65 1.68 2.06 2.56  2.22 2.25 2.51 2.87 
  
 
                   
0.5 
0 
 
1.09 1.19 1.84 2.62  1.28 1.39 2.01 2.71  1.87 1.97 2.39 2.94  2.56 2.64 2.91 3.26 0.2 
 
1.09 1.18 1.80 2.57  1.28 1.38 1.96 2.64  1.84 1.95 2.35 2.91  2.52 2.58 2.86 3.23 0.5 
 
1.09 1.18 1.67 2.37  1.24 1.32 1.81 2.45  1.71 1.82 2.20 2.70  2.35 2.39 2.65 3.03 0.8 
 
1.10 1.15 1.52 2.11  1.21 1.28 1.65 2.20  1.55 1.62 1.93 2.40  2.11 2.13 2.37 2.73 
  
 
                   
0.8 
0 
 
1.08 1.16 1.59 2.28  1.20 1.31 1.75 2.35  1.64 1.70 2.10 2.57  2.25 2.30 2.56 2.90 
0.2 
 
1.09 1.16 1.60 2.24  1.20 1.30 1.71 2.33  1.61 1.71 2.05 2.58  2.22 2.25 2.49 2.90 
0.5 
 
1.10 1.15 1.52 2.14  1.20 1.25 1.65 2.22  1.55 1.63 1.96 2.42  2.10 2.13 2.41 2.75 
0.8   1.11 1.14 1.43 1.94   1.17 1.23 1.53 2.05   1.47 1.52 1.79 2.21   1.93 1.98 2.18 2.53 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Uniform Distribution conditions (m = 5, k = 50) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
L1 Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
1.06 1.24 2.13 3.00  1.37 1.58 2.34 3.09  2.17 2.28 2.77 3.33  2.97 3.02 3.29 3.64 
0.2 
 
1.06 1.22 2.07 2.93  1.36 1.55 2.27 3.05  2.11 2.22 2.72 3.28  2.87 2.94 3.23 3.58 
0.5 
 
1.07 1.18 1.85 2.66  1.29 1.42 2.04 2.75  1.89 2.00 2.43 2.99  2.61 2.67 2.94 3.33 
0.8 
 
1.07 1.15 1.64 2.30  1.22 1.30 1.77 2.42  1.65 1.77 2.12 2.62  2.27 2.34 2.60 2.95 
  
 
                   
0.2 
0 
 
1.06 1.22 2.08 2.94  1.36 1.54 2.28 3.04  2.11 2.24 2.70 3.28  2.88 2.97 3.24 3.59 
0.2 
 
1.06 1.22 2.03 2.88  1.34 1.50 2.21 2.98  2.05 2.19 2.66 3.23  2.83 2.90 3.17 3.53 
0.5 
 
1.07 1.18 1.82 2.61  1.28 1.40 2.00 2.71  1.87 1.98 2.41 2.95  2.59 2.64 2.91 3.28 
0.8 
 
1.07 1.16 1.62 2.29  1.21 1.30 1.76 2.36  1.65 1.73 2.08 2.60  2.25 2.29 2.55 2.91 
  
 
                   
0.5 
0 
 
1.06 1.18 1.87 2.65  1.29 1.42 2.05 2.75  1.91 2.01 2.46 3.01  2.61 2.68 2.96 3.33 
0.2 
 
1.06 1.18 1.84 2.62  1.27 1.40 2.02 2.74  1.87 1.97 2.39 2.96  2.58 2.63 2.90 3.27 
0.5 
 
1.07 1.16 1.70 2.42  1.22 1.34 1.82 2.52  1.74 1.80 2.21 2.74  2.39 2.45 2.68 3.07 
0.8 
 
1.09 1.14 1.54 2.16  1.19 1.27 1.68 2.25  1.58 1.65 1.99 2.48  2.13 2.19 2.43 2.77 
  
 
                   
0.8 
0 
 
1.06 1.14 1.63 2.29  1.20 1.31 1.77 2.42  1.66 1.74 2.13 2.64  2.29 2.32 2.59 2.94 
0.2 
 
1.07 1.14 1.62 2.28  1.20 1.30 1.75 2.39  1.65 1.73 2.09 2.62  2.25 2.30 2.57 2.92 
0.5 
 
1.07 1.15 1.55 2.16  1.19 1.27 1.66 2.26  1.57 1.64 1.98 2.46  2.13 2.19 2.40 2.77 
0.8   1.08 1.13 1.46 1.99   1.15 1.23 1.56 2.06   1.46 1.52 1.83 2.26   1.96 1.99 2.22 2.55 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Uniform Distribution conditions (m = 5, k = 75) 
 
                       ICC Values                 
   0 
 
0.1   0.3 
 
0.5 
L1 Interaction 
         
L2 Effect 
 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
1.05 1.24 2.14 3.02  1.37 1.59 2.34 3.11  2.18 2.29 2.79 3.35  2.96 3.03 3.31 3.66 
0.2 
 
1.05 1.22 2.09 2.94  1.36 1.55 2.29 3.06  2.12 2.24 2.73 3.29  2.91 2.98 3.24 3.61 
0.5 
 
1.05 1.18 1.87 2.67  1.29 1.42 2.04 2.77  1.92 2.01 2.45 3.01  2.63 2.68 2.97 3.35 
0.8 
 
1.07 1.15 1.64 2.32  1.20 1.31 1.80 2.41  1.68 1.76 2.13 2.63  2.30 2.34 2.60 2.97 
  
 
                   
0.2 
0 
 
1.05 1.23 2.08 2.94  1.36 1.55 2.29 3.05  2.12 2.25 2.73 3.29  2.90 2.97 3.25 3.60 
0.2 
 
1.06 1.21 2.04 2.89  1.35 1.53 2.23 2.99  2.07 2.19 2.67 3.23  2.85 2.90 3.18 3.55 
0.5 
 
1.06 1.17 1.85 2.63  1.27 1.41 2.03 2.73  1.88 1.98 2.43 2.97  2.58 2.65 2.93 3.29 
0.8 
 
1.06 1.14 1.62 2.30  1.20 1.29 1.76 2.38  1.66 1.75 2.12 2.61  2.27 2.33 2.58 2.93 
  
 
                   
0.5 
0 
 
1.05 1.17 1.88 2.68  1.28 1.44 2.05 2.78  1.90 2.01 2.46 3.01  2.64 2.68 2.97 3.34 
0.2 
 
1.05 1.17 1.85 2.63  1.27 1.42 2.03 2.73  1.87 1.98 2.43 2.97  2.58 2.64 2.91 3.29 
0.5 
 
1.06 1.15 1.72 2.43  1.23 1.34 1.87 2.52  1.74 1.84 2.22 2.76  2.38 2.45 2.70 3.11 
0.8 
 
1.07 1.13 1.55 2.18  1.18 1.27 1.69 2.25  1.58 1.65 2.00 2.48  2.14 2.18 2.43 2.78 
  
 
                   
0.8 
0 
 
1.06 1.13 1.65 2.32  1.20 1.30 1.80 2.42  1.66 1.76 2.15 2.64  2.29 2.34 2.61 2.98 
0.2 
 
1.06 1.14 1.63 2.32  1.19 1.31 1.77 2.39  1.66 1.73 2.10 2.62  2.26 2.30 2.57 2.94 
0.5 
 
1.06 1.12 1.55 2.18  1.18 1.26 1.68 2.25  1.58 1.65 1.98 2.48  2.13 2.18 2.44 2.79 
0.8   1.07 1.12 1.45 1.99   1.16 1.22 1.55 2.07   1.47 1.54 1.83 2.27   1.96 2.00 2.22 2.56 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Uniform Distribution conditions (m = 5, k = 100) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
L1 Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
1.04 1.23 2.14 3.02  1.39 1.59 2.35 3.12  2.18 2.30 2.80 3.36  2.97 3.04 3.31 3.67 
0.2 
 
1.05 1.22 2.10 2.97  1.37 1.54 2.30 3.06  2.13 2.26 2.74 3.29  2.91 2.98 3.25 3.61 
0.5 
 
1.05 1.18 1.88 2.68  1.29 1.43 2.06 2.78  1.91 2.02 2.47 3.01  2.63 2.69 2.99 3.34 
0.8 
 
1.05 1.14 1.65 2.33  1.21 1.32 1.80 2.43  1.67 1.76 2.15 2.66  2.30 2.34 2.61 2.98 
  
 
                   
0.2 
0 
 
1.04 1.22 2.09 2.96  1.36 1.56 2.29 3.07  2.12 2.25 2.74 3.30  2.91 2.98 3.25 3.60 
0.2 
 
1.04 1.21 2.06 2.91  1.35 1.52 2.24 2.99  2.08 2.21 2.68 3.23  2.87 2.90 3.19 3.55 
0.5 
 
1.05 1.18 1.84 2.63  1.26 1.41 2.02 2.73  1.89 1.98 2.42 2.98  2.60 2.66 2.93 3.30 
0.8 
 
1.06 1.14 1.64 2.30  1.19 1.30 1.78 2.40  1.66 1.74 2.12 2.61  2.27 2.32 2.59 2.95 
  
 
                   
0.5 
0 
 
1.05 1.18 1.89 2.69  1.28 1.43 2.05 2.77  1.91 2.03 2.46 3.02  2.63 2.69 2.97 3.34 
0.2 
 
1.04 1.18 1.85 2.64  1.26 1.42 2.03 2.73  1.89 1.98 2.44 2.99  2.59 2.65 2.93 3.30 
0.5 
 
1.06 1.14 1.71 2.44  1.23 1.34 1.87 2.53  1.75 1.83 2.24 2.76  2.41 2.46 2.73 3.10 
0.8 
 
1.06 1.13 1.55 2.18  1.17 1.26 1.68 2.26  1.59 1.66 2.00 2.48  2.15 2.20 2.43 2.78 
  
 
                   
0.8 
0 
 
1.05 1.13 1.64 2.34  1.20 1.30 1.79 2.43  1.69 1.76 2.14 2.65  2.30 2.35 2.61 2.98 
0.2 
 
1.05 1.13 1.63 2.31  1.20 1.29 1.77 2.39  1.66 1.74 2.13 2.62  2.26 2.32 2.58 2.95 
0.5 
 
1.05 1.11 1.56 2.17  1.18 1.26 1.69 2.25  1.59 1.64 1.99 2.47  2.14 2.19 2.44 2.79 
0.8   1.06 1.11 1.46 1.99   1.15 1.21 1.57 2.07   1.49 1.54 1.85 2.28   1.95 2.01 2.23 2.56 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Uniform Distribution conditions (m = 10, k = 25) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
L1 Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
1.09 1.51 3.46 5.40  1.84 2.28 3.93 5.59  3.54 3.84 4.90 6.13  5.31 5.48 6.03 6.85 0.2 
 
1.09 1.49 3.36 5.28  1.77 2.17 3.81 5.50  3.45 3.70 4.78 6.06  5.14 5.33 5.98 6.70 
0.5 
 
1.09 1.37 2.88 4.65  1.61 1.93 3.30 4.87  2.98 3.20 4.18 5.41  4.55 4.69 5.31 6.15 0.8 
 
1.10 1.28 2.38 3.85  1.45 1.65 2.72 4.09  2.50 2.66 3.46 4.59  3.85 3.95 4.51 5.28 
  
 
                   
0.2 
0 
 
1.09 1.47 3.37 5.26  1.77 2.22 3.79 5.52  3.43 3.71 4.75 6.06  5.17 5.27 5.88 6.71 
0.2 
 
1.09 1.46 3.26 5.15  1.75 2.12 3.69 5.33  3.33 3.55 4.63 5.91  4.97 5.17 5.82 6.56 0.5 
 
1.10 1.36 2.81 4.56  1.57 1.86 3.21 4.76  2.90 3.13 4.07 5.33  4.47 4.60 5.18 6.03 
0.8 
 
1.11 1.28 2.36 3.79  1.42 1.64 2.64 4.00  2.46 2.61 3.40 4.50  3.78 3.86 4.44 5.26 
  
 
                   
0.5 
0 
 
1.09 1.37 2.90 4.66  1.60 1.91 3.32 4.86  2.95 3.20 4.21 5.40  4.55 4.66 5.30 6.15 0.2 
 
1.10 1.36 2.82 4.58  1.59 1.87 3.21 4.73  2.86 3.15 4.11 5.29  4.41 4.58 5.19 6.04 
0.5 
 
1.10 1.30 2.57 4.11  1.50 1.75 2.87 4.33  2.65 2.82 3.71 4.89  4.10 4.18 4.77 5.56 0.8 
 
1.12 1.25 2.19 3.53  1.38 1.59 2.49 3.74  2.28 2.42 3.17 4.21  3.52 3.59 4.11 4.92 
  
 
                   
0.8 
0 
 
1.09 1.28 2.37 3.89  1.42 1.66 2.72 4.07  2.44 2.64 3.47 4.62  3.82 3.92 4.46 5.32 
0.2 
 
1.09 1.27 2.37 3.83  1.41 1.63 2.67 3.99  2.43 2.61 3.41 4.55  3.77 3.82 4.44 5.25 
0.5 
 
1.10 1.24 2.18 3.57  1.36 1.56 2.46 3.76  2.27 2.42 3.19 4.17  3.47 3.61 4.17 4.91 
0.8   1.12 1.23 1.96 3.13   1.33 1.46 2.22 3.32   2.07 2.19 2.82 3.74   3.09 3.21 3.70 4.45 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Uniform Distribution conditions (m = 10, k = 50) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
L1 Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
1.06 1.52 3.57 5.52  1.86 2.29 4.00 5.71  3.61 3.92 5.00 6.25  5.41 5.56 6.16 6.96 
0.2 
 
1.06 1.49 3.45 5.37  1.81 2.23 3.87 5.60  3.51 3.79 4.85 6.14  5.22 5.41 6.02 6.83 
0.5 
 
1.07 1.37 2.94 4.72  1.64 1.97 3.35 4.96  3.02 3.23 4.29 5.49  4.61 4.76 5.42 6.25 
0.8 
 
1.08 1.27 2.43 3.95  1.45 1.68 2.76 4.18  2.52 2.69 3.55 4.69  3.91 4.02 4.59 5.44 
  
 
                   
0.2 
0 
 
1.06 1.49 3.42 5.37  1.81 2.20 3.89 5.60  3.51 3.78 4.84 6.12  5.27 5.38 6.03 6.84 
0.2 
 
1.07 1.46 3.33 5.23  1.77 2.16 3.75 5.44  3.40 3.66 4.72 5.98  5.15 5.27 5.90 6.71 
0.5 
 
1.07 1.36 2.89 4.66  1.60 1.92 3.23 4.90  2.97 3.17 4.18 5.40  4.55 4.69 5.30 6.14 
0.8 
 
1.09 1.27 2.40 3.88  1.44 1.66 2.72 4.11  2.48 2.68 3.52 4.63  3.80 3.95 4.53 5.32 
  
 
                   
0.5 
0 
 
1.07 1.39 2.98 4.76  1.62 1.95 3.36 4.97  3.04 3.28 4.24 5.51  4.64 4.80 5.36 6.24 
0.2 
 
1.06 1.36 2.88 4.63  1.61 1.92 3.28 4.89  2.99 3.19 4.20 5.39  4.55 4.69 5.30 6.12 
0.5 
 
1.07 1.32 2.58 4.22  1.50 1.76 2.94 4.41  2.65 2.85 3.79 4.98  4.14 4.23 4.87 5.70 
0.8 
 
1.09 1.22 2.23 3.64  1.40 1.58 2.52 3.80  2.30 2.48 3.26 4.32  3.55 3.65 4.20 4.97 
  
 
                   
0.8 
0 
 
1.06 1.27 2.44 4.00  1.44 1.68 2.76 4.17  2.51 2.67 3.54 4.71  3.89 3.99 4.54 5.38 
0.2 
 
1.08 1.25 2.40 3.90  1.43 1.67 2.69 4.09  2.47 2.66 3.48 4.60  3.82 3.92 4.53 5.34 
0.5 
 
1.07 1.23 2.26 3.62  1.38 1.56 2.52 3.82  2.32 2.48 3.23 4.27  3.52 3.64 4.21 4.98 
0.8   1.07 1.19 2.02 3.23   1.30 1.46 2.26 3.37   2.06 2.20 2.89 3.84   3.17 3.29 3.76 4.52 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Uniform Distribution conditions (m = 10, k = 75) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
L1 Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
1.06 1.54 3.55 5.58  1.88 2.31 4.02 5.77  3.66 3.94 5.04 6.30  5.41 5.57 6.19 6.99 
0.2 
 
1.06 1.50 3.47 5.40  1.83 2.26 3.90 5.62  3.53 3.78 4.89 6.15  5.30 5.47 6.09 6.87 
0.5 
 
1.06 1.40 2.99 4.78  1.66 1.97 3.37 5.01  3.08 3.31 4.29 5.53  4.70 4.81 5.43 6.27 
0.8 
 
1.07 1.28 2.46 3.99  1.45 1.70 2.79 4.19  2.53 2.70 3.57 4.73  3.93 4.03 4.61 5.43 
  
 
                   
0.2 
0 
 
1.06 1.50 3.46 5.40  1.84 2.24 3.89 5.61  3.54 3.82 4.88 6.14  5.25 5.44 6.07 6.86 
0.2 
 
1.05 1.46 3.35 5.27  1.79 2.18 3.78 5.47  3.42 3.66 4.76 6.04  5.17 5.30 5.92 6.74 
0.5 
 
1.06 1.36 2.90 4.70  1.61 1.93 3.30 4.90  3.00 3.24 4.19 5.43  4.57 4.70 5.35 6.16 
0.8 
 
1.07 1.25 2.42 3.92  1.43 1.67 2.73 4.10  2.49 2.69 3.51 4.65  3.87 3.98 4.52 5.33 
  
 
                   
0.5 
0 
 
1.06 1.38 3.00 4.77  1.63 1.97 3.38 5.00  3.06 3.29 4.30 5.53  4.68 4.84 5.44 6.25 
0.2 
 
1.06 1.37 2.91 4.67  1.60 1.94 3.32 4.91  2.99 3.22 4.22 5.45  4.58 4.72 5.35 6.18 
0.5 
 
1.06 1.30 2.59 4.21  1.50 1.77 2.97 4.43  2.68 2.87 3.79 4.97  4.14 4.27 4.86 5.71 
0.8 
 
1.07 1.23 2.28 3.65  1.37 1.59 2.52 3.83  2.32 2.48 3.23 4.34  3.58 3.68 4.25 5.02 
  
 
                   
0.8 
0 
 
1.05 1.27 2.44 3.99  1.44 1.69 2.79 4.18  2.52 2.72 3.55 4.72  3.89 4.02 4.59 5.43 
0.2 
 
1.07 1.26 2.43 3.92  1.44 1.67 2.72 4.16  2.49 2.66 3.52 4.65  3.85 3.96 4.57 5.36 
0.5 
 
1.07 1.23 2.27 3.64  1.37 1.59 2.55 3.84  2.29 2.49 3.24 4.30  3.56 3.65 4.22 5.04 
0.8   1.07 1.19 2.02 3.24   1.31 1.47 2.26 3.42   2.07 2.23 2.89 3.87   3.17 3.28 3.77 4.53 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Uniform Distribution conditions (m = 10, k = 100) 
 
                       ICC Values                 
   0  
0.1   0.3 
 
0.5 
L1 Interaction 
         
 
L2 Effect 
        Effect 
 
Effect 
   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
0 
0 
 
1.05 1.53 3.59 5.56  1.89 2.33 4.04 5.80  3.67 3.96 5.05 6.32  5.47 5.59 6.20 7.01 
0.2 
 
1.05 1.51 3.46 5.40  1.82 2.27 3.91 5.65  3.55 3.81 4.91 6.20  5.31 5.45 6.08 6.88 
0.5 
 
1.05 1.38 3.00 4.80  1.63 1.99 3.39 5.02  3.07 3.29 4.31 5.58  4.69 4.82 5.45 6.27 
0.8 
 
1.06 1.27 2.49 4.00  1.44 1.70 2.80 4.22  2.53 2.73 3.58 4.72  3.91 4.05 4.63 5.47 
  
 
                   
0.2 
0 
 
1.05 1.51 3.45 5.40  1.83 2.26 3.94 5.64  3.55 3.82 4.92 6.18  5.31 5.44 6.07 6.87 
0.2 
 
1.05 1.46 3.34 5.29  1.79 2.19 3.80 5.51  3.43 3.69 4.79 6.07  5.16 5.32 5.95 6.75 
0.5 
 
1.05 1.36 2.93 4.69  1.61 1.93 3.32 4.92  3.01 3.23 4.24 5.45  4.57 4.72 5.36 6.17 
0.8 
 
1.06 1.28 2.42 3.94  1.43 1.67 2.75 4.15  2.48 2.68 3.52 4.64  3.85 3.99 4.55 5.37 
  
 
                   
0.5 
0 
 
1.05 1.39 3.00 4.79  1.64 1.98 3.38 5.01  3.05 3.30 4.32 5.54  4.70 4.83 5.44 6.29 
0.2 
 
1.05 1.37 2.93 4.68  1.61 1.93 3.32 4.91  3.00 3.23 4.22 5.47  4.60 4.72 5.34 6.19 
0.5 
 
1.06 1.31 2.64 4.26  1.50 1.77 2.99 4.46  2.68 2.90 3.80 5.00  4.15 4.30 4.88 5.69 
0.8 
 
1.06 1.22 2.26 3.66  1.38 1.60 2.55 3.85  2.31 2.48 3.25 4.34  3.57 3.69 4.23 5.06 
  
 
                   
0.8 
0 
 
1.05 1.28 2.47 4.01  1.45 1.71 2.80 4.22  2.53 2.72 3.57 4.75  3.93 4.03 4.62 5.47 
0.2 
 
1.06 1.26 2.44 3.95  1.43 1.66 2.75 4.15  2.50 2.68 3.52 4.66  3.85 3.98 4.54 5.40 
0.5 
 
1.06 1.23 2.28 3.66  1.38 1.59 2.55 3.85  2.32 2.48 3.26 4.34  3.56 3.69 4.25 5.06 
0.8   1.07 1.19 2.03 3.23   1.30 1.47 2.27 3.43   2.09 2.23 2.88 3.87   3.17 3.28 3.79 4.57 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Uniform Distribution conditions (m = 20, k = 25) 
 
                      ICC Values                 
   0  
0.1   0.3 
 
0.5 
L1 Interaction 
         
L2 Effect 
        Effect Effect  0 0.2 0.5 0.8  0 0.2 0.5 0.8   0 0.2 0.5 0.8  0 0.2 0.5 0.8 
0 
0 
 
1.09 2.07 6.20 10.32  2.77 3.62 7.17 10.81  6.47 7.00 9.35 11.92  10.10 10.51 11.59 13.36 0.2 
 
1.09 2.00 6.05 10.02  2.70 3.55 6.93 10.46  6.13 6.72 8.99 11.65  9.83 10.14 11.43 13.06 0.5 
 
1.10 1.74 5.02 8.74  2.34 2.98 5.86 9.23  5.24 5.71 7.74 10.32  8.46 8.89 10.14 11.85 0.8 
 
1.11 1.53 3.91 7.05  1.95 2.41 4.61 7.55  4.16 4.52 6.29 8.63  6.98 7.25 8.41 10.08 
  
 
                   
0.2 
0 
 
1.09 2.04 6.00 10.02  2.70 3.59 6.99 10.40  6.18 6.65 9.00 11.60  9.71 10.11 11.43 13.10 0.2 
 
1.10 1.96 5.80 9.77  2.57 3.45 6.64 10.13  5.89 6.52 8.68 11.35  9.45 9.79 11.12 12.87 0.5 
 
1.10 1.74 4.90 8.48  2.22 2.94 5.68 9.02  5.08 5.58 7.52 10.12  8.37 8.59 9.94 11.66 0.8 
 
1.11 1.56 3.88 6.96  1.88 2.38 4.54 7.39  4.04 4.48 6.17 8.42  6.87 7.07 8.26 9.94 
  
 
                   
0.5 
0 
 
1.09 1.79 5.09 8.69  2.30 3.00 5.89 9.20  5.15 5.68 7.73 10.31  8.47 8.80 10.04 11.84 0.2 
 
1.10 1.73 4.93 8.50  2.21 2.89 5.73 9.05  5.06 5.44 7.50 10.03  8.39 8.57 9.94 11.67 0.5 
 
1.11 1.62 4.29 7.62  2.05 2.59 4.99 7.97  4.48 4.83 6.73 9.15  7.46 7.77 8.93 10.64 0.8 
 
1.11 1.46 3.54 6.42  1.77 2.23 4.16 6.79  3.75 4.03 5.58 7.85  6.28 6.50 7.64 9.24 
  
 
                   
0.8 
0 
 
1.09 1.55 4.01 7.11  1.92 2.40 4.64 7.49  4.10 4.55 6.26 8.58  6.89 7.17 8.35 10.08 0.2 
 
1.10 1.53 3.90 7.02  1.84 2.37 4.59 7.42  4.01 4.42 6.02 8.43  6.79 7.06 8.27 9.88 0.5 
 
1.10 1.46 3.58 6.46  1.75 2.20 4.14 6.79  3.73 3.99 5.64 7.75  6.19 6.53 7.58 9.28 
0.8   1.12 1.38 3.13 5.69   1.61 1.96 3.58 5.91   3.24 3.55 4.86 6.78   5.42 5.79 6.70 8.22 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Uniform Distribution conditions (m = 20, k = 50) 
 
                      ICC Values                 
   0  
0.1   0.3 
 
0.5 
L1 Interaction 
         
L2 Effect 
        Effect Effect  0 0.2 0.5 0.8  0 0.2 0.5 0.8   0 0.2 0.5 0.8  0 0.2 0.5 0.8 
0 
0 
 
1.07 2.12 6.38 10.52  2.84 3.77 7.34 10.99  6.58 7.14 9.46 12.12  10.31 10.58 11.93 13.54 0.2 
 
1.07 2.07 6.15 10.24  2.74 3.61 7.10 10.65  6.33 6.89 9.15 11.83  9.96 10.30 11.63 13.33 0.5 
 
1.06 1.80 5.11 8.97  2.37 3.04 5.94 9.41  5.33 5.81 7.90 10.52  8.72 9.04 10.36 12.02 0.8 
 
1.09 1.55 4.06 7.28  1.94 2.48 4.75 7.69  4.19 4.58 6.39 8.78  7.10 7.37 8.58 10.25 
                      
0.2 
0 
 
1.07 2.06 6.14 10.25  2.73 3.64 7.03 10.76  6.28 6.83 9.19 11.88  10.07 10.31 11.65 13.29 0.2 
 
1.07 2.01 5.92 9.93  2.64 3.50 6.86 10.45  6.12 6.62 8.93 11.59  9.76 10.07 11.34 13.04 0.5 
 
1.07 1.76 5.01 8.72  2.27 2.98 5.78 9.13  5.22 5.61 7.68 10.32  8.48 8.78 10.07 11.82 0.8 
 
1.09 1.53 4.01 7.15  1.90 2.42 4.62 7.60  4.11 4.46 6.29 8.67  6.95 7.19 8.47 10.17 
                      
0.5 
0 
 
1.06 1.81 5.13 8.93  2.34 3.08 6.02 9.41  5.34 5.82 7.95 10.52  8.69 9.02 10.32 12.04 0.2 
 
1.07 1.79 4.99 8.73  2.28 3.01 5.84 9.15  5.15 5.63 7.78 10.28  8.48 8.80 10.07 11.87 0.5 
 
1.07 1.64 4.38 7.82  2.06 2.62 5.13 8.25  4.51 4.96 6.83 9.32  7.59 7.88 9.06 10.90 0.8 
 
1.09 1.47 3.65 6.57  1.79 2.23 4.21 6.94  3.80 4.11 5.74 7.94  6.43 6.60 7.75 9.49 
                      
0.8 
0 
 
1.07 1.55 4.07 7.26  1.93 2.45 4.73 7.73  4.21 4.59 6.34 8.76  7.04 7.32 8.59 10.35 0.2 
 
1.07 1.55 3.98 7.22  1.92 2.42 4.66 7.59  4.13 4.51 6.23 8.64  6.91 7.26 8.46 10.14 0.5 
 
1.08 1.47 3.64 6.55  1.79 2.22 4.24 6.95  3.78 4.10 5.69 8.03  6.38 6.59 7.76 9.42 
0.8   1.09 1.36 3.16 5.65   1.64 1.99 3.67 6.07   3.26 3.56 4.97 7.04   5.52 5.70 6.78 8.46 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Uniform Distribution conditions (m = 20, k = 75) 
 
                  ICC Values               
  0 0.1 0.3 0.5 
L1 Interaction 
       
L2 Effect 
       Effect Effect 0 0.2 0.5 0.8 0 0.2 0.5 0.8 0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.06 2.14 6.44 10.59 2.87 3.81 7.44 11.10 6.60 7.18 9.53 12.20 10.38 10.68 11.98 13.66 
0.2 1.06 2.09 6.19 10.26 2.76 3.65 7.15 10.77 6.34 6.93 9.25 11.89 10.09 10.36 11.66 13.34 
0.5 1.06 1.80 5.21 8.99 2.37 3.07 6.06 9.49 5.38 5.87 7.98 10.60 8.77 9.01 10.39 12.16 
0.8 1.07 1.57 4.09 7.31 1.95 2.47 4.78 7.74 4.21 4.65 6.41 8.84 7.14 7.45 8.64 10.39 
                  
0.2 
0 1.05 2.08 6.24 10.28 2.76 3.63 7.12 10.75 6.36 6.92 9.25 11.90 10.05 10.34 11.72 13.36 
0.2 1.06 2.01 5.95 10.04 2.66 3.55 6.92 10.49 6.12 6.69 8.97 11.67 9.76 10.14 11.40 13.15 
0.5 1.06 1.78 5.03 8.73 2.28 2.97 5.87 9.26 5.22 5.71 7.72 10.35 8.54 8.85 10.14 11.89 
0.8 1.07 1.54 4.02 7.21 1.93 2.43 4.72 7.63 4.16 4.55 6.30 8.70 7.02 7.31 8.44 10.21 
                  
0.5 
0 1.06 1.83 5.21 8.93 2.35 3.06 6.03 9.44 5.34 5.84 7.94 10.58 8.76 9.06 10.39 12.13 
0.2 1.06 1.77 5.06 8.73 2.30 3.01 5.85 9.24 5.19 5.67 7.82 10.37 8.58 8.89 10.16 11.91 
0.5 1.06 1.63 4.44 7.84 2.06 2.66 5.19 8.27 4.56 5.01 6.86 9.40 7.65 7.97 9.17 10.96 
0.8 1.07 1.47 3.68 6.60 1.79 2.25 4.25 7.00 3.77 4.14 5.74 8.04 6.43 6.69 7.85 9.54 
                  
0.8 
0 1.06 1.58 4.11 7.33 1.95 2.49 4.78 7.78 4.21 4.64 6.42 8.88 7.12 7.43 8.61 10.37 
0.2 1.06 1.55 4.01 7.17 1.94 2.41 4.69 7.63 4.12 4.52 6.29 8.72 7.02 7.31 8.47 10.21 
0.5 1.06 1.50 3.64 6.59 1.79 2.25 4.26 6.98 3.77 4.11 5.79 7.97 6.40 6.66 7.80 9.48 
0.8 1.08 1.39 3.18 5.70 1.65 2.00 3.69 6.10 3.26 3.58 5.04 7.08 5.56 5.76 6.87 8.47 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Uniform Distribution conditions (m = 20, k = 100) 
 
                   ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
 
L2 Effect 
       Effect 
 
Effect 
 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.05 2.16 6.46 10.62 2.86 3.83 7.44 11.07  6.65 7.22 9.54 12.27 10.39 10.71 12.01 13.66 
0.2 1.05 2.08 6.22 10.37 2.76 3.67 7.13 10.79  6.40 6.93 9.27 11.94 10.13 10.41 11.68 13.36 
0.5 1.05 1.81 5.23 9.02 2.36 3.08 6.03 9.48  5.36 5.88 8.00 10.62 8.83 9.12 10.43 12.20 
0.8 1.07 1.58 4.11 7.35 1.96 2.50 4.79 7.81  4.27 4.63 6.44 8.90 7.20 7.43 8.63 10.42 
                   
0.2 
0 1.05 2.07 6.21 10.34 2.76 3.66 7.13 10.83  6.40 6.94 9.29 11.91 10.15 10.39 11.72 13.40 
0.2 1.05 2.03 6.04 10.07 2.68 3.52 6.93 10.51  6.14 6.70 9.02 11.69 9.78 10.08 11.44 13.16 
0.5 1.05 1.79 5.04 8.76 2.32 2.98 5.89 9.25  5.21 5.72 7.81 10.42 8.63 8.84 10.20 12.01 
0.8 1.06 1.56 4.03 7.19 1.93 2.45 4.68 7.68  4.18 4.55 6.34 8.76 7.07 7.24 8.54 10.25 
                   
0.5 
0 1.05 1.82 5.20 9.04 2.36 3.09 6.05 9.50  5.36 5.85 8.01 10.59 8.80 9.03 10.41 12.16 
0.2 1.06 1.80 5.07 8.81 2.30 3.02 5.89 9.24  5.23 5.70 7.80 10.39 8.58 8.93 10.19 11.92 
0.5 1.06 1.66 4.45 7.87 2.07 2.66 5.15 8.31  4.56 4.99 6.93 9.38 7.65 7.93 9.17 10.98 
0.8 1.07 1.46 3.71 6.61 1.81 2.25 4.27 7.00  3.79 4.15 5.75 8.03 6.43 6.67 7.90 9.53 
                   
0.8 
0 1.05 1.57 4.11 7.34 1.95 2.48 4.78 7.78  4.21 4.66 6.44 8.86 7.15 7.43 8.68 10.38 
0.2 1.05 1.55 4.05 7.24 1.93 2.44 4.69 7.66  4.17 4.56 6.33 8.73 7.02 7.32 8.52 10.25 
0.5 1.06 1.48 3.70 6.65 1.79 2.25 4.27 7.03  3.78 4.16 5.77 8.06 6.43 6.67 7.82 9.58 
0.8 1.07 1.38 3.20 5.74 1.64 2.02 3.69 6.11   3.27 3.59 5.01 7.09 5.61 5.83 6.86 8.49 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Poisson Distribution conditions (m = 5, k = 25) 
 
                   ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
 
L2 Effect 
       Effect 
 
Effect 
 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.08 1.24 2.10 2.94 1.37 1.54 2.27 3.04  2.11 2.23 2.72 3.29 2.90 2.94 3.23 3.59 
0.2 1.08 1.22 2.02 2.89 1.33 1.53 2.24 2.94  2.09 2.20 2.69 3.21 2.84 2.89 3.18 3.56 
0.5 1.09 1.19 1.80 2.60 1.28 1.42 1.98 2.71  1.88 1.98 2.41 2.94 2.59 2.63 2.91 3.26 
0.8 1.10 1.16 1.60 2.25 1.23 1.29 1.74 2.34  1.64 1.71 2.09 2.59 2.24 2.31 2.56 2.93 
                   
0.2 
0 1.08 1.23 2.02 2.89 1.34 1.53 2.23 2.98  2.08 2.18 2.67 3.21 2.82 2.88 3.16 3.52 
0.2 1.08 1.21 2.00 2.82 1.33 1.49 2.17 2.94  2.02 2.11 2.59 3.16 2.79 2.83 3.11 3.48 
0.5 1.08 1.19 1.79 2.55 1.28 1.40 1.97 2.67  1.83 1.95 2.35 2.88 2.52 2.61 2.86 3.22 
0.8 1.09 1.17 1.59 2.24 1.21 1.32 1.74 2.33  1.64 1.69 2.06 2.56 2.20 2.28 2.53 2.90 
                   
0.5 
0 1.08 1.19 1.83 2.63 1.28 1.40 2.03 2.71  1.84 1.93 2.39 2.95 2.56 2.62 2.90 3.26 
0.2 1.08 1.18 1.80 2.57 1.26 1.37 1.96 2.65  1.82 1.92 2.33 2.90 2.53 2.57 2.87 3.22 
0.5 1.09 1.18 1.68 2.36 1.24 1.34 1.83 2.46  1.74 1.80 2.18 2.69 2.36 2.40 2.67 3.00 
0.8 1.10 1.17 1.54 2.12 1.20 1.26 1.64 2.19  1.56 1.61 1.97 2.39 2.09 2.13 2.38 2.73 
                   
0.8 
0 1.07 1.15 1.62 2.25 1.21 1.28 1.73 2.35  1.65 1.72 2.09 2.56 2.21 2.28 2.54 2.89 
0.2 1.08 1.15 1.60 2.23 1.21 1.29 1.72 2.32  1.61 1.66 2.05 2.55 2.19 2.25 2.53 2.85 
0.5 1.09 1.14 1.53 2.11 1.20 1.27 1.63 2.19  1.54 1.62 1.97 2.44 2.10 2.13 2.37 2.73 
0.8 1.10 1.14 1.44 1.93 1.19 1.26 1.54 2.00   1.49 1.55 1.79 2.23 1.94 1.96 2.19 2.52 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Poisson Distribution conditions (m = 5, k = 50) 
 
                  ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
L2 Effect 
       Effect Effect 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.06 1.24 2.12 3.01 1.38 1.58 2.32 3.08  2.14 2.28 2.77 3.34 2.94 3.01 3.29 3.64 
0.2 1.05 1.23 2.06 2.94 1.36 1.54 2.26 3.03  2.10 2.22 2.71 3.26 2.89 2.94 3.24 3.59 
0.5 1.07 1.18 1.87 2.66 1.28 1.43 2.02 2.76  1.91 2.00 2.44 3.00 2.62 2.69 2.95 3.33 
0.8 1.06 1.14 1.62 2.30 1.21 1.30 1.79 2.39  1.68 1.75 2.14 2.63 2.26 2.33 2.59 2.96 
                   
0.2 
0 1.06 1.22 2.07 2.93 1.35 1.54 2.27 3.02  2.10 2.23 2.72 3.28 2.89 2.94 3.22 3.58 
0.2 1.06 1.22 2.03 2.88 1.33 1.52 2.22 2.98  2.07 2.18 2.66 3.22 2.83 2.88 3.17 3.52 
0.5 1.07 1.17 1.83 2.62 1.27 1.40 1.99 2.72  1.87 1.98 2.40 2.94 2.57 2.63 2.92 3.26 
0.8 1.07 1.14 1.63 2.25 1.21 1.30 1.74 2.36  1.66 1.73 2.09 2.61 2.24 2.30 2.54 2.92 
                   
0.5 
0 1.06 1.19 1.87 2.66 1.28 1.43 2.03 2.75  1.89 1.98 2.44 2.99 2.61 2.66 2.95 3.31 
0.2 1.06 1.16 1.84 2.60 1.27 1.41 2.00 2.72  1.86 1.96 2.42 2.96 2.55 2.62 2.90 3.27 
0.5 1.07 1.16 1.71 2.42 1.23 1.34 1.87 2.52  1.73 1.81 2.24 2.74 2.37 2.46 2.70 3.06 
0.8 1.07 1.14 1.56 2.16 1.19 1.27 1.65 2.24  1.58 1.65 2.01 2.47 2.13 2.19 2.43 2.77 
                   
0.8 
0 1.05 1.13 1.63 2.30 1.21 1.30 1.78 2.40  1.66 1.74 2.11 2.61 2.27 2.34 2.57 2.94 
0.2 1.06 1.13 1.61 2.26 1.20 1.29 1.76 2.38  1.64 1.72 2.10 2.60 2.24 2.31 2.55 2.92 
0.5 1.07 1.12 1.54 2.17 1.19 1.27 1.69 2.23  1.57 1.65 1.99 2.46 2.14 2.17 2.41 2.79 
0.8 1.07 1.13 1.44 1.99 1.16 1.21 1.56 2.07   1.47 1.55 1.82 2.25 1.97 2.00 2.23 2.54 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Poisson Distribution conditions (m = 5, k = 75) 
 
                  ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
L2 Effect 
       Effect Effect 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.05 1.23 2.13 3.00 1.39 1.58 2.34 3.11  2.17 2.29 2.79 3.35 2.97 3.03 3.31 3.66 
0.2 1.05 1.22 2.07 2.95 1.36 1.55 2.28 3.04  2.12 2.24 2.73 3.29 2.90 2.98 3.25 3.61 
0.5 1.06 1.17 1.88 2.68 1.28 1.43 2.05 2.77  1.91 2.00 2.45 3.02 2.64 2.69 2.98 3.33 
0.8 1.06 1.14 1.66 2.33 1.21 1.30 1.79 2.42  1.68 1.75 2.15 2.64 2.28 2.34 2.61 2.96 
                   
0.2 
0 1.05 1.23 2.06 2.94 1.36 1.54 2.29 3.05  2.13 2.23 2.73 3.28 2.89 2.97 3.25 3.60 
0.2 1.05 1.21 2.05 2.88 1.34 1.52 2.22 3.00  2.07 2.18 2.68 3.23 2.85 2.91 3.19 3.54 
0.5 1.05 1.16 1.84 2.63 1.27 1.42 2.02 2.72  1.87 1.98 2.43 2.97 2.59 2.65 2.91 3.30 
0.8 1.06 1.13 1.63 2.30 1.21 1.30 1.77 2.39  1.66 1.76 2.12 2.61 2.27 2.32 2.58 2.94 
                   
0.5 
0 1.05 1.18 1.88 2.68 1.27 1.42 2.05 2.77  1.91 2.01 2.47 3.03 2.64 2.69 2.96 3.33 
0.2 1.05 1.17 1.85 2.62 1.26 1.41 2.01 2.73  1.87 1.98 2.43 2.97 2.58 2.65 2.91 3.28 
0.5 1.06 1.15 1.71 2.43 1.23 1.34 1.87 2.52  1.73 1.83 2.24 2.76 2.39 2.44 2.72 3.09 
0.8 1.06 1.13 1.57 2.17 1.18 1.26 1.69 2.25  1.59 1.65 2.00 2.47 2.13 2.18 2.44 2.79 
                   
0.8 
0 1.05 1.13 1.64 2.33 1.20 1.30 1.78 2.41  1.66 1.75 2.13 2.64 2.29 2.33 2.60 2.96 
0.2 1.05 1.12 1.62 2.29 1.20 1.31 1.77 2.39  1.65 1.74 2.10 2.60 2.27 2.32 2.56 2.93 
0.5 1.06 1.12 1.55 2.17 1.17 1.26 1.67 2.25  1.57 1.65 2.00 2.48 2.12 2.18 2.43 2.78 
0.8 1.07 1.12 1.45 1.98 1.15 1.21 1.56 2.08   1.48 1.54 1.83 2.28 1.96 2.00 2.23 2.57 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Poisson Distribution conditions (m = 5, k = 100) 
 
                  ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
L2 Effect 
       Effect Effect 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.04 1.23 2.14 3.02 1.39 1.58 2.35 3.12  2.19 2.31 2.81 3.36 2.97 3.03 3.32 3.66 
0.2 1.04 1.22 2.10 2.96 1.36 1.55 2.27 3.06  2.12 2.24 2.75 3.31 2.92 2.97 3.25 3.60 
0.5 1.05 1.17 1.87 2.68 1.28 1.44 2.05 2.79  1.90 2.02 2.46 3.03 2.63 2.69 2.98 3.35 
0.8 1.05 1.13 1.65 2.33 1.21 1.31 1.80 2.43  1.69 1.77 2.14 2.64 2.29 2.35 2.62 2.97 
                   
0.2 
0 1.04 1.23 2.09 2.97 1.36 1.55 2.28 3.06  2.12 2.24 2.74 3.30 2.91 2.97 3.25 3.61 
0.2 1.04 1.21 2.05 2.89 1.34 1.52 2.24 3.01  2.08 2.19 2.68 3.25 2.85 2.91 3.19 3.55 
0.5 1.04 1.17 1.84 2.64 1.27 1.42 2.03 2.73  1.88 1.98 2.43 2.98 2.59 2.65 2.93 3.30 
0.8 1.05 1.13 1.63 2.30 1.20 1.30 1.78 2.40  1.66 1.75 2.13 2.62 2.27 2.32 2.58 2.94 
                   
0.5 
0 1.04 1.17 1.88 2.67 1.28 1.42 2.05 2.78  1.91 2.01 2.48 3.01 2.64 2.70 2.97 3.35 
0.2 1.04 1.17 1.85 2.63 1.27 1.41 2.03 2.73  1.87 1.98 2.42 2.98 2.59 2.65 2.95 3.31 
0.5 1.05 1.15 1.73 2.44 1.23 1.35 1.89 2.53  1.75 1.84 2.24 2.77 2.40 2.47 2.73 3.10 
0.8 1.06 1.11 1.55 2.17 1.17 1.26 1.69 2.26  1.59 1.65 2.02 2.47 2.14 2.20 2.44 2.81 
                   
0.8 
0 1.04 1.12 1.65 2.34 1.20 1.31 1.78 2.42  1.68 1.77 2.14 2.64 2.29 2.36 2.61 2.98 
0.2 1.05 1.12 1.63 2.30 1.19 1.30 1.78 2.39  1.65 1.73 2.11 2.62 2.26 2.32 2.58 2.95 
0.5 1.05 1.12 1.55 2.17 1.17 1.26 1.68 2.26  1.58 1.65 2.01 2.48 2.13 2.19 2.45 2.79 
0.8 1.05 1.11 1.45 2.00 1.15 1.21 1.56 2.08   1.47 1.54 1.83 2.27 1.95 2.01 2.23 2.58 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Poisson Distribution conditions (m = 10, k = 25) 
 
                  ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
L2 Effect 
       Effect Effect 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.09 1.50 3.47 5.34 1.82 2.25 3.92 5.65  3.57 3.85 4.89 6.15 5.31 5.43 6.06 6.85 
0.2 1.09 1.47 3.33 5.22 1.79 2.18 3.79 5.44  3.39 3.68 4.78 6.00 5.16 5.29 5.94 6.71 
0.5 1.09 1.37 2.89 4.69 1.59 1.93 3.26 4.89  2.99 3.21 4.16 5.36 4.55 4.71 5.26 6.11 
0.8 1.10 1.26 2.41 3.88 1.46 1.68 2.67 4.09  2.50 2.63 3.50 4.59 3.78 3.95 4.47 5.33 
                   
0.2 
0 1.08 1.47 3.34 5.27 1.78 2.18 3.78 5.46  3.43 3.73 4.76 6.00 5.15 5.31 5.91 6.73 
0.2 1.08 1.45 3.25 5.16 1.72 2.14 3.65 5.36  3.31 3.57 4.67 5.88 5.01 5.19 5.79 6.57 
0.5 1.08 1.37 2.81 4.56 1.58 1.88 3.17 4.77  2.93 3.12 4.11 5.28 4.47 4.63 5.19 6.03 
0.8 1.10 1.28 2.33 3.80 1.43 1.67 2.65 3.99  2.48 2.64 3.42 4.52 3.81 3.88 4.44 5.23 
                   
0.5 
0 1.08 1.37 2.90 4.64 1.61 1.91 3.31 4.88  2.96 3.17 4.20 5.40 4.54 4.67 5.32 6.10 
0.2 1.09 1.38 2.82 4.53 1.59 1.88 3.19 4.80  2.92 3.12 4.08 5.33 4.43 4.56 5.16 6.04 
0.5 1.09 1.29 2.51 4.16 1.47 1.75 2.86 4.31  2.63 2.82 3.71 4.85 4.03 4.13 4.77 5.55 
0.8 1.11 1.27 2.19 3.52 1.37 1.57 2.48 3.75  2.31 2.45 3.17 4.27 3.47 3.59 4.15 4.93 
                   
0.8 
0 1.09 1.26 2.38 3.88 1.43 1.64 2.70 4.07  2.41 2.62 3.44 4.61 3.83 3.90 4.55 5.29 
0.2 1.08 1.27 2.35 3.80 1.40 1.62 2.66 4.03  2.42 2.58 3.38 4.50 3.76 3.86 4.41 5.25 
0.5 1.10 1.26 2.18 3.53 1.37 1.56 2.43 3.74  2.27 2.40 3.16 4.20 3.47 3.60 4.10 4.89 
0.8 1.12 1.22 1.99 3.14 1.31 1.47 2.23 3.32   2.03 2.17 2.80 3.74 3.10 3.21 3.67 4.42 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Poisson Distribution conditions (m = 10, k = 50) 
 
                  ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
L2 Effect 
       Effect Effect 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.06 1.51 3.54 5.53 1.86 2.31 3.99 5.73  3.64 3.89 5.02 6.25 5.38 5.54 6.14 6.95 
0.2 1.06 1.49 3.40 5.38 1.80 2.25 3.89 5.55  3.51 3.74 4.90 6.14 5.25 5.41 6.02 6.81 
0.5 1.07 1.37 2.95 4.72 1.62 1.96 3.33 4.97  3.03 3.26 4.26 5.51 4.64 4.80 5.39 6.20 
0.8 1.08 1.27 2.43 3.95 1.45 1.70 2.77 4.20  2.52 2.69 3.52 4.67 3.86 4.03 4.58 5.38 
                   
0.2 
0 1.06 1.49 3.41 5.37 1.82 2.23 3.87 5.58  3.53 3.77 4.85 6.13 5.27 5.41 6.00 6.81 
0.2 1.07 1.46 3.31 5.25 1.77 2.18 3.75 5.45  3.42 3.65 4.72 5.98 5.13 5.30 5.89 6.73 
0.5 1.07 1.36 2.89 4.66 1.60 1.94 3.27 4.87  2.97 3.18 4.20 5.43 4.58 4.69 5.29 6.13 
0.8 1.08 1.26 2.39 3.92 1.44 1.68 2.73 4.12  2.47 2.67 3.49 4.62 3.85 3.93 4.51 5.33 
                   
0.5 
0 1.06 1.38 2.97 4.73 1.61 1.96 3.36 5.00  3.01 3.24 4.28 5.50 4.66 4.79 5.37 6.22 
0.2 1.07 1.36 2.88 4.65 1.59 1.92 3.30 4.84  2.97 3.16 4.16 5.43 4.52 4.67 5.27 6.15 
0.5 1.07 1.31 2.58 4.21 1.51 1.75 2.95 4.43  2.69 2.87 3.77 4.93 4.14 4.28 4.86 5.64 
0.8 1.08 1.24 2.25 3.59 1.38 1.59 2.52 3.79  2.30 2.49 3.22 4.31 3.59 3.62 4.18 5.01 
                   
0.8 
0 1.06 1.27 2.43 3.98 1.43 1.69 2.76 4.15  2.51 2.70 3.56 4.65 3.87 4.01 4.58 5.36 
0.2 1.06 1.26 2.42 3.91 1.42 1.64 2.72 4.10  2.46 2.64 3.48 4.57 3.82 3.93 4.54 5.36 
0.5 1.07 1.23 2.25 3.59 1.37 1.58 2.53 3.80  2.29 2.44 3.23 4.29 3.53 3.64 4.21 4.99 
0.8 1.09 1.20 2.03 3.23 1.32 1.47 2.26 3.38   2.08 2.23 2.86 3.85 3.16 3.27 3.77 4.49 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Poisson Distribution conditions (m = 10, k = 75) 
 
                  ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
L2 Effect 
       Effect Effect 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.05 1.53 3.59 5.55 1.89 2.32 4.02 5.78  3.67 3.92 5.03 6.30 5.41 5.56 6.19 6.96 0.2 1.05 1.50 3.44 5.40 1.83 2.25 3.88 5.62  3.52 3.75 4.90 6.17 5.29 5.45 6.05 6.83 0.5 1.05 1.38 2.98 4.77 1.64 1.98 3.38 5.00  3.03 3.30 4.32 5.53 4.68 4.80 5.45 6.27 0.8 1.07 1.27 2.46 4.00 1.45 1.69 2.78 4.19  2.52 2.72 3.58 4.72 3.93 4.02 4.61 5.43 
                   
0.2 
0 1.05 1.49 3.47 5.40 1.82 2.27 3.93 5.63  3.53 3.81 4.93 6.17 5.29 5.43 6.04 6.85 0.2 1.05 1.47 3.37 5.26 1.78 2.19 3.79 5.50  3.42 3.67 4.76 6.03 5.15 5.29 5.94 6.75 0.5 1.06 1.36 2.90 4.69 1.61 1.94 3.30 4.90  2.98 3.22 4.22 5.44 4.57 4.71 5.33 6.16 0.8 1.06 1.26 2.43 3.91 1.44 1.67 2.75 4.13  2.50 2.68 3.52 4.65 3.85 3.96 4.56 5.39 
                   
0.5 
0 1.06 1.38 2.98 4.79 1.63 1.97 3.37 4.98  3.05 3.29 4.33 5.54 4.66 4.84 5.45 6.26 0.2 1.05 1.36 2.92 4.69 1.60 1.94 3.29 4.90  2.97 3.20 4.21 5.43 4.57 4.71 5.33 6.16 0.5 1.06 1.29 2.61 4.22 1.51 1.77 2.95 4.44  2.67 2.89 3.77 4.96 4.13 4.26 4.87 5.71 0.8 1.06 1.24 2.24 3.65 1.37 1.58 2.54 3.85  2.33 2.47 3.25 4.34 3.55 3.67 4.23 5.04 
                   
0.8 
0 1.05 1.27 2.47 3.97 1.44 1.69 2.77 4.19  2.51 2.71 3.56 4.71 3.91 4.03 4.61 5.43 
0.2 1.06 1.26 2.42 3.95 1.43 1.66 2.73 4.14  2.48 2.65 3.50 4.63 3.85 3.94 4.55 5.38 
0.5 1.06 1.23 2.25 3.65 1.37 1.58 2.56 3.85  2.31 2.50 3.27 4.29 3.57 3.68 4.23 5.03 
0.8 1.07 1.20 2.01 3.20 1.31 1.46 2.28 3.42   2.08 2.22 2.88 3.86 3.17 3.28 3.77 4.53 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Poisson Distribution conditions (m = 10, k = 100) 
 
                   ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
 
L2 Effect 
       Effect 
 
Effect 
 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
                   
0 
0 1.04 1.54 3.59 5.59 1.88 2.34 4.05 5.80  3.67 3.94 5.06 6.32 5.44 5.59 6.21 6.99 
0.2 1.05 1.51 3.45 5.43 1.82 2.27 3.92 5.62  3.54 3.81 4.93 6.18 5.31 5.45 6.07 6.86 
0.5 1.05 1.38 2.99 4.80 1.64 1.99 3.41 5.02  3.06 3.29 4.31 5.57 4.68 4.82 5.45 6.26 
0.8 1.06 1.27 2.45 4.00 1.46 1.69 2.78 4.22  2.55 2.73 3.56 4.74 3.92 4.03 4.62 5.47 
                   
0.2 
0 1.05 1.52 3.47 5.40 1.83 2.26 3.92 5.63  3.55 3.80 4.93 6.18 5.32 5.44 6.07 6.88 
0.2 1.05 1.49 3.35 5.27 1.79 2.20 3.78 5.50  3.45 3.70 4.78 6.05 5.16 5.31 5.94 6.74 
0.5 1.05 1.36 2.91 4.69 1.62 1.95 3.31 4.92  2.99 3.24 4.23 5.46 4.60 4.73 5.34 6.18 
0.8 1.05 1.26 2.42 3.94 1.45 1.68 2.76 4.15  2.50 2.67 3.53 4.66 3.85 3.99 4.55 5.37 
                   
0.5 
0 1.05 1.39 3.00 4.80 1.64 1.98 3.39 4.99  3.06 3.30 4.30 5.56 4.69 4.85 5.44 6.28 
0.2 1.05 1.38 2.92 4.69 1.62 1.94 3.30 4.90  2.99 3.23 4.22 5.43 4.60 4.74 5.36 6.20 
0.5 1.05 1.30 2.63 4.26 1.51 1.77 2.96 4.48  2.69 2.90 3.80 4.98 4.14 4.30 4.88 5.74 
0.8 1.05 1.22 2.26 3.65 1.38 1.58 2.54 3.86  2.33 2.48 3.26 4.35 3.56 3.68 4.24 5.03 
                   
0.8 
0 1.05 1.27 2.48 4.01 1.45 1.70 2.77 4.22  2.51 2.73 3.57 4.70 3.91 4.03 4.61 5.44 
0.2 1.05 1.26 2.45 3.94 1.43 1.67 2.75 4.14  2.48 2.70 3.52 4.65 3.85 3.96 4.54 5.37 
0.5 1.06 1.23 2.26 3.66 1.38 1.59 2.54 3.85  2.30 2.48 3.27 4.33 3.56 3.67 4.25 5.03 
0.8 1.06 1.19 2.02 3.24 1.31 1.48 2.28 3.42   2.09 2.24 2.90 3.85 3.18 3.26 3.76 4.56 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient.  
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Table 2 cont. 
 
Average Model Design Effect values: Poisson Distribution conditions (m = 20, k = 25) 
 
                   ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
 
L2 Effect 
       Effect 
 
Effect 
 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.09 2.09 6.21 10.28 2.75 3.67 7.22 10.80  6.40 6.97 9.27 11.90 10.03 10.37 11.72 13.41 0.2 1.08 2.02 6.05 9.99 2.68 3.56 6.92 10.51  6.22 6.67 8.99 11.62 9.86 10.07 11.38 13.07 0.5 1.10 1.78 5.00 8.74 2.29 2.96 5.85 9.12  5.17 5.69 7.78 10.41 8.51 8.83 10.17 11.90 0.8 1.11 1.52 3.97 7.06 1.93 2.45 4.64 7.55  4.15 4.51 6.17 8.60 6.92 7.26 8.38 10.14 
                   
0.2 
0 1.09 1.99 6.06 10.07 2.64 3.55 6.89 10.47  6.16 6.77 8.93 11.64 9.82 10.08 11.39 13.10 0.2 1.09 1.95 5.74 9.71 2.60 3.46 6.71 10.25  5.98 6.46 8.75 11.27 9.51 9.78 11.11 12.88 0.5 1.10 1.72 4.87 8.56 2.21 2.90 5.67 9.00  5.07 5.52 7.60 10.16 8.33 8.61 9.96 11.64 0.8 1.11 1.51 3.87 6.99 1.89 2.36 4.49 7.40  4.09 4.49 6.13 8.50 6.85 7.07 8.38 10.01 
                   
0.5 
0 1.09 1.77 5.05 8.71 2.25 2.98 5.86 9.17  5.20 5.71 7.75 10.42 8.58 8.84 10.14 11.83 0.2 1.08 1.73 4.88 8.56 2.24 2.94 5.72 8.95  5.07 5.50 7.63 10.13 8.27 8.57 9.83 11.70 0.5 1.10 1.62 4.28 7.62 2.05 2.58 5.02 8.04  4.46 4.81 6.74 9.15 7.44 7.71 8.89 10.64 0.8 1.11 1.45 3.54 6.39 1.75 2.20 4.11 6.76  3.65 4.01 5.61 7.80 6.28 6.57 7.67 9.34 
                   
0.8 
0 1.09 1.54 4.00 7.12 1.89 2.38 4.63 7.57  4.12 4.53 6.26 8.55 6.89 7.13 8.36 10.05 
0.2 1.10 1.53 3.89 6.97 1.84 2.36 4.56 7.45  3.99 4.38 6.09 8.38 6.77 7.15 8.24 9.94 
0.5 1.10 1.44 3.54 6.37 1.78 2.19 4.15 6.84  3.69 3.97 5.64 7.77 6.30 6.48 7.57 9.26 
0.8 1.11 1.36 3.06 5.52 1.64 1.96 3.54 5.96   3.26 3.54 4.80 6.85 5.49 5.71 6.70 8.27 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Poisson Distribution conditions (m = 20, k = 50) 
 
                   ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
 
L2 Effect 
       Effect 
 
Effect 
 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.06 1.06 1.05 1.06 2.83 2.81 2.84 2.85  6.58 6.54 6.53 6.54 10.26 10.20 10.23 10.28 0.2 1.09 1.09 1.10 1.09 2.87 2.89 2.87 2.89  6.55 6.53 6.55 6.57 10.22 10.27 10.37 10.28 0.5 1.34 1.33 1.34 1.34 3.12 3.12 3.12 3.13  6.73 6.70 6.71 6.71 10.35 10.37 10.30 10.30 0.8 1.87 1.85 1.87 1.86 3.56 3.59 3.57 3.53  6.97 6.98 7.00 6.98 10.54 10.52 10.50 10.50 
                   
0.2 
0 1.10 1.09 1.10 1.09 2.88 2.90 2.86 2.87  6.60 6.57 6.51 6.55 10.25 10.22 10.29 10.28 0.2 1.13 1.13 1.13 1.13 2.91 2.92 2.94 2.97  6.56 6.54 6.59 6.58 10.37 10.32 10.28 10.31 0.5 1.40 1.39 1.39 1.39 3.16 3.14 3.17 3.17  6.76 6.76 6.77 6.74 10.35 10.35 10.34 10.35 0.8 1.91 1.89 1.91 1.89 3.60 3.65 3.65 3.64  7.04 7.04 7.05 7.02 10.56 10.53 10.55 10.52 
                   
0.5 
0 1.35 1.35 1.35 1.35 3.15 3.14 3.13 3.13  6.70 6.72 6.73 6.74 10.43 10.39 10.35 10.32 0.2 1.39 1.40 1.40 1.39 3.17 3.17 3.18 3.18  6.79 6.69 6.75 6.73 10.40 10.38 10.37 10.44 0.5 1.69 1.70 1.68 1.71 3.42 3.41 3.41 3.41  6.86 6.95 6.83 6.95 10.43 10.47 10.53 10.41 0.8 2.22 2.22 2.27 2.19 3.85 3.84 3.86 3.86  7.15 7.13 7.17 7.16 10.63 10.58 10.61 10.61 
                   
0.8 
0 1.88 1.90 1.89 1.89 3.61 3.61 3.61 3.58  7.07 7.02 7.03 7.01 10.53 10.56 10.46 10.55 
0.2 1.97 1.97 1.96 1.96 3.66 3.66 3.64 3.65  6.98 7.04 7.05 7.05 10.51 10.50 10.56 10.55 
0.5 2.28 2.25 2.24 2.25 3.88 3.89 3.83 3.88  7.14 7.18 7.18 7.24 10.57 10.64 10.61 10.56 
0.8 2.69 2.72 2.74 2.71 4.33 4.29 4.26 4.26   7.48 7.40 7.42 7.47 10.79 10.75 10.77 10.71 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Poisson Distribution conditions (m = 20, k = 75) 
 
                   ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
 
L2 Effect 
       Effect 
 
Effect 
 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.05 2.13 6.48 10.59 2.88 3.77 7.36 11.01  6.57 7.20 9.54 12.17 10.32 10.65 11.95 13.63 0.2 1.06 2.08 6.22 10.22 2.76 3.65 7.09 10.80  6.35 6.87 9.23 11.89 10.05 10.35 11.66 13.37 0.5 1.06 1.82 5.24 8.97 2.38 3.08 6.02 9.47  5.39 5.88 7.94 10.57 8.77 9.05 10.37 12.17 0.8 1.07 1.55 4.09 7.31 1.97 2.46 4.75 7.78  4.24 4.62 6.43 8.83 7.15 7.45 8.67 10.37 
                   
0.2 
0 1.06 2.06 6.18 10.27 2.76 3.64 7.16 10.76  6.33 6.93 9.22 11.88 10.05 10.40 11.69 13.35 0.2 1.05 2.03 5.95 10.04 2.65 3.50 6.90 10.49  6.13 6.70 8.97 11.57 9.80 10.10 11.42 13.09 0.5 1.06 1.79 5.00 8.77 2.30 2.98 5.88 9.22  5.19 5.70 7.81 10.38 8.58 8.84 10.17 11.92 0.8 1.07 1.56 4.07 7.19 1.93 2.44 4.71 7.63  4.13 4.56 6.29 8.71 7.05 7.23 8.46 10.23 
                   
0.5 
0 1.06 1.82 5.18 8.96 2.38 3.09 6.05 9.48  5.39 5.86 7.96 10.62 8.79 9.06 10.44 12.08 0.2 1.05 1.80 5.01 8.76 2.32 2.99 5.87 9.25  5.21 5.69 7.76 10.36 8.57 8.83 10.12 11.88 0.5 1.07 1.63 4.41 7.80 2.07 2.65 5.17 8.31  4.52 4.98 6.85 9.42 7.65 7.89 9.20 10.95 0.8 1.07 1.47 3.64 6.64 1.83 2.24 4.27 7.02  3.75 4.14 5.76 8.03 6.45 6.66 7.82 9.51 
                   
0.8 
0 1.05 1.58 4.09 7.31 1.94 2.46 4.79 7.78  4.20 4.63 6.41 8.85 7.10 7.40 8.67 10.36 0.2 1.06 1.55 4.03 7.18 1.92 2.41 4.69 7.62  4.12 4.53 6.33 8.75 7.00 7.27 8.51 10.23 
0.5 1.06 1.49 3.64 6.60 1.81 2.25 4.23 7.00  3.75 4.13 5.78 8.07 6.41 6.64 7.89 9.52 0.8 1.07 1.38 3.17 5.73 1.65 1.99 3.69 6.06   3.25 3.56 4.94 7.08 5.58 5.81 6.84 8.41 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 2 cont. 
 
Average Model Design Effect values: Poisson Distribution conditions (m = 20, k = 100) 
 
                   ICC Values               
  0 0.1   0.3 0.5 
L1 Interaction 
       
 
L2 Effect 
       Effect 
 
Effect 
 0 0.2 0.5 0.8 0 0.2 0.5 0.8   0 0.2 0.5 0.8 0 0.2 0.5 0.8 
0 
0 1.05 2.14 6.49 10.62 2.88 3.82 7.45 11.08  6.65 7.17 9.57 12.22 10.35 10.69 11.99 13.66 0.2 1.05 2.08 6.19 10.35 2.76 3.66 7.15 10.83  6.37 6.92 9.28 11.93 10.12 10.43 11.74 13.39 0.5 1.05 1.82 5.24 9.05 2.36 3.10 6.08 9.49  5.34 5.86 8.00 10.63 8.79 9.08 10.43 12.16 0.8 1.06 1.57 4.10 7.35 1.96 2.48 4.79 7.77  4.28 4.68 6.47 8.88 7.19 7.41 8.69 10.39 
                   
0.2 
0 1.05 2.07 6.20 10.33 2.76 3.66 7.15 10.81  6.41 6.94 9.26 11.95 10.06 10.40 11.73 13.38 0.2 1.05 2.01 5.97 10.01 2.68 3.56 6.93 10.50  6.14 6.69 9.01 11.67 9.83 10.13 11.41 13.14 0.5 1.05 1.79 5.08 8.83 2.32 3.01 5.87 9.25  5.23 5.77 7.81 10.42 8.63 8.84 10.16 11.97 0.8 1.07 1.56 4.03 7.23 1.93 2.44 4.70 7.66  4.16 4.58 6.32 8.70 7.07 7.28 8.54 10.25 
                   
0.5 
0 1.05 1.81 5.23 9.05 2.36 3.08 6.03 9.49  5.38 5.87 8.00 10.61 8.78 9.10 10.39 12.13 0.2 1.05 1.78 5.09 8.81 2.31 2.99 5.88 9.26  5.24 5.76 7.84 10.36 8.65 8.88 10.23 11.93 0.5 1.05 1.65 4.43 7.88 2.07 2.66 5.17 8.36  4.57 4.99 6.95 9.43 7.68 7.92 9.23 10.98 0.8 1.06 1.47 3.67 6.59 1.81 2.26 4.25 7.01  3.78 4.13 5.76 8.07 6.45 6.69 7.87 9.56 
                   
0.8 
0 1.05 1.58 4.12 7.35 1.95 2.47 4.81 7.74  4.23 4.63 6.47 8.88 7.12 7.39 8.63 10.39 0.2 1.05 1.56 4.06 7.19 1.93 2.44 4.70 7.63  4.15 4.52 6.34 8.71 7.03 7.31 8.49 10.24 0.5 1.06 1.47 3.69 6.61 1.81 2.24 4.30 7.04  3.79 4.15 5.75 8.03 6.46 6.65 7.86 9.54 
0.8 1.06 1.38 3.20 5.78 1.66 2.00 3.71 6.13   3.28 3.60 5.01 7.04 5.60 5.81 6.86 8.53 
Note: Italicized values indicate a design effect of 2 or larger, while bold values indicate a design effect of 6 or larger. ICC = 
Intraclass Correlation Coefficient. 
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Table 3. 
 
Average Design Effect values for the Intercept: Uniform Distribution conditions (m = 5, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.08 1.07 1.06 1.08  1.34 1.35 1.35 1.35  2.10 2.09 2.09 2.09  2.85 2.88 2.88 2.88 0.2 1.10 1.10 1.10 1.11  1.38 1.38 1.36 1.38  2.11 2.10 2.11 2.11  2.89 2.88 2.89 2.91 0.5 1.25 1.25 1.25 1.26  1.56 1.55 1.55 1.58  2.22 2.21 2.24 2.23  2.94 2.94 2.96 2.96 0.8 1.56 1.56 1.56 1.57  1.83 1.85 1.81 1.85  2.39 2.39 2.42 2.41  3.04 3.03 3.01 3.05 
                     
0.2 
0 1.10 1.11 1.10 1.11  1.40 1.39 1.38 1.39  2.12 2.10 2.12 2.12  2.88 2.88 2.90 2.89 0.2 1.14 1.13 1.13 1.13  1.42 1.43 1.41 1.41  2.14 2.15 2.13 2.11  2.90 2.91 2.89 2.90 0.5 1.30 1.30 1.29 1.28  1.57 1.59 1.58 1.59  2.25 2.26 2.26 2.26  2.94 2.97 2.95 2.97 0.8 1.59 1.58 1.59 1.61  1.84 1.86 1.86 1.84  2.45 2.41 2.44 2.44  3.06 3.06 3.05 3.05 
                     
0.5 
0 1.27 1.27 1.27 1.28  1.57 1.55 1.58 1.56  2.24 2.24 2.25 2.23  2.94 2.96 2.96 2.95 0.2 1.31 1.30 1.30 1.30  1.62 1.59 1.59 1.58  2.26 2.27 2.25 2.25  2.96 2.95 2.97 2.95 0.5 1.47 1.47 1.45 1.47  1.74 1.73 1.73 1.73  2.37 2.39 2.37 2.34  3.03 3.00 3.01 3.02 0.8 1.76 1.74 1.72 1.73  1.99 2.01 2.00 1.99  2.52 2.51 2.51 2.52  3.11 3.09 3.09 3.12 
                     
0.8 
0 1.61 1.62 1.59 1.62  1.86 1.89 1.88 1.87  2.45 2.43 2.46 2.43  3.09 3.07 3.09 3.07 0.2 1.63 1.65 1.65 1.65  1.88 1.91 1.88 1.91  2.46 2.47 2.44 2.46  3.08 3.08 3.05 3.09 0.5 1.80 1.76 1.79 1.78  2.02 2.00 2.03 2.00  2.53 2.55 2.54 2.53  3.14 3.11 3.15 3.13 
0.8 2.00 2.00 2.02 2.01   2.20 2.20 2.21 2.24   2.69 2.71 2.69 2.68   3.21 3.21 3.19 3.20 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Uniform Distribution conditions (m = 5, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.06 1.06  1.36 1.38 1.37 1.36  2.16 2.15 2.16 2.14  2.96 2.94 2.94 2.93 
0.2 1.08 1.08 1.09 1.08  1.41 1.41 1.41 1.41  2.17 2.16 2.17 2.16  2.94 2.94 2.94 2.95 
0.5 1.27 1.27 1.26 1.27  1.60 1.60 1.59 1.60  2.29 2.29 2.29 2.28  3.01 3.01 3.00 3.01 
0.8 1.62 1.63 1.62 1.61  1.92 1.89 1.90 1.91  2.48 2.51 2.49 2.47  3.11 3.13 3.13 3.13 
                     
0.2 
0 1.09 1.08 1.09 1.08  1.41 1.40 1.41 1.41  2.17 2.17 2.16 2.18  2.94 2.97 2.95 2.96 
0.2 1.12 1.12 1.12 1.12  1.45 1.44 1.44 1.44  2.18 2.22 2.20 2.19  2.96 2.97 2.96 2.97 
0.5 1.32 1.31 1.30 1.31  1.64 1.62 1.64 1.62  2.31 2.32 2.30 2.31  3.04 3.03 3.02 3.02 
0.8 1.65 1.66 1.65 1.66  1.94 1.94 1.91 1.93  2.51 2.50 2.51 2.50  3.13 3.12 3.13 3.14 
                     
0.5 
0 1.27 1.27 1.28 1.28  1.62 1.61 1.61 1.60  2.30 2.30 2.31 2.30  3.01 3.03 3.02 3.03 
0.2 1.32 1.32 1.32 1.31  1.64 1.64 1.65 1.65  2.32 2.32 2.31 2.33  3.04 3.03 3.02 3.03 
0.5 1.51 1.51 1.52 1.51  1.79 1.80 1.78 1.79  2.43 2.41 2.43 2.42  3.09 3.09 3.07 3.09 
0.8 1.84 1.82 1.82 1.83  2.07 2.07 2.08 2.06  2.60 2.60 2.60 2.60  3.18 3.19 3.19 3.19 
                     
0.8 
0 1.64 1.65 1.66 1.64  1.93 1.93 1.92 1.93  2.50 2.49 2.50 2.51  3.14 3.12 3.14 3.11 
0.2 1.69 1.69 1.71 1.68  1.96 1.95 1.95 1.94  2.52 2.52 2.53 2.53  3.14 3.14 3.14 3.15 
0.5 1.83 1.85 1.84 1.85  2.09 2.09 2.09 2.08  2.60 2.60 2.61 2.61  3.20 3.19 3.18 3.19 
0.8 2.09 2.10 2.11 2.10   2.28 2.30 2.31 2.31   2.75 2.75 2.75 2.76   3.28 3.27 3.27 3.29 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Uniform Distribution conditions (m = 5, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.05  1.36 1.38 1.37 1.37  2.17 2.16 2.17 2.16  2.96 2.96 2.95 2.95 
0.2 1.08 1.07 1.08 1.07  1.41 1.42 1.42 1.41  2.18 2.19 2.19 2.19  2.98 2.98 2.97 2.98 
0.5 1.27 1.27 1.28 1.28  1.62 1.61 1.60 1.61  2.32 2.31 2.31 2.31  3.03 3.02 3.04 3.05 
0.8 1.66 1.65 1.65 1.64  1.91 1.92 1.92 1.92  2.51 2.50 2.50 2.50  3.16 3.14 3.15 3.13 
                     
0.2 
0 1.08 1.08 1.08 1.07  1.42 1.41 1.43 1.42  2.19 2.19 2.19 2.20  2.97 2.97 2.98 2.96 
0.2 1.12 1.12 1.11 1.11  1.46 1.47 1.45 1.45  2.21 2.21 2.21 2.20  2.99 2.98 2.98 2.99 
0.5 1.32 1.31 1.32 1.33  1.65 1.65 1.66 1.65  2.34 2.33 2.34 2.33  3.05 3.04 3.05 3.05 
0.8 1.68 1.68 1.67 1.68  1.96 1.95 1.97 1.93  2.52 2.54 2.53 2.52  3.16 3.17 3.16 3.15 
                     
0.5 
0 1.29 1.28 1.28 1.28  1.63 1.63 1.61 1.62  2.31 2.31 2.31 2.32  3.05 3.03 3.04 3.03 
0.2 1.33 1.33 1.33 1.32  1.66 1.65 1.66 1.64  2.34 2.34 2.35 2.34  3.04 3.04 3.05 3.05 
0.5 1.53 1.53 1.53 1.53  1.82 1.82 1.82 1.83  2.44 2.46 2.44 2.45  3.10 3.12 3.10 3.12 
0.8 1.85 1.85 1.84 1.86  2.09 2.11 2.10 2.08  2.62 2.62 2.62 2.62  3.21 3.21 3.21 3.21 
                     
0.8 
0 1.67 1.67 1.66 1.67  1.94 1.94 1.94 1.94  2.51 2.52 2.52 2.52  3.16 3.14 3.16 3.16 
0.2 1.70 1.70 1.70 1.70  1.97 1.97 1.97 1.97  2.54 2.54 2.54 2.53  3.16 3.15 3.17 3.16 
0.5 1.87 1.87 1.86 1.87  2.11 2.10 2.12 2.10  2.64 2.63 2.63 2.64  3.21 3.21 3.22 3.21 
0.8 2.13 2.13 2.14 2.12   2.34 2.35 2.33 2.34   2.77 2.78 2.78 2.78   3.30 3.30 3.29 3.29 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Uniform Distribution conditions (m = 5, k = 100) 
                     ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect 
 
Effect 
 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.04 1.04 1.04 1.04  1.38 1.39 1.39 1.38  2.18 2.17 2.18 2.17  2.97 2.96 2.97 2.97 
0.2 1.07 1.07 1.08 1.07  1.43 1.42 1.42 1.42  2.20 2.21 2.21 2.20  2.98 2.98 2.98 2.99 
0.5 1.29 1.28 1.29 1.28  1.62 1.62 1.62 1.61  2.31 2.33 2.33 2.32  3.05 3.04 3.05 3.05 
0.8 1.65 1.66 1.65 1.65  1.93 1.95 1.93 1.94  2.51 2.53 2.53 2.53  3.16 3.15 3.15 3.16 
                     
0.2 
0 1.07 1.07 1.07 1.07  1.41 1.43 1.43 1.42  2.20 2.20 2.21 2.19  2.98 2.99 2.98 2.97 
0.2 1.10 1.11 1.11 1.10  1.46 1.46 1.46 1.47  2.22 2.23 2.22 2.21  3.01 2.98 2.99 2.99 
0.5 1.32 1.33 1.32 1.31  1.65 1.65 1.66 1.66  2.35 2.34 2.34 2.35  3.06 3.06 3.06 3.06 
0.8 1.68 1.70 1.70 1.69  1.96 1.97 1.97 1.97  2.54 2.54 2.55 2.54  3.17 3.16 3.17 3.17 
                     
0.5 
0 1.29 1.29 1.29 1.29  1.63 1.62 1.62 1.62  2.31 2.33 2.31 2.33  3.05 3.04 3.05 3.05 
0.2 1.33 1.34 1.33 1.33  1.65 1.66 1.66 1.66  2.36 2.34 2.35 2.35  3.06 3.06 3.06 3.06 
0.5 1.55 1.54 1.53 1.53  1.84 1.83 1.83 1.83  2.46 2.44 2.46 2.44  3.13 3.12 3.11 3.12 
0.8 1.85 1.87 1.88 1.86  2.10 2.11 2.10 2.11  2.63 2.63 2.63 2.64  3.22 3.22 3.22 3.20 
                     
0.8 
0 1.68 1.67 1.67 1.68  1.95 1.95 1.94 1.94  2.54 2.54 2.53 2.53  3.17 3.16 3.16 3.17 
0.2 1.70 1.72 1.70 1.71  1.98 1.97 1.97 1.97  2.55 2.55 2.56 2.56  3.17 3.17 3.17 3.18 
0.5 1.87 1.86 1.88 1.89  2.12 2.11 2.12 2.12  2.64 2.64 2.63 2.64  3.22 3.22 3.23 3.21 
0.8 2.14 2.14 2.14 2.14   2.34 2.33 2.34 2.35   2.81 2.80 2.80 2.80   3.31 3.32 3.31 3.31 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Uniform Distribution conditions (m = 10, k = 25) 
                     ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect 
 
Effect 
 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.08 1.08 1.07 1.08  1.79 1.80 1.78 1.75  3.47 3.49 3.47 3.44  5.22 5.25 5.18 5.19 
0.2 1.10 1.11 1.11 1.11  1.81 1.80 1.81 1.82  3.50 3.50 3.48 3.50  5.20 5.24 5.28 5.22 
0.5 1.29 1.28 1.28 1.29  2.04 2.03 2.05 2.04  3.63 3.65 3.64 3.62  5.28 5.29 5.28 5.35 
0.8 1.68 1.69 1.68 1.67  2.38 2.37 2.39 2.37  3.87 3.85 3.81 3.88  5.45 5.42 5.42 5.37 
                     
0.2 
0 1.10 1.11 1.10 1.11  1.81 1.85 1.83 1.83  3.48 3.51 3.49 3.55  5.24 5.21 5.20 5.18 
0.2 1.13 1.14 1.12 1.14  1.87 1.85 1.87 1.85  3.53 3.50 3.52 3.51  5.19 5.25 5.26 5.23 
0.5 1.32 1.34 1.34 1.33  2.05 2.04 2.08 2.07  3.63 3.66 3.64 3.69  5.31 5.30 5.31 5.33 
0.8 1.73 1.74 1.75 1.72  2.39 2.42 2.42 2.38  3.90 3.91 3.88 3.85  5.44 5.39 5.46 5.43 
                     
0.5 
0 1.31 1.31 1.29 1.30  2.04 2.03 2.04 2.07  3.62 3.65 3.63 3.62  5.30 5.28 5.30 5.35 
0.2 1.35 1.34 1.35 1.36  2.10 2.06 2.06 2.07  3.61 3.67 3.66 3.67  5.27 5.30 5.30 5.35 
0.5 1.54 1.55 1.57 1.56  2.30 2.31 2.27 2.30  3.82 3.81 3.77 3.79  5.44 5.37 5.40 5.40 
0.8 1.94 1.92 1.91 1.88  2.59 2.63 2.59 2.61  4.01 3.99 3.98 3.98  5.55 5.48 5.51 5.51 
                     
0.8 
0 1.75 1.74 1.73 1.76  2.43 2.45 2.41 2.43  3.88 3.89 3.88 3.87  5.45 5.45 5.43 5.42 
0.2 1.78 1.77 1.76 1.80  2.46 2.46 2.48 2.45  3.92 3.90 3.91 3.91  5.48 5.40 5.46 5.45 
0.5 1.98 1.99 1.97 2.00  2.62 2.63 2.58 2.66  4.03 4.04 4.04 4.02  5.49 5.53 5.51 5.50 
0.8 2.34 2.33 2.27 2.32   2.97 2.97 2.94 2.89   4.25 4.19 4.18 4.17   5.62 5.64 5.61 5.65 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Uniform Distribution conditions (m = 10, k = 50) 
                     ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect 
 
Effect 
 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.05 1.06  1.84 1.83 1.84 1.82  3.57 3.61 3.59 3.57  5.37 5.37 5.35 5.37 
0.2 1.08 1.08 1.09 1.09  1.88 1.88 1.90 1.89  3.61 3.61 3.61 3.60  5.34 5.37 5.36 5.38 
0.5 1.31 1.30 1.29 1.31  2.11 2.11 2.11 2.09  3.74 3.71 3.75 3.76  5.40 5.42 5.45 5.47 
0.8 1.77 1.76 1.77 1.73  2.48 2.49 2.49 2.49  4.00 3.98 4.00 3.99  5.57 5.57 5.59 5.59 
                     
0.2 
0 1.09 1.09 1.08 1.10  1.88 1.85 1.89 1.87  3.61 3.61 3.61 3.59  5.39 5.36 5.37 5.38 
0.2 1.12 1.13 1.13 1.13  1.94 1.92 1.92 1.95  3.64 3.64 3.63 3.64  5.40 5.39 5.39 5.36 
0.5 1.36 1.35 1.38 1.37  2.15 2.14 2.13 2.16  3.78 3.75 3.78 3.78  5.46 5.46 5.47 5.48 
0.8 1.81 1.81 1.82 1.80  2.53 2.52 2.53 2.51  4.00 4.02 4.04 4.02  5.58 5.59 5.60 5.58 
                     
0.5 
0 1.32 1.32 1.33 1.31  2.12 2.11 2.11 2.12  3.76 3.76 3.74 3.74  5.45 5.46 5.41 5.47 
0.2 1.36 1.36 1.37 1.37  2.17 2.14 2.15 2.16  3.81 3.77 3.78 3.77  5.47 5.47 5.46 5.48 
0.5 1.59 1.62 1.62 1.61  2.37 2.34 2.36 2.37  3.89 3.90 3.92 3.96  5.54 5.51 5.55 5.54 
0.8 2.03 2.03 2.01 2.02  2.74 2.71 2.70 2.74  4.12 4.16 4.17 4.12  5.66 5.64 5.65 5.61 
                     
0.8 
0 1.77 1.81 1.79 1.81  2.52 2.50 2.52 2.55  4.01 4.00 4.03 4.00  5.60 5.58 5.57 5.56 
0.2 1.85 1.84 1.83 1.84  2.56 2.56 2.55 2.55  4.03 4.03 4.05 4.03  5.61 5.57 5.60 5.60 
0.5 2.04 2.04 2.05 2.04  2.75 2.72 2.72 2.73  4.16 4.15 4.13 4.17  5.64 5.65 5.66 5.66 
0.8 2.42 2.41 2.45 2.44   3.03 3.04 3.03 3.05   4.34 4.35 4.37 4.39   5.80 5.79 5.78 5.76 
Note: ICC = Intraclass Correlation Coefficient. 
 
  
   
109 
 
Table 3 cont. 
 
Average Design Effect values for the Intercept: Uniform Distribution conditions (m = 10, k = 75) 
                     ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect 
 
Effect 
 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.05  1.86 1.85 1.86 1.85  3.64 3.63 3.63 3.61  5.38 5.40 5.40 5.39 
0.2 1.08 1.09 1.09 1.08  1.91 1.91 1.91 1.91  3.65 3.64 3.64 3.64  5.43 5.46 5.44 5.44 
0.5 1.32 1.33 1.32 1.31  2.15 2.12 2.14 2.13  3.81 3.81 3.78 3.80  5.50 5.49 5.49 5.50 
0.8 1.80 1.79 1.80 1.79  2.52 2.54 2.52 2.52  4.04 4.03 4.04 4.03  5.64 5.61 5.61 5.59 
                     
0.2 
0 1.09 1.08 1.09 1.08  1.92 1.89 1.93 1.89  3.65 3.67 3.66 3.66  5.38 5.43 5.44 5.42 
0.2 1.12 1.12 1.13 1.12  1.96 1.95 1.95 1.95  3.67 3.66 3.66 3.70  5.44 5.43 5.42 5.44 
0.5 1.38 1.36 1.38 1.38  2.17 2.17 2.18 2.17  3.84 3.84 3.81 3.83  5.52 5.50 5.52 5.49 
0.8 1.83 1.83 1.83 1.83  2.56 2.58 2.55 2.54  4.07 4.06 4.07 4.06  5.66 5.64 5.62 5.62 
                     
0.5 
0 1.33 1.32 1.33 1.33  2.14 2.14 2.14 2.13  3.80 3.80 3.79 3.79  5.51 5.51 5.48 5.48 
0.2 1.38 1.39 1.39 1.38  2.17 2.20 2.19 2.20  3.83 3.83 3.84 3.83  5.52 5.51 5.52 5.51 
0.5 1.63 1.64 1.63 1.64  2.39 2.40 2.39 2.40  3.95 3.93 3.96 3.95  5.58 5.59 5.56 5.58 
0.8 2.09 2.08 2.12 2.07  2.74 2.79 2.75 2.76  4.17 4.20 4.16 4.18  5.72 5.72 5.72 5.68 
                     
0.8 
0 1.82 1.80 1.82 1.82  2.54 2.55 2.53 2.54  4.04 4.07 4.05 4.07  5.62 5.62 5.61 5.61 
0.2 1.88 1.86 1.87 1.86  2.59 2.57 2.58 2.59  4.08 4.08 4.10 4.08  5.66 5.64 5.65 5.65 
0.5 2.09 2.09 2.09 2.08  2.76 2.78 2.79 2.79  4.17 4.21 4.19 4.20  5.71 5.68 5.70 5.71 
0.8 2.48 2.46 2.48 2.48   3.10 3.10 3.08 3.11   4.41 4.42 4.42 4.42   5.83 5.83 5.81 5.83 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Uniform Distribution conditions (m = 10, k = 100) 
                     ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect 
 
Effect 
 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.05  1.88 1.87 1.87 1.87  3.66 3.66 3.63 3.66  5.45 5.43 5.42 5.44 
0.2 1.08 1.08 1.08 1.08  1.90 1.92 1.91 1.92  3.67 3.66 3.67 3.70  5.45 5.44 5.44 5.45 
0.5 1.33 1.33 1.33 1.33  2.13 2.16 2.15 2.16  3.81 3.80 3.82 3.83  5.51 5.52 5.51 5.53 
0.8 1.82 1.80 1.81 1.80  2.54 2.54 2.55 2.54  4.06 4.07 4.07 4.07  5.63 5.66 5.66 5.64 
                     
0.2 
0 1.08 1.08 1.08 1.08  1.91 1.92 1.92 1.91  3.68 3.68 3.67 3.69  5.45 5.44 5.43 5.46 
0.2 1.12 1.11 1.12 1.12  1.96 1.96 1.96 1.96  3.69 3.70 3.70 3.71  5.44 5.46 5.45 5.45 
0.5 1.38 1.37 1.38 1.37  2.18 2.18 2.20 2.21  3.86 3.85 3.85 3.83  5.51 5.53 5.54 5.53 
0.8 1.85 1.88 1.85 1.85  2.58 2.57 2.57 2.59  4.07 4.08 4.08 4.08  5.66 5.68 5.66 5.64 
                     
0.5 
0 1.33 1.33 1.33 1.33  2.15 2.15 2.14 2.14  3.80 3.81 3.82 3.80  5.53 5.52 5.51 5.55 
0.2 1.39 1.38 1.38 1.38  2.19 2.19 2.19 2.19  3.85 3.84 3.84 3.85  5.54 5.54 5.54 5.55 
0.5 1.65 1.66 1.65 1.63  2.40 2.40 2.41 2.43  3.96 3.98 4.00 3.98  5.60 5.62 5.58 5.62 
0.8 2.09 2.08 2.09 2.11  2.78 2.80 2.80 2.79  4.22 4.20 4.21 4.23  5.73 5.73 5.72 5.75 
                     
0.8 
0 1.83 1.85 1.83 1.82  2.56 2.57 2.57 2.56  4.08 4.06 4.05 4.08  5.67 5.65 5.66 5.65 
0.2 1.88 1.87 1.86 1.87  2.59 2.58 2.59 2.59  4.11 4.10 4.06 4.09  5.66 5.67 5.66 5.67 
0.5 2.10 2.10 2.10 2.11  2.78 2.79 2.79 2.79  4.23 4.20 4.22 4.23  5.73 5.74 5.72 5.74 
0.8 2.50 2.50 2.49 2.49   3.12 3.11 3.12 3.11   4.44 4.44 4.43 4.42   5.85 5.85 5.85 5.86 
Note: ICC = Intraclass Correlation Coefficient. 
 
  
   
111 
 
Table 3 cont. 
 
Average Design Effect values for the Intercept: Uniform Distribution conditions (m = 20, k = 25) 
                     ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect 
 
Effect 
 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.07 1.08 1.08 1.07  2.68 2.66 2.68 2.68  6.32 6.28 6.29 6.22  9.93 9.97 9.84 9.89 
0.2 1.10 1.09 1.10 1.11  2.75 2.76 2.74 2.76  6.25 6.27 6.32 6.29  9.94 9.95 9.88 9.89 
0.5 1.30 1.30 1.31 1.30  3.01 2.97 2.89 2.94  6.44 6.42 6.37 6.38  9.91 10.03 10.01 10.02 
0.8 1.73 1.75 1.73 1.74  3.39 3.37 3.39 3.35  6.70 6.64 6.67 6.72  10.16 10.14 10.05 10.09 
                     
0.2 
0 1.10 1.11 1.10 1.10  2.75 2.74 2.73 2.68  6.28 6.23 6.33 6.34  9.81 9.91 9.93 9.90 
0.2 1.15 1.14 1.14 1.14  2.76 2.78 2.75 2.77  6.23 6.28 6.21 6.22  9.85 9.89 9.95 9.95 
0.5 1.35 1.35 1.36 1.35  2.95 2.99 2.98 3.03  6.40 6.51 6.45 6.47  10.03 10.01 10.05 10.01 
0.8 1.78 1.81 1.83 1.77  3.36 3.42 3.41 3.41  6.67 6.72 6.74 6.63  10.18 10.08 10.10 10.09 
                     
0.5 
0 1.32 1.34 1.32 1.31  3.00 3.00 3.00 3.01  6.40 6.42 6.45 6.39  9.95 9.99 9.92 9.96 
0.2 1.37 1.35 1.36 1.37  2.97 3.01 3.01 3.05  6.45 6.40 6.44 6.38  10.09 9.98 10.02 10.05 
0.5 1.62 1.63 1.61 1.59  3.27 3.25 3.24 3.18  6.61 6.55 6.63 6.57  10.11 10.11 10.08 9.99 
0.8 2.03 2.06 2.05 2.04  3.65 3.63 3.62 3.62  6.90 6.77 6.83 6.80  10.19 10.15 10.23 10.20 
                     
0.8 
0 1.80 1.84 1.82 1.79  3.43 3.39 3.44 3.45  6.71 6.72 6.72 6.75  10.10 10.13 10.16 10.13 
0.2 1.88 1.86 1.89 1.87  3.41 3.47 3.42 3.43  6.69 6.74 6.63 6.66  10.12 10.13 10.16 10.17 
0.5 2.07 2.09 2.08 2.11  3.63 3.65 3.65 3.59  6.88 6.82 6.84 6.77  10.14 10.25 10.20 10.21 
0.8 2.51 2.50 2.48 2.52   3.98 3.97 4.01 4.01   7.07 7.12 7.10 7.02   10.29 10.40 10.33 10.31 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Uniform Distribution conditions (m = 20, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.06 1.06  2.80 2.80 2.80 2.81  6.49 6.50 6.47 6.50  10.21 10.19 10.21 10.22 
0.2 1.09 1.10 1.09 1.10  2.85 2.85 2.86 2.84  6.52 6.52 6.51 6.54  10.17 10.22 10.23 10.21 
0.5 1.32 1.32 1.33 1.33  3.12 3.06 3.09 3.08  6.65 6.65 6.65 6.65  10.30 10.33 10.34 10.35 
0.8 1.85 1.86 1.83 1.84  3.52 3.53 3.53 3.49  6.87 6.86 6.93 6.87  10.44 10.42 10.41 10.40 
                     
0.2 
0 1.09 1.09 1.10 1.09  2.83 2.85 2.83 2.84  6.47 6.50 6.51 6.52  10.29 10.24 10.24 10.21 
0.2 1.13 1.13 1.13 1.14  2.89 2.90 2.90 2.90  6.56 6.53 6.57 6.53  10.28 10.28 10.27 10.22 
0.5 1.38 1.39 1.38 1.39  3.10 3.14 3.12 3.15  6.72 6.66 6.68 6.66  10.29 10.29 10.30 10.32 
0.8 1.90 1.88 1.90 1.90  3.53 3.57 3.53 3.54  6.92 6.87 6.96 6.97  10.43 10.43 10.47 10.44 
                     
0.5 
0 1.34 1.34 1.33 1.33  3.09 3.12 3.10 3.10  6.69 6.67 6.67 6.64  10.30 10.34 10.32 10.36 
0.2 1.39 1.40 1.39 1.40  3.13 3.16 3.15 3.15  6.66 6.69 6.71 6.64  10.29 10.31 10.27 10.36 
0.5 1.66 1.67 1.68 1.69  3.38 3.34 3.36 3.38  6.80 6.82 6.80 6.82  10.39 10.40 10.38 10.41 
0.8 2.16 2.16 2.16 2.19  3.78 3.79 3.75 3.79  7.09 7.06 7.10 7.09  10.58 10.50 10.52 10.53 
                     
0.8 
0 1.86 1.86 1.87 1.88  3.53 3.52 3.52 3.51  6.96 6.94 6.92 6.90  10.42 10.44 10.46 10.46 
0.2 1.92 1.94 1.94 1.92  3.59 3.59 3.59 3.57  6.99 6.97 6.94 6.96  10.43 10.52 10.51 10.44 
0.5 2.17 2.20 2.21 2.19  3.77 3.79 3.80 3.78  7.14 7.11 7.12 7.14  10.53 10.52 10.48 10.51 
0.8 2.69 2.63 2.66 2.63   4.19 4.17 4.23 4.21   7.33 7.37 7.38 7.35   10.65 10.59 10.60 10.70 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Uniform Distribution conditions (m = 20, k = 75) 
                     ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect 
 
Effect 
 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.05  2.85 2.84 2.84 2.83  6.55 6.53 6.55 6.53  10.32 10.31 10.28 10.29 
0.2 1.08 1.08 1.09 1.08  2.88 2.89 2.90 2.89  6.56 6.61 6.60 6.58  10.35 10.30 10.30 10.32 
0.5 1.33 1.34 1.34 1.35  3.14 3.12 3.14 3.12  6.76 6.73 6.74 6.68  10.40 10.36 10.40 10.42 
0.8 1.88 1.89 1.85 1.87  3.54 3.56 3.57 3.58  6.97 7.01 6.95 7.02  10.52 10.53 10.53 10.53 
                     
0.2 
0 1.08 1.08 1.09 1.08  2.88 2.87 2.88 2.86  6.59 6.59 6.58 6.58  10.30 10.28 10.33 10.31 
0.2 1.13 1.12 1.12 1.13  2.93 2.95 2.96 2.93  6.60 6.63 6.61 6.63  10.31 10.37 10.34 10.36 
0.5 1.39 1.41 1.39 1.40  3.13 3.15 3.17 3.19  6.76 6.79 6.74 6.71  10.39 10.41 10.40 10.41 
0.8 1.93 1.93 1.92 1.93  3.60 3.60 3.59 3.61  7.01 7.02 7.03 6.99  10.53 10.61 10.55 10.55 
                     
0.5 
0 1.36 1.36 1.35 1.36  3.13 3.12 3.13 3.15  6.73 6.74 6.73 6.72  10.39 10.43 10.41 10.42 
0.2 1.41 1.40 1.40 1.40  3.17 3.20 3.18 3.17  6.76 6.75 6.81 6.76  10.44 10.47 10.43 10.43 
0.5 1.68 1.69 1.71 1.69  3.41 3.42 3.41 3.44  6.89 6.92 6.90 6.93  10.49 10.52 10.49 10.50 
0.8 2.22 2.21 2.23 2.20  3.81 3.85 3.83 3.84  7.17 7.15 7.17 7.21  10.61 10.63 10.66 10.66 
                     
0.8 
0 1.89 1.90 1.90 1.90  3.59 3.60 3.60 3.61  6.99 7.03 7.05 7.09  10.54 10.58 10.56 10.55 
0.2 1.95 1.95 1.97 1.95  3.65 3.59 3.62 3.61  7.01 7.04 7.05 7.03  10.58 10.58 10.56 10.56 
0.5 2.22 2.25 2.23 2.24  3.83 3.87 3.86 3.86  7.18 7.12 7.19 7.21  10.62 10.64 10.61 10.62 
0.8 2.74 2.72 2.72 2.72   4.26 4.25 4.24 4.28   7.40 7.46 7.47 7.43   10.76 10.73 10.78 10.80 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Uniform Distribution conditions (m = 20, k = 100) 
                     ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect 
 
Effect 
 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.05  2.84 2.87 2.84 2.84  6.61 6.61 6.55 6.57  10.35 10.37 10.37 10.34 
0.2 1.08 1.08 1.08 1.09  2.88 2.91 2.89 2.90  6.64 6.61 6.63 6.64  10.40 10.38 10.33 10.36 
0.5 1.35 1.35 1.35 1.34  3.14 3.14 3.14 3.15  6.75 6.78 6.74 6.74  10.49 10.46 10.44 10.46 
0.8 1.90 1.89 1.89 1.89  3.59 3.61 3.58 3.59  7.06 7.04 7.03 7.06  10.61 10.61 10.53 10.62 
                     
0.2 
0 1.08 1.08 1.08 1.08  2.89 2.90 2.90 2.89  6.64 6.61 6.62 6.61  10.41 10.36 10.38 10.36 
0.2 1.12 1.12 1.13 1.12  2.95 2.93 2.95 2.94  6.63 6.65 6.67 6.66  10.35 10.36 10.39 10.41 
0.5 1.41 1.42 1.41 1.40  3.20 3.18 3.20 3.20  6.78 6.82 6.79 6.82  10.49 10.45 10.46 10.49 
0.8 1.94 1.95 1.95 1.95  3.64 3.65 3.61 3.65  7.09 7.07 7.10 7.09  10.63 10.56 10.62 10.57 
                     
0.5 
0 1.36 1.36 1.36 1.36  3.15 3.16 3.13 3.15  6.76 6.77 6.77 6.81  10.47 10.39 10.47 10.48 
0.2 1.43 1.42 1.41 1.40  3.18 3.21 3.21 3.22  6.82 6.79 6.77 6.80  10.46 10.51 10.48 10.44 
0.5 1.71 1.72 1.72 1.71  3.44 3.45 3.42 3.43  6.93 6.93 6.93 6.92  10.53 10.54 10.51 10.57 
0.8 2.24 2.22 2.25 2.22  3.87 3.86 3.87 3.85  7.21 7.21 7.19 7.20  10.68 10.67 10.75 10.70 
                     
0.8 
0 1.92 1.91 1.91 1.92  3.59 3.59 3.59 3.63  7.02 7.07 7.02 7.02  10.59 10.61 10.62 10.58 
0.2 1.97 1.95 1.97 1.97  3.66 3.64 3.65 3.67  7.11 7.10 7.07 7.09  10.61 10.64 10.64 10.63 
0.5 2.27 2.23 2.25 2.23  3.85 3.87 3.89 3.86  7.20 7.24 7.21 7.24  10.70 10.67 10.66 10.70 
0.8 2.74 2.72 2.75 2.72   4.29 4.29 4.30 4.31   7.45 7.50 7.46 7.50   10.84 10.84 10.82 10.82 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Poisson Distribution conditions (m = 5, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.08 1.08 1.08 1.08  1.40 1.39 1.40 1.39  2.21 2.21 2.18 2.19  3.03 2.99 3.01 3.02 
0.2 1.11 1.10 1.11 1.10  1.42 1.43 1.45 1.42  2.24 2.24 2.24 2.21  3.04 3.01 3.02 3.04 
0.5 1.28 1.28 1.26 1.26  1.61 1.63 1.59 1.61  2.38 2.38 2.38 2.34  3.12 3.09 3.11 3.08 
0.8 1.65 1.62 1.60 1.64  1.97 1.93 1.93 1.93  2.61 2.56 2.61 2.59  3.26 3.28 3.29 3.28 
                     
0.2 
0 1.11 1.11 1.11 1.10  1.43 1.44 1.43 1.44  2.25 2.24 2.23 2.22  3.01 3.01 3.03 3.02 
0.2 1.14 1.12 1.14 1.14  1.46 1.46 1.47 1.47  2.25 2.24 2.24 2.25  3.07 3.05 3.06 3.05 
0.5 1.31 1.30 1.32 1.31  1.66 1.67 1.65 1.66  2.37 2.41 2.39 2.39  3.14 3.16 3.13 3.11 
0.8 1.63 1.66 1.65 1.68  1.98 1.98 1.99 1.97  2.61 2.63 2.60 2.63  3.26 3.29 3.29 3.27 
                     
0.5 
0 1.29 1.30 1.28 1.27  1.64 1.64 1.64 1.64  2.35 2.33 2.37 2.37  3.14 3.13 3.12 3.14 
0.2 1.32 1.32 1.31 1.32  1.67 1.62 1.66 1.66  2.39 2.40 2.38 2.39  3.15 3.14 3.16 3.14 
0.5 1.51 1.53 1.51 1.50  1.86 1.86 1.83 1.85  2.57 2.55 2.50 2.50  3.22 3.21 3.23 3.19 
0.8 1.86 1.88 1.87 1.85  2.14 2.14 2.15 2.14  2.74 2.71 2.74 2.70  3.36 3.33 3.36 3.33 
                     
0.8 
0 1.66 1.66 1.70 1.65  1.99 1.97 1.98 1.99  2.65 2.65 2.64 2.59  3.29 3.28 3.25 3.29 
0.2 1.72 1.73 1.71 1.71  2.04 2.04 2.02 1.99  2.64 2.61 2.63 2.66  3.28 3.32 3.30 3.27 
0.5 1.94 1.88 1.89 1.89  2.20 2.20 2.18 2.17  2.73 2.72 2.77 2.75  3.36 3.37 3.34 3.35 
0.8 2.16 2.21 2.19 2.20   2.48 2.45 2.42 2.41   2.95 2.96 2.96 2.96   3.51 3.47 3.50 3.50 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Poisson Distribution conditions (m = 5, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.07 1.07 1.07 1.07  1.42 1.43 1.42 1.43  2.25 2.26 2.26 2.26  3.06 3.07 3.07 3.05 
0.2 1.09 1.10 1.09 1.09  1.46 1.47 1.46 1.46  2.28 2.28 2.29 2.27  3.09 3.09 3.10 3.09 
0.5 1.29 1.29 1.28 1.30  1.67 1.67 1.64 1.67  2.43 2.42 2.43 2.43  3.17 3.19 3.18 3.17 
0.8 1.66 1.67 1.69 1.70  2.01 2.00 2.02 2.00  2.68 2.65 2.66 2.66  3.32 3.33 3.32 3.33 
                     
0.2 
0 1.10 1.09 1.08 1.10  1.45 1.46 1.48 1.46  2.28 2.30 2.29 2.27  3.09 3.09 3.07 3.08 
0.2 1.13 1.12 1.12 1.13  1.50 1.51 1.50 1.51  2.33 2.32 2.31 2.31  3.11 3.10 3.11 3.11 
0.5 1.33 1.31 1.32 1.33  1.71 1.70 1.71 1.71  2.46 2.45 2.45 2.44  3.19 3.18 3.21 3.18 
0.8 1.76 1.73 1.71 1.73  2.06 2.05 2.05 2.04  2.70 2.70 2.68 2.70  3.34 3.33 3.33 3.34 
                     
0.5 
0 1.28 1.30 1.30 1.30  1.69 1.67 1.67 1.68  2.42 2.43 2.43 2.44  3.17 3.17 3.17 3.15 
0.2 1.33 1.33 1.34 1.33  1.72 1.73 1.72 1.73  2.46 2.46 2.48 2.46  3.19 3.17 3.19 3.20 
0.5 1.55 1.56 1.55 1.57  1.91 1.90 1.90 1.90  2.59 2.58 2.60 2.59  3.25 3.29 3.26 3.26 
0.8 1.93 1.94 1.93 1.93  2.24 2.23 2.22 2.24  2.82 2.82 2.83 2.83  3.44 3.43 3.42 3.40 
                     
0.8 
0 1.72 1.71 1.73 1.72  2.06 2.05 2.06 2.02  2.69 2.68 2.68 2.67  3.33 3.36 3.30 3.33 
0.2 1.75 1.76 1.76 1.75  2.09 2.07 2.08 2.08  2.70 2.70 2.69 2.70  3.33 3.37 3.35 3.34 
0.5 1.95 1.95 1.96 1.96  2.26 2.24 2.25 2.25  2.84 2.82 2.82 2.81  3.46 3.43 3.42 3.43 
0.8 2.26 2.28 2.27 2.27   2.53 2.52 2.52 2.54   3.02 3.04 3.01 3.02   3.58 3.57 3.57 3.54 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Poisson Distribution conditions (m = 5, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.05 1.05 1.05  1.44 1.44 1.43 1.42  2.27 2.28 2.28 2.27  3.10 3.09 3.08 3.10 
0.2 1.08 1.08 1.08 1.08  1.47 1.48 1.48 1.47  2.31 2.31 2.31 2.31  3.10 3.12 3.12 3.11 
0.5 1.30 1.29 1.29 1.29  1.68 1.69 1.68 1.68  2.45 2.45 2.44 2.45  3.21 3.19 3.20 3.18 
0.8 1.71 1.72 1.72 1.71  2.06 2.04 2.04 2.03  2.69 2.70 2.70 2.67  3.33 3.35 3.33 3.33 
                     
0.2 
0 1.08 1.08 1.08 1.08  1.48 1.47 1.47 1.49  2.32 2.30 2.31 2.31  3.09 3.11 3.10 3.10 
0.2 1.12 1.11 1.12 1.11  1.52 1.52 1.52 1.52  2.33 2.34 2.34 2.33  3.13 3.13 3.12 3.13 
0.5 1.34 1.33 1.33 1.34  1.72 1.74 1.75 1.73  2.47 2.48 2.48 2.49  3.21 3.21 3.21 3.22 
0.8 1.76 1.74 1.76 1.77  2.09 2.09 2.08 2.08  2.71 2.73 2.72 2.72  3.37 3.38 3.35 3.36 
                     
0.5 
0 1.30 1.30 1.29 1.31  1.68 1.69 1.70 1.68  2.46 2.46 2.46 2.46  3.21 3.19 3.19 3.19 
0.2 1.35 1.34 1.34 1.35  1.73 1.74 1.74 1.72  2.47 2.47 2.48 2.47  3.21 3.22 3.20 3.21 
0.5 1.59 1.56 1.58 1.57  1.94 1.93 1.94 1.92  2.58 2.60 2.61 2.62  3.30 3.28 3.30 3.28 
0.8 1.97 1.96 1.98 1.98  2.24 2.25 2.26 2.24  2.86 2.83 2.83 2.83  3.44 3.42 3.44 3.43 
                     
0.8 
0 1.74 1.74 1.74 1.74  2.06 2.08 2.06 2.07  2.70 2.71 2.70 2.70  3.35 3.35 3.36 3.35 
0.2 1.78 1.77 1.78 1.77  2.10 2.11 2.11 2.11  2.73 2.72 2.73 2.71  3.38 3.37 3.37 3.35 
0.5 1.99 1.98 1.99 1.98  2.27 2.26 2.28 2.28  2.84 2.85 2.85 2.84  3.42 3.44 3.44 3.45 
0.8 2.32 2.32 2.30 2.30   2.55 2.53 2.56 2.56   3.04 3.04 3.06 3.05   3.57 3.57 3.56 3.56 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Poisson Distribution conditions (m = 5, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.04 1.05 1.05  1.45 1.44 1.44 1.45  2.30 2.29 2.30 2.30  3.09 3.09 3.10 3.08 
0.2 1.08 1.07 1.08 1.07  1.48 1.48 1.48 1.49  2.31 2.31 2.32 2.32  3.12 3.11 3.11 3.12 
0.5 1.31 1.29 1.29 1.30  1.70 1.71 1.69 1.70  2.45 2.46 2.45 2.46  3.20 3.18 3.20 3.20 
0.8 1.72 1.71 1.73 1.72  2.06 2.06 2.06 2.06  2.72 2.71 2.70 2.71  3.35 3.34 3.37 3.35 
                     
0.2 
0 1.07 1.08 1.08 1.07  1.48 1.48 1.47 1.49  2.31 2.31 2.32 2.31  3.11 3.12 3.11 3.12 
0.2 1.11 1.11 1.11 1.11  1.53 1.52 1.53 1.52  2.34 2.34 2.35 2.35  3.13 3.12 3.12 3.13 
0.5 1.33 1.34 1.33 1.34  1.74 1.74 1.75 1.74  2.48 2.48 2.49 2.49  3.21 3.22 3.21 3.21 
0.8 1.75 1.76 1.77 1.76  2.09 2.09 2.10 2.10  2.73 2.72 2.74 2.73  3.37 3.35 3.37 3.38 
                     
0.5 
0 1.30 1.30 1.30 1.30  1.69 1.70 1.70 1.71  2.47 2.46 2.47 2.44  3.20 3.21 3.20 3.22 
0.2 1.35 1.36 1.35 1.36  1.74 1.73 1.75 1.75  2.47 2.48 2.49 2.50  3.22 3.21 3.23 3.22 
0.5 1.58 1.59 1.58 1.58  1.95 1.94 1.95 1.95  2.63 2.62 2.62 2.63  3.30 3.30 3.32 3.30 
0.8 1.99 1.98 1.98 1.97  2.26 2.26 2.27 2.27  2.86 2.85 2.86 2.84  3.44 3.45 3.44 3.44 
                     
0.8 
0 1.74 1.74 1.76 1.75  2.07 2.09 2.06 2.07  2.72 2.72 2.71 2.72  3.36 3.36 3.37 3.37 
0.2 1.80 1.78 1.78 1.78  2.10 2.11 2.12 2.11  2.73 2.73 2.74 2.73  3.38 3.37 3.37 3.38 
0.5 1.99 1.99 1.98 1.98  2.29 2.26 2.28 2.28  2.85 2.84 2.85 2.86  3.43 3.44 3.45 3.45 
0.8 2.30 2.32 2.33 2.33   2.57 2.55 2.57 2.57   3.06 3.06 3.05 3.07   3.57 3.58 3.58 3.59 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Poisson Distribution conditions (m = 10, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.08 1.07 1.07 1.07  1.82 1.82 1.82 1.81  3.57 3.58 3.56 3.55  5.32 5.32 5.34 5.31 
0.2 1.11 1.11 1.10 1.11  1.87 1.85 1.88 1.85  3.53 3.60 3.58 3.54  5.34 5.35 5.35 5.34 
0.5 1.28 1.32 1.29 1.30  2.07 2.09 2.08 2.08  3.74 3.73 3.75 3.68  5.39 5.41 5.38 5.39 
0.8 1.71 1.69 1.74 1.69  2.49 2.49 2.45 2.50  4.02 3.98 4.00 3.95  5.53 5.58 5.53 5.59 
                     
0.2 
0 1.11 1.11 1.11 1.11  1.87 1.86 1.87 1.86  3.58 3.60 3.59 3.60  5.31 5.35 5.32 5.40 
0.2 1.13 1.14 1.15 1.15  1.89 1.91 1.90 1.90  3.58 3.58 3.64 3.63  5.31 5.36 5.34 5.31 
0.5 1.34 1.34 1.35 1.33  2.11 2.14 2.12 2.14  3.77 3.75 3.74 3.78  5.45 5.45 5.41 5.42 
0.8 1.74 1.76 1.77 1.77  2.52 2.54 2.49 2.50  4.06 4.01 4.04 4.02  5.59 5.55 5.58 5.59 
                     
0.5 
0 1.31 1.33 1.29 1.32  2.12 2.10 2.11 2.13  3.74 3.72 3.74 3.70  5.43 5.43 5.45 5.43 
0.2 1.35 1.37 1.37 1.35  2.15 2.16 2.13 2.14  3.79 3.78 3.77 3.77  5.43 5.41 5.46 5.50 
0.5 1.58 1.59 1.57 1.59  2.35 2.39 2.37 2.34  3.92 3.90 3.95 3.87  5.52 5.46 5.55 5.51 
0.8 2.00 2.03 2.00 1.98  2.72 2.68 2.74 2.73  4.18 4.15 4.17 4.16  5.65 5.66 5.66 5.69 
                     
0.8 
0 1.78 1.76 1.78 1.78  2.54 2.52 2.50 2.52  3.99 4.02 4.02 4.02  5.61 5.60 5.69 5.63 
0.2 1.82 1.82 1.83 1.81  2.56 2.54 2.56 2.56  4.07 4.02 4.02 4.06  5.62 5.57 5.60 5.59 
0.5 2.02 2.08 2.04 2.03  2.74 2.75 2.73 2.73  4.16 4.17 4.17 4.20  5.66 5.67 5.63 5.67 
0.8 2.46 2.41 2.46 2.46   3.09 3.11 3.07 3.10   4.40 4.41 4.39 4.39   5.81 5.80 5.78 5.81 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Poisson Distribution conditions (m = 10, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.06 1.06  1.88 1.89 1.87 1.88  3.68 3.67 3.64 3.65  5.42 5.44 5.43 5.47 
0.2 1.09 1.09 1.09 1.09  1.92 1.93 1.92 1.90  3.70 3.67 3.71 3.71  5.46 5.48 5.47 5.45 
0.5 1.31 1.32 1.31 1.31  2.16 2.15 2.16 2.17  3.84 3.84 3.84 3.83  5.54 5.53 5.54 5.53 
0.8 1.82 1.78 1.82 1.81  2.59 2.59 2.61 2.60  4.12 4.13 4.10 4.09  5.70 5.75 5.72 5.70 
                     
0.2 
0 1.09 1.10 1.09 1.09  1.94 1.92 1.92 1.94  3.72 3.69 3.67 3.69  5.49 5.47 5.45 5.45 
0.2 1.13 1.12 1.13 1.14  1.98 1.98 1.97 1.96  3.75 3.72 3.74 3.74  5.48 5.51 5.48 5.53 
0.5 1.37 1.38 1.39 1.36  2.21 2.23 2.21 2.22  3.89 3.86 3.90 3.89  5.58 5.56 5.57 5.57 
0.8 1.85 1.84 1.84 1.86  2.63 2.63 2.61 2.62  4.16 4.16 4.14 4.16  5.75 5.71 5.72 5.72 
                     
0.5 
0 1.32 1.33 1.33 1.33  2.17 2.20 2.18 2.16  3.84 3.83 3.87 3.84  5.57 5.58 5.53 5.53 
0.2 1.38 1.39 1.38 1.39  2.21 2.23 2.23 2.22  3.90 3.87 3.89 3.90  5.56 5.58 5.59 5.56 
0.5 1.63 1.66 1.65 1.65  2.46 2.42 2.46 2.46  4.06 4.03 4.04 4.03  5.64 5.69 5.70 5.65 
0.8 2.11 2.12 2.07 2.12  2.85 2.86 2.86 2.83  4.29 4.33 4.29 4.30  5.88 5.78 5.81 5.79 
                     
0.8 
0 1.84 1.85 1.85 1.84  2.59 2.62 2.60 2.60  4.15 4.15 4.15 4.13  5.71 5.74 5.72 5.67 
0.2 1.88 1.88 1.90 1.87  2.63 2.64 2.65 2.65  4.15 4.15 4.18 4.13  5.73 5.73 5.75 5.77 
0.5 2.14 2.13 2.14 2.15  2.86 2.85 2.87 2.85  4.29 4.29 4.30 4.31  5.82 5.84 5.82 5.80 
0.8 2.55 2.54 2.56 2.51   3.25 3.22 3.20 3.21   4.54 4.59 4.52 4.56   5.97 5.99 5.94 5.96 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Poisson Distribution conditions (m = 10, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.06  1.92 1.90 1.92 1.91  3.71 3.70 3.70 3.70  5.47 5.48 5.49 5.47 
0.2 1.09 1.09 1.09 1.09  1.96 1.96 1.96 1.96  3.72 3.69 3.73 3.74  5.52 5.53 5.52 5.49 
0.5 1.32 1.33 1.33 1.32  2.20 2.21 2.19 2.20  3.86 3.90 3.92 3.89  5.59 5.57 5.61 5.57 
0.8 1.83 1.84 1.83 1.83  2.62 2.61 2.62 2.60  4.16 4.16 4.16 4.20  5.79 5.73 5.74 5.72 
                     
0.2 
0 1.09 1.08 1.08 1.09  1.95 1.97 1.97 1.95  3.74 3.75 3.77 3.73  5.50 5.51 5.48 5.48 
0.2 1.12 1.12 1.13 1.12  2.00 1.99 2.01 2.01  3.76 3.76 3.76 3.75  5.51 5.51 5.54 5.53 
0.5 1.38 1.38 1.38 1.38  2.25 2.25 2.24 2.23  3.91 3.92 3.91 3.91  5.59 5.60 5.62 5.61 
0.8 1.89 1.89 1.89 1.87  2.67 2.65 2.66 2.66  4.22 4.19 4.20 4.19  5.78 5.77 5.78 5.81 
                     
0.5 
0 1.34 1.34 1.33 1.34  2.20 2.21 2.22 2.21  3.89 3.90 3.91 3.91  5.58 5.62 5.62 5.61 
0.2 1.39 1.39 1.40 1.39  2.24 2.25 2.23 2.25  3.92 3.91 3.92 3.90  5.61 5.62 5.62 5.62 
0.5 1.68 1.65 1.66 1.65  2.48 2.48 2.48 2.45  4.06 4.08 4.06 4.07  5.69 5.71 5.69 5.72 
0.8 2.13 2.15 2.16 2.14  2.87 2.88 2.89 2.89  4.34 4.34 4.37 4.36  5.87 5.84 5.84 5.85 
                     
0.8 
0 1.86 1.85 1.87 1.84  2.63 2.63 2.63 2.64  4.17 4.18 4.17 4.21  5.77 5.79 5.76 5.75 
0.2 1.91 1.91 1.90 1.90  2.68 2.67 2.68 2.69  4.21 4.19 4.20 4.19  5.79 5.75 5.79 5.77 
0.5 2.15 2.16 2.15 2.18  2.90 2.87 2.91 2.90  4.36 4.36 4.36 4.34  5.86 5.86 5.86 5.87 
0.8 2.59 2.63 2.58 2.58   3.26 3.25 3.28 3.26   4.60 4.58 4.60 4.58   6.01 6.01 6.03 5.99 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Poisson Distribution conditions (m = 10, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.05  1.92 1.92 1.93 1.92  3.73 3.73 3.71 3.72  5.51 5.51 5.52 5.50 
0.2 1.08 1.08 1.08 1.08  1.95 1.97 1.98 1.97  3.75 3.76 3.77 3.74  5.53 5.53 5.53 5.51 
0.5 1.34 1.34 1.34 1.35  2.20 2.21 2.22 2.22  3.90 3.89 3.91 3.91  5.60 5.60 5.62 5.59 
0.8 1.84 1.85 1.84 1.84  2.65 2.63 2.63 2.65  4.21 4.20 4.18 4.20  5.79 5.77 5.77 5.79 
                     
0.2 
0 1.08 1.08 1.09 1.08  1.97 1.97 1.97 1.97  3.77 3.74 3.75 3.76  5.55 5.53 5.51 5.56 
0.2 1.12 1.13 1.12 1.12  2.02 2.02 2.01 2.02  3.79 3.78 3.79 3.79  5.54 5.54 5.56 5.54 
0.5 1.40 1.39 1.38 1.40  2.25 2.26 2.26 2.25  3.93 3.95 3.94 3.96  5.62 5.65 5.65 5.65 
0.8 1.89 1.88 1.89 1.89  2.68 2.68 2.68 2.71  4.22 4.21 4.24 4.22  5.78 5.81 5.78 5.75 
                     
0.5 
0 1.34 1.35 1.34 1.33  2.21 2.22 2.22 2.20  3.92 3.92 3.90 3.90  5.62 5.64 5.60 5.61 
0.2 1.39 1.40 1.39 1.39  2.28 2.26 2.25 2.26  3.94 3.95 3.94 3.92  5.66 5.65 5.63 5.65 
0.5 1.67 1.68 1.67 1.68  2.50 2.48 2.50 2.52  4.10 4.11 4.08 4.10  5.71 5.76 5.72 5.71 
0.8 2.17 2.17 2.15 2.16  2.89 2.90 2.89 2.90  4.36 4.36 4.35 4.37  5.88 5.86 5.87 5.86 
                     
0.8 
0 1.87 1.86 1.88 1.88  2.65 2.65 2.65 2.65  4.17 4.21 4.19 4.20  5.78 5.78 5.76 5.76 
0.2 1.93 1.92 1.93 1.91  2.69 2.69 2.69 2.69  4.22 4.26 4.22 4.22  5.81 5.81 5.80 5.82 
0.5 2.18 2.18 2.19 2.18  2.90 2.91 2.89 2.91  4.34 4.35 4.37 4.37  5.87 5.86 5.91 5.88 
0.8 2.63 2.60 2.61 2.62   3.29 3.28 3.27 3.28   4.63 4.63 4.62 4.63   6.03 6.02 6.03 6.03 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Poisson Distribution conditions (m = 20, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.07 1.08 1.08 1.08  2.70 2.71 2.74 2.74  6.29 6.29 6.30 6.28  9.96 9.97 10.04 10.06 
0.2 1.10 1.10 1.11 1.12  2.76 2.79 2.78 2.78  6.38 6.29 6.30 6.33  10.07 9.94 10.01 9.98 
0.5 1.32 1.31 1.31 1.31  2.98 2.99 3.02 3.07  6.44 6.50 6.50 6.52  10.06 10.06 10.08 10.10 
0.8 1.78 1.79 1.80 1.72  3.37 3.43 3.42 3.41  6.75 6.75 6.68 6.78  10.18 10.26 10.19 10.17 
                     
0.2 
0 1.10 1.10 1.11 1.11  2.72 2.78 2.76 2.79  6.30 6.39 6.26 6.32  10.00 9.95 9.96 10.00 
0.2 1.14 1.13 1.15 1.15  2.83 2.86 2.81 2.83  6.36 6.33 6.39 6.35  9.98 10.00 9.96 10.00 
0.5 1.36 1.35 1.34 1.36  2.98 3.03 3.04 3.03  6.54 6.46 6.53 6.54  10.02 10.08 10.12 10.08 
0.8 1.84 1.83 1.81 1.81  3.45 3.44 3.42 3.44  6.79 6.80 6.79 6.78  10.13 10.18 10.35 10.24 
                     
0.5 
0 1.32 1.30 1.30 1.32  2.98 3.03 3.02 3.01  6.51 6.54 6.50 6.55  10.19 10.12 10.09 10.07 
0.2 1.37 1.36 1.37 1.38  3.06 3.10 3.11 3.01  6.55 6.50 6.50 6.56  10.04 10.04 10.07 10.14 
0.5 1.62 1.63 1.61 1.62  3.33 3.28 3.29 3.26  6.68 6.58 6.63 6.62  10.12 10.19 10.07 10.17 
0.8 2.09 2.07 2.13 2.09  3.62 3.70 3.65 3.67  6.79 6.89 6.90 6.87  10.30 10.34 10.33 10.38 
                     
0.8 
0 1.83 1.84 1.85 1.82  3.44 3.42 3.44 3.53  6.79 6.84 6.76 6.70  10.16 10.24 10.26 10.28 
0.2 1.89 1.87 1.91 1.92  3.48 3.55 3.50 3.52  6.75 6.78 6.74 6.82  10.21 10.35 10.29 10.31 
0.5 2.13 2.12 2.14 2.10  3.74 3.68 3.72 3.70  6.92 6.87 6.97 6.90  10.41 10.29 10.32 10.30 
0.8 2.57 2.58 2.62 2.65   4.08 4.16 4.05 4.14   7.22 7.23 7.13 7.20   10.45 10.42 10.45 10.41 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Poisson Distribution conditions (m = 20, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.05 1.06  2.83 2.81 2.84 2.85  6.58 6.54 6.53 6.54  10.26 10.20 10.23 10.28 
0.2 1.09 1.09 1.10 1.09  2.87 2.89 2.87 2.89  6.55 6.53 6.55 6.57  10.22 10.27 10.37 10.28 
0.5 1.34 1.33 1.34 1.34  3.12 3.12 3.12 3.13  6.73 6.70 6.71 6.71  10.35 10.37 10.30 10.30 
0.8 1.87 1.85 1.87 1.86  3.56 3.59 3.57 3.53  6.97 6.98 7.00 6.98  10.54 10.52 10.50 10.50 
                     
0.2 
0 1.10 1.09 1.10 1.09  2.88 2.90 2.86 2.87  6.60 6.57 6.51 6.55  10.25 10.22 10.29 10.28 
0.2 1.13 1.13 1.13 1.13  2.91 2.92 2.94 2.97  6.56 6.54 6.59 6.58  10.37 10.32 10.28 10.31 
0.5 1.40 1.39 1.39 1.39  3.16 3.14 3.17 3.17  6.76 6.76 6.77 6.74  10.35 10.35 10.34 10.35 
0.8 1.91 1.89 1.91 1.89  3.60 3.65 3.65 3.64  7.04 7.04 7.05 7.02  10.56 10.53 10.55 10.52 
                     
0.5 
0 1.35 1.35 1.35 1.35  3.15 3.14 3.13 3.13  6.70 6.72 6.73 6.74  10.43 10.39 10.35 10.32 
0.2 1.39 1.40 1.40 1.39  3.17 3.17 3.18 3.18  6.79 6.69 6.75 6.73  10.40 10.38 10.37 10.44 
0.5 1.69 1.70 1.68 1.71  3.42 3.41 3.41 3.41  6.86 6.95 6.83 6.95  10.43 10.47 10.53 10.41 
0.8 2.22 2.22 2.27 2.19  3.85 3.84 3.86 3.86  7.15 7.13 7.17 7.16  10.63 10.58 10.61 10.61 
                     
0.8 
0 1.88 1.90 1.89 1.89  3.61 3.61 3.61 3.58  7.07 7.02 7.03 7.01  10.53 10.56 10.46 10.55 
0.2 1.97 1.97 1.96 1.96  3.66 3.66 3.64 3.65  6.98 7.04 7.05 7.05  10.51 10.50 10.56 10.55 
0.5 2.28 2.25 2.24 2.25  3.88 3.89 3.83 3.88  7.14 7.18 7.18 7.24  10.57 10.64 10.61 10.56 
0.8 2.69 2.72 2.74 2.71   4.33 4.29 4.26 4.26   7.48 7.40 7.42 7.47   10.79 10.75 10.77 10.71 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Poisson Distribution conditions (m = 20, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.06 1.06  2.88 2.85 2.87 2.86  6.54 6.58 6.60 6.59  10.29 10.32 10.38 10.34 
0.2 1.09 1.08 1.09 1.08  2.91 2.94 2.89 2.91  6.62 6.58 6.57 6.59  10.33 10.34 10.34 10.39 
0.5 1.35 1.34 1.36 1.34  3.19 3.18 3.16 3.20  6.83 6.81 6.75 6.79  10.44 10.44 10.44 10.50 
0.8 1.91 1.87 1.89 1.87  3.63 3.62 3.60 3.61  7.08 7.04 7.07 7.10  10.61 10.63 10.65 10.57 
                     
0.2 
0 1.09 1.08 1.09 1.08  2.92 2.90 2.91 2.90  6.59 6.64 6.61 6.59  10.35 10.40 10.39 10.34 
0.2 1.12 1.13 1.13 1.13  2.95 2.95 2.96 2.95  6.64 6.65 6.68 6.67  10.41 10.41 10.38 10.37 
0.5 1.40 1.40 1.39 1.41  3.23 3.21 3.22 3.22  6.79 6.83 6.83 6.80  10.46 10.44 10.47 10.49 
0.8 1.94 1.97 1.98 1.95  3.68 3.70 3.69 3.69  7.08 7.13 7.10 7.08  10.65 10.55 10.59 10.65 
                     
0.5 
0 1.37 1.36 1.35 1.35  3.21 3.18 3.18 3.18  6.83 6.82 6.80 6.78  10.49 10.45 10.50 10.39 
0.2 1.40 1.42 1.41 1.42  3.25 3.21 3.23 3.19  6.84 6.83 6.81 6.81  10.48 10.47 10.42 10.48 
0.5 1.72 1.71 1.69 1.72  3.45 3.48 3.46 3.48  6.93 6.98 6.91 6.97  10.54 10.52 10.57 10.57 
0.8 2.25 2.25 2.27 2.23  3.96 3.88 3.90 3.93  7.21 7.29 7.25 7.29  10.75 10.69 10.71 10.72 
                     
0.8 
0 1.92 1.93 1.93 1.92  3.64 3.64 3.68 3.64  7.05 7.09 7.10 7.08  10.57 10.62 10.65 10.61 
0.2 1.99 1.99 1.98 1.97  3.69 3.67 3.70 3.67  7.09 7.11 7.15 7.15  10.63 10.66 10.66 10.62 
0.5 2.25 2.29 2.27 2.27  3.94 3.93 3.91 3.91  7.24 7.29 7.31 7.26  10.73 10.68 10.77 10.69 
0.8 2.76 2.74 2.76 2.78   4.32 4.32 4.36 4.31   7.51 7.53 7.53 7.60   10.87 10.89 10.82 10.80 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 3 cont. 
 
Average Design Effect values for the Intercept: Poisson Distribution conditions (m = 20, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.04 1.04 1.04 1.05  2.89 2.90 2.89 2.87  6.65 6.58 6.60 6.65  10.35 10.37 10.39 10.38 
0.2 1.09 1.08 1.08 1.08  2.92 2.93 2.92 2.94  6.65 6.65 6.68 6.64  10.41 10.45 10.42 10.44 
0.5 1.35 1.35 1.35 1.35  3.18 3.18 3.20 3.17  6.79 6.81 6.82 6.83  10.48 10.50 10.56 10.46 
0.8 1.93 1.93 1.91 1.94  3.63 3.65 3.65 3.65  7.15 7.12 7.15 7.16  10.69 10.64 10.67 10.65 
                     
0.2 
0 1.09 1.08 1.08 1.08  2.93 2.94 2.94 2.94  6.69 6.66 6.65 6.66  10.38 10.39 10.43 10.37 
0.2 1.12 1.12 1.11 1.13  2.99 3.00 3.00 2.98  6.67 6.70 6.72 6.71  10.44 10.44 10.42 10.42 
0.5 1.42 1.42 1.41 1.41  3.24 3.25 3.24 3.21  6.86 6.92 6.84 6.85  10.54 10.49 10.49 10.53 
0.8 2.00 1.97 1.97 1.98  3.69 3.70 3.72 3.68  7.13 7.16 7.11 7.16  10.70 10.66 10.69 10.69 
                     
0.5 
0 1.36 1.35 1.37 1.37  3.19 3.19 3.19 3.21  6.84 6.80 6.82 6.84  10.48 10.51 10.53 10.48 
0.2 1.41 1.42 1.42 1.42  3.25 3.24 3.23 3.23  6.88 6.91 6.85 6.83  10.56 10.52 10.56 10.51 
0.5 1.72 1.73 1.74 1.71  3.48 3.49 3.50 3.49  6.99 7.00 7.01 7.02  10.62 10.58 10.63 10.57 
0.8 2.26 2.26 2.28 2.28  3.95 3.97 3.91 3.93  7.26 7.26 7.30 7.29  10.76 10.72 10.73 10.74 
                     
0.8 
0 1.94 1.94 1.93 1.92  3.66 3.66 3.66 3.67  7.12 7.11 7.13 7.16  10.60 10.64 10.63 10.66 
0.2 2.00 2.00 1.98 1.98  3.70 3.70 3.69 3.74  7.16 7.10 7.18 7.14  10.68 10.69 10.65 10.65 
0.5 2.29 2.27 2.29 2.28  3.95 3.97 3.95 3.96  7.32 7.31 7.29 7.29  10.77 10.74 10.78 10.73 
0.8 2.77 2.81 2.76 2.79   4.39 4.36 4.37 4.35   7.56 7.61 7.60 7.58   10.91 10.89 10.87 10.90 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4. 
 
Average Design Effect values for the L1 predictor: Uniform Distribution conditions (m = 5, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.98 0.98 0.98 0.98  0.91 0.91 0.91 0.91  0.72 0.73 0.73 0.73  0.54 0.53 0.53 0.53 
0.2 0.98 0.97 0.98 0.97  0.91 0.90 0.91 0.91  0.72 0.73 0.72 0.72  0.53 0.53 0.53 0.52 
0.5 0.94 0.94 0.94 0.94  0.86 0.86 0.86 0.86  0.69 0.70 0.69 0.69  0.51 0.51 0.51 0.51 
0.8 0.86 0.86 0.86 0.86  0.79 0.79 0.80 0.79  0.65 0.65 0.64 0.65  0.49 0.49 0.50 0.49 
                     
0.2 
0 0.97 0.97 0.97 0.97  0.90 0.90 0.90 0.90  0.72 0.72 0.72 0.72  0.53 0.53 0.53 0.53 
0.2 0.97 0.97 0.97 0.97  0.90 0.89 0.90 0.90  0.72 0.71 0.72 0.72  0.53 0.52 0.53 0.53 
0.5 0.92 0.92 0.93 0.93  0.86 0.85 0.85 0.85  0.69 0.68 0.69 0.69  0.51 0.51 0.51 0.51 
0.8 0.85 0.86 0.85 0.85  0.79 0.79 0.78 0.79  0.64 0.65 0.64 0.64  0.49 0.49 0.49 0.49 
                     
0.5 
0 0.93 0.93 0.93 0.93  0.86 0.86 0.86 0.86  0.69 0.69 0.69 0.69  0.51 0.51 0.51 0.51 
0.2 0.92 0.92 0.92 0.93  0.84 0.85 0.85 0.86  0.68 0.68 0.69 0.69  0.51 0.51 0.51 0.51 
0.5 0.88 0.88 0.89 0.88  0.81 0.82 0.82 0.82  0.66 0.65 0.66 0.67  0.49 0.50 0.50 0.49 
0.8 0.81 0.81 0.82 0.82  0.75 0.75 0.75 0.75  0.62 0.62 0.62 0.62  0.47 0.48 0.48 0.47 
                     
0.8 
0 0.85 0.84 0.85 0.85  0.79 0.78 0.78 0.78  0.64 0.64 0.64 0.64  0.48 0.48 0.48 0.48 
0.2 0.84 0.84 0.84 0.84  0.78 0.77 0.78 0.77  0.64 0.63 0.64 0.63  0.48 0.48 0.49 0.48 
0.5 0.80 0.81 0.80 0.80  0.74 0.75 0.74 0.75  0.62 0.61 0.62 0.62  0.47 0.47 0.46 0.47 
0.8 0.75 0.75 0.75 0.75   0.70 0.70 0.70 0.69   0.58 0.57 0.58 0.58   0.45 0.45 0.45 0.45 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Uniform Distribution conditions (m = 5, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.98 0.98 0.98 0.98  0.91 0.91 0.91 0.91  0.71 0.71 0.71 0.72  0.51 0.51 0.51 0.52 
0.2 0.98 0.98 0.98 0.98  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.52 0.51 0.51 0.51 
0.5 0.93 0.93 0.93 0.93  0.85 0.85 0.85 0.85  0.68 0.68 0.68 0.68  0.50 0.50 0.50 0.50 
0.8 0.85 0.84 0.84 0.85  0.77 0.78 0.77 0.77  0.63 0.62 0.63 0.63  0.47 0.47 0.47 0.47 
                     
0.2 
0 0.98 0.98 0.98 0.98  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.52 0.51 0.51 0.51 
0.2 0.97 0.97 0.97 0.97  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.92 0.92 0.92 0.92  0.84 0.84 0.84 0.84  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.50 
0.8 0.84 0.83 0.84 0.84  0.76 0.77 0.77 0.77  0.62 0.62 0.62 0.62  0.47 0.47 0.47 0.46 
                     
0.5 
0 0.93 0.93 0.93 0.93  0.85 0.85 0.85 0.85  0.67 0.67 0.67 0.68  0.50 0.49 0.50 0.49 
0.2 0.92 0.92 0.92 0.92  0.84 0.84 0.84 0.84  0.67 0.67 0.67 0.67  0.49 0.49 0.50 0.49 
0.5 0.87 0.87 0.87 0.87  0.80 0.80 0.81 0.80  0.64 0.65 0.64 0.64  0.48 0.48 0.48 0.48 
0.8 0.79 0.80 0.80 0.79  0.73 0.73 0.73 0.73  0.60 0.60 0.60 0.60  0.45 0.45 0.45 0.45 
                     
0.8 
0 0.84 0.84 0.84 0.84  0.77 0.77 0.77 0.77  0.63 0.63 0.62 0.62  0.46 0.47 0.47 0.47 
0.2 0.83 0.83 0.82 0.83  0.76 0.76 0.76 0.76  0.62 0.62 0.62 0.62  0.46 0.46 0.46 0.46 
0.5 0.79 0.79 0.79 0.79  0.73 0.73 0.73 0.73  0.60 0.60 0.60 0.60  0.45 0.45 0.46 0.45 
0.8 0.73 0.72 0.72 0.72   0.68 0.68 0.67 0.67   0.56 0.56 0.56 0.56   0.43 0.43 0.43 0.43 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Uniform Distribution conditions (m = 5, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.99 0.99 0.99 0.99  0.91 0.90 0.91 0.91  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.2 0.98 0.98 0.98 0.98  0.90 0.90 0.90 0.90  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.93 0.93 0.93 0.93  0.85 0.85 0.85 0.85  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.84 0.84 0.84 0.84  0.77 0.77 0.77 0.77  0.62 0.63 0.62 0.63  0.46 0.46 0.46 0.47 
                     
0.2 
0 0.98 0.98 0.98 0.98  0.90 0.90 0.89 0.90  0.70 0.70 0.70 0.70  0.51 0.51 0.50 0.51 
0.2 0.97 0.97 0.97 0.97  0.89 0.88 0.89 0.89  0.70 0.70 0.70 0.70  0.50 0.51 0.50 0.50 
0.5 0.92 0.92 0.92 0.92  0.84 0.84 0.84 0.84  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.83 0.83 0.83 0.83  0.76 0.76 0.76 0.77  0.62 0.62 0.62 0.62  0.46 0.46 0.46 0.46 
                     
0.5 
0 0.93 0.93 0.93 0.93  0.84 0.84 0.85 0.85  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.2 0.92 0.92 0.92 0.92  0.83 0.84 0.83 0.84  0.67 0.67 0.66 0.66  0.49 0.49 0.49 0.49 
0.5 0.87 0.87 0.87 0.87  0.79 0.79 0.79 0.79  0.64 0.64 0.64 0.64  0.47 0.47 0.48 0.47 
0.8 0.79 0.79 0.79 0.78  0.73 0.72 0.72 0.73  0.59 0.60 0.60 0.60  0.45 0.45 0.45 0.45 
                     
0.8 
0 0.83 0.83 0.83 0.83  0.76 0.77 0.77 0.77  0.62 0.62 0.62 0.62  0.46 0.46 0.46 0.46 
0.2 0.82 0.82 0.83 0.83  0.76 0.76 0.76 0.76  0.61 0.61 0.62 0.62  0.46 0.46 0.46 0.46 
0.5 0.78 0.78 0.79 0.78  0.72 0.72 0.72 0.72  0.59 0.59 0.59 0.59  0.45 0.45 0.44 0.45 
0.8 0.72 0.72 0.72 0.72   0.67 0.66 0.67 0.67   0.56 0.55 0.56 0.56   0.42 0.42 0.43 0.43 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Uniform Distribution conditions (m = 5, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.2 0.98 0.98 0.98 0.98  0.89 0.90 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.50 0.51 0.50 
0.5 0.93 0.93 0.93 0.93  0.84 0.85 0.85 0.85  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.84 0.83 0.84 0.84  0.77 0.76 0.77 0.76  0.62 0.62 0.62 0.62  0.46 0.46 0.46 0.46 
                     
0.2 
0 0.98 0.98 0.98 0.98  0.90 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.50 0.51 0.51 
0.2 0.97 0.97 0.97 0.97  0.88 0.89 0.88 0.88  0.69 0.69 0.70 0.70  0.50 0.51 0.50 0.50 
0.5 0.92 0.92 0.92 0.92  0.84 0.84 0.84 0.84  0.66 0.66 0.66 0.66  0.49 0.48 0.48 0.49 
0.8 0.83 0.82 0.82 0.83  0.76 0.76 0.76 0.76  0.62 0.62 0.61 0.62  0.46 0.46 0.46 0.46 
                     
0.5 
0 0.93 0.93 0.93 0.93  0.84 0.84 0.85 0.85  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.2 0.92 0.92 0.92 0.92  0.84 0.83 0.83 0.83  0.66 0.66 0.66 0.66  0.49 0.49 0.48 0.49 
0.5 0.86 0.87 0.87 0.87  0.79 0.79 0.79 0.79  0.63 0.64 0.64 0.64  0.47 0.47 0.47 0.47 
0.8 0.79 0.78 0.78 0.78  0.72 0.72 0.72 0.72  0.59 0.59 0.59 0.59  0.44 0.44 0.45 0.45 
                     
0.8 
0 0.83 0.83 0.83 0.83  0.76 0.76 0.76 0.76  0.62 0.62 0.62 0.62  0.46 0.46 0.46 0.46 
0.2 0.83 0.82 0.82 0.82  0.75 0.76 0.76 0.76  0.61 0.61 0.61 0.61  0.46 0.46 0.46 0.46 
0.5 0.78 0.79 0.78 0.78  0.72 0.72 0.72 0.72  0.59 0.59 0.59 0.59  0.44 0.44 0.44 0.45 
0.8 0.72 0.72 0.72 0.72   0.67 0.67 0.67 0.66   0.55 0.55 0.55 0.55   0.42 0.42 0.42 0.42 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Uniform Distribution conditions (m = 10, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.92  0.73 0.72 0.73 0.73  0.53 0.53 0.54 0.53 
0.2 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.53 0.53 0.52 0.53 
0.5 0.97 0.97 0.97 0.97  0.88 0.89 0.88 0.88  0.71 0.71 0.71 0.71  0.52 0.52 0.52 0.52 
0.8 0.92 0.92 0.92 0.93  0.85 0.85 0.85 0.85  0.68 0.68 0.69 0.68  0.51 0.51 0.51 0.51 
                     
0.2 
0 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.53 0.53 0.53 0.54 
0.2 0.99 0.98 0.99 0.98  0.90 0.91 0.90 0.91  0.72 0.72 0.72 0.72  0.53 0.53 0.53 0.53 
0.5 0.96 0.96 0.96 0.96  0.88 0.88 0.88 0.88  0.71 0.70 0.71 0.70  0.52 0.52 0.52 0.52 
0.8 0.92 0.92 0.92 0.92  0.85 0.84 0.84 0.85  0.68 0.68 0.68 0.68  0.51 0.51 0.50 0.51 
                     
0.5 
0 0.97 0.97 0.97 0.97  0.88 0.89 0.88 0.88  0.71 0.71 0.71 0.71  0.52 0.52 0.52 0.52 
0.2 0.96 0.96 0.96 0.96  0.88 0.88 0.88 0.88  0.71 0.70 0.70 0.70  0.53 0.52 0.52 0.52 
0.5 0.94 0.94 0.94 0.94  0.86 0.85 0.86 0.86  0.69 0.69 0.69 0.69  0.51 0.51 0.51 0.51 
0.8 0.90 0.90 0.90 0.90  0.82 0.82 0.82 0.82  0.67 0.67 0.67 0.67  0.49 0.50 0.50 0.50 
                     
0.8 
0 0.92 0.92 0.92 0.92  0.84 0.84 0.84 0.84  0.68 0.68 0.68 0.68  0.51 0.51 0.51 0.51 
0.2 0.91 0.91 0.92 0.91  0.84 0.84 0.84 0.84  0.68 0.68 0.68 0.68  0.50 0.51 0.50 0.51 
0.5 0.89 0.89 0.89 0.89  0.82 0.82 0.82 0.82  0.66 0.66 0.66 0.66  0.50 0.50 0.50 0.50 
0.8 0.85 0.85 0.86 0.85   0.78 0.78 0.78 0.79   0.64 0.65 0.65 0.65   0.49 0.48 0.49 0.48 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Uniform Distribution conditions (m = 10, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.71 0.71 0.71 0.71  0.51 0.51 0.52 0.51 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.52 0.51 0.52 0.51 
0.5 0.97 0.97 0.97 0.97  0.88 0.88 0.88 0.88  0.70 0.70 0.69 0.69  0.51 0.51 0.51 0.50 
0.8 0.91 0.92 0.91 0.92  0.84 0.83 0.83 0.83  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
                     
0.2 
0 0.99 0.99 0.99 0.99  0.90 0.91 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.52 0.51 0.51 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.89  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.52 
0.5 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.8 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.67 0.66 0.66 0.66  0.49 0.49 0.49 0.49 
                     
0.5 
0 0.96 0.96 0.96 0.97  0.88 0.88 0.88 0.88  0.69 0.69 0.70 0.70  0.51 0.50 0.51 0.50 
0.2 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.5 0.93 0.93 0.93 0.93  0.85 0.85 0.85 0.85  0.68 0.68 0.68 0.67  0.50 0.50 0.49 0.50 
0.8 0.89 0.89 0.89 0.89  0.81 0.81 0.81 0.81  0.65 0.65 0.65 0.65  0.48 0.48 0.48 0.49 
                     
0.8 
0 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.67 0.67 0.66 0.67  0.49 0.49 0.49 0.49 
0.2 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.66 0.66 0.66 0.66  0.49 0.49 0.49 0.49 
0.5 0.88 0.88 0.88 0.88  0.81 0.81 0.81 0.81  0.65 0.65 0.65 0.65  0.48 0.48 0.48 0.48 
0.8 0.84 0.84 0.84 0.84   0.77 0.77 0.77 0.77   0.63 0.63 0.63 0.62   0.47 0.47 0.47 0.47 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Uniform Distribution conditions (m = 10, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.99 0.99 0.99 0.99  0.90 0.91 0.90 0.91  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.50 0.51 0.51 
0.5 0.96 0.96 0.96 0.97  0.87 0.88 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.8 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.66 0.66 0.66 0.66  0.48 0.49 0.49 0.49 
                     
0.2 
0 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.2 0.99 0.99 0.99 0.99  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.68 0.68 0.69 0.69  0.50 0.50 0.50 0.50 
0.8 0.91 0.91 0.91 0.91  0.83 0.82 0.83 0.83  0.66 0.66 0.66 0.66  0.48 0.48 0.49 0.49 
                     
0.5 
0 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.2 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.68 0.69  0.50 0.50 0.50 0.50 
0.5 0.93 0.93 0.93 0.93  0.85 0.84 0.85 0.84  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.88 0.88 0.88 0.88  0.81 0.80 0.81 0.80  0.65 0.64 0.65 0.65  0.48 0.48 0.48 0.48 
                     
0.8 
0 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.66 0.66 0.66 0.66  0.49 0.49 0.49 0.49 
0.2 0.90 0.90 0.90 0.90  0.82 0.83 0.82 0.82  0.66 0.66 0.66 0.66  0.48 0.48 0.48 0.48 
0.5 0.88 0.88 0.88 0.88  0.80 0.80 0.80 0.80  0.65 0.64 0.65 0.64  0.48 0.48 0.48 0.48 
0.8 0.84 0.84 0.84 0.84   0.77 0.77 0.77 0.77   0.62 0.62 0.62 0.62   0.46 0.46 0.47 0.46 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Uniform Distribution conditions (m = 10, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.70 0.70 0.71 0.70  0.51 0.51 0.51 0.51 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.8 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.66 0.66 0.66 0.66  0.49 0.48 0.48 0.48 
                     
0.2 
0 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.50 
0.2 0.99 0.99 0.99 0.99  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.50 0.51 0.51 
0.5 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.68 0.68 0.68 0.69  0.50 0.50 0.50 0.50 
0.8 0.91 0.90 0.91 0.91  0.82 0.83 0.83 0.82  0.66 0.66 0.66 0.66  0.48 0.48 0.48 0.48 
                     
0.5 
0 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.49 
0.2 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.68 0.68 0.68 0.68  0.50 0.50 0.50 0.49 
0.5 0.93 0.93 0.93 0.93  0.84 0.84 0.84 0.84  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.88 0.88 0.88 0.88  0.80 0.80 0.80 0.80  0.64 0.64 0.64 0.64  0.47 0.47 0.48 0.47 
                     
0.8 
0 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.66 0.66 0.66 0.66  0.48 0.48 0.48 0.48 
0.2 0.90 0.90 0.90 0.90  0.82 0.82 0.82 0.82  0.65 0.66 0.66 0.66  0.48 0.48 0.48 0.48 
0.5 0.88 0.88 0.88 0.88  0.80 0.80 0.80 0.80  0.64 0.64 0.64 0.64  0.47 0.47 0.48 0.47 
0.8 0.83 0.83 0.83 0.83   0.76 0.77 0.76 0.77   0.62 0.62 0.62 0.62   0.46 0.46 0.46 0.46 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Uniform Distribution conditions (m = 20, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.00 1.00 1.00 1.00  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.73  0.53 0.53 0.53 0.53 
0.2 0.99 1.00 0.99 0.99  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.53 0.53 0.53 0.53 
0.5 0.98 0.98 0.98 0.98  0.89 0.90 0.90 0.90  0.71 0.71 0.72 0.72  0.53 0.52 0.53 0.53 
0.8 0.96 0.96 0.96 0.96  0.87 0.88 0.87 0.88  0.70 0.70 0.70 0.70  0.52 0.52 0.52 0.52 
                     
0.2 
0 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.54 0.53 0.53 0.53 
0.2 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.72 0.72 0.73 0.73  0.53 0.53 0.53 0.53 
0.5 0.98 0.98 0.98 0.98  0.90 0.90 0.90 0.89  0.72 0.71 0.71 0.71  0.52 0.53 0.52 0.53 
0.8 0.96 0.96 0.96 0.96  0.88 0.87 0.87 0.87  0.70 0.70 0.70 0.70  0.52 0.52 0.52 0.52 
                     
0.5 
0 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.72 0.71 0.71 0.72  0.53 0.53 0.53 0.53 
0.2 0.98 0.98 0.98 0.98  0.90 0.89 0.89 0.89  0.71 0.72 0.71 0.72  0.52 0.53 0.53 0.52 
0.5 0.97 0.97 0.97 0.97  0.88 0.88 0.88 0.89  0.70 0.71 0.70 0.71  0.52 0.52 0.52 0.53 
0.8 0.95 0.94 0.94 0.95  0.86 0.86 0.86 0.86  0.69 0.70 0.69 0.69  0.52 0.52 0.51 0.52 
                     
0.8 
0 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.70 0.70 0.70 0.70  0.52 0.52 0.52 0.52 
0.2 0.95 0.95 0.95 0.95  0.87 0.87 0.87 0.87  0.70 0.70 0.70 0.70  0.52 0.52 0.52 0.52 
0.5 0.94 0.94 0.94 0.94  0.86 0.86 0.86 0.86  0.69 0.69 0.69 0.70  0.52 0.51 0.52 0.52 
0.8 0.92 0.92 0.92 0.92   0.84 0.84 0.84 0.84   0.68 0.68 0.68 0.68   0.51 0.51 0.51 0.51 
Note: ICC = Intraclass Correlation Coefficient. 
  
   
136 
 
Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Uniform Distribution conditions (m = 20, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.00 1.00 1.00 1.00  0.91 0.91 0.91 0.90  0.71 0.71 0.71 0.71  0.52 0.52 0.52 0.51 
0.2 1.00 0.99 1.00 0.99  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.52 0.51 0.51 0.52 
0.5 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.8 0.96 0.95 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.51 
                     
0.2 
0 1.00 1.00 0.99 1.00  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.52 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.5 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.8 0.95 0.95 0.95 0.95  0.87 0.86 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
                     
0.5 
0 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.2 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.97 0.96 0.96 0.96  0.87 0.88 0.88 0.87  0.69 0.69 0.69 0.69  0.51 0.51 0.51 0.50 
0.8 0.94 0.94 0.94 0.94  0.85 0.85 0.86 0.85  0.68 0.68 0.68 0.68  0.50 0.50 0.50 0.50 
                     
0.8 
0 0.95 0.95 0.95 0.95  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.2 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.5 0.94 0.94 0.94 0.94  0.85 0.85 0.85 0.85  0.68 0.68 0.68 0.68  0.50 0.50 0.50 0.50 
0.8 0.91 0.91 0.91 0.91   0.83 0.83 0.83 0.83   0.67 0.66 0.66 0.67   0.49 0.50 0.49 0.49 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Uniform Distribution conditions (m = 20, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.2 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.71 0.70 0.71 0.71  0.51 0.51 0.51 0.51 
0.5 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.50 
0.8 0.95 0.95 0.96 0.95  0.87 0.87 0.86 0.86  0.69 0.68 0.69 0.68  0.50 0.50 0.50 0.50 
                     
0.2 
0 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.88  0.70 0.70 0.70 0.70  0.51 0.50 0.51 0.50 
0.8 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.50 0.49 0.50 0.50 
                     
0.5 
0 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.50 0.50 0.50 
0.2 0.98 0.98 0.98 0.98  0.89 0.88 0.89 0.89  0.70 0.70 0.69 0.70  0.50 0.50 0.50 0.50 
0.5 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.8 0.94 0.94 0.94 0.94  0.85 0.85 0.85 0.85  0.68 0.68 0.68 0.67  0.49 0.49 0.49 0.49 
                     
0.8 
0 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.50 0.50 0.50 0.50 
0.2 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.50 0.50 0.50 0.50 
0.5 0.94 0.93 0.94 0.93  0.85 0.85 0.85 0.85  0.67 0.68 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.91 0.91 0.91 0.91   0.83 0.83 0.83 0.83   0.66 0.66 0.66 0.66   0.49 0.49 0.49 0.48 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Uniform Distribution conditions (m = 20, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.70 0.70 0.71 0.71  0.51 0.51 0.51 0.51 
0.2 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.50 0.50 0.50 0.50 
0.8 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.49 0.49 0.50 0.49 
                     
0.2 
0 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.70 0.70 0.70 0.70  0.50 0.51 0.51 0.51 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.50 
0.5 0.98 0.98 0.98 0.98  0.88 0.89 0.88 0.88  0.70 0.69 0.70 0.69  0.50 0.50 0.50 0.50 
0.8 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.49 0.50 0.49 0.50 
                     
0.5 
0 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.69  0.50 0.51 0.50 0.50 
0.2 0.98 0.98 0.98 0.98  0.89 0.88 0.88 0.88  0.69 0.70 0.70 0.69  0.50 0.50 0.50 0.50 
0.5 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.8 0.93 0.94 0.93 0.94  0.85 0.85 0.85 0.85  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
                     
0.8 
0 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.50 0.49 0.49 0.50 
0.2 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.49 0.49 0.49 0.49 
0.5 0.93 0.94 0.93 0.94  0.85 0.85 0.85 0.85  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.91 0.91 0.91 0.91   0.83 0.83 0.83 0.83   0.66 0.66 0.66 0.66   0.48 0.48 0.48 0.48 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Poisson Distribution conditions (m = 5, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.98 0.98 0.98 0.98  0.91 0.92 0.91 0.92  0.73 0.73 0.74 0.73  0.53 0.54 0.54 0.54 
0.2 0.98 0.98 0.98 0.98  0.91 0.91 0.90 0.91  0.72 0.72 0.72 0.73  0.53 0.54 0.54 0.53 
0.5 0.94 0.94 0.94 0.95  0.87 0.87 0.87 0.87  0.70 0.69 0.69 0.70  0.52 0.52 0.52 0.52 
0.8 0.87 0.87 0.88 0.87  0.79 0.80 0.80 0.80  0.65 0.66 0.65 0.65  0.50 0.49 0.49 0.49 
                     
0.2 
0 0.98 0.98 0.98 0.98  0.91 0.90 0.91 0.90  0.72 0.72 0.73 0.73  0.54 0.54 0.54 0.54 
0.2 0.97 0.97 0.97 0.97  0.90 0.90 0.90 0.90  0.72 0.72 0.72 0.72  0.53 0.53 0.53 0.53 
0.5 0.93 0.94 0.93 0.93  0.86 0.86 0.86 0.86  0.70 0.69 0.69 0.69  0.52 0.51 0.51 0.52 
0.8 0.87 0.86 0.87 0.86  0.80 0.79 0.79 0.80  0.65 0.65 0.65 0.65  0.49 0.49 0.49 0.49 
                     
0.5 
0 0.94 0.94 0.94 0.94  0.86 0.86 0.86 0.86  0.70 0.70 0.70 0.70  0.52 0.52 0.52 0.52 
0.2 0.93 0.93 0.93 0.93  0.86 0.87 0.86 0.86  0.69 0.69 0.69 0.69  0.51 0.52 0.51 0.51 
0.5 0.89 0.89 0.89 0.89  0.82 0.82 0.82 0.82  0.66 0.66 0.67 0.67  0.50 0.50 0.50 0.51 
0.8 0.82 0.82 0.82 0.83  0.76 0.76 0.76 0.76  0.63 0.63 0.62 0.63  0.48 0.48 0.48 0.48 
                     
0.8 
0 0.86 0.86 0.85 0.86  0.79 0.79 0.79 0.79  0.64 0.64 0.64 0.65  0.49 0.49 0.49 0.49 
0.2 0.85 0.85 0.85 0.85  0.78 0.78 0.79 0.79  0.64 0.65 0.65 0.64  0.49 0.49 0.49 0.49 
0.5 0.81 0.82 0.82 0.82  0.75 0.75 0.75 0.75  0.63 0.63 0.62 0.62  0.47 0.48 0.48 0.48 
0.8 0.76 0.76 0.76 0.76   0.70 0.70 0.71 0.71   0.58 0.58 0.58 0.58   0.45 0.46 0.45 0.45 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Poisson Distribution conditions (m = 5, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.52 0.52 0.52 0.52 
0.2 0.98 0.98 0.98 0.98  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.52 0.51 0.51 
0.5 0.94 0.94 0.94 0.94  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.50 0.50 0.50 0.50 
0.8 0.86 0.86 0.86 0.86  0.79 0.79 0.78 0.79  0.63 0.64 0.63 0.64  0.47 0.47 0.48 0.47 
                     
0.2 
0 0.98 0.98 0.98 0.98  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.52 0.52 0.51 
0.2 0.97 0.97 0.97 0.97  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.52 
0.5 0.93 0.93 0.93 0.93  0.85 0.85 0.85 0.85  0.67 0.68 0.68 0.68  0.50 0.50 0.49 0.50 
0.8 0.84 0.85 0.85 0.85  0.78 0.78 0.78 0.78  0.63 0.63 0.63 0.63  0.47 0.47 0.47 0.47 
                     
0.5 
0 0.94 0.94 0.94 0.94  0.85 0.86 0.86 0.85  0.68 0.68 0.68 0.68  0.50 0.50 0.50 0.50 
0.2 0.93 0.93 0.93 0.93  0.85 0.84 0.85 0.84  0.67 0.68 0.67 0.67  0.50 0.50 0.50 0.50 
0.5 0.89 0.88 0.89 0.88  0.80 0.81 0.81 0.81  0.65 0.65 0.65 0.65  0.49 0.48 0.48 0.49 
0.8 0.81 0.81 0.81 0.81  0.74 0.74 0.74 0.74  0.60 0.61 0.61 0.60  0.46 0.46 0.46 0.46 
                     
0.8 
0 0.85 0.85 0.85 0.85  0.77 0.78 0.78 0.78  0.63 0.63 0.63 0.63  0.47 0.47 0.48 0.47 
0.2 0.84 0.84 0.84 0.84  0.77 0.77 0.77 0.77  0.63 0.63 0.63 0.62  0.47 0.47 0.47 0.47 
0.5 0.80 0.80 0.80 0.80  0.73 0.74 0.74 0.74  0.60 0.60 0.60 0.61  0.45 0.46 0.46 0.46 
0.8 0.74 0.74 0.74 0.74   0.68 0.68 0.68 0.68   0.57 0.56 0.57 0.57   0.43 0.43 0.43 0.43 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Poisson Distribution conditions (m = 5, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.2 0.98 0.98 0.98 0.98  0.90 0.90 0.90 0.90  0.70 0.71 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.94 0.94 0.94 0.94  0.85 0.85 0.85 0.85  0.67 0.68 0.68 0.68  0.49 0.49 0.49 0.50 
0.8 0.85 0.85 0.85 0.85  0.78 0.78 0.78 0.78  0.63 0.63 0.63 0.63  0.47 0.47 0.47 0.47 
                     
0.2 
0 0.98 0.98 0.98 0.98  0.90 0.90 0.90 0.90  0.70 0.71 0.70 0.70  0.51 0.51 0.51 0.51 
0.2 0.97 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.93 0.93 0.93 0.93  0.84 0.84 0.84 0.84  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.84 0.85 0.84 0.84  0.77 0.77 0.77 0.77  0.63 0.62 0.62 0.62  0.46 0.46 0.47 0.46 
                     
0.5 
0 0.94 0.94 0.94 0.94  0.85 0.85 0.85 0.85  0.67 0.68 0.67 0.67  0.49 0.49 0.49 0.49 
0.2 0.93 0.93 0.93 0.93  0.84 0.84 0.84 0.84  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.5 0.88 0.88 0.88 0.88  0.80 0.80 0.80 0.80  0.65 0.64 0.64 0.64  0.48 0.48 0.47 0.48 
0.8 0.80 0.80 0.80 0.80  0.74 0.74 0.73 0.74  0.60 0.60 0.60 0.60  0.45 0.45 0.45 0.45 
                     
0.8 
0 0.85 0.84 0.85 0.85  0.77 0.77 0.77 0.77  0.63 0.62 0.62 0.63  0.46 0.47 0.47 0.47 
0.2 0.84 0.84 0.84 0.84  0.77 0.76 0.76 0.76  0.62 0.62 0.62 0.62  0.46 0.46 0.46 0.46 
0.5 0.79 0.80 0.79 0.80  0.73 0.73 0.73 0.73  0.60 0.60 0.59 0.60  0.45 0.45 0.45 0.45 
0.8 0.73 0.73 0.73 0.73   0.68 0.68 0.68 0.67   0.56 0.56 0.56 0.56   0.43 0.43 0.43 0.43 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Poisson Distribution conditions (m = 5, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.99 0.99 0.99 0.99  0.90 0.91 0.91 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.2 0.98 0.98 0.98 0.99  0.90 0.90 0.90 0.90  0.70 0.70 0.70 0.70  0.50 0.51 0.50 0.51 
0.5 0.94 0.94 0.94 0.94  0.85 0.85 0.85 0.85  0.68 0.67 0.68 0.67  0.49 0.49 0.49 0.49 
0.8 0.85 0.85 0.85 0.85  0.77 0.77 0.77 0.78  0.62 0.62 0.63 0.62  0.46 0.47 0.46 0.47 
                     
0.2 
0 0.98 0.98 0.98 0.98  0.90 0.90 0.90 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.50 
0.2 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.69 0.69  0.50 0.50 0.50 0.50 
0.5 0.93 0.93 0.93 0.93  0.84 0.84 0.84 0.84  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.84 0.84 0.84 0.84  0.77 0.77 0.77 0.77  0.62 0.62 0.62 0.62  0.46 0.46 0.46 0.46 
                     
0.5 
0 0.94 0.94 0.94 0.94  0.85 0.85 0.85 0.85  0.67 0.67 0.67 0.68  0.49 0.49 0.49 0.49 
0.2 0.93 0.92 0.93 0.93  0.84 0.84 0.84 0.84  0.67 0.67 0.67 0.67  0.49 0.49 0.48 0.49 
0.5 0.88 0.88 0.88 0.88  0.80 0.80 0.80 0.80  0.64 0.64 0.64 0.64  0.47 0.47 0.47 0.47 
0.8 0.80 0.80 0.80 0.80  0.73 0.73 0.73 0.73  0.59 0.60 0.59 0.60  0.45 0.45 0.45 0.45 
                     
0.8 
0 0.85 0.85 0.84 0.84  0.77 0.77 0.77 0.77  0.62 0.62 0.62 0.62  0.46 0.46 0.46 0.46 
0.2 0.83 0.84 0.84 0.84  0.77 0.76 0.76 0.76  0.62 0.62 0.62 0.62  0.46 0.46 0.46 0.46 
0.5 0.79 0.80 0.80 0.80  0.73 0.73 0.73 0.73  0.59 0.60 0.59 0.59  0.45 0.45 0.44 0.45 
0.8 0.73 0.73 0.73 0.73   0.67 0.68 0.67 0.67   0.56 0.55 0.56 0.56   0.43 0.43 0.43 0.42 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Poisson Distribution conditions (m = 10, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.99 0.99 0.99 0.99  0.91 0.92 0.91 0.92  0.72 0.73 0.73 0.73  0.53 0.54 0.53 0.54 
0.2 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.73 0.72 0.72 0.73  0.53 0.53 0.53 0.53 
0.5 0.97 0.97 0.97 0.97  0.89 0.89 0.89 0.89  0.71 0.71 0.71 0.72  0.53 0.53 0.53 0.53 
0.8 0.93 0.93 0.92 0.93  0.84 0.85 0.85 0.84  0.68 0.69 0.68 0.69  0.52 0.51 0.52 0.51 
                     
0.2 
0 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.72 0.72 0.73 0.72  0.53 0.53 0.53 0.53 
0.2 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.72 0.73 0.72 0.72  0.53 0.53 0.53 0.54 
0.5 0.97 0.96 0.96 0.97  0.88 0.88 0.88 0.88  0.70 0.71 0.71 0.70  0.52 0.52 0.52 0.53 
0.8 0.92 0.92 0.92 0.92  0.84 0.84 0.85 0.85  0.68 0.68 0.68 0.68  0.51 0.51 0.51 0.51 
                     
0.5 
0 0.97 0.97 0.97 0.97  0.88 0.89 0.88 0.88  0.71 0.71 0.71 0.71  0.53 0.52 0.52 0.52 
0.2 0.96 0.96 0.96 0.96  0.88 0.88 0.88 0.88  0.70 0.70 0.71 0.71  0.53 0.53 0.52 0.52 
0.5 0.94 0.94 0.94 0.94  0.86 0.86 0.86 0.86  0.69 0.69 0.69 0.70  0.52 0.52 0.51 0.52 
0.8 0.90 0.89 0.90 0.90  0.82 0.83 0.82 0.82  0.67 0.67 0.67 0.67  0.51 0.50 0.50 0.50 
                     
0.8 
0 0.92 0.92 0.92 0.92  0.84 0.84 0.85 0.84  0.69 0.68 0.68 0.68  0.51 0.51 0.50 0.51 
0.2 0.92 0.92 0.92 0.92  0.84 0.84 0.84 0.84  0.68 0.68 0.68 0.68  0.51 0.51 0.51 0.51 
0.5 0.90 0.89 0.89 0.90  0.82 0.82 0.82 0.82  0.67 0.67 0.67 0.66  0.50 0.50 0.50 0.50 
0.8 0.85 0.86 0.85 0.85   0.79 0.79 0.79 0.79   0.65 0.64 0.65 0.65   0.49 0.49 0.49 0.49 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Poisson Distribution conditions (m = 10, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.71 0.71 0.72 0.72  0.52 0.52 0.52 0.51 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.91  0.71 0.71 0.71 0.71  0.52 0.52 0.52 0.52 
0.5 0.97 0.97 0.97 0.97  0.88 0.88 0.88 0.88  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.8 0.92 0.92 0.92 0.92  0.84 0.84 0.83 0.83  0.67 0.67 0.67 0.67  0.50 0.49 0.49 0.49 
                     
0.2 
0 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.52 0.52 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.70 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.5 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.51 0.50 0.50 
0.8 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.67 0.66 0.67 0.66  0.49 0.49 0.49 0.49 
                     
0.5 
0 0.97 0.97 0.97 0.97  0.88 0.88 0.88 0.88  0.70 0.70 0.69 0.70  0.50 0.51 0.51 0.51 
0.2 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.70 0.69 0.69  0.51 0.51 0.51 0.51 
0.5 0.94 0.93 0.93 0.93  0.85 0.85 0.85 0.85  0.67 0.68 0.68 0.68  0.50 0.50 0.49 0.50 
0.8 0.89 0.89 0.89 0.89  0.81 0.81 0.81 0.81  0.65 0.65 0.65 0.65  0.48 0.49 0.48 0.48 
                     
0.8 
0 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.50 
0.2 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.67 0.67 0.66 0.67  0.49 0.49 0.49 0.49 
0.5 0.88 0.89 0.89 0.88  0.81 0.81 0.81 0.81  0.65 0.65 0.65 0.65  0.48 0.48 0.48 0.48 
0.8 0.84 0.84 0.84 0.85   0.77 0.77 0.77 0.77   0.63 0.63 0.63 0.63   0.47 0.47 0.47 0.47 
Note: ICC = Intraclass Correlation Coefficient. 
   
145 
 
Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Poisson Distribution conditions (m = 10, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 0.99 1.00 0.99 0.99  0.90 0.91 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.5 0.97 0.97 0.97 0.97  0.87 0.87 0.88 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.8 0.92 0.91 0.92 0.92  0.83 0.83 0.83 0.83  0.66 0.66 0.66 0.66  0.48 0.49 0.49 0.49 
                     
0.2 
0 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.8 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.66 0.66 0.66 0.66  0.49 0.49 0.49 0.48 
                     
0.5 
0 0.96 0.97 0.97 0.97  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.2 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.5 0.93 0.93 0.93 0.93  0.85 0.85 0.85 0.85  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.89 0.88 0.88 0.88  0.81 0.81 0.81 0.81  0.65 0.65 0.64 0.64  0.48 0.48 0.48 0.48 
                     
0.8 
0 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.66 0.66 0.66 0.66  0.48 0.49 0.49 0.49 
0.2 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.66 0.66 0.66 0.66  0.48 0.49 0.48 0.49 
0.5 0.88 0.88 0.88 0.88  0.80 0.81 0.80 0.80  0.65 0.64 0.64 0.65  0.48 0.48 0.48 0.48 
0.8 0.84 0.84 0.84 0.84   0.77 0.77 0.77 0.77   0.62 0.62 0.62 0.63   0.46 0.46 0.46 0.47 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Poisson Distribution conditions (m = 10, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.70 0.70 0.70 0.71  0.51 0.51 0.51 0.51 
0.5 0.97 0.97 0.97 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.8 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.66 0.66 0.66 0.66  0.48 0.48 0.49 0.48 
                     
0.2 
0 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.70 0.71 0.70 0.70  0.51 0.51 0.51 0.51 
0.2 0.99 0.99 0.99 0.99  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.50 0.51 
0.5 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.68 0.69 0.68  0.50 0.50 0.50 0.50 
0.8 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.82  0.66 0.66 0.66 0.66  0.48 0.48 0.48 0.49 
                     
0.5 
0 0.96 0.96 0.97 0.97  0.87 0.87 0.87 0.88  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.2 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.68 0.69 0.69  0.50 0.50 0.50 0.50 
0.5 0.93 0.93 0.93 0.93  0.84 0.85 0.84 0.84  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.88 0.88 0.88 0.88  0.80 0.80 0.80 0.80  0.64 0.64 0.64 0.64  0.48 0.48 0.47 0.48 
                     
0.8 
0 0.91 0.91 0.91 0.91  0.83 0.83 0.83 0.83  0.66 0.66 0.66 0.66  0.48 0.48 0.49 0.49 
0.2 0.91 0.91 0.91 0.91  0.82 0.82 0.82 0.82  0.66 0.65 0.66 0.66  0.48 0.48 0.48 0.48 
0.5 0.88 0.88 0.88 0.88  0.80 0.80 0.80 0.80  0.65 0.65 0.64 0.64  0.48 0.48 0.47 0.48 
0.8 0.84 0.84 0.84 0.84   0.76 0.77 0.77 0.77   0.62 0.62 0.62 0.62   0.46 0.46 0.46 0.46 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 20, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.00 1.00 1.00 1.00  0.91 0.91 0.91 0.91  0.73 0.72 0.72 0.73  0.54 0.53 0.53 0.53 
0.2 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.72 0.73 0.72 0.72  0.53 0.53 0.53 0.53 
0.5 0.98 0.98 0.98 0.98  0.90 0.90 0.90 0.89  0.72 0.72 0.71 0.71  0.53 0.53 0.53 0.53 
0.8 0.96 0.96 0.96 0.96  0.88 0.88 0.88 0.88  0.70 0.70 0.71 0.70  0.53 0.52 0.52 0.52 
                     
0.2 
0 0.99 0.99 0.99 0.99  0.91 0.91 0.91 0.91  0.72 0.72 0.73 0.72  0.53 0.53 0.53 0.53 
0.2 0.99 0.99 0.99 0.99  0.91 0.90 0.91 0.91  0.72 0.72 0.72 0.72  0.53 0.53 0.53 0.53 
0.5 0.98 0.98 0.98 0.98  0.90 0.90 0.90 0.90  0.71 0.72 0.71 0.71  0.53 0.53 0.53 0.53 
0.8 0.96 0.96 0.96 0.96  0.87 0.88 0.88 0.88  0.70 0.70 0.70 0.70  0.52 0.52 0.51 0.52 
                     
0.5 
0 0.98 0.98 0.98 0.98  0.90 0.90 0.90 0.90  0.72 0.71 0.71 0.71  0.52 0.53 0.53 0.53 
0.2 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.90  0.71 0.71 0.71 0.71  0.53 0.53 0.53 0.52 
0.5 0.97 0.97 0.97 0.97  0.88 0.88 0.88 0.88  0.71 0.71 0.71 0.71  0.53 0.52 0.53 0.52 
0.8 0.95 0.95 0.94 0.95  0.87 0.86 0.86 0.86  0.70 0.70 0.70 0.70  0.52 0.51 0.52 0.51 
                     
0.8 
0 0.96 0.96 0.96 0.96  0.87 0.88 0.87 0.87  0.70 0.70 0.70 0.70  0.52 0.52 0.52 0.52 
0.2 0.96 0.96 0.95 0.95  0.87 0.87 0.87 0.87  0.70 0.70 0.70 0.70  0.52 0.52 0.52 0.52 
0.5 0.94 0.94 0.94 0.94  0.86 0.86 0.86 0.86  0.69 0.70 0.69 0.70  0.51 0.52 0.52 0.52 
0.8 0.92 0.92 0.92 0.92   0.84 0.84 0.84 0.84   0.68 0.68 0.68 0.68   0.51 0.51 0.51 0.51 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Poisson Distribution conditions (m = 20, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.00 1.00 1.00 1.00  0.91 0.91 0.91 0.90  0.71 0.71 0.71 0.71  0.52 0.52 0.52 0.51 
0.2 1.00 1.00 0.99 1.00  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.52 0.52 0.51 0.51 
0.5 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.71 0.70 0.70  0.51 0.51 0.51 0.51 
0.8 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
                     
0.2 
0 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.52 0.52 0.51 0.52 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.52 0.51 
0.5 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.8 0.95 0.96 0.95 0.95  0.87 0.86 0.86 0.86  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
                     
0.5 
0 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.2 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.97 0.96 0.97 0.96  0.88 0.88 0.88 0.88  0.70 0.69 0.70 0.69  0.51 0.51 0.50 0.51 
0.8 0.94 0.94 0.94 0.94  0.85 0.85 0.85 0.85  0.68 0.68 0.68 0.68  0.50 0.50 0.50 0.50 
                     
0.8 
0 0.96 0.95 0.96 0.96  0.87 0.87 0.87 0.87  0.68 0.69 0.69 0.69  0.50 0.50 0.51 0.50 
0.2 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.69 0.69 0.69 0.69  0.50 0.51 0.50 0.50 
0.5 0.94 0.94 0.94 0.94  0.85 0.85 0.85 0.85  0.68 0.68 0.68 0.68  0.50 0.50 0.50 0.50 
0.8 0.92 0.91 0.91 0.91   0.83 0.83 0.83 0.83   0.67 0.67 0.67 0.67   0.49 0.49 0.49 0.49 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Poisson Distribution conditions (m = 20, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.2 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.5 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.50 
0.8 0.95 0.96 0.95 0.96  0.87 0.87 0.87 0.87  0.68 0.69 0.68 0.68  0.50 0.50 0.50 0.50 
                     
0.2 
0 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.51 0.51 0.51 0.51 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.71 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.50 0.51 0.51 0.51 
0.8 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.50 0.50 0.50 0.50 
                     
0.5 
0 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.50 0.50 0.50 0.51 
0.2 0.98 0.98 0.98 0.98  0.88 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.50 0.50 0.51 0.50 
0.5 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.8 0.94 0.94 0.94 0.94  0.85 0.85 0.85 0.85  0.68 0.67 0.67 0.67  0.49 0.50 0.49 0.49 
                     
0.8 
0 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.69 0.68 0.68 0.68  0.50 0.50 0.50 0.50 
0.2 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.50 0.50 0.49 0.50 
0.5 0.94 0.94 0.94 0.94  0.85 0.85 0.85 0.85  0.68 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.91 0.91 0.91 0.91   0.83 0.83 0.83 0.83   0.66 0.66 0.66 0.66   0.49 0.48 0.49 0.49 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 4 cont. 
 
Average Design Effect values for the L1 predictor: Poisson Distribution conditions (m = 20, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.70  0.51 0.51 0.51 0.51 
0.2 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.70 0.70 0.70 0.71  0.51 0.51 0.51 0.51 
0.5 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.50 0.50 0.50 0.50 
0.8 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.49 0.50 0.49 0.50 
                     
0.2 
0 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.90  0.70 0.70 0.70 0.71  0.51 0.51 0.51 0.51 
0.2 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.70 0.70 0.70 0.70  0.51 0.51 0.51 0.51 
0.5 0.98 0.98 0.98 0.98  0.88 0.88 0.88 0.89  0.70 0.69 0.70 0.70  0.50 0.50 0.50 0.50 
0.8 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.49 0.50 0.49 0.49 
                     
0.5 
0 0.98 0.98 0.98 0.98  0.89 0.89 0.89 0.89  0.70 0.70 0.70 0.70  0.50 0.50 0.50 0.50 
0.2 0.98 0.98 0.98 0.98  0.88 0.88 0.89 0.89  0.69 0.69 0.70 0.70  0.50 0.50 0.50 0.50 
0.5 0.96 0.96 0.96 0.96  0.87 0.87 0.87 0.87  0.69 0.69 0.69 0.69  0.50 0.50 0.50 0.50 
0.8 0.94 0.94 0.94 0.94  0.85 0.85 0.85 0.85  0.68 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
                     
0.8 
0 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.50 0.50 0.50 0.50 
0.2 0.95 0.95 0.95 0.95  0.86 0.86 0.86 0.86  0.68 0.68 0.68 0.68  0.49 0.49 0.50 0.50 
0.5 0.93 0.94 0.93 0.94  0.85 0.85 0.85 0.85  0.67 0.67 0.67 0.67  0.49 0.49 0.49 0.49 
0.8 0.91 0.91 0.91 0.91   0.83 0.83 0.83 0.83   0.66 0.66 0.66 0.66   0.48 0.48 0.49 0.48 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 
 
Average Design Effect values for the L2 predictor: Uniform Distribution conditions (m = 5, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.08 1.07 1.06 1.08  1.34 1.35 1.35 1.35  2.10 2.09 2.09 2.09  2.85 2.88 2.88 2.88 
0.2 1.10 1.10 1.10 1.11  1.38 1.38 1.36 1.38  2.11 2.10 2.11 2.11  2.89 2.88 2.89 2.91 
0.5 1.25 1.25 1.25 1.26  1.56 1.55 1.55 1.58  2.22 2.21 2.24 2.23  2.94 2.94 2.96 2.96 
0.8 1.56 1.56 1.56 1.57  1.83 1.85 1.81 1.85  2.39 2.39 2.42 2.41  3.04 3.03 3.01 3.05 
                     
0.2 
0 1.10 1.11 1.10 1.11  1.40 1.39 1.38 1.39  2.12 2.10 2.12 2.12  2.88 2.88 2.90 2.89 
0.2 1.14 1.13 1.13 1.13  1.42 1.43 1.41 1.41  2.14 2.15 2.13 2.11  2.90 2.91 2.89 2.90 
0.5 1.30 1.30 1.29 1.28  1.57 1.59 1.58 1.59  2.25 2.26 2.26 2.26  2.94 2.97 2.95 2.97 
0.8 1.59 1.58 1.59 1.61  1.84 1.86 1.86 1.84  2.45 2.41 2.44 2.44  3.06 3.06 3.05 3.05 
                     
0.5 
0 1.27 1.27 1.27 1.28  1.57 1.55 1.58 1.56  2.24 2.24 2.25 2.23  2.94 2.96 2.96 2.95 
0.2 1.31 1.30 1.30 1.30  1.62 1.59 1.59 1.58  2.26 2.27 2.25 2.25  2.96 2.95 2.97 2.95 
0.5 1.47 1.47 1.45 1.47  1.74 1.73 1.73 1.73  2.37 2.39 2.37 2.34  3.03 3.00 3.01 3.02 
0.8 1.76 1.74 1.72 1.73  1.99 2.01 2.00 1.99  2.52 2.51 2.51 2.52  3.11 3.09 3.09 3.12 
                     
0.8 
0 1.61 1.62 1.59 1.62  1.86 1.89 1.88 1.87  2.45 2.43 2.46 2.43  3.09 3.07 3.09 3.07 
0.2 1.63 1.65 1.65 1.65  1.88 1.91 1.88 1.91  2.46 2.47 2.44 2.46  3.08 3.08 3.05 3.09 
0.5 1.80 1.76 1.79 1.78  2.02 2.00 2.03 2.00  2.53 2.55 2.54 2.53  3.14 3.11 3.15 3.13 
0.8 2.00 2.00 2.02 2.01   2.20 2.20 2.21 2.24   2.69 2.71 2.69 2.68   3.21 3.21 3.19 3.20 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Uniform Distribution conditions (m = 5, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.06 1.06  1.36 1.38 1.37 1.36  2.16 2.15 2.16 2.14  2.96 2.94 2.94 2.93 
0.2 1.08 1.08 1.09 1.08  1.41 1.41 1.41 1.41  2.17 2.16 2.17 2.16  2.94 2.94 2.94 2.95 
0.5 1.27 1.27 1.26 1.27  1.60 1.60 1.59 1.60  2.29 2.29 2.29 2.28  3.01 3.01 3.00 3.01 
0.8 1.62 1.63 1.62 1.61  1.92 1.89 1.90 1.91  2.48 2.51 2.49 2.47  3.11 3.13 3.13 3.13 
                     
0.2 
0 1.09 1.08 1.09 1.08  1.41 1.40 1.41 1.41  2.17 2.17 2.16 2.18  2.94 2.97 2.95 2.96 
0.2 1.12 1.12 1.12 1.12  1.45 1.44 1.44 1.44  2.18 2.22 2.20 2.19  2.96 2.97 2.96 2.97 
0.5 1.32 1.31 1.30 1.31  1.64 1.62 1.64 1.62  2.31 2.32 2.30 2.31  3.04 3.03 3.02 3.02 
0.8 1.65 1.66 1.65 1.66  1.94 1.94 1.91 1.93  2.51 2.50 2.51 2.50  3.13 3.12 3.13 3.14 
                     
0.5 
0 1.27 1.27 1.28 1.28  1.62 1.61 1.61 1.60  2.30 2.30 2.31 2.30  3.01 3.03 3.02 3.03 
0.2 1.32 1.32 1.32 1.31  1.64 1.64 1.65 1.65  2.32 2.32 2.31 2.33  3.04 3.03 3.02 3.03 
0.5 1.51 1.51 1.52 1.51  1.79 1.80 1.78 1.79  2.43 2.41 2.43 2.42  3.09 3.09 3.07 3.09 
0.8 1.84 1.82 1.82 1.83  2.07 2.07 2.08 2.06  2.60 2.60 2.60 2.60  3.18 3.19 3.19 3.19 
                     
0.8 
0 1.64 1.65 1.66 1.64  1.93 1.93 1.92 1.93  2.50 2.49 2.50 2.51  3.14 3.12 3.14 3.11 
0.2 1.69 1.69 1.71 1.68  1.96 1.95 1.95 1.94  2.52 2.52 2.53 2.53  3.14 3.14 3.14 3.15 
0.5 1.83 1.85 1.84 1.85  2.09 2.09 2.09 2.08  2.60 2.60 2.61 2.61  3.20 3.19 3.18 3.19 
0.8 2.09 2.10 2.11 2.10   2.28 2.30 2.31 2.31   2.75 2.75 2.75 2.76   3.28 3.27 3.27 3.29 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont 
 
Average Design Effect values for the L2 predictor: Uniform Distribution conditions (m = 5, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.05  1.36 1.38 1.37 1.37  2.17 2.16 2.17 2.16  2.96 2.96 2.95 2.95 
0.2 1.08 1.07 1.08 1.07  1.41 1.42 1.42 1.41  2.18 2.19 2.19 2.19  2.98 2.98 2.97 2.98 
0.5 1.27 1.27 1.28 1.28  1.62 1.61 1.60 1.61  2.32 2.31 2.31 2.31  3.03 3.02 3.04 3.05 
0.8 1.66 1.65 1.65 1.64  1.91 1.92 1.92 1.92  2.51 2.50 2.50 2.50  3.16 3.14 3.15 3.13 
                     
0.2 
0 1.08 1.08 1.08 1.07  1.42 1.41 1.43 1.42  2.19 2.19 2.19 2.20  2.97 2.97 2.98 2.96 
0.2 1.12 1.12 1.11 1.11  1.46 1.47 1.45 1.45  2.21 2.21 2.21 2.20  2.99 2.98 2.98 2.99 
0.5 1.32 1.31 1.32 1.33  1.65 1.65 1.66 1.65  2.34 2.33 2.34 2.33  3.05 3.04 3.05 3.05 
0.8 1.68 1.68 1.67 1.68  1.96 1.95 1.97 1.93  2.52 2.54 2.53 2.52  3.16 3.17 3.16 3.15 
                     
0.5 
0 1.29 1.28 1.28 1.28  1.63 1.63 1.61 1.62  2.31 2.31 2.31 2.32  3.05 3.03 3.04 3.03 
0.2 1.33 1.33 1.33 1.32  1.66 1.65 1.66 1.64  2.34 2.34 2.35 2.34  3.04 3.04 3.05 3.05 
0.5 1.53 1.53 1.53 1.53  1.82 1.82 1.82 1.83  2.44 2.46 2.44 2.45  3.10 3.12 3.10 3.12 
0.8 1.85 1.85 1.84 1.86  2.09 2.11 2.10 2.08  2.62 2.62 2.62 2.62  3.21 3.21 3.21 3.21 
                     
0.8 
0 1.67 1.67 1.66 1.67  1.94 1.94 1.94 1.94  2.51 2.52 2.52 2.52  3.16 3.14 3.16 3.16 
0.2 1.70 1.70 1.70 1.70  1.97 1.97 1.97 1.97  2.54 2.54 2.54 2.53  3.16 3.15 3.17 3.16 
0.5 1.87 1.87 1.86 1.87  2.11 2.10 2.12 2.10  2.64 2.63 2.63 2.64  3.21 3.21 3.22 3.21 
0.8 2.13 2.13 2.14 2.12   2.34 2.35 2.33 2.34   2.77 2.78 2.78 2.78   3.30 3.30 3.29 3.29 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Uniform Distribution conditions (m = 5, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.04 1.04 1.04 1.04  1.38 1.39 1.39 1.38  2.18 2.17 2.18 2.17  2.97 2.96 2.97 2.97 
0.2 1.07 1.07 1.08 1.07  1.43 1.42 1.42 1.42  2.20 2.21 2.21 2.20  2.98 2.98 2.98 2.99 
0.5 1.29 1.28 1.29 1.28  1.62 1.62 1.62 1.61  2.31 2.33 2.33 2.32  3.05 3.04 3.05 3.05 
0.8 1.65 1.66 1.65 1.65  1.93 1.95 1.93 1.94  2.51 2.53 2.53 2.53  3.16 3.15 3.15 3.16 
                     
0.2 
0 1.07 1.07 1.07 1.07  1.41 1.43 1.43 1.42  2.20 2.20 2.21 2.19  2.98 2.99 2.98 2.97 
0.2 1.10 1.11 1.11 1.10  1.46 1.46 1.46 1.47  2.22 2.23 2.22 2.21  3.01 2.98 2.99 2.99 
0.5 1.32 1.33 1.32 1.31  1.65 1.65 1.66 1.66  2.35 2.34 2.34 2.35  3.06 3.06 3.06 3.06 
0.8 1.68 1.70 1.70 1.69  1.96 1.97 1.97 1.97  2.54 2.54 2.55 2.54  3.17 3.16 3.17 3.17 
                     
0.5 
0 1.29 1.29 1.29 1.29  1.63 1.62 1.62 1.62  2.31 2.33 2.31 2.33  3.05 3.04 3.05 3.05 
0.2 1.33 1.34 1.33 1.33  1.65 1.66 1.66 1.66  2.36 2.34 2.35 2.35  3.06 3.06 3.06 3.06 
0.5 1.55 1.54 1.53 1.53  1.84 1.83 1.83 1.83  2.46 2.44 2.46 2.44  3.13 3.12 3.11 3.12 
0.8 1.85 1.87 1.88 1.86  2.10 2.11 2.10 2.11  2.63 2.63 2.63 2.64  3.22 3.22 3.22 3.20 
                     
0.8 
0 1.68 1.67 1.67 1.68  1.95 1.95 1.94 1.94  2.54 2.54 2.53 2.53  3.17 3.16 3.16 3.17 
0.2 1.70 1.72 1.70 1.71  1.98 1.97 1.97 1.97  2.55 2.55 2.56 2.56  3.17 3.17 3.17 3.18 
0.5 1.87 1.86 1.88 1.89  2.12 2.11 2.12 2.12  2.64 2.64 2.63 2.64  3.22 3.22 3.23 3.21 
0.8 2.14 2.14 2.14 2.14   2.34 2.33 2.34 2.35   2.81 2.80 2.80 2.80   3.31 3.32 3.31 3.31 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Uniform Distribution conditions (m = 10, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.08 1.08 1.07 1.08  1.79 1.80 1.78 1.75  3.47 3.49 3.47 3.44  5.22 5.25 5.18 5.19 
0.2 1.10 1.11 1.11 1.11  1.81 1.80 1.81 1.82  3.50 3.50 3.48 3.50  5.20 5.24 5.28 5.22 
0.5 1.29 1.28 1.28 1.29  2.04 2.03 2.05 2.04  3.63 3.65 3.64 3.62  5.28 5.29 5.28 5.35 
0.8 1.68 1.69 1.68 1.67  2.38 2.37 2.39 2.37  3.87 3.85 3.81 3.88  5.45 5.42 5.42 5.37 
                     
0.2 
0 1.10 1.11 1.10 1.11  1.81 1.85 1.83 1.83  3.48 3.51 3.49 3.55  5.24 5.21 5.20 5.18 
0.2 1.13 1.14 1.12 1.14  1.87 1.85 1.87 1.85  3.53 3.50 3.52 3.51  5.19 5.25 5.26 5.23 
0.5 1.32 1.34 1.34 1.33  2.05 2.04 2.08 2.07  3.63 3.66 3.64 3.69  5.31 5.30 5.31 5.33 
0.8 1.73 1.74 1.75 1.72  2.39 2.42 2.42 2.38  3.90 3.91 3.88 3.85  5.44 5.39 5.46 5.43 
                     
0.5 
0 1.31 1.31 1.29 1.30  2.04 2.03 2.04 2.07  3.62 3.65 3.63 3.62  5.30 5.28 5.30 5.35 
0.2 1.35 1.34 1.35 1.36  2.10 2.06 2.06 2.07  3.61 3.67 3.66 3.67  5.27 5.30 5.30 5.35 
0.5 1.54 1.55 1.57 1.56  2.30 2.31 2.27 2.30  3.82 3.81 3.77 3.79  5.44 5.37 5.40 5.40 
0.8 1.94 1.92 1.91 1.88  2.59 2.63 2.59 2.61  4.01 3.99 3.98 3.98  5.55 5.48 5.51 5.51 
                     
0.8 
0 1.75 1.74 1.73 1.76  2.43 2.45 2.41 2.43  3.88 3.89 3.88 3.87  5.45 5.45 5.43 5.42 
0.2 1.78 1.77 1.76 1.80  2.46 2.46 2.48 2.45  3.92 3.90 3.91 3.91  5.48 5.40 5.46 5.45 
0.5 1.98 1.99 1.97 2.00  2.62 2.63 2.58 2.66  4.03 4.04 4.04 4.02  5.49 5.53 5.51 5.50 
0.8 2.34 2.33 2.27 2.32   2.97 2.97 2.94 2.89   4.25 4.19 4.18 4.17   5.62 5.64 5.61 5.65 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Uniform Distribution conditions (m = 10, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.05 1.06  1.84 1.83 1.84 1.82  3.57 3.61 3.59 3.57  5.37 5.37 5.35 5.37 
0.2 1.08 1.08 1.09 1.09  1.88 1.88 1.90 1.89  3.61 3.61 3.61 3.60  5.34 5.37 5.36 5.38 
0.5 1.31 1.30 1.29 1.31  2.11 2.11 2.11 2.09  3.74 3.71 3.75 3.76  5.40 5.42 5.45 5.47 
0.8 1.77 1.76 1.77 1.73  2.48 2.49 2.49 2.49  4.00 3.98 4.00 3.99  5.57 5.57 5.59 5.59 
                     
0.2 
0 1.09 1.09 1.08 1.10  1.88 1.85 1.89 1.87  3.61 3.61 3.61 3.59  5.39 5.36 5.37 5.38 
0.2 1.12 1.13 1.13 1.13  1.94 1.92 1.92 1.95  3.64 3.64 3.63 3.64  5.40 5.39 5.39 5.36 
0.5 1.36 1.35 1.38 1.37  2.15 2.14 2.13 2.16  3.78 3.75 3.78 3.78  5.46 5.46 5.47 5.48 
0.8 1.81 1.81 1.82 1.80  2.53 2.52 2.53 2.51  4.00 4.02 4.04 4.02  5.58 5.59 5.60 5.58 
                     
0.5 
0 1.32 1.32 1.33 1.31  2.12 2.11 2.11 2.12  3.76 3.76 3.74 3.74  5.45 5.46 5.41 5.47 
0.2 1.36 1.36 1.37 1.37  2.17 2.14 2.15 2.16  3.81 3.77 3.78 3.77  5.47 5.47 5.46 5.48 
0.5 1.59 1.62 1.62 1.61  2.37 2.34 2.36 2.37  3.89 3.90 3.92 3.96  5.54 5.51 5.55 5.54 
0.8 2.03 2.03 2.01 2.02  2.74 2.71 2.70 2.74  4.12 4.16 4.17 4.12  5.66 5.64 5.65 5.61 
                     
0.8 
0 1.77 1.81 1.79 1.81  2.52 2.50 2.52 2.55  4.01 4.00 4.03 4.00  5.60 5.58 5.57 5.56 
0.2 1.85 1.84 1.83 1.84  2.56 2.56 2.55 2.55  4.03 4.03 4.05 4.03  5.61 5.57 5.60 5.60 
0.5 2.04 2.04 2.05 2.04  2.75 2.72 2.72 2.73  4.16 4.15 4.13 4.17  5.64 5.65 5.66 5.66 
0.8 2.42 2.41 2.45 2.44   3.03 3.04 3.03 3.05   4.34 4.35 4.37 4.39   5.80 5.79 5.78 5.76 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Uniform Distribution conditions (m = 10, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.05  1.86 1.85 1.86 1.85  3.64 3.63 3.63 3.61  5.38 5.40 5.40 5.39 
0.2 1.08 1.09 1.09 1.08  1.91 1.91 1.91 1.91  3.65 3.64 3.64 3.64  5.43 5.46 5.44 5.44 
0.5 1.32 1.33 1.32 1.31  2.15 2.12 2.14 2.13  3.81 3.81 3.78 3.80  5.50 5.49 5.49 5.50 
0.8 1.80 1.79 1.80 1.79  2.52 2.54 2.52 2.52  4.04 4.03 4.04 4.03  5.64 5.61 5.61 5.59 
                     
0.2 
0 1.09 1.08 1.09 1.08  1.92 1.89 1.93 1.89  3.65 3.67 3.66 3.66  5.38 5.43 5.44 5.42 
0.2 1.12 1.12 1.13 1.12  1.96 1.95 1.95 1.95  3.67 3.66 3.66 3.70  5.44 5.43 5.42 5.44 
0.5 1.38 1.36 1.38 1.38  2.17 2.17 2.18 2.17  3.84 3.84 3.81 3.83  5.52 5.50 5.52 5.49 
0.8 1.83 1.83 1.83 1.83  2.56 2.58 2.55 2.54  4.07 4.06 4.07 4.06  5.66 5.64 5.62 5.62 
                     
0.5 
0 1.33 1.32 1.33 1.33  2.14 2.14 2.14 2.13  3.80 3.80 3.79 3.79  5.51 5.51 5.48 5.48 
0.2 1.38 1.39 1.39 1.38  2.17 2.20 2.19 2.20  3.83 3.83 3.84 3.83  5.52 5.51 5.52 5.51 
0.5 1.63 1.64 1.63 1.64  2.39 2.40 2.39 2.40  3.95 3.93 3.96 3.95  5.58 5.59 5.56 5.58 
0.8 2.09 2.08 2.12 2.07  2.74 2.79 2.75 2.76  4.17 4.20 4.16 4.18  5.72 5.72 5.72 5.68 
                     
0.8 
0 1.82 1.80 1.82 1.82  2.54 2.55 2.53 2.54  4.04 4.07 4.05 4.07  5.62 5.62 5.61 5.61 
0.2 1.88 1.86 1.87 1.86  2.59 2.57 2.58 2.59  4.08 4.08 4.10 4.08  5.66 5.64 5.65 5.65 
0.5 2.09 2.09 2.09 2.08  2.76 2.78 2.79 2.79  4.17 4.21 4.19 4.20  5.71 5.68 5.70 5.71 
0.8 2.48 2.46 2.48 2.48   3.10 3.10 3.08 3.11   4.41 4.42 4.42 4.42   5.83 5.83 5.81 5.83 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Uniform Distribution conditions (m = 10, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.05  1.88 1.87 1.87 1.87  3.66 3.66 3.63 3.66  5.45 5.43 5.42 5.44 
0.2 1.08 1.08 1.08 1.08  1.90 1.92 1.91 1.92  3.67 3.66 3.67 3.70  5.45 5.44 5.44 5.45 
0.5 1.33 1.33 1.33 1.33  2.13 2.16 2.15 2.16  3.81 3.80 3.82 3.83  5.51 5.52 5.51 5.53 
0.8 1.82 1.80 1.81 1.80  2.54 2.54 2.55 2.54  4.06 4.07 4.07 4.07  5.63 5.66 5.66 5.64 
                     
0.2 
0 1.08 1.08 1.08 1.08  1.91 1.92 1.92 1.91  3.68 3.68 3.67 3.69  5.45 5.44 5.43 5.46 
0.2 1.12 1.11 1.12 1.12  1.96 1.96 1.96 1.96  3.69 3.70 3.70 3.71  5.44 5.46 5.45 5.45 
0.5 1.38 1.37 1.38 1.37  2.18 2.18 2.20 2.21  3.86 3.85 3.85 3.83  5.51 5.53 5.54 5.53 
0.8 1.85 1.88 1.85 1.85  2.58 2.57 2.57 2.59  4.07 4.08 4.08 4.08  5.66 5.68 5.66 5.64 
                     
0.5 
0 1.33 1.33 1.33 1.33  2.15 2.15 2.14 2.14  3.80 3.81 3.82 3.80  5.53 5.52 5.51 5.55 
0.2 1.39 1.38 1.38 1.38  2.19 2.19 2.19 2.19  3.85 3.84 3.84 3.85  5.54 5.54 5.54 5.55 
0.5 1.65 1.66 1.65 1.63  2.40 2.40 2.41 2.43  3.96 3.98 4.00 3.98  5.60 5.62 5.58 5.62 
0.8 2.09 2.08 2.09 2.11  2.78 2.80 2.80 2.79  4.22 4.20 4.21 4.23  5.73 5.73 5.72 5.75 
                     
0.8 
0 1.83 1.85 1.83 1.82  2.56 2.57 2.57 2.56  4.08 4.06 4.05 4.08  5.67 5.65 5.66 5.65 
0.2 1.88 1.87 1.86 1.87  2.59 2.58 2.59 2.59  4.11 4.10 4.06 4.09  5.66 5.67 5.66 5.67 
0.5 2.10 2.10 2.10 2.11  2.78 2.79 2.79 2.79  4.23 4.20 4.22 4.23  5.73 5.74 5.72 5.74 
0.8 2.50 2.50 2.49 2.49   3.12 3.11 3.12 3.11   4.44 4.44 4.43 4.42   5.85 5.85 5.85 5.86 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Uniform Distribution conditions (m = 20, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.07 1.08 1.08 1.07  2.68 2.66 2.68 2.68  6.32 6.28 6.29 6.22  9.93 9.97 9.84 9.89 
0.2 1.10 1.09 1.10 1.11  2.75 2.76 2.74 2.76  6.25 6.27 6.32 6.29  9.94 9.95 9.88 9.89 
0.5 1.30 1.30 1.31 1.30  3.01 2.97 2.89 2.94  6.44 6.42 6.37 6.38  9.91 10.03 10.01 10.02 
0.8 1.73 1.75 1.73 1.74  3.39 3.37 3.39 3.35  6.70 6.64 6.67 6.72  10.16 10.14 10.05 10.09 
                     
0.2 
0 1.10 1.11 1.10 1.10  2.75 2.74 2.73 2.68  6.28 6.23 6.33 6.34  9.81 9.91 9.93 9.90 
0.2 1.15 1.14 1.14 1.14  2.76 2.78 2.75 2.77  6.23 6.28 6.21 6.22  9.85 9.89 9.95 9.95 
0.5 1.35 1.35 1.36 1.35  2.95 2.99 2.98 3.03  6.40 6.51 6.45 6.47  10.03 10.01 10.05 10.01 
0.8 1.78 1.81 1.83 1.77  3.36 3.42 3.41 3.41  6.67 6.72 6.74 6.63  10.18 10.08 10.10 10.09 
                     
0.5 
0 1.32 1.34 1.32 1.31  3.00 3.00 3.00 3.01  6.40 6.42 6.45 6.39  9.95 9.99 9.92 9.96 
0.2 1.37 1.35 1.36 1.37  2.97 3.01 3.01 3.05  6.45 6.40 6.44 6.38  10.09 9.98 10.02 10.05 
0.5 1.62 1.63 1.61 1.59  3.27 3.25 3.24 3.18  6.61 6.55 6.63 6.57  10.11 10.11 10.08 9.99 
0.8 2.03 2.06 2.05 2.04  3.65 3.63 3.62 3.62  6.90 6.77 6.83 6.80  10.19 10.15 10.23 10.20 
                     
0.8 
0 1.80 1.84 1.82 1.79  3.43 3.39 3.44 3.45  6.71 6.72 6.72 6.75  10.10 10.13 10.16 10.13 
0.2 1.88 1.86 1.89 1.87  3.41 3.47 3.42 3.43  6.69 6.74 6.63 6.66  10.12 10.13 10.16 10.17 
0.5 2.07 2.09 2.08 2.11  3.63 3.65 3.65 3.59  6.88 6.82 6.84 6.77  10.14 10.25 10.20 10.21 
0.8 2.51 2.50 2.48 2.52   3.98 3.97 4.01 4.01   7.07 7.12 7.10 7.02   10.29 10.40 10.33 10.31 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Uniform Distribution conditions (m = 20, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.06 1.06  2.80 2.80 2.80 2.81  6.49 6.50 6.47 6.50  10.21 10.19 10.21 10.22 
0.2 1.09 1.10 1.09 1.10  2.85 2.85 2.86 2.84  6.52 6.52 6.51 6.54  10.17 10.22 10.23 10.21 
0.5 1.32 1.32 1.33 1.33  3.12 3.06 3.09 3.08  6.65 6.65 6.65 6.65  10.30 10.33 10.34 10.35 
0.8 1.85 1.86 1.83 1.84  3.52 3.53 3.53 3.49  6.87 6.86 6.93 6.87  10.44 10.42 10.41 10.40 
                     
0.2 
0 1.09 1.09 1.10 1.09  2.83 2.85 2.83 2.84  6.47 6.50 6.51 6.52  10.29 10.24 10.24 10.21 
0.2 1.13 1.13 1.13 1.14  2.89 2.90 2.90 2.90  6.56 6.53 6.57 6.53  10.28 10.28 10.27 10.22 
0.5 1.38 1.39 1.38 1.39  3.10 3.14 3.12 3.15  6.72 6.66 6.68 6.66  10.29 10.29 10.30 10.32 
0.8 1.90 1.88 1.90 1.90  3.53 3.57 3.53 3.54  6.92 6.87 6.96 6.97  10.43 10.43 10.47 10.44 
                     
0.5 
0 1.34 1.34 1.33 1.33  3.09 3.12 3.10 3.10  6.69 6.67 6.67 6.64  10.30 10.34 10.32 10.36 
0.2 1.39 1.40 1.39 1.40  3.13 3.16 3.15 3.15  6.66 6.69 6.71 6.64  10.29 10.31 10.27 10.36 
0.5 1.66 1.67 1.68 1.69  3.38 3.34 3.36 3.38  6.80 6.82 6.80 6.82  10.39 10.40 10.38 10.41 
0.8 2.16 2.16 2.16 2.19  3.78 3.79 3.75 3.79  7.09 7.06 7.10 7.09  10.58 10.50 10.52 10.53 
                     
0.8 
0 1.86 1.86 1.87 1.88  3.53 3.52 3.52 3.51  6.96 6.94 6.92 6.90  10.42 10.44 10.46 10.46 
0.2 1.92 1.94 1.94 1.92  3.59 3.59 3.59 3.57  6.99 6.97 6.94 6.96  10.43 10.52 10.51 10.44 
0.5 2.17 2.20 2.21 2.19  3.77 3.79 3.80 3.78  7.14 7.11 7.12 7.14  10.53 10.52 10.48 10.51 
0.8 2.69 2.63 2.66 2.63   4.19 4.17 4.23 4.21   7.33 7.37 7.38 7.35   10.65 10.59 10.60 10.70 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Uniform Distribution conditions (m = 20, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.05  2.85 2.84 2.84 2.83  6.55 6.53 6.55 6.53  10.32 10.31 10.28 10.29 
0.2 1.08 1.08 1.09 1.08  2.88 2.89 2.90 2.89  6.56 6.61 6.60 6.58  10.35 10.30 10.30 10.32 
0.5 1.33 1.34 1.34 1.35  3.14 3.12 3.14 3.12  6.76 6.73 6.74 6.68  10.40 10.36 10.40 10.42 
0.8 1.88 1.89 1.85 1.87  3.54 3.56 3.57 3.58  6.97 7.01 6.95 7.02  10.52 10.53 10.53 10.53 
                     
0.2 
0 1.08 1.08 1.09 1.08  2.88 2.87 2.88 2.86  6.59 6.59 6.58 6.58  10.30 10.28 10.33 10.31 
0.2 1.13 1.12 1.12 1.13  2.93 2.95 2.96 2.93  6.60 6.63 6.61 6.63  10.31 10.37 10.34 10.36 
0.5 1.39 1.41 1.39 1.40  3.13 3.15 3.17 3.19  6.76 6.79 6.74 6.71  10.39 10.41 10.40 10.41 
0.8 1.93 1.93 1.92 1.93  3.60 3.60 3.59 3.61  7.01 7.02 7.03 6.99  10.53 10.61 10.55 10.55 
                     
0.5 
0 1.36 1.36 1.35 1.36  3.13 3.12 3.13 3.15  6.73 6.74 6.73 6.72  10.39 10.43 10.41 10.42 
0.2 1.41 1.40 1.40 1.40  3.17 3.20 3.18 3.17  6.76 6.75 6.81 6.76  10.44 10.47 10.43 10.43 
0.5 1.68 1.69 1.71 1.69  3.41 3.42 3.41 3.44  6.89 6.92 6.90 6.93  10.49 10.52 10.49 10.50 
0.8 2.22 2.21 2.23 2.20  3.81 3.85 3.83 3.84  7.17 7.15 7.17 7.21  10.61 10.63 10.66 10.66 
                     
0.8 
0 1.89 1.90 1.90 1.90  3.59 3.60 3.60 3.61  6.99 7.03 7.05 7.09  10.54 10.58 10.56 10.55 
0.2 1.95 1.95 1.97 1.95  3.65 3.59 3.62 3.61  7.01 7.04 7.05 7.03  10.58 10.58 10.56 10.56 
0.5 2.22 2.25 2.23 2.24  3.83 3.87 3.86 3.86  7.18 7.12 7.19 7.21  10.62 10.64 10.61 10.62 
0.8 2.74 2.72 2.72 2.72   4.26 4.25 4.24 4.28   7.40 7.46 7.47 7.43   10.76 10.73 10.78 10.80 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Uniform Distribution conditions (m = 20, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.05  2.84 2.87 2.84 2.84  6.61 6.61 6.55 6.57  10.35 10.37 10.37 10.34 
0.2 1.08 1.08 1.08 1.09  2.88 2.91 2.89 2.90  6.64 6.61 6.63 6.64  10.40 10.38 10.33 10.36 
0.5 1.35 1.35 1.35 1.34  3.14 3.14 3.14 3.15  6.75 6.78 6.74 6.74  10.49 10.46 10.44 10.46 
0.8 1.90 1.89 1.89 1.89  3.59 3.61 3.58 3.59  7.06 7.04 7.03 7.06  10.61 10.61 10.53 10.62 
                     
0.2 
0 1.08 1.08 1.08 1.08  2.89 2.90 2.90 2.89  6.64 6.61 6.62 6.61  10.41 10.36 10.38 10.36 
0.2 1.12 1.12 1.13 1.12  2.95 2.93 2.95 2.94  6.63 6.65 6.67 6.66  10.35 10.36 10.39 10.41 
0.5 1.41 1.42 1.41 1.40  3.20 3.18 3.20 3.20  6.78 6.82 6.79 6.82  10.49 10.45 10.46 10.49 
0.8 1.94 1.95 1.95 1.95  3.64 3.65 3.61 3.65  7.09 7.07 7.10 7.09  10.63 10.56 10.62 10.57 
                     
0.5 
0 1.36 1.36 1.36 1.36  3.15 3.16 3.13 3.15  6.76 6.77 6.77 6.81  10.47 10.39 10.47 10.48 
0.2 1.43 1.42 1.41 1.40  3.18 3.21 3.21 3.22  6.82 6.79 6.77 6.80  10.46 10.51 10.48 10.44 
0.5 1.71 1.72 1.72 1.71  3.44 3.45 3.42 3.43  6.93 6.93 6.93 6.92  10.53 10.54 10.51 10.57 
0.8 2.24 2.22 2.25 2.22  3.87 3.86 3.87 3.85  7.21 7.21 7.19 7.20  10.68 10.67 10.75 10.70 
                     
0.8 
0 1.92 1.91 1.91 1.92  3.59 3.59 3.59 3.63  7.02 7.07 7.02 7.02  10.59 10.61 10.62 10.58 
0.2 1.97 1.95 1.97 1.97  3.66 3.64 3.65 3.67  7.11 7.10 7.07 7.09  10.61 10.64 10.64 10.63 
0.5 2.27 2.23 2.25 2.23  3.85 3.87 3.89 3.86  7.20 7.24 7.21 7.24  10.70 10.67 10.66 10.70 
0.8 2.74 2.72 2.75 2.72   4.29 4.29 4.30 4.31   7.45 7.50 7.46 7.50   10.84 10.84 10.82 10.82 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 5, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.08 1.08 1.08 1.08  1.40 1.38 1.39 1.38  2.19 2.18 2.16 2.17  2.97 2.95 2.97 2.98 
0.2 1.11 1.10 1.11 1.10  1.40 1.42 1.43 1.41  2.22 2.22 2.21 2.19  3.00 2.97 2.98 3.01 
0.5 1.27 1.27 1.26 1.25  1.60 1.61 1.58 1.61  2.34 2.36 2.33 2.30  3.08 3.05 3.08 3.02 
0.8 1.63 1.60 1.59 1.62  1.95 1.91 1.91 1.90  2.56 2.54 2.56 2.57  3.21 3.24 3.23 3.22 
                     
0.2 
0 1.11 1.11 1.10 1.10  1.42 1.43 1.42 1.42  2.21 2.22 2.20 2.19  2.95 2.97 2.98 2.97 
0.2 1.14 1.12 1.13 1.13  1.45 1.45 1.46 1.45  2.23 2.22 2.21 2.22  3.01 3.00 3.03 3.00 
0.5 1.30 1.29 1.31 1.30  1.65 1.66 1.64 1.65  2.34 2.37 2.36 2.36  3.10 3.12 3.10 3.07 
0.8 1.62 1.64 1.63 1.66  1.95 1.96 1.96 1.94  2.56 2.59 2.55 2.59  3.21 3.22 3.24 3.19 
                     
0.5 
0 1.28 1.29 1.28 1.26  1.62 1.62 1.62 1.63  2.32 2.31 2.34 2.35  3.11 3.09 3.07 3.12 
0.2 1.31 1.32 1.30 1.31  1.65 1.61 1.64 1.65  2.34 2.36 2.36 2.36  3.12 3.10 3.11 3.09 
0.5 1.50 1.52 1.50 1.49  1.83 1.84 1.82 1.84  2.54 2.51 2.46 2.47  3.17 3.17 3.17 3.13 
0.8 1.83 1.86 1.85 1.83  2.10 2.11 2.12 2.10  2.70 2.68 2.71 2.66  3.31 3.29 3.31 3.30 
                     
0.8 
0 1.64 1.64 1.69 1.63  1.95 1.94 1.96 1.97  2.62 2.61 2.61 2.56  3.24 3.21 3.20 3.24 
0.2 1.70 1.71 1.69 1.70  2.02 2.02 2.00 1.98  2.59 2.58 2.60 2.62  3.21 3.29 3.25 3.22 
0.5 1.91 1.86 1.87 1.87  2.16 2.17 2.15 2.14  2.70 2.68 2.74 2.71  3.30 3.33 3.28 3.31 
0.8 2.13 2.18 2.17 2.17   2.44 2.41 2.39 2.38   2.92 2.90 2.91 2.92   3.45 3.41 3.46 3.45 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 5, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.07 1.06 1.07 1.07  1.42 1.42 1.42 1.42  2.23 2.25 2.25 2.24  3.03 3.05 3.04 3.03 
0.2 1.09 1.09 1.09 1.09  1.46 1.46 1.45 1.45  2.26 2.27 2.28 2.25  3.07 3.07 3.07 3.07 
0.5 1.29 1.29 1.27 1.29  1.66 1.66 1.63 1.66  2.41 2.40 2.41 2.42  3.14 3.16 3.15 3.15 
0.8 1.65 1.66 1.68 1.69  2.00 1.98 2.00 1.99  2.67 2.63 2.64 2.64  3.29 3.31 3.29 3.31 
                     
0.2 
0 1.10 1.09 1.08 1.10  1.45 1.45 1.47 1.46  2.28 2.28 2.28 2.26  3.07 3.06 3.05 3.07 
0.2 1.12 1.12 1.12 1.12  1.49 1.50 1.50 1.51  2.31 2.30 2.29 2.30  3.09 3.08 3.09 3.07 
0.5 1.32 1.31 1.32 1.33  1.70 1.69 1.70 1.69  2.45 2.43 2.44 2.42  3.16 3.16 3.19 3.15 
0.8 1.74 1.72 1.70 1.72  2.05 2.04 2.04 2.03  2.69 2.68 2.67 2.68  3.32 3.30 3.30 3.31 
                     
0.5 
0 1.28 1.29 1.30 1.29  1.68 1.66 1.66 1.68  2.41 2.42 2.42 2.43  3.14 3.15 3.14 3.14 
0.2 1.33 1.32 1.33 1.33  1.71 1.72 1.71 1.72  2.44 2.44 2.46 2.44  3.19 3.13 3.17 3.16 
0.5 1.55 1.56 1.54 1.56  1.90 1.89 1.89 1.89  2.57 2.55 2.59 2.56  3.23 3.27 3.23 3.23 
0.8 1.92 1.94 1.92 1.92  2.22 2.21 2.21 2.23  2.81 2.80 2.82 2.81  3.41 3.40 3.40 3.36 
                     
0.8 
0 1.70 1.70 1.72 1.72  2.05 2.03 2.04 2.01  2.67 2.66 2.67 2.66  3.30 3.34 3.27 3.31 
0.2 1.74 1.75 1.75 1.74  2.08 2.06 2.06 2.07  2.69 2.67 2.67 2.69  3.30 3.34 3.33 3.31 
0.5 1.95 1.94 1.95 1.95  2.25 2.23 2.23 2.22  2.82 2.81 2.79 2.78  3.42 3.41 3.39 3.41 
0.8 2.24 2.27 2.25 2.28   2.51 2.50 2.51 2.53   2.99 3.01 2.97 3.00   3.53 3.53 3.52 3.50 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 5, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.05 1.05 1.05  1.44 1.43 1.43 1.42  2.26 2.27 2.27 2.26  3.09 3.07 3.07 3.09 
0.2 1.08 1.08 1.08 1.08  1.47 1.48 1.47 1.46  2.30 2.29 2.30 2.30  3.07 3.11 3.10 3.08 
0.5 1.30 1.28 1.29 1.28  1.67 1.69 1.68 1.67  2.45 2.43 2.43 2.44  3.21 3.18 3.18 3.17 
0.8 1.71 1.71 1.71 1.70  2.05 2.03 2.03 2.02  2.69 2.68 2.67 2.66  3.32 3.33 3.32 3.31 
                     
0.2 
0 1.08 1.08 1.08 1.08  1.47 1.47 1.47 1.49  2.31 2.30 2.30 2.31  3.09 3.10 3.08 3.09 
0.2 1.12 1.11 1.12 1.11  1.52 1.52 1.51 1.52  2.32 2.33 2.32 2.31  3.11 3.12 3.10 3.11 
0.5 1.34 1.33 1.32 1.33  1.72 1.73 1.74 1.72  2.46 2.47 2.47 2.47  3.19 3.20 3.19 3.20 
0.8 1.76 1.73 1.76 1.76  2.08 2.08 2.07 2.07  2.69 2.71 2.71 2.71  3.34 3.36 3.33 3.34 
                     
0.5 
0 1.30 1.30 1.29 1.30  1.67 1.69 1.70 1.68  2.45 2.45 2.45 2.45  3.19 3.17 3.17 3.17 
0.2 1.35 1.34 1.34 1.35  1.72 1.73 1.73 1.72  2.46 2.46 2.47 2.47  3.18 3.22 3.18 3.20 
0.5 1.58 1.56 1.58 1.57  1.93 1.93 1.93 1.91  2.58 2.59 2.60 2.61  3.29 3.26 3.29 3.26 
0.8 1.96 1.95 1.97 1.97  2.23 2.23 2.26 2.23  2.85 2.81 2.82 2.82  3.42 3.40 3.42 3.40 
                     
0.8 
0 1.73 1.74 1.73 1.73  2.05 2.07 2.05 2.06  2.68 2.70 2.70 2.68  3.34 3.33 3.35 3.33 
0.2 1.78 1.76 1.77 1.77  2.09 2.10 2.11 2.10  2.72 2.70 2.70 2.70  3.36 3.35 3.35 3.34 
0.5 1.98 1.98 1.98 1.97  2.26 2.25 2.27 2.27  2.83 2.83 2.83 2.83  3.41 3.42 3.43 3.43 
0.8 2.31 2.31 2.29 2.29   2.54 2.52 2.55 2.55   3.03 3.03 3.04 3.03   3.54 3.56 3.54 3.55 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 5, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.04 1.05 1.05  1.44 1.44 1.44 1.45  2.29 2.28 2.29 2.29  3.08 3.08 3.09 3.07 
0.2 1.08 1.07 1.08 1.07  1.48 1.48 1.48 1.48  2.30 2.31 2.31 2.31  3.11 3.10 3.10 3.11 
0.5 1.31 1.29 1.29 1.30  1.69 1.70 1.69 1.70  2.44 2.45 2.43 2.45  3.19 3.17 3.19 3.18 
0.8 1.72 1.71 1.73 1.71  2.06 2.05 2.06 2.05  2.70 2.70 2.69 2.71  3.34 3.32 3.35 3.33 
                     
0.2 
0 1.07 1.08 1.08 1.07  1.48 1.48 1.47 1.49  2.30 2.30 2.31 2.30  3.10 3.10 3.10 3.11 
0.2 1.11 1.11 1.11 1.11  1.52 1.52 1.53 1.52  2.34 2.33 2.34 2.34  3.11 3.11 3.11 3.12 
0.5 1.33 1.33 1.33 1.34  1.73 1.74 1.75 1.74  2.47 2.48 2.48 2.48  3.20 3.21 3.20 3.20 
0.8 1.75 1.76 1.76 1.76  2.08 2.08 2.09 2.10  2.72 2.70 2.72 2.72  3.35 3.34 3.36 3.37 
                     
0.5 
0 1.30 1.29 1.30 1.30  1.69 1.69 1.70 1.71  2.46 2.45 2.46 2.43  3.20 3.19 3.18 3.21 
0.2 1.34 1.36 1.35 1.35  1.73 1.73 1.74 1.74  2.46 2.47 2.48 2.49  3.21 3.20 3.21 3.21 
0.5 1.58 1.59 1.58 1.58  1.94 1.93 1.95 1.95  2.63 2.62 2.61 2.62  3.29 3.29 3.30 3.29 
0.8 1.98 1.97 1.97 1.97  2.25 2.26 2.27 2.26  2.85 2.83 2.85 2.83  3.42 3.45 3.43 3.43 
                     
0.8 
0 1.73 1.74 1.75 1.74  2.07 2.08 2.05 2.07  2.72 2.72 2.71 2.71  3.35 3.36 3.36 3.36 
0.2 1.79 1.78 1.77 1.77  2.10 2.10 2.11 2.10  2.72 2.72 2.73 2.71  3.37 3.35 3.36 3.38 
0.5 1.99 1.98 1.97 1.97  2.28 2.25 2.27 2.27  2.84 2.84 2.84 2.86  3.42 3.43 3.44 3.43 
0.8 2.30 2.31 2.32 2.32   2.57 2.54 2.56 2.56   3.04 3.04 3.04 3.06   3.55 3.57 3.57 3.58 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 10, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.08 1.07 1.07 1.07  1.81 1.81 1.81 1.80  3.56 3.55 3.53 3.52  5.27 5.27 5.31 5.27 
0.2 1.11 1.11 1.10 1.11  1.86 1.84 1.87 1.84  3.49 3.58 3.56 3.52  5.31 5.33 5.29 5.30 
0.5 1.28 1.31 1.29 1.30  2.05 2.08 2.07 2.07  3.72 3.70 3.71 3.65  5.34 5.35 5.35 5.36 
0.8 1.70 1.68 1.74 1.68  2.47 2.47 2.43 2.49  4.00 3.95 3.97 3.92  5.49 5.54 5.49 5.56 
                     
0.2 
0 1.11 1.11 1.10 1.12  1.86 1.86 1.86 1.85  3.55 3.58 3.57 3.57  5.27 5.27 5.26 5.35 
0.2 1.13 1.14 1.14 1.14  1.88 1.90 1.89 1.89  3.56 3.56 3.61 3.60  5.27 5.33 5.30 5.28 
0.5 1.33 1.34 1.35 1.33  2.10 2.12 2.10 2.13  3.73 3.72 3.71 3.74  5.42 5.40 5.35 5.36 
0.8 1.73 1.75 1.75 1.76  2.50 2.52 2.47 2.48  4.03 3.95 4.01 3.98  5.53 5.51 5.55 5.54 
                     
0.5 
0 1.30 1.32 1.28 1.31  2.11 2.10 2.10 2.11  3.72 3.69 3.72 3.68  5.40 5.38 5.40 5.39 
0.2 1.35 1.36 1.36 1.34  2.13 2.14 2.11 2.13  3.75 3.76 3.75 3.74  5.39 5.36 5.41 5.47 
0.5 1.57 1.59 1.56 1.58  2.33 2.37 2.35 2.32  3.89 3.86 3.93 3.86  5.47 5.43 5.52 5.44 
0.8 1.98 2.02 1.99 1.96  2.69 2.66 2.72 2.70  4.14 4.11 4.13 4.13  5.61 5.64 5.62 5.64 
                     
0.8 
0 1.77 1.75 1.77 1.77  2.52 2.51 2.49 2.50  3.95 3.99 3.99 3.98  5.55 5.59 5.66 5.58 
0.2 1.81 1.81 1.82 1.80  2.54 2.52 2.54 2.54  4.04 3.99 3.99 4.01  5.57 5.53 5.57 5.54 
0.5 2.01 2.07 2.03 2.02  2.72 2.74 2.71 2.72  4.13 4.13 4.14 4.17  5.60 5.62 5.57 5.64 
0.8 2.45 2.40 2.44 2.46   3.06 3.08 3.05 3.07   4.38 4.39 4.39 4.35   5.74 5.76 5.74 5.79 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 10, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.05 1.06 1.06  1.88 1.88 1.86 1.87  3.66 3.65 3.64 3.63  5.40 5.42 5.42 5.44 
0.2 1.09 1.09 1.09 1.09  1.92 1.93 1.91 1.90  3.69 3.65 3.70 3.70  5.47 5.46 5.45 5.45 
0.5 1.31 1.32 1.31 1.31  2.15 2.15 2.16 2.16  3.83 3.83 3.83 3.82  5.52 5.52 5.53 5.50 
0.8 1.81 1.77 1.82 1.80  2.58 2.58 2.60 2.58  4.09 4.11 4.08 4.07  5.68 5.73 5.71 5.68 
                     
0.2 
0 1.09 1.10 1.09 1.09  1.94 1.91 1.92 1.93  3.70 3.68 3.65 3.68  5.45 5.45 5.44 5.44 
0.2 1.13 1.12 1.13 1.14  1.97 1.97 1.97 1.96  3.74 3.71 3.71 3.72  5.45 5.48 5.46 5.52 
0.5 1.36 1.37 1.39 1.36  2.21 2.22 2.20 2.21  3.87 3.84 3.88 3.87  5.55 5.53 5.54 5.56 
0.8 1.84 1.84 1.84 1.85  2.62 2.63 2.60 2.62  4.13 4.13 4.12 4.15  5.73 5.70 5.71 5.71 
                     
0.5 
0 1.32 1.33 1.33 1.32  2.16 2.19 2.17 2.16  3.83 3.82 3.87 3.83  5.55 5.57 5.50 5.51 
0.2 1.38 1.38 1.38 1.39  2.21 2.22 2.22 2.21  3.89 3.85 3.88 3.89  5.55 5.57 5.59 5.54 
0.5 1.63 1.65 1.65 1.64  2.44 2.41 2.45 2.44  4.05 4.03 4.02 4.02  5.61 5.66 5.66 5.62 
0.8 2.10 2.11 2.07 2.11  2.84 2.85 2.84 2.81  4.28 4.31 4.27 4.28  5.85 5.77 5.78 5.76 
                     
0.8 
0 1.84 1.84 1.85 1.84  2.59 2.61 2.60 2.59  4.13 4.13 4.14 4.12  5.70 5.71 5.71 5.66 
0.2 1.88 1.88 1.90 1.87  2.62 2.63 2.64 2.63  4.13 4.14 4.17 4.12  5.71 5.72 5.75 5.75 
0.5 2.14 2.12 2.13 2.14  2.86 2.84 2.87 2.84  4.28 4.27 4.28 4.28  5.78 5.82 5.79 5.78 
0.8 2.54 2.53 2.56 2.50   3.23 3.21 3.18 3.20   4.52 4.57 4.51 4.54   5.94 5.95 5.91 5.95 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 10, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.06  1.92 1.90 1.92 1.91  3.71 3.68 3.69 3.68  5.46 5.46 5.48 5.46 
0.2 1.09 1.09 1.09 1.08  1.96 1.95 1.95 1.96  3.71 3.68 3.72 3.73  5.50 5.52 5.50 5.48 
0.5 1.32 1.32 1.33 1.32  2.20 2.20 2.19 2.20  3.85 3.90 3.92 3.88  5.58 5.56 5.59 5.56 
0.8 1.82 1.84 1.83 1.83  2.61 2.61 2.61 2.60  4.14 4.15 4.14 4.18  5.77 5.70 5.71 5.71 
                     
0.2 
0 1.09 1.08 1.08 1.09  1.95 1.97 1.96 1.95  3.72 3.74 3.76 3.72  5.49 5.49 5.46 5.47 
0.2 1.12 1.12 1.13 1.12  1.99 1.99 2.01 2.01  3.75 3.75 3.74 3.74  5.51 5.48 5.52 5.51 
0.5 1.38 1.38 1.38 1.38  2.25 2.24 2.24 2.23  3.90 3.91 3.91 3.91  5.58 5.57 5.59 5.61 
0.8 1.88 1.89 1.89 1.87  2.66 2.65 2.66 2.66  4.21 4.17 4.18 4.18  5.76 5.76 5.76 5.79 
                     
0.5 
0 1.34 1.33 1.33 1.34  2.20 2.20 2.22 2.21  3.88 3.89 3.90 3.90  5.56 5.61 5.61 5.59 
0.2 1.39 1.39 1.39 1.39  2.24 2.25 2.23 2.24  3.92 3.91 3.91 3.87  5.59 5.60 5.62 5.60 
0.5 1.68 1.65 1.66 1.65  2.48 2.48 2.47 2.45  4.06 4.08 4.05 4.06  5.69 5.68 5.67 5.70 
0.8 2.12 2.15 2.15 2.13  2.86 2.88 2.88 2.88  4.33 4.33 4.35 4.34  5.85 5.83 5.85 5.84 
                     
0.8 
0 1.85 1.85 1.86 1.84  2.63 2.62 2.63 2.64  4.16 4.16 4.15 4.19  5.75 5.78 5.74 5.75 
0.2 1.91 1.91 1.89 1.90  2.67 2.66 2.68 2.68  4.20 4.18 4.20 4.17  5.77 5.74 5.77 5.75 
0.5 2.15 2.15 2.15 2.17  2.89 2.86 2.90 2.90  4.34 4.35 4.36 4.32  5.85 5.84 5.84 5.86 
0.8 2.58 2.62 2.57 2.58   3.26 3.24 3.27 3.25   4.59 4.56 4.58 4.56   5.99 6.00 6.00 5.98 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 10, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.05  1.92 1.92 1.93 1.92  3.72 3.72 3.70 3.72  5.49 5.49 5.50 5.50 
0.2 1.08 1.08 1.08 1.08  1.95 1.97 1.97 1.97  3.75 3.76 3.77 3.73  5.50 5.51 5.52 5.50 
0.5 1.34 1.34 1.34 1.35  2.19 2.21 2.22 2.21  3.88 3.88 3.90 3.90  5.61 5.58 5.62 5.58 
0.8 1.84 1.84 1.84 1.84  2.64 2.62 2.63 2.65  4.21 4.19 4.18 4.19  5.77 5.77 5.75 5.80 
                     
0.2 
0 1.08 1.08 1.09 1.08  1.97 1.97 1.96 1.96  3.76 3.73 3.75 3.75  5.53 5.52 5.50 5.55 
0.2 1.12 1.13 1.12 1.12  2.01 2.02 2.01 2.01  3.79 3.77 3.77 3.77  5.52 5.53 5.56 5.52 
0.5 1.40 1.39 1.37 1.40  2.25 2.26 2.26 2.24  3.92 3.95 3.94 3.94  5.60 5.64 5.64 5.64 
0.8 1.88 1.88 1.89 1.89  2.67 2.68 2.67 2.70  4.21 4.21 4.23 4.21  5.77 5.79 5.77 5.74 
                     
0.5 
0 1.34 1.35 1.34 1.33  2.21 2.22 2.22 2.19  3.91 3.91 3.89 3.90  5.62 5.63 5.60 5.60 
0.2 1.38 1.40 1.39 1.39  2.27 2.26 2.25 2.26  3.93 3.96 3.92 3.91  5.64 5.64 5.64 5.64 
0.5 1.67 1.68 1.67 1.68  2.50 2.47 2.49 2.51  4.08 4.11 4.08 4.09  5.69 5.73 5.72 5.70 
0.8 2.17 2.17 2.14 2.16  2.89 2.90 2.88 2.89  4.35 4.35 4.34 4.36  5.86 5.85 5.86 5.86 
                     
0.8 
0 1.87 1.86 1.88 1.87  2.65 2.65 2.65 2.64  4.16 4.19 4.18 4.19  5.77 5.77 5.75 5.74 
0.2 1.93 1.92 1.92 1.91  2.69 2.68 2.69 2.69  4.21 4.25 4.21 4.21  5.79 5.80 5.78 5.80 
0.5 2.17 2.17 2.18 2.18  2.90 2.91 2.88 2.90  4.33 4.35 4.37 4.36  5.86 5.86 5.90 5.86 
0.8 2.62 2.60 2.60 2.62   3.28 3.28 3.26 3.27   4.63 4.63 4.61 4.63   6.01 6.02 6.01 6.02 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 20, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.07 1.08 1.08 1.08  2.69 2.71 2.74 2.73  6.26 6.26 6.28 6.26  9.92 9.94 10.00 10.01 
0.2 1.10 1.10 1.11 1.12  2.75 2.78 2.78 2.77  6.35 6.27 6.27 6.33  10.04 9.92 9.97 9.95 
0.5 1.32 1.31 1.30 1.31  2.96 2.97 3.01 3.06  6.41 6.47 6.48 6.50  10.01 9.99 10.04 10.04 
0.8 1.78 1.79 1.79 1.72  3.36 3.41 3.41 3.40  6.71 6.74 6.67 6.75  10.12 10.25 10.13 10.13 
                     
0.2 
0 1.10 1.10 1.11 1.11  2.71 2.76 2.75 2.78  6.29 6.37 6.24 6.28  9.96 9.90 9.92 9.96 
0.2 1.14 1.13 1.15 1.15  2.82 2.85 2.80 2.82  6.34 6.29 6.35 6.34  9.98 9.94 9.93 9.96 
0.5 1.36 1.35 1.34 1.36  2.97 3.03 3.03 3.02  6.52 6.42 6.51 6.52  9.98 10.03 10.08 9.99 
0.8 1.84 1.82 1.81 1.81  3.43 3.42 3.41 3.42  6.76 6.77 6.78 6.76  10.08 10.13 10.32 10.20 
                     
0.5 
0 1.32 1.30 1.30 1.32  2.98 3.02 3.01 3.00  6.48 6.51 6.47 6.55  10.16 10.09 10.06 10.05 
0.2 1.36 1.36 1.37 1.38  3.05 3.09 3.10 3.00  6.53 6.47 6.48 6.54  10.00 10.02 10.05 10.06 
0.5 1.62 1.63 1.61 1.62  3.32 3.26 3.28 3.25  6.64 6.57 6.60 6.59  10.07 10.16 10.02 10.14 
0.8 2.08 2.06 2.12 2.09  3.61 3.67 3.64 3.65  6.76 6.86 6.85 6.85  10.29 10.30 10.26 10.35 
                     
0.8 
0 1.83 1.83 1.84 1.81  3.43 3.41 3.43 3.50  6.76 6.78 6.73 6.68  10.10 10.20 10.24 10.27 
0.2 1.88 1.87 1.90 1.92  3.47 3.54 3.48 3.49  6.74 6.76 6.71 6.80  10.18 10.32 10.29 10.26 
0.5 2.13 2.11 2.14 2.09  3.72 3.66 3.71 3.68  6.89 6.85 6.94 6.88  10.34 10.25 10.24 10.27 
0.8 2.56 2.56 2.61 2.64   4.07 4.13 4.03 4.13   7.20 7.18 7.09 7.17   10.42 10.39 10.43 10.37 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 20, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.05 1.06  2.83 2.81 2.84 2.85  6.56 6.53 6.52 6.54  10.25 10.19 10.21 10.26 
0.2 1.09 1.09 1.10 1.09  2.87 2.88 2.86 2.89  6.55 6.51 6.55 6.57  10.19 10.27 10.34 10.26 
0.5 1.34 1.33 1.34 1.33  3.11 3.12 3.12 3.12  6.72 6.67 6.69 6.70  10.32 10.34 10.26 10.28 
0.8 1.86 1.85 1.88 1.86  3.55 3.58 3.57 3.53  6.96 6.97 6.99 6.98  10.50 10.51 10.47 10.48 
                     
0.2 
0 1.10 1.09 1.10 1.09  2.87 2.89 2.86 2.87  6.57 6.55 6.51 6.54  10.23 10.21 10.28 10.28 
0.2 1.13 1.13 1.13 1.13  2.90 2.92 2.94 2.96  6.54 6.51 6.58 6.55  10.36 10.28 10.26 10.27 
0.5 1.40 1.39 1.39 1.39  3.16 3.14 3.16 3.16  6.74 6.76 6.75 6.72  10.32 10.32 10.31 10.35 
0.8 1.91 1.89 1.91 1.89  3.59 3.64 3.64 3.63  7.02 7.03 7.03 7.00  10.53 10.52 10.52 10.50 
                     
0.5 
0 1.34 1.35 1.35 1.35  3.14 3.14 3.12 3.13  6.67 6.69 6.70 6.73  10.39 10.40 10.34 10.30 
0.2 1.39 1.40 1.40 1.39  3.17 3.16 3.18 3.19  6.77 6.67 6.74 6.70  10.37 10.36 10.35 10.42 
0.5 1.69 1.70 1.68 1.71  3.41 3.42 3.42 3.41  6.85 6.94 6.81 6.93  10.40 10.45 10.51 10.38 
0.8 2.22 2.22 2.26 2.19  3.85 3.84 3.85 3.85  7.15 7.13 7.16 7.14  10.62 10.56 10.61 10.58 
                     
0.8 
0 1.88 1.90 1.89 1.89  3.61 3.61 3.60 3.58  7.06 7.02 7.03 7.01  10.51 10.54 10.45 10.54 
0.2 1.96 1.97 1.96 1.95  3.65 3.65 3.63 3.64  6.97 7.02 7.03 7.03  10.50 10.47 10.52 10.52 
0.5 2.28 2.24 2.23 2.24  3.87 3.89 3.83 3.87  7.12 7.18 7.17 7.22  10.53 10.61 10.59 10.54 
0.8 2.68 2.71 2.74 2.71   4.32 4.28 4.26 4.26   7.46 7.40 7.40 7.44   10.76 10.71 10.71 10.68 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 20, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.06 1.06  2.88 2.85 2.86 2.85  6.53 6.56 6.59 6.58  10.28 10.30 10.36 10.35 
0.2 1.09 1.08 1.09 1.08  2.90 2.93 2.89 2.91  6.61 6.57 6.56 6.58  10.32 10.34 10.31 10.37 
0.5 1.35 1.34 1.36 1.34  3.18 3.17 3.16 3.19  6.82 6.80 6.74 6.78  10.44 10.43 10.42 10.48 
0.8 1.91 1.87 1.89 1.87  3.62 3.61 3.60 3.60  7.08 7.04 7.06 7.08  10.60 10.60 10.63 10.56 
                     
0.2 
0 1.09 1.08 1.09 1.08  2.93 2.90 2.90 2.89  6.59 6.63 6.61 6.58  10.33 10.37 10.37 10.31 
0.2 1.12 1.13 1.13 1.12  2.94 2.95 2.96 2.95  6.63 6.64 6.66 6.67  10.39 10.40 10.37 10.35 
0.5 1.39 1.40 1.39 1.41  3.22 3.21 3.22 3.21  6.78 6.82 6.81 6.79  10.43 10.41 10.44 10.47 
0.8 1.94 1.97 1.98 1.95  3.68 3.69 3.69 3.68  7.07 7.11 7.10 7.07  10.63 10.52 10.58 10.67 
                     
0.5 
0 1.37 1.36 1.35 1.35  3.20 3.17 3.18 3.18  6.82 6.81 6.78 6.78  10.46 10.44 10.47 10.37 
0.2 1.40 1.42 1.41 1.42  3.24 3.21 3.22 3.19  6.83 6.82 6.78 6.80  10.47 10.45 10.41 10.48 
0.5 1.72 1.70 1.69 1.72  3.45 3.47 3.46 3.48  6.92 6.99 6.89 6.96  10.52 10.52 10.54 10.57 
0.8 2.24 2.25 2.27 2.22  3.95 3.87 3.89 3.92  7.19 7.29 7.25 7.28  10.76 10.67 10.69 10.73 
                     
0.8 
0 1.92 1.93 1.93 1.92  3.63 3.64 3.67 3.63  7.03 7.09 7.10 7.08  10.57 10.62 10.62 10.60 
0.2 1.99 1.99 1.98 1.97  3.68 3.67 3.69 3.66  7.09 7.11 7.13 7.13  10.63 10.63 10.67 10.58 
0.5 2.25 2.28 2.26 2.26  3.94 3.92 3.91 3.90  7.23 7.28 7.31 7.25  10.70 10.66 10.78 10.67 
0.8 2.76 2.74 2.75 2.78   4.32 4.31 4.35 4.31   7.49 7.52 7.52 7.58   10.85 10.86 10.81 10.79 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 5 cont. 
 
Average Design Effect values for the L2 predictor: Poisson Distribution conditions (m = 20, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.04 1.04 1.04 1.05  2.89 2.90 2.88 2.86  6.64 6.57 6.60 6.65  10.34 10.37 10.38 10.36 
0.2 1.09 1.08 1.08 1.08  2.92 2.93 2.92 2.94  6.64 6.64 6.67 6.63  10.41 10.45 10.42 10.43 
0.5 1.35 1.35 1.35 1.35  3.17 3.18 3.20 3.17  6.78 6.81 6.81 6.83  10.47 10.50 10.55 10.45 
0.8 1.93 1.92 1.91 1.94  3.63 3.65 3.65 3.65  7.14 7.11 7.14 7.15  10.69 10.64 10.66 10.63 
                     
0.2 
0 1.09 1.08 1.08 1.08  2.92 2.94 2.94 2.94  6.68 6.65 6.64 6.65  10.36 10.39 10.42 10.34 
0.2 1.12 1.12 1.11 1.13  2.99 3.00 2.99 2.98  6.67 6.70 6.70 6.70  10.42 10.42 10.40 10.41 
0.5 1.42 1.42 1.41 1.41  3.24 3.24 3.24 3.21  6.84 6.91 6.83 6.84  10.51 10.47 10.46 10.52 
0.8 2.00 1.97 1.97 1.98  3.68 3.69 3.72 3.67  7.12 7.15 7.12 7.16  10.68 10.64 10.68 10.68 
                     
0.5 
0 1.36 1.35 1.37 1.37  3.19 3.19 3.18 3.20  6.83 6.79 6.83 6.83  10.46 10.50 10.51 10.47 
0.2 1.41 1.42 1.42 1.42  3.24 3.24 3.24 3.23  6.88 6.90 6.84 6.83  10.55 10.51 10.56 10.50 
0.5 1.72 1.73 1.74 1.71  3.48 3.49 3.50 3.49  6.98 6.99 6.99 7.02  10.62 10.58 10.62 10.56 
0.8 2.26 2.25 2.28 2.28  3.94 3.96 3.91 3.93  7.25 7.26 7.30 7.26  10.75 10.71 10.72 10.72 
                     
0.8 
0 1.94 1.94 1.93 1.92  3.66 3.66 3.66 3.67  7.13 7.10 7.13 7.15  10.59 10.64 10.61 10.64 
0.2 2.00 1.99 1.98 1.98  3.70 3.70 3.70 3.74  7.15 7.09 7.18 7.14  10.66 10.70 10.63 10.63 
0.5 2.29 2.27 2.29 2.28  3.95 3.97 3.94 3.96  7.31 7.30 7.28 7.28  10.76 10.71 10.77 10.73 
0.8 2.77 2.80 2.76 2.78   4.38 4.36 4.37 4.34   7.56 7.60 7.59 7.58   10.91 10.88 10.87 10.89 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6. 
 
Average Design Effect values for the cross-level interaction: Uniform Distribution conditions (m = 5, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.33 1.31 1.31 1.30  1.22 1.23 1.24 1.25  0.97 0.97 0.97 0.97  0.72 0.71 0.71 0.71 
0.2 1.32 1.32 1.30 1.32  1.21 1.21 1.22 1.22  0.99 0.97 0.96 0.97  0.71 0.72 0.71 0.70 
0.5 1.27 1.26 1.26 1.26  1.15 1.17 1.17 1.17  0.93 0.95 0.92 0.94  0.70 0.70 0.69 0.68 
0.8 1.16 1.18 1.15 1.16  1.06 1.06 1.06 1.06  0.87 0.88 0.88 0.86  0.65 0.66 0.67 0.64 
                     
0.2 
0 1.31 1.31 1.32 1.31  1.21 1.21 1.20 1.21  0.97 0.98 0.97 0.96  0.71 0.70 0.70 0.71 
0.2 1.29 1.30 1.29 1.29  1.19 1.20 1.20 1.21  0.97 0.95 0.96 0.95  0.71 0.71 0.71 0.70 
0.5 1.23 1.25 1.24 1.26  1.16 1.15 1.15 1.15  0.92 0.93 0.92 0.92  0.68 0.69 0.70 0.69 
0.8 1.15 1.16 1.14 1.15  1.07 1.06 1.05 1.06  0.86 0.88 0.86 0.85  0.65 0.65 0.65 0.65 
                     
0.5 
0 1.25 1.26 1.26 1.28  1.16 1.16 1.17 1.17  0.93 0.92 0.93 0.93  0.70 0.69 0.69 0.68 
0.2 1.25 1.24 1.27 1.25  1.13 1.16 1.15 1.14  0.92 0.92 0.94 0.93  0.69 0.69 0.68 0.69 
0.5 1.18 1.19 1.20 1.19  1.10 1.10 1.11 1.09  0.88 0.87 0.87 0.90  0.67 0.67 0.67 0.67 
0.8 1.08 1.09 1.11 1.10  1.02 1.01 0.99 1.01  0.83 0.84 0.83 0.83  0.64 0.64 0.64 0.64 
                     
0.8 
0 1.14 1.14 1.14 1.15  1.06 1.05 1.04 1.06  0.86 0.86 0.85 0.87  0.64 0.65 0.64 0.65 
0.2 1.14 1.12 1.13 1.13  1.04 1.05 1.05 1.04  0.86 0.87 0.87 0.85  0.64 0.64 0.66 0.64 
0.5 1.07 1.10 1.08 1.08  0.99 1.00 1.01 1.00  0.84 0.82 0.83 0.83  0.63 0.63 0.63 0.63 
0.8 1.01 1.00 1.01 1.01   0.94 0.95 0.94 0.94   0.78 0.77 0.78 0.77   0.60 0.60 0.60 0.61 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Uniform Distribution conditions (m = 5, k = 50) 
 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
  
                   
0 
0 1.28 1.27 1.28 1.28  1.19 1.17 1.17 1.18  0.91 0.93 0.92 0.93  0.66 0.67 0.67 0.67 
0.2 1.27 1.27 1.27 1.28  1.17 1.16 1.16 1.15  0.91 0.93 0.92 0.92  0.66 0.67 0.67 0.67 
0.5 1.21 1.22 1.21 1.21  1.10 1.11 1.11 1.10  0.88 0.88 0.88 0.88  0.65 0.64 0.65 0.65 
0.8 1.10 1.09 1.10 1.09  1.00 1.01 1.01 1.01  0.82 0.81 0.82 0.82  0.62 0.60 0.61 0.61 
                     
0.2 
0 1.27 1.26 1.27 1.27  1.17 1.17 1.16 1.17  0.92 0.92 0.92 0.91  0.67 0.66 0.66 0.67 
0.2 1.26 1.27 1.25 1.26  1.14 1.15 1.16 1.16  0.91 0.90 0.91 0.91  0.66 0.66 0.66 0.66 
0.5 1.19 1.20 1.20 1.20  1.09 1.09 1.09 1.10  0.87 0.87 0.87 0.89  0.63 0.64 0.64 0.64 
0.8 1.08 1.09 1.08 1.09  1.00 1.00 1.01 1.00  0.81 0.80 0.81 0.80  0.61 0.61 0.61 0.60 
                     
0.5 
0 1.21 1.21 1.21 1.20  1.10 1.09 1.10 1.10  0.88 0.87 0.87 0.87  0.65 0.63 0.64 0.64 
0.2 1.21 1.18 1.19 1.20  1.09 1.10 1.07 1.09  0.86 0.87 0.87 0.87  0.64 0.64 0.64 0.64 
0.5 1.14 1.14 1.13 1.14  1.05 1.04 1.05 1.04  0.83 0.84 0.83 0.85  0.62 0.62 0.62 0.62 
0.8 1.03 1.03 1.03 1.04  0.95 0.95 0.95 0.97  0.78 0.77 0.78 0.78  0.59 0.59 0.58 0.59 
                     
0.8 
0 1.08 1.08 1.08 1.09  0.99 0.99 1.00 1.01  0.81 0.82 0.81 0.81  0.61 0.61 0.60 0.62 
0.2 1.08 1.07 1.06 1.07  0.99 0.99 0.99 1.00  0.81 0.81 0.80 0.81  0.61 0.60 0.60 0.60 
0.5 1.03 1.02 1.02 1.02  0.96 0.95 0.94 0.94  0.78 0.78 0.78 0.77  0.58 0.59 0.59 0.59 
0.8 0.93 0.93 0.95 0.93   0.88 0.88 0.88 0.87   0.73 0.73 0.73 0.73   0.56 0.57 0.56 0.56 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont 
 
Average Design Effect values for the cross-level interaction: Uniform Distribution conditions (m = 5, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.27 1.27 1.27 1.27  1.17 1.16 1.16 1.16  0.91 0.91 0.91 0.91  0.66 0.66 0.66 0.66 
0.2 1.25 1.26 1.26 1.27  1.15 1.15 1.14 1.15  0.90 0.90 0.91 0.90  0.65 0.65 0.65 0.65 
0.5 1.20 1.20 1.20 1.19  1.09 1.08 1.09 1.08  0.86 0.86 0.86 0.86  0.63 0.64 0.63 0.63 
0.8 1.07 1.08 1.08 1.08  0.99 0.99 0.99 0.99  0.80 0.81 0.80 0.80  0.59 0.60 0.59 0.60 
                     
0.2 
0 1.26 1.24 1.26 1.26  1.15 1.15 1.15 1.15  0.90 0.90 0.90 0.90  0.64 0.65 0.65 0.65 
0.2 1.25 1.24 1.24 1.25  1.13 1.13 1.14 1.14  0.89 0.90 0.89 0.90  0.64 0.65 0.65 0.65 
0.5 1.18 1.19 1.17 1.18  1.07 1.07 1.06 1.07  0.85 0.86 0.86 0.86  0.62 0.62 0.62 0.62 
0.8 1.06 1.06 1.07 1.07  0.98 0.97 0.97 0.98  0.79 0.79 0.79 0.80  0.59 0.59 0.59 0.59 
                     
0.5 
0 1.20 1.19 1.19 1.20  1.08 1.08 1.09 1.08  0.87 0.86 0.87 0.87  0.63 0.63 0.63 0.63 
0.2 1.18 1.18 1.18 1.18  1.07 1.07 1.07 1.08  0.85 0.86 0.85 0.85  0.63 0.63 0.62 0.63 
0.5 1.12 1.11 1.12 1.12  1.02 1.02 1.02 1.02  0.82 0.82 0.82 0.82  0.61 0.60 0.61 0.61 
0.8 1.01 1.01 1.01 1.01  0.94 0.93 0.92 0.94  0.76 0.77 0.76 0.77  0.57 0.57 0.57 0.58 
                     
0.8 
0 1.07 1.07 1.08 1.07  0.98 0.97 0.98 0.99  0.80 0.79 0.80 0.79  0.59 0.60 0.59 0.59 
0.2 1.05 1.05 1.06 1.05  0.98 0.97 0.97 0.97  0.79 0.79 0.79 0.80  0.59 0.59 0.59 0.60 
0.5 1.00 1.01 1.00 1.00  0.93 0.92 0.93 0.94  0.76 0.76 0.76 0.76  0.57 0.57 0.57 0.57 
0.8 0.92 0.92 0.92 0.92   0.86 0.85 0.85 0.85   0.72 0.71 0.71 0.71   0.54 0.54 0.55 0.55 
Note: ICC = Intraclass Correlation Coefficient. 
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Average Design Effect values for the cross-level interaction: Uniform Distribution conditions (m = 5, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.26 1.26 1.25 1.26  1.15 1.15 1.15 1.15  0.91 0.90 0.90 0.90  0.64 0.65 0.64 0.65 
0.2 1.25 1.25 1.25 1.25  1.13 1.14 1.14 1.14  0.89 0.89 0.89 0.90  0.65 0.65 0.64 0.64 
0.5 1.18 1.18 1.18 1.19  1.08 1.08 1.09 1.08  0.86 0.85 0.85 0.85  0.62 0.63 0.62 0.62 
0.8 1.07 1.06 1.06 1.07  0.98 0.98 0.98 0.97  0.79 0.78 0.78 0.79  0.59 0.59 0.59 0.59 
                     
0.2 
0 1.25 1.24 1.25 1.25  1.13 1.14 1.14 1.14  0.89 0.89 0.89 0.89  0.65 0.64 0.64 0.64 
0.2 1.24 1.24 1.23 1.25  1.13 1.14 1.12 1.13  0.89 0.89 0.89 0.88  0.64 0.64 0.64 0.64 
0.5 1.17 1.18 1.17 1.18  1.07 1.07 1.07 1.08  0.84 0.84 0.85 0.84  0.62 0.61 0.61 0.62 
0.8 1.06 1.06 1.05 1.06  0.97 0.97 0.97 0.97  0.79 0.78 0.78 0.78  0.59 0.59 0.58 0.59 
                     
0.5 
0 1.18 1.18 1.18 1.17  1.07 1.08 1.07 1.08  0.86 0.85 0.86 0.84  0.62 0.62 0.62 0.62 
0.2 1.16 1.17 1.16 1.17  1.07 1.07 1.06 1.07  0.83 0.85 0.84 0.84  0.61 0.62 0.62 0.62 
0.5 1.10 1.11 1.11 1.11  1.01 1.01 1.01 1.01  0.81 0.82 0.81 0.82  0.60 0.60 0.60 0.60 
0.8 1.01 1.00 1.00 1.00  0.92 0.92 0.92 0.92  0.76 0.76 0.75 0.75  0.56 0.57 0.57 0.57 
                     
0.8 
0 1.06 1.06 1.06 1.06  0.97 0.97 0.97 0.97  0.79 0.78 0.79 0.79  0.58 0.59 0.59 0.59 
0.2 1.06 1.05 1.05 1.05  0.96 0.97 0.96 0.97  0.79 0.78 0.78 0.78  0.59 0.58 0.58 0.58 
0.5 1.00 0.99 1.00 0.99  0.92 0.92 0.92 0.92  0.75 0.75 0.76 0.75  0.57 0.57 0.57 0.56 
0.8 0.91 0.92 0.92 0.91   0.85 0.85 0.85 0.84   0.70 0.70 0.70 0.70   0.54 0.54 0.54 0.54 
Note: ICC = Intraclass Correlation Coefficient. 
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Average Design Effect values for the cross-level interaction: Uniform Distribution conditions (m = 10, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.26 1.26 1.25 1.26  1.15 1.15 1.15 1.15  0.91 0.90 0.90 0.90  0.64 0.65 0.64 0.65 
0.2 1.25 1.25 1.25 1.25  1.13 1.14 1.14 1.14  0.89 0.89 0.89 0.90  0.65 0.65 0.64 0.64 
0.5 1.18 1.18 1.18 1.19  1.08 1.08 1.09 1.08  0.86 0.85 0.85 0.85  0.62 0.63 0.62 0.62 
0.8 1.07 1.06 1.06 1.07  0.98 0.98 0.98 0.97  0.79 0.78 0.78 0.79  0.59 0.59 0.59 0.59 
                     
0.2 
0 1.25 1.24 1.25 1.25  1.13 1.14 1.14 1.14  0.89 0.89 0.89 0.89  0.65 0.64 0.64 0.64 
0.2 1.24 1.24 1.23 1.25  1.13 1.14 1.12 1.13  0.89 0.89 0.89 0.88  0.64 0.64 0.64 0.64 
0.5 1.17 1.18 1.17 1.18  1.07 1.07 1.07 1.08  0.84 0.84 0.85 0.84  0.62 0.61 0.61 0.62 
0.8 1.06 1.06 1.05 1.06  0.97 0.97 0.97 0.97  0.79 0.78 0.78 0.78  0.59 0.59 0.58 0.59 
                     
0.5 
0 1.18 1.18 1.18 1.17  1.07 1.08 1.07 1.08  0.86 0.85 0.86 0.84  0.62 0.62 0.62 0.62 
0.2 1.16 1.17 1.16 1.17  1.07 1.07 1.06 1.07  0.83 0.85 0.84 0.84  0.61 0.62 0.62 0.62 
0.5 1.10 1.11 1.11 1.11  1.01 1.01 1.01 1.01  0.81 0.82 0.81 0.82  0.60 0.60 0.60 0.60 
0.8 1.01 1.00 1.00 1.00  0.92 0.92 0.92 0.92  0.76 0.76 0.75 0.75  0.56 0.57 0.57 0.57 
                     
0.8 
0 1.06 1.06 1.06 1.06  0.97 0.97 0.97 0.97  0.79 0.78 0.79 0.79  0.58 0.59 0.59 0.59 
0.2 1.06 1.05 1.05 1.05  0.96 0.97 0.96 0.97  0.79 0.78 0.78 0.78  0.59 0.58 0.58 0.58 
0.5 1.00 0.99 1.00 0.99  0.92 0.92 0.92 0.92  0.75 0.75 0.76 0.75  0.57 0.57 0.57 0.56 
0.8 0.91 0.92 0.92 0.91   0.85 0.85 0.85 0.84   0.70 0.70 0.70 0.70   0.54 0.54 0.54 0.54 
Note: ICC = Intraclass Correlation Coefficient. 
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Average Design Effect values for the cross-level interaction: Uniform Distribution conditions (m = 10, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.26 1.26 1.25 1.26  1.15 1.15 1.15 1.15  0.91 0.90 0.90 0.90  0.64 0.65 0.64 0.65 
0.2 1.25 1.25 1.25 1.25  1.13 1.14 1.14 1.14  0.89 0.89 0.89 0.90  0.65 0.65 0.64 0.64 
0.5 1.18 1.18 1.18 1.19  1.08 1.08 1.09 1.08  0.86 0.85 0.85 0.85  0.62 0.63 0.62 0.62 
0.8 1.07 1.06 1.06 1.07  0.98 0.98 0.98 0.97  0.79 0.78 0.78 0.79  0.59 0.59 0.59 0.59 
                     
0.2 
0 1.25 1.24 1.25 1.25  1.13 1.14 1.14 1.14  0.89 0.89 0.89 0.89  0.65 0.64 0.64 0.64 
0.2 1.24 1.24 1.23 1.25  1.13 1.14 1.12 1.13  0.89 0.89 0.89 0.88  0.64 0.64 0.64 0.64 
0.5 1.17 1.18 1.17 1.18  1.07 1.07 1.07 1.08  0.84 0.84 0.85 0.84  0.62 0.61 0.61 0.62 
0.8 1.06 1.06 1.05 1.06  0.97 0.97 0.97 0.97  0.79 0.78 0.78 0.78  0.59 0.59 0.58 0.59 
                     
0.5 
0 1.18 1.18 1.18 1.17  1.07 1.08 1.07 1.08  0.86 0.85 0.86 0.84  0.62 0.62 0.62 0.62 
0.2 1.16 1.17 1.16 1.17  1.07 1.07 1.06 1.07  0.83 0.85 0.84 0.84  0.61 0.62 0.62 0.62 
0.5 1.10 1.11 1.11 1.11  1.01 1.01 1.01 1.01  0.81 0.82 0.81 0.82  0.60 0.60 0.60 0.60 
0.8 1.01 1.00 1.00 1.00  0.92 0.92 0.92 0.92  0.76 0.76 0.75 0.75  0.56 0.57 0.57 0.57 
                     
0.8 
0 1.06 1.06 1.06 1.06  0.97 0.97 0.97 0.97  0.79 0.78 0.79 0.79  0.58 0.59 0.59 0.59 
0.2 1.06 1.05 1.05 1.05  0.96 0.97 0.96 0.97  0.79 0.78 0.78 0.78  0.59 0.58 0.58 0.58 
0.5 1.00 0.99 1.00 0.99  0.92 0.92 0.92 0.92  0.75 0.75 0.76 0.75  0.57 0.57 0.57 0.56 
0.8 0.91 0.92 0.92 0.91   0.85 0.85 0.85 0.84   0.70 0.70 0.70 0.70   0.54 0.54 0.54 0.54 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont 
 
Average Design Effect values for the cross-level interaction: Uniform Distribution conditions (m = 10, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.26 1.26 1.25 1.26  1.15 1.15 1.15 1.15  0.91 0.90 0.90 0.90  0.64 0.65 0.64 0.65 
0.2 1.25 1.25 1.25 1.25  1.13 1.14 1.14 1.14  0.89 0.89 0.89 0.90  0.65 0.65 0.64 0.64 
0.5 1.18 1.18 1.18 1.19  1.08 1.08 1.09 1.08  0.86 0.85 0.85 0.85  0.62 0.63 0.62 0.62 
0.8 1.07 1.06 1.06 1.07  0.98 0.98 0.98 0.97  0.79 0.78 0.78 0.79  0.59 0.59 0.59 0.59 
                     
0.2 
0 1.25 1.24 1.25 1.25  1.13 1.14 1.14 1.14  0.89 0.89 0.89 0.89  0.65 0.64 0.64 0.64 
0.2 1.24 1.24 1.23 1.25  1.13 1.14 1.12 1.13  0.89 0.89 0.89 0.88  0.64 0.64 0.64 0.64 
0.5 1.17 1.18 1.17 1.18  1.07 1.07 1.07 1.08  0.84 0.84 0.85 0.84  0.62 0.61 0.61 0.62 
0.8 1.06 1.06 1.05 1.06  0.97 0.97 0.97 0.97  0.79 0.78 0.78 0.78  0.59 0.59 0.58 0.59 
                     
0.5 
0 1.18 1.18 1.18 1.17  1.07 1.08 1.07 1.08  0.86 0.85 0.86 0.84  0.62 0.62 0.62 0.62 
0.2 1.16 1.17 1.16 1.17  1.07 1.07 1.06 1.07  0.83 0.85 0.84 0.84  0.61 0.62 0.62 0.62 
0.5 1.10 1.11 1.11 1.11  1.01 1.01 1.01 1.01  0.81 0.82 0.81 0.82  0.60 0.60 0.60 0.60 
0.8 1.01 1.00 1.00 1.00  0.92 0.92 0.92 0.92  0.76 0.76 0.75 0.75  0.56 0.57 0.57 0.57 
                     
0.8 
0 1.06 1.06 1.06 1.06  0.97 0.97 0.97 0.97  0.79 0.78 0.79 0.79  0.58 0.59 0.59 0.59 
0.2 1.06 1.05 1.05 1.05  0.96 0.97 0.96 0.97  0.79 0.78 0.78 0.78  0.59 0.58 0.58 0.58 
0.5 1.00 0.99 1.00 0.99  0.92 0.92 0.92 0.92  0.75 0.75 0.76 0.75  0.57 0.57 0.57 0.56 
0.8 0.91 0.92 0.92 0.91   0.85 0.85 0.85 0.84   0.70 0.70 0.70 0.70   0.54 0.54 0.54 0.54 
Note: ICC = Intraclass Correlation Coefficient. 
   
182 
 
Table 6 cont 
 
Average Design Effect values for the cross-level interaction: Uniform Distribution conditions (m = 10, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.26 1.26 1.25 1.26  1.15 1.15 1.15 1.15  0.91 0.90 0.90 0.90  0.64 0.65 0.64 0.65 
0.2 1.25 1.25 1.25 1.25  1.13 1.14 1.14 1.14  0.89 0.89 0.89 0.90  0.65 0.65 0.64 0.64 
0.5 1.18 1.18 1.18 1.19  1.08 1.08 1.09 1.08  0.86 0.85 0.85 0.85  0.62 0.63 0.62 0.62 
0.8 1.07 1.06 1.06 1.07  0.98 0.98 0.98 0.97  0.79 0.78 0.78 0.79  0.59 0.59 0.59 0.59 
                     
0.2 
0 1.25 1.24 1.25 1.25  1.13 1.14 1.14 1.14  0.89 0.89 0.89 0.89  0.65 0.64 0.64 0.64 
0.2 1.24 1.24 1.23 1.25  1.13 1.14 1.12 1.13  0.89 0.89 0.89 0.88  0.64 0.64 0.64 0.64 
0.5 1.17 1.18 1.17 1.18  1.07 1.07 1.07 1.08  0.84 0.84 0.85 0.84  0.62 0.61 0.61 0.62 
0.8 1.06 1.06 1.05 1.06  0.97 0.97 0.97 0.97  0.79 0.78 0.78 0.78  0.59 0.59 0.58 0.59 
                     
0.5 
0 1.18 1.18 1.18 1.17  1.07 1.08 1.07 1.08  0.86 0.85 0.86 0.84  0.62 0.62 0.62 0.62 
0.2 1.16 1.17 1.16 1.17  1.07 1.07 1.06 1.07  0.83 0.85 0.84 0.84  0.61 0.62 0.62 0.62 
0.5 1.10 1.11 1.11 1.11  1.01 1.01 1.01 1.01  0.81 0.82 0.81 0.82  0.60 0.60 0.60 0.60 
0.8 1.01 1.00 1.00 1.00  0.92 0.92 0.92 0.92  0.76 0.76 0.75 0.75  0.56 0.57 0.57 0.57 
                     
0.8 
0 1.06 1.06 1.06 1.06  0.97 0.97 0.97 0.97  0.79 0.78 0.79 0.79  0.58 0.59 0.59 0.59 
0.2 1.06 1.05 1.05 1.05  0.96 0.97 0.96 0.97  0.79 0.78 0.78 0.78  0.59 0.58 0.58 0.58 
0.5 1.00 0.99 1.00 0.99  0.92 0.92 0.92 0.92  0.75 0.75 0.76 0.75  0.57 0.57 0.57 0.56 
0.8 0.91 0.92 0.92 0.91   0.85 0.85 0.85 0.84   0.70 0.70 0.70 0.70   0.54 0.54 0.54 0.54 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont 
 
Average Design Effect values for the cross-level interaction: Uniform Distribution conditions (m = 20, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.07 1.07 1.07 1.07  0.98 0.97 0.98 0.97  0.77 0.78 0.77 0.78  0.57 0.56 0.57 0.57 
0.2 1.06 1.07 1.06 1.06  0.98 0.97 0.97 0.97  0.77 0.77 0.77 0.77  0.57 0.57 0.57 0.57 
0.5 1.05 1.05 1.05 1.05  0.96 0.96 0.97 0.96  0.77 0.76 0.77 0.77  0.57 0.56 0.56 0.56 
0.8 1.02 1.03 1.03 1.02  0.94 0.93 0.94 0.94  0.75 0.76 0.74 0.75  0.55 0.56 0.56 0.56 
                     
0.2 
0 1.06 1.07 1.07 1.07  0.97 0.97 0.96 0.98  0.77 0.78 0.76 0.77  0.57 0.57 0.57 0.57 
0.2 1.06 1.07 1.07 1.06  0.97 0.97 0.97 0.97  0.78 0.77 0.78 0.78  0.57 0.57 0.56 0.56 
0.5 1.04 1.05 1.05 1.05  0.97 0.97 0.96 0.96  0.77 0.76 0.76 0.76  0.56 0.56 0.56 0.56 
0.8 1.03 1.02 1.02 1.03  0.93 0.94 0.93 0.93  0.75 0.75 0.75 0.75  0.55 0.56 0.55 0.55 
                     
0.5 
0 1.05 1.05 1.05 1.05  0.96 0.96 0.96 0.96  0.76 0.77 0.76 0.76  0.56 0.56 0.57 0.57 
0.2 1.05 1.05 1.05 1.04  0.96 0.96 0.96 0.96  0.76 0.77 0.77 0.76  0.56 0.56 0.56 0.56 
0.5 1.03 1.03 1.04 1.03  0.94 0.94 0.94 0.95  0.75 0.76 0.75 0.76  0.55 0.56 0.56 0.56 
0.8 1.02 1.01 1.01 1.01  0.92 0.92 0.92 0.92  0.74 0.74 0.74 0.74  0.55 0.56 0.55 0.55 
                     
0.8 
0 1.02 1.02 1.03 1.03  0.93 0.94 0.93 0.93  0.75 0.75 0.75 0.75  0.56 0.56 0.55 0.56 
0.2 1.02 1.02 1.03 1.02  0.94 0.92 0.93 0.93  0.75 0.75 0.75 0.75  0.55 0.55 0.55 0.55 
0.5 1.01 1.00 1.02 1.01  0.92 0.92 0.92 0.92  0.73 0.74 0.74 0.74  0.56 0.55 0.55 0.55 
0.8 0.99 0.98 0.98 0.99   0.90 0.90 0.90 0.90   0.73 0.73 0.73 0.73   0.55 0.54 0.54 0.54 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Uniform Distribution conditions (m = 20, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.05 1.06  0.96 0.96 0.96 0.96  0.75 0.76 0.76 0.75  0.55 0.55 0.55 0.55 
0.2 1.06 1.06 1.06 1.06  0.96 0.96 0.96 0.96  0.75 0.75 0.75 0.75  0.55 0.55 0.55 0.55 
0.5 1.04 1.04 1.04 1.05  0.95 0.95 0.94 0.94  0.75 0.74 0.74 0.75  0.54 0.54 0.54 0.54 
0.8 1.01 1.02 1.02 1.02  0.92 0.92 0.92 0.92  0.73 0.73 0.73 0.73  0.53 0.54 0.53 0.54 
                     
0.2 
0 1.06 1.05 1.05 1.06  0.96 0.95 0.96 0.96  0.75 0.75 0.75 0.75  0.54 0.54 0.54 0.55 
0.2 1.06 1.06 1.05 1.06  0.96 0.96 0.95 0.96  0.75 0.75 0.75 0.75  0.54 0.54 0.54 0.55 
0.5 1.04 1.04 1.04 1.04  0.95 0.94 0.94 0.94  0.74 0.75 0.74 0.74  0.54 0.54 0.54 0.54 
0.8 1.01 1.01 1.01 1.01  0.92 0.92 0.92 0.92  0.73 0.73 0.73 0.73  0.53 0.53 0.53 0.53 
                     
0.5 
0 1.04 1.04 1.04 1.04  0.95 0.95 0.95 0.95  0.74 0.74 0.75 0.75  0.54 0.54 0.54 0.54 
0.2 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.75 0.74 0.74 0.75  0.54 0.54 0.54 0.54 
0.5 1.02 1.02 1.03 1.03  0.94 0.93 0.93 0.93  0.74 0.74 0.74 0.74  0.54 0.54 0.54 0.54 
0.8 1.00 1.00 1.00 1.00  0.90 0.90 0.90 0.91  0.72 0.72 0.72 0.72  0.52 0.53 0.53 0.53 
                     
0.8 
0 1.01 1.01 1.02 1.01  0.92 0.92 0.92 0.92  0.73 0.73 0.73 0.73  0.53 0.53 0.53 0.53 
0.2 1.01 1.00 1.01 1.01  0.91 0.92 0.92 0.92  0.73 0.73 0.73 0.73  0.53 0.53 0.53 0.54 
0.5 1.00 1.00 0.99 0.99  0.91 0.91 0.90 0.91  0.72 0.72 0.72 0.72  0.53 0.53 0.53 0.53 
0.8 0.97 0.97 0.97 0.97   0.89 0.88 0.88 0.88   0.71 0.70 0.71 0.71   0.52 0.53 0.52 0.52 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Uniform Distribution conditions (m = 20, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.05 1.05 1.06  0.96 0.96 0.95 0.96  0.75 0.75 0.75 0.75  0.54 0.54 0.54 0.54 
0.2 1.05 1.05 1.06 1.05  0.96 0.95 0.95 0.95  0.75 0.74 0.75 0.75  0.54 0.54 0.54 0.54 
0.5 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.74 0.74 0.74 0.74  0.54 0.54 0.54 0.54 
0.8 1.01 1.01 1.01 1.01  0.92 0.92 0.92 0.91  0.73 0.72 0.73 0.72  0.53 0.53 0.53 0.53 
                     
0.2 
0 1.06 1.06 1.06 1.05  0.95 0.95 0.96 0.96  0.75 0.75 0.75 0.75  0.54 0.54 0.54 0.54 
0.2 1.05 1.05 1.05 1.05  0.95 0.95 0.95 0.95  0.75 0.74 0.74 0.75  0.54 0.54 0.54 0.54 
0.5 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.74 0.74 0.74 0.74  0.54 0.53 0.54 0.53 
0.8 1.01 1.01 1.00 1.01  0.92 0.91 0.92 0.91  0.73 0.72 0.72 0.73  0.53 0.52 0.53 0.53 
                     
0.5 
0 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.74 0.74 0.74 0.74  0.54 0.53 0.54 0.53 
0.2 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.74 0.74 0.74 0.74  0.53 0.53 0.54 0.53 
0.5 1.02 1.02 1.02 1.02  0.93 0.92 0.92 0.92  0.73 0.73 0.73 0.73  0.53 0.53 0.53 0.53 
0.8 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.72 0.72 0.71  0.52 0.52 0.52 0.52 
                     
0.8 
0 1.01 1.01 1.01 1.01  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.53 0.52 0.53 0.53 
0.2 1.00 1.01 1.01 1.01  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.52 0.52 0.53 0.53 
0.5 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.72 0.71 0.71  0.52 0.52 0.52 0.52 
0.8 0.96 0.96 0.96 0.97   0.88 0.88 0.88 0.88   0.70 0.70 0.70 0.70   0.52 0.52 0.51 0.51 
Note: ICC = Intraclass Correlation Coefficient. 
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Average Design Effect values for the cross-level interaction: Uniform Distribution conditions (m = 20, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.05 1.06  0.96 0.95 0.96 0.96  0.74 0.75 0.75 0.75  0.54 0.54 0.53 0.54 
0.2 1.05 1.05 1.05 1.06  0.95 0.95 0.95 0.95  0.75 0.74 0.74 0.74  0.53 0.53 0.54 0.54 
0.5 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.74 0.74 0.74 0.74  0.53 0.53 0.53 0.53 
0.8 1.01 1.01 1.01 1.01  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.52 0.52 0.53 0.52 
                     
0.2 
0 1.05 1.05 1.05 1.05  0.95 0.96 0.95 0.95  0.74 0.75 0.74 0.75  0.53 0.53 0.54 0.54 
0.2 1.05 1.05 1.05 1.05  0.95 0.95 0.95 0.94  0.74 0.74 0.74 0.74  0.54 0.54 0.53 0.53 
0.5 1.03 1.03 1.04 1.04  0.94 0.94 0.94 0.93  0.73 0.73 0.74 0.73  0.53 0.53 0.53 0.53 
0.8 1.01 1.00 1.00 1.00  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.52 0.52 0.52 0.52 
                     
0.5 
0 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.74 0.74 0.74 0.73  0.53 0.53 0.53 0.53 
0.2 1.03 1.03 1.03 1.04  0.94 0.93 0.93 0.93  0.74 0.74 0.73 0.74  0.53 0.53 0.53 0.53 
0.5 1.02 1.02 1.02 1.02  0.92 0.92 0.92 0.92  0.73 0.73 0.73 0.73  0.53 0.53 0.53 0.52 
0.8 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.52 0.52 0.51 0.52 
                     
0.8 
0 1.01 1.01 1.01 1.00  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.52 0.52 0.52 0.52 
0.2 1.00 1.01 1.01 1.01  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.52 0.52 0.52 0.52 
0.5 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.52 0.52 0.52 0.52 
0.8 0.96 0.96 0.96 0.96   0.87 0.87 0.87 0.87   0.70 0.69 0.70 0.70   0.51 0.51 0.51 0.51 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Poisson Distribution conditions (m = 5, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.35 1.33 1.33 1.35  1.25 1.25 1.25 1.25  1.00 1.00 0.98 1.02  0.72 0.74 0.73 0.73 
0.2 1.32 1.33 1.33 1.33  1.23 1.23 1.23 1.24  0.98 0.98 0.99 1.00  0.73 0.73 0.73 0.73 
0.5 1.28 1.27 1.28 1.30  1.17 1.17 1.19 1.19  0.96 0.96 0.95 0.96  0.72 0.71 0.70 0.72 
0.8 1.18 1.18 1.19 1.17  1.08 1.08 1.10 1.09  0.88 0.88 0.90 0.90  0.68 0.66 0.67 0.67 
                     
0.2 
0 1.33 1.31 1.33 1.34  1.24 1.24 1.23 1.23  0.98 0.98 1.00 0.99  0.72 0.74 0.74 0.73 
0.2 1.33 1.31 1.32 1.32  1.22 1.23 1.21 1.22  0.98 0.98 0.98 1.00  0.72 0.72 0.73 0.73 
0.5 1.27 1.29 1.26 1.28  1.17 1.17 1.17 1.17  0.94 0.93 0.94 0.94  0.70 0.70 0.70 0.70 
0.8 1.18 1.17 1.19 1.17  1.08 1.09 1.08 1.09  0.89 0.87 0.89 0.88  0.68 0.67 0.66 0.67 
                     
0.5 
0 1.28 1.27 1.29 1.27  1.18 1.17 1.19 1.19  0.95 0.95 0.94 0.95  0.70 0.71 0.72 0.70 
0.2 1.30 1.26 1.27 1.25  1.17 1.19 1.18 1.17  0.95 0.94 0.97 0.94  0.69 0.70 0.69 0.69 
0.5 1.22 1.20 1.20 1.22  1.11 1.12 1.11 1.11  0.90 0.91 0.91 0.92  0.68 0.68 0.68 0.70 
0.8 1.12 1.10 1.10 1.11  1.04 1.05 1.03 1.03  0.85 0.86 0.85 0.86  0.65 0.65 0.65 0.66 
                     
0.8 
0 1.17 1.16 1.15 1.17  1.08 1.07 1.07 1.08  0.88 0.87 0.88 0.87  0.67 0.67 0.67 0.67 
0.2 1.15 1.15 1.15 1.17  1.06 1.05 1.07 1.07  0.87 0.87 0.88 0.86  0.67 0.66 0.67 0.67 
0.5 1.10 1.10 1.10 1.10  1.03 1.01 1.02 1.04  0.86 0.85 0.84 0.84  0.65 0.65 0.64 0.65 
0.8 1.03 1.02 1.04 1.01   0.95 0.96 0.97 0.96   0.80 0.80 0.80 0.80   0.62 0.62 0.61 0.61 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Poisson Distribution conditions (m = 5, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.29 1.30 1.28 1.29  1.18 1.18 1.19 1.18  0.94 0.94 0.93 0.93  0.68 0.67 0.68 0.68 
0.2 1.28 1.29 1.28 1.28  1.18 1.17 1.16 1.18  0.93 0.92 0.92 0.94  0.67 0.68 0.68 0.66 
0.5 1.23 1.22 1.23 1.22  1.12 1.11 1.12 1.12  0.88 0.89 0.88 0.89  0.66 0.65 0.64 0.65 
0.8 1.12 1.13 1.12 1.11  1.02 1.04 1.02 1.02  0.82 0.83 0.83 0.83  0.61 0.61 0.62 0.62 
                     
0.2 
0 1.29 1.28 1.28 1.28  1.18 1.19 1.17 1.18  0.92 0.93 0.92 0.93  0.68 0.67 0.68 0.66 
0.2 1.28 1.27 1.26 1.27  1.16 1.16 1.16 1.16  0.92 0.91 0.92 0.92  0.66 0.67 0.66 0.68 
0.5 1.21 1.23 1.21 1.21  1.10 1.10 1.10 1.11  0.88 0.89 0.88 0.89  0.64 0.65 0.64 0.65 
0.8 1.10 1.11 1.11 1.11  1.01 1.01 1.01 1.02  0.82 0.81 0.82 0.82  0.62 0.61 0.61 0.61 
                     
0.5 
0 1.22 1.23 1.23 1.22  1.11 1.11 1.11 1.12  0.89 0.89 0.89 0.88  0.65 0.65 0.66 0.65 
0.2 1.22 1.21 1.21 1.22  1.11 1.10 1.10 1.10  0.88 0.88 0.87 0.88  0.64 0.65 0.66 0.64 
0.5 1.16 1.15 1.15 1.14  1.05 1.05 1.06 1.06  0.84 0.85 0.84 0.85  0.64 0.62 0.63 0.63 
0.8 1.06 1.04 1.05 1.06  0.97 0.96 0.96 0.96  0.79 0.80 0.79 0.78  0.60 0.59 0.59 0.60 
                     
0.8 
0 1.11 1.12 1.10 1.11  1.00 1.01 1.02 1.02  0.82 0.82 0.82 0.83  0.62 0.60 0.63 0.62 
0.2 1.10 1.09 1.09 1.11  1.01 1.01 1.00 1.01  0.82 0.83 0.83 0.82  0.61 0.61 0.62 0.62 
0.5 1.04 1.05 1.04 1.05  0.95 0.97 0.96 0.95  0.79 0.79 0.78 0.79  0.59 0.59 0.60 0.60 
0.8 0.97 0.96 0.96 0.97   0.89 0.90 0.88 0.89   0.74 0.74 0.74 0.74   0.57 0.58 0.56 0.56 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Poisson Distribution conditions (m = 5, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.26 1.27 1.26 1.28  1.16 1.16 1.17 1.17  0.92 0.92 0.91 0.92  0.66 0.66 0.66 0.65 
0.2 1.27 1.27 1.27 1.26  1.16 1.15 1.16 1.17  0.91 0.91 0.90 0.90  0.66 0.65 0.65 0.66 
0.5 1.20 1.21 1.20 1.22  1.09 1.09 1.10 1.09  0.86 0.87 0.87 0.87  0.62 0.63 0.64 0.65 
0.8 1.09 1.09 1.09 1.10  1.00 1.00 1.00 1.00  0.80 0.81 0.80 0.81  0.60 0.60 0.60 0.60 
                     
0.2 
0 1.26 1.27 1.27 1.28  1.16 1.16 1.15 1.15  0.91 0.91 0.90 0.91  0.66 0.65 0.65 0.65 
0.2 1.26 1.26 1.25 1.25  1.13 1.14 1.14 1.14  0.90 0.90 0.89 0.90  0.65 0.65 0.65 0.65 
0.5 1.20 1.20 1.20 1.20  1.09 1.09 1.09 1.08  0.85 0.86 0.87 0.86  0.63 0.63 0.63 0.63 
0.8 1.08 1.09 1.08 1.08  0.99 0.99 1.00 1.00  0.80 0.79 0.79 0.80  0.60 0.59 0.60 0.61 
                     
0.5 
0 1.21 1.21 1.22 1.20  1.10 1.10 1.09 1.10  0.86 0.87 0.87 0.87  0.63 0.63 0.63 0.63 
0.2 1.20 1.18 1.19 1.20  1.08 1.09 1.09 1.08  0.86 0.86 0.86 0.86  0.63 0.63 0.63 0.63 
0.5 1.13 1.13 1.12 1.13  1.02 1.03 1.02 1.04  0.83 0.83 0.83 0.82  0.61 0.62 0.61 0.61 
0.8 1.03 1.04 1.03 1.02  0.95 0.94 0.94 0.95  0.77 0.77 0.77 0.77  0.58 0.58 0.58 0.59 
                     
0.8 
0 1.09 1.08 1.09 1.08  0.99 0.99 0.99 1.00  0.80 0.79 0.80 0.80  0.60 0.60 0.60 0.61 
0.2 1.07 1.08 1.08 1.08  0.98 0.99 0.97 0.99  0.79 0.80 0.80 0.80  0.59 0.59 0.59 0.60 
0.5 1.02 1.03 1.02 1.02  0.94 0.94 0.94 0.94  0.77 0.77 0.77 0.77  0.58 0.58 0.58 0.57 
0.8 0.93 0.94 0.94 0.94   0.87 0.87 0.87 0.86   0.72 0.72 0.72 0.72   0.55 0.54 0.56 0.55 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Poisson Distribution conditions (m = 5, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.27 1.26 1.26 1.27  1.15 1.16 1.16 1.15  0.90 0.90 0.90 0.90  0.65 0.65 0.64 0.65 
0.2 1.26 1.25 1.25 1.25  1.14 1.14 1.15 1.15  0.90 0.90 0.89 0.89  0.64 0.65 0.65 0.64 
0.5 1.19 1.20 1.20 1.20  1.08 1.08 1.09 1.08  0.86 0.85 0.86 0.86  0.62 0.63 0.63 0.63 
0.8 1.09 1.09 1.08 1.07  0.99 0.98 0.99 0.99  0.80 0.80 0.79 0.79  0.59 0.59 0.60 0.60 
                     
0.2 
0 1.26 1.26 1.26 1.25  1.14 1.15 1.15 1.14  0.90 0.89 0.90 0.90  0.64 0.65 0.64 0.64 
0.2 1.25 1.25 1.25 1.24  1.14 1.13 1.13 1.14  0.89 0.90 0.89 0.88  0.64 0.64 0.64 0.64 
0.5 1.19 1.19 1.19 1.18  1.08 1.07 1.07 1.08  0.86 0.85 0.85 0.85  0.63 0.62 0.62 0.62 
0.8 1.08 1.08 1.07 1.08  0.99 0.98 0.98 0.98  0.79 0.79 0.79 0.79  0.59 0.59 0.59 0.58 
                     
0.5 
0 1.20 1.19 1.19 1.20  1.09 1.09 1.08 1.07  0.86 0.86 0.85 0.86  0.62 0.62 0.63 0.62 
0.2 1.18 1.18 1.18 1.19  1.07 1.08 1.08 1.08  0.85 0.85 0.85 0.85  0.62 0.62 0.62 0.62 
0.5 1.12 1.12 1.11 1.13  1.02 1.02 1.02 1.02  0.81 0.81 0.81 0.82  0.60 0.60 0.60 0.60 
0.8 1.02 1.02 1.01 1.02  0.94 0.93 0.93 0.94  0.76 0.76 0.76 0.76  0.57 0.57 0.58 0.58 
                     
0.8 
0 1.08 1.08 1.08 1.07  0.98 0.98 0.99 0.99  0.80 0.79 0.80 0.79  0.59 0.59 0.59 0.59 
0.2 1.06 1.07 1.07 1.07  0.97 0.97 0.97 0.98  0.79 0.79 0.79 0.79  0.58 0.59 0.59 0.58 
0.5 1.02 1.01 1.02 1.02  0.93 0.93 0.93 0.93  0.76 0.76 0.76 0.76  0.57 0.57 0.57 0.58 
0.8 0.94 0.93 0.93 0.93   0.86 0.86 0.86 0.86   0.71 0.71 0.71 0.71   0.54 0.54 0.54 0.54 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Poisson Distribution conditions (m = 10, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.15 1.14 1.13 1.14  1.05 1.05 1.05 1.06  0.84 0.83 0.84 0.83  0.61 0.62 0.62 0.62 
0.2 1.14 1.14 1.14 1.14  1.03 1.05 1.06 1.05  0.85 0.83 0.83 0.84  0.62 0.61 0.61 0.61 
0.5 1.13 1.12 1.12 1.12  1.02 1.02 1.02 1.03  0.81 0.82 0.81 0.83  0.61 0.61 0.61 0.60 
0.8 1.07 1.07 1.07 1.07  0.98 0.98 0.97 0.98  0.78 0.79 0.79 0.80  0.60 0.59 0.60 0.59 
                     
0.2 
0 1.14 1.14 1.14 1.14  1.04 1.04 1.05 1.05  0.84 0.82 0.83 0.84  0.62 0.61 0.62 0.62 
0.2 1.14 1.13 1.14 1.14  1.06 1.05 1.04 1.04  0.84 0.84 0.83 0.83  0.61 0.60 0.62 0.62 
0.5 1.11 1.11 1.11 1.11  1.01 1.02 1.02 1.02  0.81 0.82 0.81 0.81  0.60 0.60 0.60 0.61 
0.8 1.06 1.06 1.07 1.06  0.98 0.97 0.98 0.97  0.78 0.79 0.77 0.78  0.60 0.59 0.59 0.59 
                     
0.5 
0 1.10 1.11 1.12 1.11  1.02 1.01 1.02 1.02  0.82 0.82 0.81 0.82  0.61 0.60 0.61 0.60 
0.2 1.11 1.10 1.11 1.10  1.01 1.02 1.02 1.02  0.81 0.81 0.81 0.81  0.61 0.61 0.60 0.60 
0.5 1.09 1.08 1.07 1.08  0.99 0.99 0.99 0.99  0.79 0.80 0.79 0.80  0.59 0.60 0.59 0.59 
0.8 1.04 1.03 1.03 1.05  0.94 0.95 0.95 0.95  0.77 0.77 0.77 0.76  0.58 0.58 0.58 0.57 
                     
0.8 
0 1.06 1.06 1.06 1.06  0.97 0.97 0.98 0.97  0.79 0.78 0.79 0.79  0.58 0.59 0.59 0.58 
0.2 1.06 1.06 1.05 1.06  0.97 0.96 0.96 0.96  0.78 0.78 0.78 0.78  0.58 0.59 0.59 0.59 
0.5 1.04 1.02 1.04 1.04  0.95 0.95 0.95 0.95  0.77 0.76 0.77 0.76  0.58 0.57 0.58 0.57 
0.8 0.98 0.98 0.98 0.98   0.90 0.91 0.91 0.90   0.74 0.75 0.74 0.74   0.56 0.57 0.57 0.56 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Poisson Distribution conditions (m = 10, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.12 1.12 1.12 1.12  1.03 1.02 1.03 1.03  0.80 0.80 0.81 0.81  0.59 0.58 0.58 0.58 
0.2 1.12 1.12 1.12 1.12  1.02 1.02 1.02 1.03  0.80 0.81 0.80 0.80  0.58 0.59 0.59 0.59 
0.5 1.10 1.09 1.10 1.10  1.00 1.00 0.99 0.99  0.79 0.79 0.79 0.79  0.57 0.58 0.58 0.58 
0.8 1.04 1.04 1.04 1.03  0.95 0.94 0.94 0.95  0.76 0.75 0.76 0.76  0.56 0.56 0.56 0.56 
                     
0.2 
0 1.12 1.12 1.11 1.12  1.02 1.02 1.02 1.02  0.80 0.80 0.80 0.81  0.58 0.58 0.59 0.58 
0.2 1.12 1.12 1.12 1.11  1.02 1.01 1.01 1.02  0.80 0.80 0.80 0.80  0.58 0.58 0.58 0.58 
0.5 1.08 1.09 1.08 1.09  0.99 0.99 1.00 0.98  0.78 0.78 0.78 0.79  0.57 0.57 0.57 0.57 
0.8 1.04 1.03 1.03 1.05  0.94 0.94 0.94 0.94  0.75 0.75 0.76 0.75  0.56 0.56 0.56 0.56 
                     
0.5 
0 1.10 1.09 1.10 1.09  0.99 0.99 0.99 0.99  0.79 0.79 0.79 0.79  0.57 0.57 0.58 0.58 
0.2 1.09 1.09 1.09 1.09  0.99 0.99 0.98 0.99  0.78 0.79 0.78 0.78  0.57 0.57 0.57 0.57 
0.5 1.06 1.06 1.05 1.06  0.96 0.96 0.96 0.96  0.76 0.76 0.77 0.77  0.57 0.56 0.55 0.56 
0.8 1.00 1.00 1.01 1.00  0.91 0.92 0.92 0.92  0.74 0.73 0.74 0.74  0.54 0.55 0.55 0.55 
                     
0.8 
0 1.04 1.02 1.03 1.04  0.94 0.94 0.94 0.94  0.76 0.76 0.76 0.75  0.56 0.55 0.55 0.56 
0.2 1.03 1.03 1.03 1.03  0.94 0.93 0.94 0.94  0.75 0.75 0.75 0.76  0.55 0.56 0.55 0.55 
0.5 1.00 1.00 1.00 0.99  0.91 0.91 0.91 0.92  0.74 0.74 0.73 0.74  0.54 0.54 0.55 0.54 
0.8 0.95 0.96 0.95 0.96   0.87 0.87 0.88 0.87   0.71 0.71 0.72 0.71   0.53 0.53 0.54 0.53 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Poisson Distribution conditions (m = 10, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.12 1.12 1.11 1.12  1.01 1.02 1.02 1.02  0.79 0.80 0.80 0.80  0.58 0.58 0.58 0.58 
0.2 1.12 1.12 1.12 1.12  1.01 1.01 1.01 1.01  0.80 0.80 0.79 0.79  0.57 0.57 0.57 0.58 
0.5 1.08 1.09 1.09 1.09  0.98 0.98 0.98 0.98  0.78 0.78 0.77 0.78  0.57 0.57 0.56 0.56 
0.8 1.04 1.03 1.03 1.03  0.94 0.93 0.94 0.94  0.75 0.75 0.75 0.74  0.54 0.55 0.55 0.55 
                     
0.2 
0 1.11 1.12 1.11 1.11  1.01 1.01 1.01 1.01  0.79 0.79 0.79 0.79  0.57 0.57 0.58 0.58 
0.2 1.11 1.10 1.11 1.11  1.00 1.01 1.00 1.01  0.79 0.79 0.79 0.79  0.57 0.57 0.57 0.57 
0.5 1.09 1.08 1.08 1.08  0.97 0.98 0.98 0.98  0.78 0.77 0.77 0.78  0.57 0.56 0.56 0.56 
0.8 1.02 1.02 1.02 1.03  0.93 0.93 0.93 0.93  0.74 0.74 0.74 0.74  0.54 0.54 0.55 0.54 
                     
0.5 
0 1.08 1.09 1.09 1.09  0.98 0.97 0.98 0.98  0.77 0.78 0.78 0.77  0.57 0.56 0.56 0.56 
0.2 1.08 1.08 1.07 1.08  0.98 0.97 0.98 0.98  0.77 0.77 0.77 0.78  0.56 0.56 0.56 0.56 
0.5 1.04 1.05 1.05 1.06  0.95 0.95 0.95 0.95  0.75 0.76 0.76 0.75  0.55 0.55 0.56 0.55 
0.8 0.99 1.00 0.99 0.99  0.91 0.90 0.91 0.91  0.73 0.73 0.72 0.73  0.54 0.54 0.54 0.54 
                     
0.8 
0 1.02 1.03 1.03 1.03  0.93 0.94 0.94 0.93  0.75 0.74 0.75 0.74  0.54 0.55 0.55 0.55 
0.2 1.02 1.02 1.02 1.02  0.93 0.93 0.92 0.93  0.74 0.74 0.74 0.74  0.54 0.55 0.54 0.55 
0.5 1.00 0.99 0.99 0.99  0.90 0.91 0.90 0.90  0.72 0.73 0.73 0.73  0.53 0.54 0.54 0.54 
0.8 0.94 0.94 0.95 0.94   0.86 0.86 0.86 0.87   0.70 0.70 0.70 0.70   0.52 0.52 0.52 0.52 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Poisson Distribution conditions (m = 10, k = 100) 
                     ICC Values                 
   0  
0.1 
 
0.3 
 
0.5 
 L1 Interaction         
L2 Effect 
         Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                      
 
0 
0 1.12 1.11 1.12 1.12  1.01 1.02 1.01 1.02  0.79 0.79 0.80 0.79  0.57 0.57 0.57 0.57 
 0.2 1.12 1.12 1.11 1.11  1.01 1.01 1.00 1.01  0.79 0.79 0.79 0.79  0.57 0.57 0.57 0.57 
 0.5 1.08 1.08 1.08 1.08  0.98 0.98 0.98 0.98  0.77 0.77 0.77 0.77  0.56 0.56 0.56 0.56 
 0.8 1.03 1.03 1.02 1.03  0.93 0.93 0.94 0.93  0.74 0.74 0.74 0.74  0.54 0.55 0.55 0.54 
                      
 
0.2 
0 1.11 1.11 1.11 1.12  1.01 1.01 1.01 1.01  0.79 0.79 0.79 0.79  0.57 0.57 0.57 0.57 
 0.2 1.11 1.10 1.11 1.11  1.00 1.00 1.00 1.00  0.78 0.78 0.78 0.79  0.57 0.57 0.57 0.57 
 0.5 1.07 1.07 1.08 1.08  0.98 0.97 0.97 0.98  0.77 0.77 0.77 0.77  0.56 0.55 0.56 0.55 
 0.8 1.01 1.02 1.01 1.02  0.93 0.93 0.93 0.92  0.74 0.74 0.73 0.74  0.54 0.54 0.54 0.55 
                        
0.5 
0 1.09 1.08 1.09 1.09  0.98 0.98 0.98 0.98  0.77 0.77 0.77 0.78  0.56 0.56 0.56 0.56 
 0.2 1.07 1.08 1.07 1.08  0.97 0.97 0.98 0.97  0.77 0.77 0.77 0.77  0.55 0.56 0.56 0.55 
 0.5 1.04 1.04 1.04 1.05  0.95 0.95 0.95 0.95  0.75 0.75 0.76 0.75  0.55 0.55 0.54 0.55 
 0.8 0.98 0.98 0.99 0.98  0.90 0.90 0.90 0.90  0.72 0.72 0.72 0.72  0.53 0.53 0.53 0.53 
                      
 
0.8 
0 1.02 1.02 1.02 1.02  0.93 0.93 0.93 0.92  0.74 0.74 0.74 0.74  0.54 0.54 0.54 0.55 
 0.2 1.01 1.01 1.02 1.02  0.92 0.92 0.92 0.93  0.74 0.73 0.74 0.74  0.54 0.54 0.54 0.54 
 0.5 0.99 0.98 0.98 0.99  0.90 0.90 0.90 0.90  0.73 0.73 0.72 0.72  0.53 0.53 0.53 0.53 
 
0.8 0.94 0.93 0.94 0.94   0.86 0.86 0.86 0.86   0.69 0.69 0.69 0.69   0.52 0.52 0.52 0.52 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Poisson Distribution conditions (m = 20, k = 25) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.07 1.07  0.97 0.97 0.98 0.97  0.77 0.78 0.78 0.78  0.57 0.57 0.57 0.57 
0.2 1.07 1.07 1.06 1.06  0.97 0.97 0.98 0.97  0.77 0.78 0.77 0.78  0.57 0.57 0.57 0.57 
0.5 1.05 1.06 1.04 1.05  0.96 0.96 0.96 0.96  0.77 0.76 0.77 0.77  0.57 0.56 0.56 0.56 
0.8 1.03 1.03 1.03 1.03  0.94 0.94 0.93 0.93  0.75 0.75 0.76 0.75  0.56 0.56 0.56 0.56 
                     
0.2 
0 1.07 1.07 1.07 1.06  0.98 0.97 0.97 0.97  0.78 0.77 0.78 0.77  0.57 0.57 0.57 0.57 
0.2 1.06 1.06 1.06 1.07  0.97 0.96 0.97 0.97  0.77 0.77 0.77 0.77  0.57 0.57 0.57 0.57 
0.5 1.05 1.05 1.05 1.05  0.96 0.96 0.96 0.96  0.76 0.77 0.76 0.76  0.57 0.56 0.56 0.56 
0.8 1.01 1.03 1.02 1.02  0.93 0.93 0.93 0.94  0.75 0.75 0.74 0.75  0.56 0.56 0.55 0.55 
                     
0.5 
0 1.05 1.05 1.05 1.05  0.96 0.96 0.97 0.96  0.76 0.77 0.76 0.76  0.56 0.56 0.57 0.56 
0.2 1.05 1.05 1.05 1.05  0.96 0.96 0.95 0.96  0.77 0.76 0.77 0.76  0.57 0.57 0.56 0.56 
0.5 1.03 1.03 1.04 1.04  0.94 0.95 0.95 0.95  0.76 0.76 0.76 0.76  0.56 0.56 0.57 0.56 
0.8 1.02 1.02 1.01 1.01  0.93 0.92 0.93 0.92  0.75 0.75 0.75 0.74  0.55 0.55 0.55 0.55 
                     
0.8 
0 1.02 1.02 1.02 1.02  0.94 0.93 0.94 0.93  0.75 0.75 0.75 0.76  0.56 0.56 0.56 0.55 
0.2 1.02 1.03 1.02 1.01  0.93 0.93 0.94 0.94  0.75 0.75 0.75 0.75  0.56 0.55 0.55 0.55 
0.5 1.01 1.01 1.01 1.01  0.92 0.93 0.92 0.93  0.75 0.75 0.74 0.74  0.54 0.55 0.55 0.55 
0.8 0.99 0.98 0.98 0.98   0.90 0.90 0.90 0.90   0.73 0.73 0.73 0.73   0.55 0.55 0.55 0.55 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Poisson Distribution conditions (m = 20, k = 50) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.06 1.06 1.06 1.05  0.96 0.96 0.96 0.96  0.75 0.76 0.76 0.75  0.55 0.55 0.55 0.54 
0.2 1.05 1.05 1.06 1.05  0.96 0.96 0.96 0.95  0.75 0.75 0.76 0.76  0.55 0.55 0.54 0.54 
0.5 1.04 1.04 1.04 1.04  0.95 0.95 0.94 0.95  0.74 0.75 0.75 0.75  0.54 0.54 0.55 0.55 
0.8 1.01 1.02 1.01 1.02  0.92 0.92 0.92 0.92  0.73 0.73 0.73 0.73  0.53 0.54 0.53 0.54 
                     
0.2 
0 1.06 1.06 1.05 1.05  0.96 0.96 0.96 0.96  0.75 0.75 0.76 0.76  0.55 0.55 0.54 0.55 
0.2 1.05 1.05 1.06 1.06  0.96 0.95 0.96 0.95  0.75 0.75 0.75 0.75  0.54 0.55 0.55 0.54 
0.5 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.74 0.74 0.74 0.74  0.54 0.54 0.54 0.54 
0.8 1.01 1.02 1.01 1.01  0.92 0.92 0.92 0.92  0.73 0.73 0.73 0.73  0.53 0.53 0.53 0.53 
                     
0.5 
0 1.04 1.04 1.04 1.04  0.95 0.94 0.94 0.95  0.74 0.75 0.74 0.74  0.54 0.54 0.55 0.55 
0.2 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.74 0.75 0.74 0.75  0.54 0.54 0.54 0.54 
0.5 1.02 1.02 1.02 1.03  0.93 0.93 0.93 0.93  0.74 0.73 0.74 0.73  0.54 0.53 0.53 0.54 
0.8 1.00 1.00 1.00 1.00  0.91 0.91 0.90 0.91  0.72 0.73 0.72 0.72  0.53 0.53 0.53 0.53 
                     
0.8 
0 1.01 1.01 1.01 1.01  0.92 0.92 0.92 0.92  0.73 0.73 0.73 0.73  0.53 0.53 0.54 0.53 
0.2 1.01 1.01 1.01 1.01  0.91 0.92 0.92 0.92  0.74 0.73 0.73 0.73  0.54 0.53 0.53 0.53 
0.5 1.00 0.99 1.00 0.99  0.90 0.90 0.90 0.90  0.72 0.72 0.72 0.72  0.53 0.53 0.53 0.53 
0.8 0.97 0.97 0.97 0.97   0.88 0.88 0.89 0.88   0.71 0.71 0.71 0.70   0.52 0.52 0.52 0.52 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Poisson Distribution conditions (m = 20, k = 75) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.06 1.06 1.06  0.96 0.96 0.96 0.96  0.75 0.75 0.75 0.75  0.54 0.54 0.54 0.54 
0.2 1.06 1.05 1.05 1.06  0.95 0.95 0.96 0.96  0.75 0.75 0.75 0.75  0.54 0.54 0.54 0.54 
0.5 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.74 0.74 0.74 0.74  0.53 0.54 0.54 0.53 
0.8 1.01 1.01 1.01 1.02  0.92 0.92 0.91 0.92  0.73 0.73 0.72 0.72  0.53 0.53 0.53 0.53 
                     
0.2 
0 1.05 1.06 1.05 1.05  0.96 0.95 0.96 0.95  0.75 0.75 0.75 0.75  0.54 0.54 0.54 0.54 
0.2 1.05 1.05 1.05 1.05  0.95 0.95 0.95 0.95  0.75 0.75 0.75 0.74  0.54 0.54 0.54 0.54 
0.5 1.04 1.04 1.04 1.03  0.93 0.94 0.94 0.94  0.74 0.74 0.74 0.74  0.54 0.53 0.53 0.54 
0.8 1.01 1.01 1.01 1.01  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.53 0.53 0.53 0.53 
                     
0.5 
0 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.74 0.74 0.74 0.74  0.53 0.53 0.53 0.54 
0.2 1.03 1.04 1.03 1.03  0.93 0.94 0.94 0.94  0.74 0.73 0.74 0.74  0.53 0.53 0.54 0.53 
0.5 1.02 1.02 1.02 1.02  0.93 0.92 0.92 0.93  0.73 0.73 0.73 0.73  0.53 0.53 0.53 0.53 
0.8 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.72 0.71 0.71 0.71  0.52 0.52 0.52 0.52 
                     
0.8 
0 1.01 1.01 1.01 1.01  0.92 0.92 0.91 0.92  0.73 0.72 0.72 0.72  0.53 0.53 0.52 0.53 
0.2 1.01 1.01 1.01 1.01  0.91 0.91 0.91 0.92  0.72 0.72 0.72 0.72  0.53 0.53 0.52 0.53 
0.5 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.72 0.71 0.71 0.71  0.52 0.52 0.52 0.52 
0.8 0.96 0.97 0.96 0.96   0.88 0.88 0.87 0.88   0.70 0.70 0.70 0.70   0.51 0.51 0.52 0.52 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 6 cont. 
 
Average Design Effect values for the cross-level interaction: Poisson Distribution conditions (m = 10, k = 100) 
                    ICC Values                 
  0  
0.1 
 
0.3 
 
0.5 
L1 Interaction 
        
L2 Effect 
        Effect Effect 0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8   0 0.2 0.5 0.8 
                     
0 
0 1.05 1.06 1.05 1.05  0.96 0.96 0.95 0.96  0.74 0.75 0.75 0.74  0.54 0.54 0.54 0.54 
0.2 1.05 1.05 1.05 1.05  0.95 0.95 0.95 0.95  0.74 0.75 0.75 0.75  0.54 0.54 0.53 0.54 
0.5 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.74 0.74 0.74 0.74  0.53 0.53 0.53 0.53 
0.8 1.01 1.01 1.01 1.01  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.52 0.52 0.52 0.52 
                     
0.2 
0 1.05 1.05 1.05 1.05  0.95 0.95 0.95 0.95  0.74 0.75 0.75 0.75  0.54 0.54 0.53 0.54 
0.2 1.05 1.05 1.05 1.05  0.95 0.95 0.95 0.95  0.75 0.74 0.74 0.74  0.53 0.53 0.53 0.54 
0.5 1.04 1.04 1.04 1.03  0.94 0.93 0.94 0.94  0.73 0.73 0.74 0.73  0.53 0.53 0.53 0.53 
0.8 1.01 1.00 1.01 1.01  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.52 0.52 0.52 0.52 
                     
0.5 
0 1.04 1.04 1.04 1.04  0.94 0.94 0.94 0.94  0.73 0.74 0.74 0.74  0.53 0.53 0.53 0.53 
0.2 1.04 1.04 1.04 1.03  0.94 0.93 0.94 0.93  0.73 0.73 0.73 0.74  0.53 0.53 0.53 0.53 
0.5 1.02 1.02 1.02 1.02  0.92 0.92 0.92 0.92  0.73 0.73 0.73 0.73  0.53 0.53 0.53 0.53 
0.8 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.89  0.71 0.71 0.71 0.71  0.52 0.52 0.52 0.52 
                     
0.8 
0 1.01 1.01 1.01 1.01  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.52 0.53 0.52 0.52 
0.2 1.00 1.00 1.00 1.00  0.91 0.91 0.91 0.91  0.72 0.72 0.72 0.72  0.52 0.52 0.53 0.52 
0.5 0.99 0.99 0.99 0.99  0.90 0.90 0.90 0.90  0.71 0.71 0.71 0.71  0.52 0.52 0.52 0.52 
0.8 0.96 0.96 0.96 0.97   0.88 0.88 0.88 0.88   0.70 0.69 0.70 0.70   0.51 0.51 0.51 0.51 
Note: ICC = Intraclass Correlation Coefficient. 
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Table 7. 
Selected Articles from The Journal of Applied Psychology, Academy of Management 
Journal, and Personnel Psychology (2012- Spring 2015) Featuring Multilevel Models. 
Article PY Clusters N 
Min. 
Cluster 
Size 
Max. 
Cluster 
Size 
Avg. 
m SDm ICC* 
  
2014 45 516 2 3  -  - -  Aime et al. 
  2012 37 258 - - - - 0.24 Aryee et al. 
  2014 238 1059 2 22 8.24  - 0.11 Chang et al. 
  2015 31 238 4 10 7.9  - .18, .28 Chen et al. 
  2013 95 428 3 14 4.51 -  .57, .09,.12 Chen et al. 
  2012 26 305 - 14 - - .30,.28 Chen et al. 
  2014 145 930 3 20 7.99 3.47 0.15 Chun & Choi 
  2012 24 15200 - - - - 0.36 Debus et al. 
  2014 73 334 3 13 4.6 2.2 0.28 deJong et al. 
  
2013 230 805 - - - - .04-.36 
Dierdorff 
& 
Morgeson 
  
2012 64 338 4 6 5.23  - 
Dierdorff 
& 
Ellington 
  
* Studies with multiple dependent variables feature several ICC values. Dierdorff & 
Morgeson (2013) modeled 18 dependent variables; a range of their observed ICCs is 
reported here. PY = Publication Year. 
Table 7 cont. 
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Selected Articles from The Journal of Applied Psychology, Academy of Management 
Journal, and Personnel Psychology (2012- Spring 2015) Featuring Multilevel Models. 
Article PY Clusters N 
Min. 
Cluster 
Size 
Max. 
Cluster 
Size 
Avg. 
m SDm ICC* 
 2015 118 380 - - - - 0.03 Dong et al. 
 
Eddy et al. 2013 35 174 4 6 5 - .36, .30, .29, .34 
         
 
2014 50 280 4 7 5.6 - 
.15, .26, .17, .17, 
Farh & 
Chen 0.08 
  
 2014 337 6264 - - 18.59 - 0.12 Fisher 
 
 
2013 100 485 - - - - 
.24, .26, .19, .15, 
Gong et al. .23, .18, .23, .16 
  
 
2014 102 1061 - - 10.6 8.4 0.13 Gonzalez-Mule et al. 
 
 
2013 11 151 - - 14 - - Grandey et al. 
 
 
2014 69 316 4 5 - - 0.15 Guillaume et al. 
 
 
2013 114 228 2 2 2 - 0.23 Hahn & Dormann 
 
 
2014 25 160 1 17 - - 0.28 Harman et 
al. 
* Studies with multiple dependent variables feature several ICC values. PY = Publication 
Year. 
  
   
201 
 
Table 7 cont. 
Selected Articles from The Journal of Applied Psychology, Academy of Management 
Journal, and Personnel Psychology (2012- Spring 2015) Featuring Multilevel Models. 
Article PY Clusters N 
Min. 
Cluster 
Size 
Max. 
Cluster 
Size 
Avg. 
m SDm ICC* 
 2015 11 223 14 68 25 - 0.18 Hirst et al. 
 
 
2013 35 275 4 14 7.86 - 0.13 Hu & Liden 
 
 
2014 40 200 4 15 5 1.5 0.06 
Huang et 
al. (Study 
1) 
 
         Huang et 
al. (Study 
2) 
2014 25 82 3 8 4.42 1.56 0.11 
         
 
2015 55 619 - - - - - Joshi & Knight 
 
         
         Liu et al. 2012 175 5270 - - 31 5.8 - 
         
 
2012 212 1484 - - - - .24, .33 Netemeyer et al. 
 
 2015 33 1238 - - 37.52 78.17 0.22 Probst 
 
 
2012 74 900 - - - - - Raub & Liao 
 
 
2014 741 2111 - - 3 - .53, .49, .37, .36 Reiche et al. 
  
* Studies with multiple dependent variables feature several ICC values. PY = Publication 
Year. 
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Table 7 cont. 
 
Selected Articles from The Journal of Applied Psychology, Academy of Management 
Journal, and Personnel Psychology (2012- Spring 2015) Featuring Multilevel Models. 
Article PY Clusters N 
Min. 
Cluster 
Size 
Max. 
Cluster 
Size 
Avg. 
m SDm ICC* 
 
2012 78 172 - - - - - Schaubroeck et al. 
 
 
2012 217 906 2 10 4.2 - 0.18 Seo et al. 
 
 
2012 45 587 - - 14 - .40, .24 Stewart et al. 
 
 
2012 74 361 4 7 4.88 1.24 0.35 Zhang et al. 
 
 
2014 88 339 - - - - .35, .20 Zhang et al. 
 
 
2012 104 577 3 14 5 - 0.3 Zhou et al. 
  
* Studies with multiple dependent variables feature several ICC values. PY = Publication 
Year. 
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Figure 1. Model of Organizational Social Context proposed by Glisson (2002). 
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Figure 2. Distribution of matched parent/child respondents in the NAFASI dataset. 
Note: CHILDID_nu = number of children per cluster. 
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APPENDIX 1: SAS SIMULATION CODE 
/*********************************************/                                                                                                                         
/* Stout Mixed Model                                                                                                                                                    
/*********************************************/                                                                                                                         
                                                                                                                                                                        
options symbolgen;                                                                                                                                                      
                                                                                                                                                                        
%macro mixedmod(condition, reps, clustdist, subs, nclust, ICC, L1effect, L2effect, L12effect);                                                                          
                                                                                                                                                                        
proc printto log = "C:\SAS_MC\Logs_1\condition_&condition..log";                                                                                                        
run;                                                                                                                                                                    
                                                                                                                                                                        
/* Uniform Distribution */                                                                                                                                              
                                                                                                                                                                        
                                                                                                                                                                        
%do i = 1 %to &reps;                                                                                                                                                    
%if &clustdist = 1 %then %do;                                                                                                                                           
                                                                                                                                                                        
data one;                                                                                                                                                               
seed = -1;                                                                                                                                                              
                                                                                                                                                                        
i = &i;                                                                                                                                                                 
nclust = &nclust;                                                                                                                                                       
subs = &subs;                                                                                                                                                           
ICC = &ICC;                                                                                                                                                             
L1effect = &L1effect;                                                                                                                                                   
L2effect = &L2effect;                                                                                                                                                   
L12effect = &L12effect;                                                                                                                                                 
intercept = 50;                                                                                                                                                         
reps = &reps;                                                                                                                                                           
clustdist = &clustdist;                                                                                                                                                 
                                                                                                                                                                        
do clust = 1 to &nclust;                                                                                                                                                
                indvarnum = (25*ICC);                                                                                                                                   
                indvarden = (1-ICC);                                                                                                                                    
                intvar =  sqrt(indvarnum/indvarden)*rannor(-1);                                                                                                         
                SD = sqrt(16 + 25);                                                                                                                                     
                b01 = L2effect*SD;                                                                                                                                      
                x2 = rannor(123);                                                                                                                                       
                do indiv = 1 to &subs;                                                                                                                                  
                        err = sqrt(25)*rannor(-1);                                                                                                                      
                        b10 = L1effect*SD;                                                                                                                              
                        b11 = L12effect*SD;                                                                                                                             
                        x1 = rannor(-1);                                                                                                                                
                        x3 = x1*x2;                                                                                                                                     
                        y = intercept + b10*(x1) + b01*(x2) + b11*(x3) + intvar + err;                                                                                  
                        output;                                                                                                                                         
keep reps y i x1 x2 x3 clustdist clust subs nclust indiv ICC L1effect L2effect L12effect b10 b01 
b11 err indvarnum indvarden intvar SD;                                 
                end;                                                                                                                                                    
end;                                                                                                                                                                    
run;                                                                                                                                                                    
                                                                                                                                                                        
%end;                                                                                                                                                                   
                                                                                                                                                                        
                                                                                                                                                                        
/* Binomial distribution */                                                                                                                                             
                                                                                                                                                                        
%if &clustdist = 2 %then %do;                                                                                                                                           
                                                                                                                                                                        
data one;                                                                                                                                                               
seed = -1;                                                                                                                                                              
                                                                                                                                                                        
i = &i;                                                                                                                                                                 
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nclust = &nclust;                                                                                                                                                       
subs = &subs;                                                                                                                                                           
ICC = &ICC;                                                                                                                                                             
L1effect = &L1effect;                                                                                                                                                   
L2effect = &L2effect;                                                                                                                                                   
L12effect = &L12effect;                                                                                                                                                 
intercept = 50;                                                                                                                                                         
reps = &reps;                                                                                                                                                           
clustdist = &clustdist;                                                                                                                                                 
                                                                                                                                                                        
do clust = 1 to &nclust;                                                                                                                                                
                indvarnum = (25*ICC);                                                                                                                                   
                indvarden = (1-ICC);                                                                                                                                    
                intvar =  sqrt(indvarnum/indvarden)*rannor(-1);                                                                                                         
                SD = sqrt(16 + 25);                                                                                                                                     
                b01 = L2effect*SD;                                                                                                                                      
                x2 = rannor(123);                                                                                                                                       
                do indiv = 1 to ranbin (-1, 1000000, %sysevalf(&subs/1000000));                                                                                         
                        err = sqrt(25)*rannor(-1);                                                                                                                      
                        b10 = L1effect*SD;                                                                                                                              
                        b11 = L12effect*SD;                                                                                                                             
                        x1 = rannor(-1);                                                                                                                                
                        x3 = x1*x2;                                                                                                                                     
                        y = intercept + b10*(x1) + b01*(x2) + b11*(x3) + intvar + err;                                                                                  
                        output;                                                                                                                                         
keep reps y i x1 x2 x3 clustdist clust subs nclust indiv ICC L1effect L2effect L12effect b10 b01 
b11 err indvarnum indvarden intvar SD;                                 
                end;                                                                                                                                                    
end;                                                                                                                                                                    
run;                                                                                                                                                                    
                                                                                                                                                                        
%end;                                                                                                                                                                   
                                                                                                                                                                        
data out_data;                                                                                                                                                          
set one;                                                                                                                                                                
file "C:\SAS_MC\Data_1\Condition_&condition..txt" mod;                                                                                                                  
put reps y i x1 x2 x3 clustdist clust subs nclust indiv ICC L1effect L2effect L12effect b10 b01 
b11 err indvarnum indvarden intvar SD;                                  
run;                                                                                                                                                                    
                                                                                                                                                                        
%end;                                                                                                                                                                   
%mend mixedmod;                                                                                                                                                         
                                                                                                                                                                        
%mixedmod(condition=, reps=, clustdist=, subs=, nclust=, ICC=, L1effect=, L2effect=, L12effect=)  
                                                                                                                                                                        
/*************************************************************************************************
***********************************/                                  
%macro mixedanalyze(start, stop, type);                                                                                                                                 
                                                                                                                                                                        
proc printto log="C:\SAS_MC\Logs_1\Acondition_&start._to_&stop..log";                                                                                                   
run;                                                                                                                                                                    
                                                                                                                                                                        
%do i=&start %to &stop;                                                                                                                                                 
/* Pull in marked data files and make a working file from them, renaming them with their 
respective condition no. */                                                    
data Cond_&i;                                                                                                                                                           
infile "C:\SAS_MC\Data_1\Condition_&i..txt";                                                                                                                            
input reps y repno x1 x2 x3 clustdist clust subs nclust indiv ICC L1effect L2effect L12effect b10 
b01 b11 err indvarnum indvarden intvar                                
 SD;                                                                                                                                                                    
run;                                                                                                                                                                    
                                                                                                                                                                        
%end;                                                                                                                                                                   
data analyze;                                                                                                                                                           
set Cond_&start - Cond_&stop;                                                                                                                                           
                                                                                                                                                                        
/*sort 'analyze' by each replication and each cluster */                                                                                                                
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proc sort data= analyze;                                                                                                                                                
by clustdist subs nclust ICC L1effect L2effect L12effect repno clust indiv;                                                                                             
run;                                                                                                                                                                    
                                                                                                                                                                        
*Get the mean x1 for each clust;                                                                                                                                        
*output these to a new SAS data set called clust_means;                                                                                                                 
proc means data=analyze noprint;                                                                                                                                        
by clustdist subs nclust ICC L1effect L2effect L12effect repno clust;                                                                                                   
var x1;                                                                                                                                                                 
output out=clust_means mean(x1)=clustmean;                                                                                                                              
run;                                                                                                                                                                    
                                                                                                                                                                        
                                                                                                                                                                        
*Open the clust_means data set and keep only the relevant variables;                                                                                                    
data clust_means (keep=clustdist subs nclust ICC L1effect L2effect L12effect repno clust 
clustmean);                                                                    
set clust_means;                                                                                                                                                        
run;                                                                                                                                                                    
                                                                                                                                                                        
proc means data=analyze noprint;                                                                                                                                        
var x2;                                                                                                                                                                 
*adding BY statement to perform calculation for each repetition;                                                                                                        
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
output out=grand_mean mean(x2)=grandmean;                                                                                                                               
run;                                                                                                                                                                    
                                                                                                                                                                        
data grand_mean (keep = clustdist subs nclust ICC L1effect L2effect L12effect repno grandmean 
mergevar);                                                                
set grand_mean;                                                                                                                                                         
mergevar=1;                                                                                                                                                             
run;                                                                                                                                                                    
                                                                                                                                                                        
*to add grand_mean to everyone;                                                                                                                                         
data analyze;                                                                                                                                                           
set analyze;                                                                                                                                                            
mergevar=1;                                                                                                                                                             
run;                                                                                                                                                                    
                                                                                                                                                                        
data analyze2 (drop=mergevar);                                                                                                                                          
merge analyze grand_mean;                                                                                                                                               
by clustdist subs nclust ICC L1effect L2effect L12effect repno mergevar;                                                                                                
run;                                                                                                                                                                    
                                                                                                                                                                        
*Merge the clust_means data set with analyze2 and create centered vars;                                                                                                 
                                                                                                                                                                        
data analyze3;                                                                                                                                                          
merge analyze2  clust_means;                                                                                                                                            
by clustdist subs nclust ICC L1effect L2effect L12effect repno clust;                                                                                                   
x1_CWC=x1-clustmean;                                                                                                                                                    
x2_GMC=x2-grandmean;                                                                                                                                                    
x3_Cen=x1_CWC*x2_GMC;                                                                                                                                                   
run;                                                                                                                                                                    
                                                                                                                                                                        
/*MYOUTPUT only */                                                                                                                                                      
                                                                                                                                                                        
%if &type=1 %then %do;                                                                                                                                                  
                                                                                                                                                                        
libname NFixed "C:\SAS_MC\Test\NFixed";                                                                                                                                 
libname NCov "C:\SAS_MC\Test\NCov";                                                                                                                                     
libname Fixed "C:\SAS_MC\Test\Fixed";                                                                                                                                   
libname Random "C:\SAS_MC\Test\Random";                                                                                                                                 
libname Converge "C:\SAS_MC\Test\Converge";                                                                                                                             
libname Interate "C:\SAS_MC\Test\IntHist";                                                                                                                              
libname NObs "C:\SAS_MC\Test\NObs";                                                                                                                                     
libname FitStats "C:\SAS_MC\Test\FitStats";                                                                                                                             
libname Type3 "C:\SAS_MC\Test\Type3";                                                                                                                                   
libname CovParms "C:\SAS_MC\Test\CovParms";                                                                                                                             
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libname Clust "C:\SAS_MC\Test\Clust";                                                                                                                                   
                                                                                                                                                                        
                                                                                                                                                                        
/* Null model */                                                                                                                                                        
ods select none;                                                                                                                                                        
ods output SolutionF = NFixed.NFixed_&start._to_&stop.;                                                                                                                 
ods output CovParms = NCov.Cov_&start._to_&stop.;                                                                                                                       
proc mixed data=analyze3 covtest method=ML;                                                                                                                             
class clust;                                                                                                                                                            
model y= /s ddfm=satterthwaite;                                                                                                                                         
random int /s type=un subject=clust g;                                                                                                                                  
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
run;                                                                                                                                                                    
                                                                                                                                                                        
/* Full model */                                                                                                                                                        
                                                                                                                                                                        
ods output SolutionF = Fixed.Fixed_&start._to_&stop.;                                                                                                                   
ods output SolutionR = Random.Random_&start._to_&stop.;                                                                                                                 
ods output ConvergenceStatus = Converge.Convergence_&start._to_&stop.;                                                                                                  
ods output IterHistory = Interate.Iteration_&start._to_&stop.;                                                                                                          
ods output NObs = NObs.NoObservations_&start._to_&stop.;                                                                                                                
ods output FitStatistics = FitStats.FitStat_&start._to_&stop.;                                                                                                          
ods output Tests3 = Type3.Type3_&start._to_&stop.;                                                                                                                      
ods output CovParms = CovParms.Cov_&start._to_&stop.;                                                                                                                   
ods output ClassLevels = Clust.Clust_&start._to_&stop.;                                                                                                                 
proc mixed data = analyze3 covtest method=ML;                                                                                                                           
class clust;                                                                                                                                                            
model y = x1_CWC x2_GMC x3_Cen /s corrb ddfm=sat;                                                                                                                       
random int /subject = clust g s type = un;                                                                                                                              
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
run;                                                                                                                                                                    
ods output close;                                                                                                                                                       
ods select all;                                                                                                                                                         
quit;                                                                                                                                                                   
                                                                                                                                                                        
/* Regression model */                                                                                                                                                  
                                                                                                                                                                        
ods output SolutionF = Fixed.RFixed_&start._to_&stop.;                                                                                                                  
*ods output ConvergenceStatus = Converge.RConvergence_&start._to_&stop.;                                                                                                
*ods output IterHistory = Interate.RIteration_&start._to_&stop.;                                                                                                        
ods output NObs = NObs.RNoObservations_&start._to_&stop.;                                                                                                               
ods output FitStatistics = FitStats.RFitStat_&start._to_&stop.;                                                                                                         
ods output Tests3 = Type3.RType3_&start._to_&stop.;                                                                                                                     
ods output CovParms = CovParms.RCov_&start._to_&stop.;                                                                                                                  
ods output ClassLevels = Clust.RClust_&start._to_&stop.;                                                                                                                
proc mixed data = analyze3 covtest method=ML;                                                                                                                           
class clust;                                                                                                                                                            
model y = x1_CWC x2_GMC x3_Cen /s corrb ddfm=sat;                                                                                                                       
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
run;                                                                                                                                                                    
ods output close;                                                                                                                                                       
ods select all;                                                                                                                                                         
quit;                                                                                                                                                                   
                                                                                                                                                                        
%end;                                                                                                                                                                   
                                                                                                                                                                        
/* ODS output only ALL MODELS */                                                                                                                                        
                                                                                                                                                                        
%if &type=2 %then %do;                                                                                                                                                  
                                                                                                                                                                        
proc mixed data=analyze3 covtest method=ML;                                                                                                                             
class clust;                                                                                                                                                            
model y= /s ddfm=satterthwaite;                                                                                                                                         
random int /s type=un subject=clust g;                                                                                                                                  
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
run;                                                                                                                                                                    
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proc mixed data = analyze3 covtest method=ML;                                                                                                                           
class clust;                                                                                                                                                            
model y = x1_CWC x2_GMC x3_Cen /s corrb ddfm=sat;                                                                                                                       
random int /subject = clust g s type = un;                                                                                                                              
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
run;                                                                                                                                                                    
                                                                                                                                                                        
proc mixed data = analyze3 covtest method=ML;                                                                                                                           
class clust;                                                                                                                                                            
model y = x1_CWC x2_GMC x3_Cen /s corrb ddfm=sat;                                                                                                                       
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
run;                                                                                                                                                                    
quit;                                                                                                                                                                   
                                                                                                                                                                        
                                                                                                                                                                        
%end;                                                                                                                                                                   
                                                                                                                                                                        
/* ODS output for Mixed Model only */                                                                                                                                   
%if &type=3 %then %do;                                                                                                                                                  
proc mixed data = analyze3 covtest method=ML;                                                                                                                           
class clust;                                                                                                                                                            
model y = x1_CWC x2_GMC x3_Cen /s corrb ddfm=sat;                                                                                                                       
random int /subject = clust g s type = un;                                                                                                                              
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
run;                                                                                                                                                                    
quit;                                                                                                                                                                   
%end;                                                                                                                                                                   
                                                                                                                                                                        
/* ODS output for Mixed and Regression models */                                                                                                                        
                                                                                                                                                                        
%if &type=4 %then %do;                                                                                                                                                  
proc mixed data = analyze3 covtest method=ML;                                                                                                                           
class clust;                                                                                                                                                            
model y = x1_CWC x2_GMC x3_Cen /s corrb ddfm=sat;                                                                                                                       
random int /subject = clust g s type = un;                                                                                                                              
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
run;                                                                                                                                                                    
                                                                                                                                                                        
proc mixed data = analyze3 covtest method=ML;                                                                                                                           
class clust;                                                                                                                                                            
model y = x1_CWC x2_GMC x3_Cen /s corrb ddfm=sat;                                                                                                                       
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
run;                                                                                                                                                                    
quit;                                                                                                                                                                   
                                                                                                                                                                        
%end;                                                                                                                                                                   
                                                                                                                                                                        
%mend mixedanalyze;                                                                                                                                                     
                                                                                                                                                                        
%mixedanalyze (start=, stop=, type=)                                                                                                                                 
%mixedanalyze (start=, stop=, type=)                                                                                                                                 
                                                                                                                                                                        
/********************************************************************************************/                                                                          
                                                                                                                                                                        
/* Results file */                                                                                                                                                      
                                                                                                                                                                        
%macro mixedresults(batch, type);                                                                                                                                       
                                                                                                                                                                        
proc printto log="C:\SAS_MC\Logs_1\Batch_&batch..log";                                                                                                                  
run;                                                                                                                                                                    
                                                                                                                                                                        
%if &type=0 %then %do;                                                                                                                                                  
                                                                                                                                                                        
/*Transpose data: Create columns from rows for the CovParm estimates*/                                                                                                  
                                                                                                                                                                        
proc transpose data="C:\SAS_MC\Test\NCov\cov_&batch." out=Results1_0 name=Estimate_column;                                                                              
var estimate;                                                                                                                                                           
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by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
id CovParm;                                                                                                                                                             
run;                                                                                                                                                                    
                                                                                                                                                                        
/*Transpose data: Create columns from rows for the Estimates of SE from mixed and regression 
estimates*/                                                                
proc transpose data="C:\SAS_MC\Test\Fixed\fixed_&batch." out=Results1_1 name=Estimate_column;                                                                           
var stderr;                                                                                                                                                             
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
id effect;                                                                                                                                                              
run;                                                                                                                                                                    
                                                                                                                                                                        
data Results1_1;                                                                                                                                                        
set Results1_1;                                                                                                                                                         
IntSE_MLM=Intercept;                                                                                                                                                    
x1SE_MLM=x1_CWC;                                                                                                                                                        
x2SE_MLM=x2_GMC;                                                                                                                                                        
x3SE_MLM=x3_Cen;                                                                                                                                                        
drop Intercept x1_CWC x2_GMC x3_Cen Estimate_column _Label_;                                                                                                            
run;                                                                                                                                                                    
                                                                                                                                                                        
/**/                                                                                                                                                                    
                                                                                                                                                                        
proc transpose data="C:\SAS_MC\Test\Fixed\rfixed_&batch" out=Results1_2 name=Estimate_column;                                                                           
var stderr;                                                                                                                                                             
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
id effect;                                                                                                                                                              
run;                                                                                                                                                                    
                                                                                                                                                                        
data Results1_2;                                                                                                                                                        
set Results1_2;                                                                                                                                                         
IntSE_OLS=Intercept;                                                                                                                                                    
x1SE_OLS=x1_CWC;                                                                                                                                                        
x2SE_OLS=x2_GMC;                                                                                                                                                        
x3SE_OLS=x3_Cen;                                                                                                                                                        
drop Intercept x1_CWC x2_GMC x3_Cen Estimate_column _Label_;                                                                                                            
run;                                                                                                                                                                    
                                                                                                                                                                        
/*Merge the transposed files, create effect variances from SEs*/                                                                                                        
data Results2_0;                                                                                                                                                        
merge Results1_0 Results1_1 Results1_2;                                                                                                                                 
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
IntVar_MLM=IntSE_MLM**2;                                                                                                                                                
x1Var_MLM=x1SE_MLM**2;                                                                                                                                                  
x2Var_MLM=x2SE_MLM**2;                                                                                                                                                  
x3Var_MLM=x3SE_MLM**2;                                                                                                                                                  
IntVar_OLS=IntSE_OLS**2;                                                                                                                                                
x1Var_OLS=x1SE_OLS**2;                                                                                                                                                  
x2Var_OLS=x2SE_OLS**2;                                                                                                                                                  
x3Var_OLS=x3SE_OLS**2;                                                                                                                                                  
run;                                                                                                                                                                    
                                                                                                                                                                        
                                                                                                                                                                        
/*Calculate ratio of mixed var to regression var for each effect*/                                                                                                      
/*Calculate the Total Variance, Observed ICC, and resulting Observed Design Effect in each 
replication*/                                                                
data Results3;                                                                                                                                                          
set Results2_0;                                                                                                                                                         
by clustdist subs nclust ICC L1effect L2effect L12effect repno;                                                                                                         
TotVar=UN_1_1_+Residual;                                                                                                                                                
ObsICC=UN_1_1_/TotVar;                                                                                                                                                  
ObsDE=1+(subs-1)*ObsICC;                                                                                                                                                
Int_DE=IntVar_MLM/IntVar_OLS;                                                                                                                                           
x1_DE=x1Var_MLM/x1Var_OLS;                                                                                                                                              
x2_DE=x2Var_MLM/x2Var_OLS;                                                                                                                                              
x3_DE=x3Var_MLM/x2Var_OLS;                                                                                                                                              
drop Estimate_column;                                                                                                                                                   
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run;                                                                                                                                                                    
                                                                                                                                                                        
/*Cleanup*/                                                                                                                                                             
data Results3;                                                                                                                                                          
set Results3;                                                                                                                                                           
drop IntSE_MLM IntSE_OLS x1SE_MLM x1SE_OLS x2SE_MLM x2SE_OLS x3SE_MLM x3SE_OLS IntVar_MLM 
IntVar_OLS x1Var_MLM x1Var_OLS                                                
x2Var_MLM x2Var_OLS x3Var_MLM x3Var_OLS UN_1_1_ Residual TotVar;                                                                                                        
run;                                                                                                                                                                    
                                                                                                                                                                        
                                                                                                                                                                        
/*Calculate average observed ICC/DE in each condition*/                                                                                                                 
proc means data=Results3 noprint;                                                                                                                                       
by clustdist subs nclust ICC L1effect L2effect L12effect;                                                                                                               
var ObsICC ObsDE Int_DE x1_DE x2_DE x3_DE;                                                                                                                              
output out=batch_&batch._means                                                                                                                                          
mean(ObsICC)=AvgObsICC mean(ObsDE)=AvgModelDE                                                                                                                           
mean(Int_DE)=Avg_Int_DE                                                                                                                                                 
mean(x1_DE)=Avg_x1_DE                                                                                                                                                   
mean(x2_DE)=Avg_x2_DE                                                                                                                                                   
mean(x3_DE)=Avg_x3_DE;                                                                                                                                                  
output out="C:\SAS_MC\Test\Batch_&Batch._results" mean(ObsICC)=AvgObsICC mean(ObsDE)=AvgModelDE                                                                         
mean(Int_DE)=Avg_Int_DE                                                                                                                                                 
mean(x1_DE)=Avg_x1_DE                                                                                                                                                   
mean(x2_DE)=Avg_x2_DE                                                                                                                                                   
mean(x3_DE)=Avg_x3_DE;                                                                                                                                                  
run;                                                                                                                                                                    
                                                                                                                                                                        
data batch_&batch._output;                                                                                                                                              
set batch_&batch._means;                                                                                                                                                
drop _TYPE_ _FREQ_;                                                                                                                                                     
run;                                                                                                                                                                    
                                                                                                                                                                        
proc export data=Batch_&batch._output outfile= "C:\SAS_MC\Test\Batch_&Batch..xlsx" dbms=xlsx 
replace;                                                                   
run;                                                                                                                                                                    
                                                                                                                                                                        
%end;                                                                                                                                                                   
                                                                                                                                                                        
                                                                                                                                                                        
%mend;                                                                                                                                                                  
                                                                                                                                                                        
%mixedresults (batch=,type=)                                                                                                                                    
%mixedresults (batch=,type=)                                                                                                                                    
                                                                                                                                                                        
/********************************************************************************************/ 
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