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A CHARACTERIZATION OF COMPACTNESS FOR
SINGULAR INTEGRALS
PACO VILLARROYA
Abstract. We prove a T (1) Theorem to completely characterize
compactness of Caldero´n-Zygmund operators. The result provides
sufficient and necessary conditions for the compactness of singular
integral operators acting on Lp(R) with 1 < p < ∞.
1. Introduction
The theory of singular integrals started with the study of singular
convolution operators such as the Hilbert and Riesz transforms. David
and Journe´’s famous T (1) theorem [3] marked significant progress in
the theory, characterizing the boundedness of a larger class of singular
integral operators, including operators of non-convolution type. In con-
trast with convolution operators, some of these operators are compact.
Well known examples include certain Hankel operators [11], commuta-
tors of singular integrals and multiplication operators [13], and layer
potential operators [4]. The study of compactness of singular integral
operators has been an area of active research, and continues to be so
today with a variety of applications, many in the field of elliptic partial
differential equations [7].
The purpose of this paper is to develop a general theory of com-
pactness for a large class of singular integrals that, in the spirit of
David and Journe´, describes when a Caldero´n-Zygmund operator is
compact in terms of its action on special families of functions. We ac-
tually present a new T (1) theorem which characterizes the compactness
of singular integral operators, in analogy with the characterization of
their boundedness given by the classical T (1) theorem. More precisely,
we show that a singular integral operator T is compact on Lp(R) with
1 < p < ∞ if and only if its kernel satisfies the definition of what we
call a compact Caldero´n-Zygmund kernel, the operator satisfies a new
property of weak compactness, analogue to the classical weak bounded-
ness, and the functions T (1) and T ∗(1) belong to the space CMO(R),
the appropriate substitute of BMO(R).
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Our hypotheses impose additional smoothness bounds on the kernel
of T , beyond it being of Caldero´n-Zygmund type. However, it is impor-
tant to notice that these additional smoothness and decay conditions
are, on the one side, necessary and, on the other side, they can be of
arbitrary size, and hence fully singular kernels are within the scope of
our theorem.
The paper is structured as follows. In Section 2 we give necessary
definitions and state our main result, Theorem 2.21. In Section 3 we
prove the necessity of the hypotheses of Theorem 2.21: in Proposition
3.2 we show that compact Caldero´n-Zygmund operators are associated
with compact Caldero´n-Zygmund kernels; in Proposition 3.5 we prove
necessity of the weak compactness condition; and in Proposition 3.12
we show the membership of T (1) and T ∗(1) in CMO(R). All remaining
sections are devoted to prove their sufficiency. In Section 4 we prove
a fundamental lemma describing the action of the operator on bump
functions. In Section 5 we demonstrate compactness on Lp, 1 < p <∞,
under special cancellation conditions. Finally, in Section 6 we construct
the paraproducts which allow to show compactness in full generality.
We would like to highlight here two surprising facts. The first one
is the lack of use of the kernel decay of a standard Caldero´n-Zygmund
kernels in our calculations. As proved in Lemmata 2.4 and 3.4, this
is because the kernel smoothness and the weak boundedness condition
imply the decay condition. The second one is that, unlike other com-
pact operators like Hilbert-Schimdt operators for instance, compact
Caldero´n-Zygmund operators are associated with kernels that satisfy
precise pointwise decay estimates in the directions perpendicular and
parallel to the diagonal (see Proposition 3.2).
I express my gratitude in chronological order to Karl-Mikael Perfekt,
Sandy Davie, Xavier Tolsa, Christoph Thiele, Tuomas Hyto¨nen, Fer-
nando Soria, Ignacio Uriarte and Andrei Stoica for their suggestions
and comments which led to substantial improvements of this paper.
Further, I would like to especially thank Ja Young Kim for many in-
teresting conversations.
2. Definitions and statement of the main result
2.1. Compact Caldero´n-Zygmund kernel.
Definition 2.1. We say that three bounded functions L, S,D : [0,∞)→
[0,∞) constitute a set of admissible functions if the following limits hold
(1) lim
x→∞
L(x) = lim
x→0
S(x) = lim
x→∞
D(x) = 0
Remark 2.2. Since any fixed dilation of an admissible function Lλ(x) =
L(λ−1x) is again admissible, we will often omit all universal constants
appearing in the argument of these functions.
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Definition 2.3. Let ∆ be the diagonal of R2. Let L, S,D be admissible
functions.
A function K : (R2 \∆)→ C is called a compact Caldero´n-Zygmund
kernel if it is bounded on compact sets of R2\∆ and for some 0 < δ ≤ 1
and C > 0, we have
|K(t, x)−K(t′, x′)| ≤ C
(|t− t′|+ |x− x′|)δ
|t− x|1+δ
L(|t−x|)S(|t−x|)D(|t+x|)
whenever 2(|t− t′|+ |x− x′|) < |t− x|.
In order to simplify notation, we will often write
F (t, x) = L(|t− x|)S(|t− x|)D(|t+ x|)
To prove our main result, we follow the scheme of the original proof
of the T (1) Theorem. However, the way we organize these classical
ideas and actually deliver our proof is relatively new. This is mostly
evident in the surprising fact that we never use the decay condition of a
standard Caldero´n-Zygmund kernel. And yet this does not imply that
we are dealing with a larger class of kernels because, as we prove in
the following technical lemma, the smoothness condition of the kernel
implies the expected decay condition. Note that the proof in fact works
for classical Caldero´n-Zygmund kernels as well.
Lemma 2.4. Let K be a compact Caldero´n-Zygmund kernel as given
in Definition 2.3 such that lim
|t−x|→∞
K(t, x) = 0. Then
|K(t, x)| ≤
1
|t− x|
F˜ (t, x)
for all (t, x) ∈ R2 \∆, with a possibly different function F˜ of the same
type as F .
Proof. For every fixed (t, x) ∈ R2 \ ∆ we denote by Bt,x the set the
points (t′, x′) ∈ R2 \∆ such that 2(|t− t′|+ |x− x′|) < |t− x|, that is,
the closed l1-norm ball with centre (t, x) and radius |t− x|/2.
Then, by the definition of a compact Caldero´n-Zygmund kernel,
|K(t, x)| ≤ |K(t′, x′)|+
(|t− t′|+ |x− x′|)δ
|t− x|1+δ
F (t, x)
≤ |K(t′, x′)|+ 2−δ
1
|t− x|
F (t, x)
for all (t′, x′) ∈ Bt,x. Therefore
|K(t, x)| ≤ inf
Bt,x
|K(t′, x′)|+
C
|t− x|
F (t, x)
Now we fix (t, x) ∈ R2 \∆. By symmetry we can assume that t < x.
For fixed 0 < ǫ < 1/3, we consider the sequence {(tn, xn)}n≥0 ⊂ R
2 \∆
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defined by t0 = t, x0 = x and
tn = tn−1 − (1− ǫ)/4|tn−1 − xn−1|
xn = xn−1 + (1− ǫ)/4|tn−1 − xn−1|
for all n ≥ 1. Notice that this way (tn, xn) ∈ Btn−1,xn−1 and so, by
iterating previous calculations, we get
|K(t, x)| ≤ |K(tn, xn)|+ C
n−1∑
k=0
1
|tk − xk|
F (tk, xk)
Moreover |tn − xn| = ((3 − ǫ)/2)
n|t0 − x0| > (4/3)
n|t − x| while
|tn + xn| = |t+ x|. This way,
|K(t, x)| ≤ lim
n→∞
|K(tn, xn)|+ C
∞∑
k=0
1
(4/3)k|t− x|
F (tk, xk)
with
F (tk, xk) = L((3− ǫ)/2)
k|t− x|)S((3− ǫ)/2)k|t− x|)D(|t+ x|)
This finally shows that
|K(t, x)| ≤
1
|t− x|
F˜ (t, x)
with F˜ (t, x) = C
∑∞
k=0
1
(4/3)k
F (tk, xk). Notice that an application of
Lebesgue’s Dominated Convergence Theorem shows that the function
F˜ satisfies the same limit properties as F .
Remark 2.5. We note that we do not need to impose the condition
lim|t−x|→∞K(t, x) = 0 in the Definition 2.3 of a compact Caldero´n-
Zygmund kernel because this limit is a consequence of the boundedness
(or even weak boundedness) of the operator T associated with the kernel
K. We will show the proof of this fact at the end of subsection 3.1.
Definition 2.6. For every N ∈ N, N ≥ 1, we define SN(R) to be the
set of all functions f ∈ CN(R) such that
‖f‖m,n = sup
x∈R
|x|m|f (n)(x)| <∞
for all m,n ∈ N with m,n ≤ N . Clearly, SN(R) equipped with the
family of seminorms ‖ · ‖m,n is a Fre´chet space. Then, we can also
define its dual space S ′N (R) equipped with the dual topology which turns
out to be a subspace of the space of tempered distributions.
Definition 2.7. Let T : SN(R)→ S
′
N (R) be a linear operator which is
continuous with respect the topology of SN(R) for a fixed N ≥ 1.
We say that T is associated with a compact Caldero´n-Zygmund kernel
K if the action of T (f) as a distribution satisfies the following integral
representation
〈T (f), g〉 =
∫
R
∫
R
f(t)g(x)K(t, x) dt dx
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for all functions f, g ∈ SN(R) with disjoint compact supports.
Remark 2.8. The hypothesis that K is bounded on compact sets of
R2\∆ guarantees that the integral is absolutely convergent for functions
with disjoint compact supports.
2.2. Weak compactness condition.
Definition 2.9. For 0 < p ≤ ∞ and N ∈ N, we say that a function
φ ∈ SN(R) is an L
p(R)-normalized bump function adapted to I with
constant C > 0 and order N , if it satisfies
|φ(n)(x)| ≤ C|I|−1/p−n(1 + |I|−1|x− c(I)|)−N , 0 ≤ n ≤ N
for every interval I ⊂ R, where we denote its centre by c(I) and its
length by |I|.
The order of the bump functions will always be denoted by N , even
though its value might change from line to line. We will often use the
greek letters φ, ϕ for general bump functions while we reserve the use
of ψ to denote bump functions with mean zero. If not otherwise stated,
we will usually assume that bump functions are L2(R)-normalized.
In Proposition 4.7, we use the same concept for functions of two
variables. By this we simply mean that the function satisfies the cor-
responding bounds of product tensor type:
|∂n11 ∂
n2
2 φ(x1, x2)| ≤ C
∏
i=1,2
|Ii|
−1/2−ni(1+|Ii|
−1|xi−c(Ii)|)
−N , 0 ≤ n ≤ N
A result we will often use is the following property of bump functions
whose proof can be found in [12]:
Lemma 2.10. Let I, J be intervals and let φI , ϕJ be bump functions
L2-adapted to I and J respectively with order N and constant C > 0.
Then,
|〈φI , ϕJ〉| ≤ C
(
min(|I|, |J |)
max(|I|, |J |)
)1/2 (
max(|I|, |J |)−1diam(I ∪ J)
)−N
Moreover, if |J | ≤ |I| and ψJ has mean zero then
|〈φI , ψJ〉| ≤ C
(
|J |
|I|
)3/2 (
|I|−1diam(I ∪ J)
)−(N−1)
Notation 2.11. We introduce now some notation which will be fre-
quently used throughout the paper. We denote by B = [−1/2, 1/2] and
Bλ = λB = [−λ/2, λ/2]. Given two intervals I, J ⊂ R, we define 〈I, J〉
as the smallest interval containing I ∪ J and we denote its measure by
diam(I ∪ J). Notice that
diam(I ∪ J) ≈ |I|/2 + |c(I)− c(J)|+ |J |/2
≈ |I|+ dist(I, J) + |J |
6 PACO VILLARROYA
where dist(I, J) denotes the set distance between I and J . Actually,
|I|/2+|c(I)−c(J)|+|J |/2≤ diam(I∪J) ≤ 2(|I|/2+|c(I)−c(J)|+|J |/2)
and
2−1(|I|+ dist(I, J) + |J |) ≤ diam(I ∪ J) ≤ |I|+ dist(I, J) + |J |
We define the relative distance between I and J by
rdist(I, J) =
diam(I ∪ J)
max(|I|, |J |)
which is comparable max(1, n) where n is the minumum number of
times the larger interval needs to be shifted so that it contains the
smaller one. Notice that
rdist(I, J) ≈ 1 + max(|I|, |J |)−1|c(I)− c(J)|
≈ 1 + max(|I|, |J |)−1dist(I, J)
Finally, we define the eccentricity I and J as
ec(I, J) =
min(|I|, |J |)
max(|I|, |J |)
Definition 2.12. A linear operator T : SN (R) → S
′
N (R) with N ≥
1 satisfies the weak compactness condition, if there exist admissible
functions L, S,D such that: for every ǫ > 0 there exists M ∈ N so
that for any interval I and every pair φI , ϕI of L
2-normalized bump
functions adapted to I with constant C > 0 and order N , we have
(2) |〈T (φI), ϕI)〉| . C(L(2
−M |I|)S(2M |I|)D(M−1 rdist(I,B2M )) + ǫ)
where the implicit constant only depends on the operator T .
Remark 2.13. In the main results of the paper, like Theorem 2.21,
Proposition 4.7 or Theorem 5.2, when we say that T satisfies the weak
compactness condition, we mean that there is an integer N ≥ 1 suffi-
ciently large depending on the operator or its kernel so that the operator
can be defined T : SN (R) → S
′
N(R), it is continuous with respect the
topology in SN (R) and it satisfies Definition 2.12 for that value of N .
There exist other equivalent formulations of the concept of weak com-
pactness. Maybe the simplest one would be stating that |〈T (φI), ϕI)〉| ≤
C and
lim
N→0
sup
I /∈IM
|〈T (φI), ϕI)〉| = 0
where the definition of IM is given in Definition 2.15.
However, we decided to keep the more detailed formulation in Def-
inition 2.12 because it explicitly distinguishes the contribution of the
operator given by the term ǫ > 0 in (2) from the contribution of the
lagom intervals (see the definition of the concept in Definition 2.15) by
means of the admissible functions (which are independent of ǫ). Notice
that (2) is exactly the expression we find in Proposition 3.5, where we
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prove the necessity of the weak compactness condition, with admissible
functions which are also independent of the operator.
From now on, we will denote
FK(I) = LK(|I|)SK(|I|)DK( rdist(I,B))
and
FW (I;M) = LW (2
−M |I|)SW (2
M |I|)DW (M
−1 rdist(I,B2M ))
where LK , SK and DK are the functions appearing in the definition
of a compact Caldero´n-Zygmund kernel, while LW , SW , DW and the
constant M are as in the definition of the weak compactness condition.
Note that the value M = MT,ǫ depends not only on T but also on ǫ.
We will also denote F (I;M) = FK(I) + FW (I;M),
FK(I1, · · · , In) =
( n∑
i=1
LK(|Ii|)
)( n∑
i=1
SK(|Ii|)
)( n∑
i=1
DK( rdist(Ii,B))
)
FW (I1, · · · , In;M) =
( n∑
i=1
LW (2
−M |Ii|)
)( n∑
i=1
SW (2
M |Ii|)
)
( n∑
i=1
DW (M
−1 rdist(Ii,B2M ))
)
and F (I1, · · · , In;M) = FK(I1, · · · , In) + FW (I1, · · · , In;M).
2.3. Characterization of compactness. To prove our results on
compact singular integrals, we use the following characterization of
compact operators in a Banach space with a Schauder basis (see [5]).
Theorem 2.14. Suppose that {en}n∈N is a Schauder basis of a Banach
space E. For each positive integer k, let Pk be the canonical projection,
Pk(
∑
n∈N
αnen) =
∑
n≤k
αnen
Then, a bounded linear operator T : E → E is compact if and only if
Pk ◦ T converges to T in operator norm.
Definition 2.15. For every M ∈ N, let IM be the family of intervals
such that 2−M ≤ |I| ≤ 2M and rdist(I,B2M ) ≤ M . Let D be the
family of dyadic intervals of the real line. We also define DM as the
intersection of IM with D.
For every fixed M , we will call the intervals in IM and DM as lagom
intervals and dyadic lagom intervals respectively.
Remark 2.16. Notice that I ∈ DM implies that 2
−M(2M+|c(I)|) ≤M
and then |c(I)| ≤ (M − 1)2M . Therefore, I ⊂ BM2M with 2
−M ≤ |I|.
On the other hand, I /∈ DM implies either |I| > 2
M or |I| < 2−M or
2−M ≤ |I| ≤ 2M with |c(I)| > (M − 1)2M .
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Let E be one of the following Banach spaces: the Lebesgue space
Lp(R), 1 < p < ∞, the Hardy space H1(R), or the space CMO(R),
to be introduced later as the closure in BMO(R) of continuous func-
tions vanishing at infinity. In each case, E is equipped with smooth
wavelet bases which are also Schauder bases (see [6] and Lemma 2.20).
Moreover, in all cases we have at our disposal smooth and compactly
supported wavelet bases.
Definition 2.17. Let E be one of the previously mentioned Banach
spaces. Let (ψI)I∈D be a wavelet basis of E. Then, for every M ∈ N,
we define the lagom projection operator PM by
PM(f) =
∑
I∈DM
〈f, ψI〉ψI
where 〈f, ψI〉 =
∫
R
f(x)ψ(x)dx.
We also define the orthogonal lagom projection operator as P⊥M(f) =
f − PM(f).
Remark 2.18. Without explicit mention, we will let the wavelet basis
defining PM vary from proof to proof to suit our technical needs.
We also note the use of the same notation for the action of T (f) as
a distribution and the inner product. We hope that this will not cause
confusion.
It is easy to see that both PM and P
⊥
M are self-adjoint operators.
We observe that in E, the equality
(3) P⊥M(f) =
∑
I∈DcM
〈f, ψI〉ψI
is to be interpreted in its Schauder basis sense,
lim
M ′→∞
‖P⊥M(f)−
∑
I∈DM′\DM
〈f, ψI〉ψI‖E = 0
Note that according to Theorem 2.14, an operator T : E → E, is
compact if and only if
lim
M→∞
‖P⊥M ◦ T‖ = 0
where ‖ · ‖ is the operator norm.
2.4. The space CMO. We provide now the definition of the space to
which the function T (1) must belong if T is compact.
Definition 2.19. We define CMO(R) as the closure in BMO(R) of
the space of continuous functions vanishing at infinity.
The next lemma gives two characterizations of CMO(R): the first
in terms of the average deviation from the mean (see [11] for a proof),
and the second in terms of a wavelet decomposition (see [9]).
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Lemma 2.20. i) f ∈ CMO(R) if and only if f ∈ BMO(R) and
(4) lim
M→∞
sup
I /∈IM
1
|I|
∫
I
∣∣∣f(x)− 1
|I|
∫
I
f(y)dy
∣∣∣dx = 0
ii) f ∈ CMO(R) if and only if f ∈ BMO(R) and
(5) lim
M→∞
sup
Ω⊂R
( 1
|Ω|
∑
I /∈ DM
I ⊂ Ω
|〈f, ψI〉|
2
)1/2
= 0
We will mainly be using the latter formulation.
2.5. Main result. We now give the statement of our main result, leav-
ing for forthcoming sections the exact meaning of T (1) and T ∗(1).
Theorem 2.21. Let T be a linear operator associated with a standard
Caldero´n-Zygmund kernel.
Then, T extends to a compact operator on Lp(R) for all p with 1 <
p <∞ if and only if T is associated with a compact Caldero´n-Zygmund
kernel and satisfies the weak compactness condition and the cancellation
conditions T (1), T ∗(1) ∈ CMO(R).
Remark 2.22. The proof of Theorem 2.21, carried out mainly in The-
orem 5.2 and Proposition 6.1, shows more than it is explicitly stated. It
actually proves that the operator T can be approximated by finite range
operators PM ◦ T which also Caldero´n-Zygmund operators.
Moreover, we prove that for every ǫ > 0 there is an M0 ∈ N such
that for every M > M0,
‖P⊥M ◦ T‖p→p . Cp
(
Cδ(CK +CW )
(
C( sup
I /∈DM
F (I;M0) + ǫ) +M
−δ‖F‖∞
)
+‖(P⊥M ◦ T )(1)‖BMO + ‖(P
⊥
M ◦ T
∗)(1)‖BMO
)
where the implicit constant is universal, Cp is the constant of bound-
edness of the square function on Lp(R), Cδ a constant depending on
δ, the exponent in the Definition 2.3 of a compact Caldero´n-Zygmund
kernel, and CK and CW are the constants appearing in the definitions
of a compact Caldero´n-Zygmund kernel and the weak compactness con-
dition, respectively.
3. Necessity of the hypotheses
We prove the necessity of the hypotheses of Theorem 2.21: the com-
pact Caldero´n-Zygmund kernel, the weak compactness condition and
the membership of T (1) and T ∗(1) in CMO(R). We note that, in
analogy with the classical theory, necessity of the weak compactness
condition holds for any compact operator on Lp(R) whose adjoint also
defines a bounded operator on Lp. On the other hand, the necessity
of the space CMO(R) can only be shown for operators associated with
compact Caldero´n-Zygmund kernels.
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3.1. Necessity of a compact Caldero´n-Zygmund kernel. We show
that all Caldero´n-Zygmund operators that extend compactly on Lp(R)
are associated with a compact Caldero´n-Zygmund kernel as defined in
Definition 2.3. We start the proof with a technical lemma.
Lemma 3.1. Let Φ be a positive smooth function such that it is sup-
ported and L∞-adapted to [−1/2, 1/2] and
∫
Φ(x)dx = 1.
Let K be a standard Caldero´n-Zygmund kernel with constant C > 0
and parameter 0 < δ ≤ 1 and let 0 < ǫ < C/2δ. Let (t, x) ∈ R2\∆ and
t′ ∈ R such that 3|t− t′| < |t− x|.
Then, for every 0 < λi < (C
−1ǫ)1/δ|t− t′|, we have
(6)
∣∣∣
∫ ∫
TtD
1
λ1
Φ(u)TxD
1
λ2
Φ(y)K(u, y)dudy−K(t, x)
∣∣∣ < ǫ |t− t′|δ
|t− x|1+δ
|〈T (TtD
1
λ1
Φ)− T (Tt′D
1
λ1
Φ), TxD
1
λ2
Φ〉| . C
|t− t′|δ
|t− x|1+δ
(7)
Proof. For every 0 < λi < |t− x|/2 and u, v ∈ suppD
1
λΦ, we have that
2(|u|+ |y|) < 2(λ1 + λ2)/2 < |t− x| and so,∣∣∣
∫ ∫
TtD
1
λΦ(u)TxD
1
λΦ(y)K(u, y)dudy−K(t, x)
∣∣∣
=
∣∣∣
∫ ∫
D1λΦ(u)D
1
λΦ(y)(K(u+ t, y + x)−K(t, x))dudy
∣∣∣
≤ C
∫ ∫
D1λΦ(u)D
1
λΦ(y)
(|u|+ |y|)δ
|t− x|1+δ
dudy ≤ C
((λ1 + λ2)/2)
δ
|t− x|1+δ
This implies that, for 0 < λi < (C
−1ǫ)1/δ|t− t′|, we get (6).
On the other hand, for 3|t−t′| < |t−x|, 0 < λ1, λ2 < (C
−1ǫ)1/δ|t−t′|
and u ∈ suppD1λ1Φ ,y ∈ suppD
1
λ2
Φ, we have
|u+ t− (y + x)| ≥ |t− x| − |u| − |y| ≥ |t− x| − (λ1 + λ2)/2
≥ (3− (C−1ǫ)1/δ)|t− t′| > 2|t− t′|
by the choice of ǫ. Then, supp TtD
1
λ1
Φ and supp Tt′D
1
λ1
Φ are disjoint
with supp TxD
1
λ2
Φ and hence,
|〈T (TtD
1
λ1
Φ)− T (Tt′D
1
λ1
Φ), TxD
1
λ2
Φ〉|
=
∣∣∣
∫ ∫
(TtD
1
λ1
Φ(u)− Tt′D
1
λ1
Φ(u))TxD
1
λ2
Φ(y)K(u, y)dudy
∣∣∣
≤
∫ ∫
D1λ1Φ(u)D
1
λ2Φ(y)|K(u+ t, y + x)−K(u+ t
′, y + x)|dudy
≤ C
∫ ∫
D1λ1Φ(u)D
1
λ2Φ(y)
|t− t′|δ
|u+ t− (y + x)|1+δ
dudy . C
|t− t′|δ
|t− x|1+δ
The last inequality holds because λ1, λ2 < |t − x|/3 and so, |u + t −
(y + x)| ≥ |t− x| − (λ1 + λ2)/2 ≥ |t− x|/2.
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Now we prove the main result. It is well known that all Hilbert-
Schmidt operators are compact on L2(R) and that, obviously, the fact
that the kernel K belongs to L2(R2) does not imply any pointwise de-
cay. However, if K is a standard Caldero´n-Zygmund and so, it decays
pointwise in the direction perpendicular to the diagonal then, Propo-
sition 3.2 tells us that compactness implies also pointwise decay in the
direction parallel to the diagonal.
Proposition 3.2. Let T be a linear operator associated with a standard
Caldero´n-Zygmund kernel K with parameter 0 < δ ≤ 1. Let 1 < p <
∞. If T extends compactly on Lp(R), then K is a compact Caldero´n-
Zygmund kernel.
Proof. By symmetry, in order to prove that K is a compact Caldero´n-
Zygmund kernel, it suffices to show that there is 0 < δ′ < δ such that
|K(t, x)−K(t′, x)| .
|t− t′|δ
′
|t− x|1+δ′
L(|t− x|)S(|t− t′|)D
(
1+
|t+ x|
1 + |t− x|
)
when 2|t − t′| < |t − x|. Actually, we are going to prove that the
expression
(8) sup
t′ ∈ R
0 < 2|t− t′| < |t− x|
|t− x|1+δ
′
|t− t′|δ′
|K(t, x)−K(t′, x)|
tends to zero when |t − x| tends to infinity or when |t − t′| tends to
zero or when |t + x| tends to infinity while |t − x| is bounded above
and below. For every 0 < ǫ < 1 there exists t′ = t′(t, x, ǫ) such that
2|t− t′| < |t− x| and the expression in (8) is bounded by
|t− x|1+δ
′
|t− t′|δ′
|K(t, x)−K(t′, x)|+ ǫ
Then, we can always assume that t′ depends on t, x and we just need
to prove that
(9) C(t, x) =
|t− x|1+δ
′
|t− t′|δ′
|K(t, x)−K(t′, x)|
tends to zero in the three stated cases for any 0 < δ′ < δ. We note
that we can assume, without loss of generality, that t′ 6= t even if the
supremum is attained when t′ = t. We also note that C(t, x) and the
function defined by (8) are bounded functions.
SinceK is a standard Caldero´n-Zygmund kernel with constant C > 0
and parameter 0 < δ ≤ 1, we have
C(t, x) ≤ C
|t− t′|δ−δ
′
|t− x|δ−δ′
for 2|t− t′| < |t− x|.
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Therefore, since δ′ < δ, we trivially get limn→∞C(tn, xn) = 0 for
every sequence (tn, xn)n∈N and t
′
n = t
′(tn, xn) as described before, such
that
(10) lim
n→∞
|tn − t
′
n|
|tn − xn|
= 0
and one of the following limits hold:
(1) limn→∞ |tn − xn| =∞,
(2) or limn→∞ |tn − t
′
n| = 0,
(3) or limn→∞ |tn+xn| =∞ with d ≤ |tn−xn| ≤ 2d for some d > 0
Hence, we only need to calculate the limit limn→∞C(tn, xn) when (10)
does not hold. In this case we can assume, taking a subsequence of
(tn, xn)n∈N if necessary, that there is C˜ > 2 so that
(11) C˜−1|tn − xn| ≤ |tn − t
′
n| ≤ |tn − xn|/2
for all n ∈ N. In this situation, the second limit limn→∞ |tn − t
′
n| = 0
can be changed without loss of generality by limn→∞ |tn − xn| = 0.
Let (tn, xn)n∈N and t
′
n = t
′(tn, xn) satisfying (11) and one of the three
previous limits. Then,
C(tn, xn) ≤ C˜
δ′ |tn − xn||K(tn, xn)−K(t
′
n, xn)|
Let 0 < ǫ < C/2δ be fixed and arbitrarily small. We fix a sequence
(λn)n∈N so that (C
−1ǫ)1/δ|tn − t
′
n|/2 ≤ λn ≤ (C
−1ǫ)1/δ|tn − t
′
n|. By (6)
and the second inequality in (11), we get
C(tn, xn) ≤ C˜
δ′ |tn − xn|
∣∣∣
∫ ∫
TtnD
1
λnΦ(u)TxnD
1
λnΦ(y)K(u, y)dudy
−
∫ ∫
Tt′nD
1
λnΦ(u)TxnD
1
λnΦ(y)K(u, y)dudy
∣∣∣+ 2C˜δ′ǫ2−δ
Moreover, |u− y| ≥ |tn − xn| − |u− tn| − |y − xn| ≥ |tn − xn| − λn ≥
|tn − xn|/2 > 0 and similarly in the second integral changing tn by t
′
n.
Then, TtnD
1
λn
Φ and TxnD
1
λn
Φ have disjoint support and, by the integral
representation, we can write
C(tn, xn) ≤ C˜
δ′ |tn − xn||〈T (TtnD
1
λnΦ)− T (Tt′nD
1
λnΦ), TxnD
1
λnΦ〉|+ 2C˜
δ′ǫ
We remind that T is compact on Lp(R) with 1 < p < ∞. Then, let
fn = |tn − xn|
1/p′(TtnD
1
λn
Φ − Tt′nD
1
λn
Φ) and gn = |tn − xn|
1/pTxnD
1
λn
Φ
for every n ∈ N. This way,
C(tn, xn) ≤ C˜
δ′ |〈T (fn), gn〉|+ 2C˜
δ′ǫ
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By (11) and the choice of λn, we have
‖fn‖Lp(R) ≤ |tn − xn|
1
p′ 2λ
− 1
p′
n
≤ |tn − xn|
1
p′ 2((C−1ǫ)
1
δ |tn − t
′
n|/2)
− 1
p′
≤ |tn − xn|
1
p′ 2
1+ 1
p′ (Cǫ−1)
1
p′δ (C˜−1|tn − xn|)
− 1
p′
= C˜
1
p′ 2
1+ 1
p′ (Cǫ−1)
1
p′δ
Hence, (fn)n∈N is a bounded sequence and, by compactness of T on
Lp(R), there is a convergent subsequence (T (fnk))k∈N. Then, for 0 <
ǫ˜ < ǫ1+
1
pδ C˜−(δ
′+ 1
p
)2−
1
pC−
1
pδ , there is kǫ ∈ N such that for all k, l > kǫ,
we have
‖T (fnk)− T (fnl)‖Lp(R) < ǫ˜
With this, we write
C(tnk , xnk) ≤ C˜
δ′ |〈T (fnk), gnk〉|+ 2C˜
δ′ǫ
≤ C˜δ
′
(|〈T (fnk)− T (fnl), gnk〉|+ |〈T (fnl), gnk〉|) + 2C˜
δ′ǫ
for all k, l > kǫ. Then, the first term can be bounded by
C˜δ
′
‖T (fnk)− T (fnl)‖Lp(R)‖gnk‖Lp′(R) ≤ C˜
δ′ ǫ˜|xnk − tnk |
1
pλ
− 1
p
nk
≤ C˜δ
′
ǫ˜C˜
1
p2
1
p (Cǫ−1)
1
pδ < ǫ
by the choice of ǫ˜.
On the other hand, we rewrite the second term as
C˜δ
′
|tnl − xnl |
1
p′ |tnk − xnk |
1
p
|〈T (TtnlD
1
λnl
Φ)− T (Tt′nlD
1
λnl
Φ), TxnkD
1
λnk
Φ〉|(12)
and we bound this expression in different ways accordingly with the
properties of the sequence (tn, xn)n∈N. But first, we remind that since
T is compact on Lp(R), it is a Caldero´n-Zygmund operator bounded
on Lp(R) and, therefore, by the classical theory, T is bounded on Lq(R)
for any 1 < q <∞.
1) We first consider the case when (tn, xn)n∈N satisfies (11) and
limn→∞ |tn − xn| =∞.
We choose q > p. Then, by denoting CT,q the constant of bounded-
ness of T on Lq(R), we can bound the last factor in (12) by
CT,q(‖TtnlD
1
λnl
Φ‖Lq(R) + ‖Tt′nlD
1
λnl
Φ‖Lq(R))‖TxnkD
1
λnk
Φ‖Lq′ (R)
≤ 2CT,qλ
− 1
q′
nl λ
− 1
q
nk
≤ 2CT,q((C
−1ǫ)
1
δ |tnl − t
′
nl
|/2)−
1
q′ ((C−1ǫ)
1
δ |tnk − t
′
nk
|/2)−
1
q
≤ CT,q(Cǫ
−1)
1
δ (C˜−1|tnl − xnl |)
− 1
q′ (C˜−1|tnk − xnk |)
− 1
q
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This way, (12) is bounded by
C˜1+δ
′
CT,q(Cǫ
−1)
1
δ
1
|tnl − xnl |
1
q′
− 1
p′
|tnk − xnk |
1
p
− 1
q
Now, since 1
q′
− 1
p′
≥ 0, we fix k > kǫ and choose l > k such that
|tnl−xnl |
1
q′
− 1
p′ > ǫ−1C˜1+δ
′
CT,q(Cǫ
−1)
1
δ |tnk −xnk |
1
p
− 1
q . This implies that
last expression and (12) are bounded by ǫ.
2) The second case we study is when (tn, xn)n∈N satisfies (11) and
limn→∞ |tn − xn| = 0.
This time, we choose q < p. As before, by boundedness of T on
Lq(R), we can bound (12) by
C˜1+δ
′
CT,q(Cǫ
−1)
1
δ |tnl − xnl |
1
p′
− 1
q′
1
|tnk − xnk |
1
q
− 1
p
Now, since 1
p′
− 1
q′
≥ 0, we fix k > kǫ and choose l > k such that
|tnl − xnl|
1
p′
− 1
q′ < ǫ(C˜1+δ
′
CT,q(Cǫ
−1)
1
δ |tnk − xnk |
−( 1
q
− 1
p
))−1. This implies
than (12) is again bounded by ǫ.
3) Finally, we consider the case when (tn, xn)n∈N satisfies (11) and
limn→∞ |tn + xn| = ∞ with d ≤ |tn − xn| ≤ 2d for some d > 0. These
hypotheses imply that limn→∞ |tn| =∞ and so, liml→∞ |tnl−xnk | =∞
for any fixed nk.
Now, we fix k > kǫ and choose l > k such that 3d < |tnl − xnk | and
C˜δ
′
C2d1+δ|tnl−xnk |
−1 < ǫ. The first condition implies that 3|tnl−t
′
nl
| <
3|tnl − xnl |/2 < 3d < |tnl − xnk |.
On the other hand, we note that all previous reasoning holds with
the choice C˜−1(C−1ǫ)1/δ|tnl − t
′
nl
|/2 ≤ λn ≤ C˜
−1(C−1ǫ)1/δ|tnl − t
′
nl
|.
Notice that the bounds are strictly smaller. This way, we obviously
have λnl ≤ (C
−1ǫ)1/δ|tnl − t
′
nl
| but also
λnk ≤ C˜
−1(C−1ǫ)1/δ|tnk − t
′
nk
| ≤ C˜−1(C−1ǫ)1/δ|tnk − xnk |/2
≤ C˜−1(C−1ǫ)1/δd ≤ C˜−1(C−1ǫ)1/δ|tnl − xnl |
≤ (C−1ǫ)1/δ|tnl − t
′
nl
|
applying (11) in the last inequality. Then, we can apply (7) and so,
bound (12) by a constant times
C˜δ
′
|tnl − xnl|
1
p′ |tnk − xnk |
1
p
C|tnl − t
′
nl
|δ
|tnl − xnk |
1+δ
≤ C˜δ
′
2d
Cdδ
|tnl − xnk |
1+δ
≤ ǫ
by the choice of l. Notice that in the second last inequality we have
used that |tnl − t
′
nl
| < |tnl − xnl|/2 ≤ d.
We end this subsection proving that in the classical setting, the
smoothness of the kernel and the weak boundedness condition implies
the off-diagonal decay of the kernel. We briefly remind the very well
known definitions:
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Definition 3.3. A function K : (R2 \∆)→ C satisfies the smoothness
condition of a standard Caldero´n-Zygmund kernel if for some 0 < δ ≤ 1
and C > 0, we have
(13) |K(t, x)−K(t′, x′)| ≤ C
(|t− t′|+ |x− x′|)δ
|t− x|1+δ
whenever 2(|t − t′| + |x − x′|) < |t − x|. And K satisfies the decay
condition of a standard Caldero´n-Zygmund kernel if there is some C >
0 such that
(14) |K(t, x)| ≤ C
1
|t− x|
Finally, a linear operator T : SN(R) → S
′
N (R) satisfies the weak
boundedness condition if for any interval I and every pair φI , ϕI of
L2-normalized bump functions adapted to I with constant C > 0 and
order N , we have
|〈T (φI), ϕI)〉| . C
where the implicit constant only depends on the operator T .
Lemma 3.4. Let K satisfying the smoothness condition (13) and such
that the operator T associated with K is weakly bounded. Then, K
satisfies the decay condition (14).
Proof. As in the previous result, let Φ be a positive smooth function
such that it is supported and L∞-adapted to [−1/2, 1/2] and satisfies∫
Φ(x)dx = 1.
For every (t, x) ∈ R2\∆, let f = TtD
1
λΦ and g = TxD
1
λΦ with λ =
|t−x|/2. We denote the interval I = [min(t, x),max(t, x)]. Since λ1/2f
and λ1/2g are both L2-adapted to I with the same constant and order,
by the weak boundedness condition we have
|〈T (f), g〉| ≤ Cλ−1 = C|t− x|−1
On the other hand, since 2(|u|+ |y|) < 2λ = |t− x| and K satisfies
the smoothness condition, we get
|〈T (f), g〉−K(t, x)| ≤
∣∣∣
∫ ∫
D1λΦ(u)D
1
λΦ(y)(K(u+t, y+x)−K(t, x))dudy
∣∣∣
≤ C
∫ ∫
D1λΦ(u)D
1
λΦ(y)
(|u|+ |y|)δ
|t− x|1+δ
dudy ≤ Cλδ|t−x|−(1+δ) ≤ C|t−x|−1
Therefore,
|K(t, x)| ≤ C|t− x|−1
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3.2. Weak compactness condition. We prove now that every linear
operator compact on Lp(R) and bounded on Lp
′
(R), with 1 < p < ∞
and 1
p
+ 1
p′
= 1, satisfies the weak compactness condition.
Proposition 3.5. Let 1 < p < ∞. Let T be a bounded operator on
Lp(R) and on Lp
′
(R). Then, for every M ∈ N and every N ∈ N,
T satisfies that for all intervals I ⊂ R and all bump functions φI , ϕI
L2-adapted to I with constant C > 0 and order N , we have
|〈T (φI), ϕI〉| ≤ Cp,TC
(
1 +
|I|
2M
)−α(
1 +
2−M
|I|
)−α(
1 +
rdist(I,B2M )
M
)−N
+ C‖P⊥M ◦ T‖
with α = |1/2− 1/p|+ 1/2.
Remark 3.6. We have that Cp,T . max(‖T‖p→p, ‖T‖p′→p′)Cp, where
Cp is the constant of boundedness on L
p(R) of the lagom projection
operator PM (which in turn depends on the boundedness constant on
Lp(R) of the square function).
Corollary 3.7. Let T be an operator compact on Lp(R) and bounded
on Lp
′
(R). Then, T satisfies the weak compactness condition for all
N > 1. We note that, in this case, we can take L(x) = (1 + x)−α,
S(x) = (1 + x−1)−α and D(x) = (1 + x)−1.
Proof. We start with the estimate
|〈T (φI), ϕI〉| ≤ |〈(PM ◦ T )(φI), ϕI〉|+ |〈(T − PM ◦ T )(φI), ϕI〉|
whose second term can be quickly bounded by
‖T−PM ◦T‖‖φI‖p‖ϕI‖p′ ≤ C‖P
⊥
M ◦T‖|I|
1/p−1/2|I|1/p
′−1/2 = C‖P⊥M ◦T‖
The control of the first term requires more work. If I ∈ DM+2, by
boundedness of T and PM on L
p(R), we can bound it by
|〈(PM ◦ T )(φI), ϕI〉| ≤ Cp‖T‖‖φI‖p‖ϕI‖p′ ≤ CpC‖T‖
This estimate is compatible with the statement since 2−(M+2) ≤ |I| ≤
2(M+2) and rdist(I,B2M+2) < M + 2.
If I /∈ DM+2, we denote by (ψJ )J∈D the wavelet basis defining PM .
Then, the first term can be bounded by
(15) |〈T (φI), PM(ϕI)〉| ≤
∑
J∈DM
|〈T (φI), ψJ〉||〈ϕI , ψJ〉|
Now, by boundedness of T on Lp(R) and Lp
′
(R), we can bound the
first factor inside the sum by
|〈T (φI),ψJ〉| ≤ min(‖T‖p→p‖φI‖p‖ψJ‖p′, ‖T‖p′→p′‖φI‖p′‖ψJ‖p)
≤ Cmax(‖T‖p,p, ‖T‖p′,p′)min(|I|
1
p
− 1
2 |J |
1
p′
− 1
2 , |I|
1
p′
− 1
2 |J |
1
p
− 1
2 )
. min
(( |I|
|J |
) 1
p
− 1
2 ,
( |J |
|I|
) 1
p
− 1
2
)
=
(min(|I|, |J |)
max(|I|, |J |)
)| 1
2
− 1
p
|
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We denote θp = |1/2− 1/p|.
To bound the second factor inside the sum at the right hand side of
(15) we consider three cases: 1) |I| > 2M+2, 2) |I| < 2−(M+2) and 3)
2−(M+2) < |I| < 2M+2 with rdist(I,B2M+2) > M + 2.
1) Since |I| > 2M ≥ |J |, by the mean zero of ψJ we know from
Lemma 2.10 that
|〈ϕI , ψJ〉| ≤ C
( |J |
|I|
) 3
2
(1 + |I|−1|c(I)− c(J)|)−N
which leads to bound (15) by
(16) |〈T (φI), PM(ϕI)〉| .
∑
J∈DM
( |J |
|I|
)θp+ 32
(1 + |I|−1|c(I)− c(J)|)−N
Now, since J ∈ DM implies J ⊂ BM2M with 2
−M ≤ |J | ≤ 2M , we can
parametrize these intervals by their size: |J | = 2−k2M with 0 ≤ k ≤
2M , in such a way that for every fixed k there are M2M/|J | = M2k
intervals. Moreover, for all J ∈ DM , the value of 1 + |I|
−1|c(I)− c(J)|
can be bounded from below to obtain
1 + |I|−1|c(I)− c(J)| & 1 +M−1 rdist(I,B2M )
as we show:
a) when rdist(I,BM2M ) > 2, we have dist(I,BM2M ) > M2
M and
so, dist(I,B2M ) ≤ dist(I,BM2M )+M2
M ≤ 2dist(I,BM2M ). This
implies
|c(I)− c(J)| ≥ |I|/2 + dist(I,BM2M )
≥ |I|/4 + 2M + dist(I,B2M )/2
≥ 1/4(|I|+ 2M + dist(I,B2M )) ≥ 1/4diam(I,B2M )
and so
1 + |I|−1|c(I)− c(J)| ≥ 1 + 1/4|I|−1diam(I,B2M )
≥ 1/4(1 + rdist(I,B2M ))
b) when rdist(I,BM2M ) ≤ 2, we have
diam(I,B2M ) ≤ diam(I,BM2M )
= rdist(I,BM2M )max(|I|,M2
M) ≤ 2M max(|I|, 2M)
which implies rdist(I,B2M ) ≤ 2M . Therefore,
1 + |I|−1|c(I)− c(J)| ≥ 1 ≥ 1/3(1 +M−1 rdist(I,B2M ))
Finally, we also notice that for every fixed k and for every n ≥
4−1(1 + M−1 rdist(I,B2M )) there are less than
|I|
|J |
= |I|
2−k2M
intervals
J ∈ DM such that n ≤ 1 + |I|
−1|c(I) − c(J)| < n + 1. But, as said
before, there also less the 2kM of such intervals.
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As a result, we can parametrize and bound the sum in (16) in the
following way
|〈T (φI), PM(ϕI)〉| .
∑
0≤k≤2M
∑
J ∈ DM
|J | = 2−k2M
(2−k2M
|I|
)θp+ 32(
1+
|c(I)− c(J)|
|I|
)−N
.
(2M
|I|
)θp+ 32 ∑
0≤k≤2M
2−k(θp+
3
2
)min(
|I|
2−k2M
, 2kM)
∑
n≥ 1
4
(1+M−1 rdist(I,B
2M
))
n−N
.
(2M
|I|
)θp+ 32
min(
|I|
2M
,M)
(
1 +
rdist(I,B2M )
M
)−N ∑
0≤k≤2M
2−k(θp+
1
2
)
.
(2M
|I|
)θp+ 32 |I|
2M
(
1 +
rdist(I,B2M )
M
)−N
Then, we finally obtain
(17) |〈T (φI), PM(ϕI)〉| .
(2M
|I|
)θp+ 12(
1 +
rdist(I,B2M )
M
)−N
2) In this case, since |I| < 2−M ≤ |J |, we have by Lemma 2.10
|〈ϕI , ψJ〉| ≤ C
( |I|
|J |
) 1
2
(
1 +
|c(I)− c(J)|
|J |
)−N
which leads to bound (15) by
(18) |〈T (φI), PM(ϕI)〉| .
∑
J∈DM
( |I|
|J |
)θp+ 12(
1 +
|c(I)− c(J)|
|J |
)−N
As before, we parametrize the intervals J ∈ DM by their size |J | =
2−k2M with 0 ≤ k ≤ 2M , all of them satisfying J ⊂ BM2M . We
work now to bound 1+ |J |−1|c(I)− c(J)| from above and below. Since
I /∈ DM+2, we have
dist(I,BM2M ) ≤ |c(I)− c(J)| ≤ |c(I)|+ |c(J)|
≤ |c(I)|+M2M ≤ 2(|I|/2 + |c(I)|+M2M−1) ≤ 2diam(I,BM2M )
and so, for every k
2k2−Mdist(I,BM2M ) ≤ |J |
−1|c(I)− c(J)| ≤ 2k+12−Mdiam(I,BM2M )
Moreover, since |I| ≤ |J |, for fixed k, the M2k intervals J ∈ DM can
be parametrized in such a way that 1 + |J |−1|c(I)− c(J)| = j with all
j pairwise different and such that
(19) 1 + 2k2−Mdist(I,BM2M ) ≤ j ≤ 1 + 2
kM rdist(I,BM2M )
We now separate into two subcases in a similar way as we did before
but by using the distance instead of the relative distance: dist(I,BM2M ) >
2|BM2M | and dist(I,BM2M ) ≤ 2|BM2M |. In the first case, we have
diam(I,B2M ) ≤ diam(I,BM2M ) ≤ |I|+ dist(I,BM2M ) +M2
M
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≤ 2M2M + dist(I,BM2M ) ≤ 2dist(I,BM2M )
Then, by (19),
j ≥ 1 + 2k2−Mdist(I,BM2M ) ≥ 1 + 2
k−12−Mdiam(I,B2M )
≥ 2k−1 rdist(I,B2M ) ≥ 2
k−2(1 + rdist(I,B2M ))
Therefore, we parametrize and bound the terms in the sum of (18) that
correspond to this case as follows:
|〈T (φI), PM(ϕI)〉| .
∑
0≤k≤2M
∑
J ∈ DM
|J | = 2−k2M
( |I|
2−k2M
)θp+ 12(
1+
|c(I)− c(J)|
|J |
)−N
≤
( |I|
2M
)θp+ 12 ∑
0≤k≤2M
2k(θp+
1
2
)
∑
j≥2k−2(1+ rdist(I,B
2M
))
j−N
.
( |I|
2M
)θp+ 12 ∑
0≤k≤2M
2−k(N−(θp+
1
2
))(1 + rdist(I,B2M ))
−N
.
( |I|
2M
)θp+ 12
(1 + rdist(I,B2M ))
−N
=
( |I|
2−M
)θp+ 12
2−2M(θp+
1
2
)(1 + rdist(I,B2M ))
−N
which is better than the stated bound.
On the other hand, when dist(I,BM2M ) ≤ 2|BM2M |, we have that
diam(I,BM2M ) ≤ |I|+ dist(I,BM2M ) +M2
M
≤ 2M2M + dist(I,BM2M ) ≤ 4M2
M
and so |BM2M | ≤ diam(I,BM2M ) ≤ 4|BM2M |, that is, 1 ≤ rdist(I,BM2M ) ≤
4. Then, by (19), we have 1 ≤ j ≤ 1 + 2k+2M . Moreover,
rdist(I,B2M ) = |B2M |
−1diam(I,B2M )
≤M |BM2M |
−1diam(I,BM2M ) ≤ 4M
and so, 1 +M−1 rdist(I,B2M ) ≤ 5.
Thereby, we can now bound the the terms in the sum of (18) that
correspond to this case as follows:
|〈T (φI), PM(ϕI)〉| .
∑
0≤k≤2M
∑
J ∈ DM
|J | = 2−k2M
( |I|
2−k2M
)θp+ 12(
1+
|c(I)− c(J)|
|J |
)−N
≤
( |I|
2M
)θp+ 12 ∑
0≤k≤2M
2k(θp+
1
2
)
∑
1≤j≤1+2k+2M
j−N
.
( |I|
2M
)θp+ 12 ∑
0≤k≤2M
2k(θp+
1
2
) .
( |I|
2M
)θp+ 12
22M(θp+
1
2
)
.
( |I|
2−M
)θp+ 12
(1 +M−1 rdist(I,B2M ))
−N
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Therefore, in both subcases we obtain
(20) |〈T (φI), PM(ϕI)〉| .
( |I|
2−M
)θp+ 12
(1 +M−1 rdist(I,B2M ))
−N
3) To deal with case 2−(M+2) < |I| < 2M+2 and rdist(I,B2M+2) >
M + 2, we will mix the techniques of the two previous cases: for those
J ∈ DM such that |J | ≤ |I| we will reason as we did to deduce (17),
while for those J ∈ DM such that |J | ≥ |I| we will reason in a similar
way as we did to obtain (20).
In the subcase |I| ≥ |J |, we first prove the bound
(21) 1 + |I|−1|c(I)− c(J)| & 1 + rdist(I,B2M )
We start by checking that rdist(I,B2M+2) > M + 2 implies that
I ∩ BM2M = ∅. Since
|I|+ dist(I,B2M+2) + 2
M+2 ≥ diam(I,B2M+2)
= rdist(I,B2M+2)2
M+2 > (M + 2)2M+2
and |I| ≤ 2M+2, we have dist(I,B2M+2) > M2
M+2. Therefore, we have
I ∩ BM2M+2 = ∅.
This, together with J ⊂ BM2M , implies
|c(I)− c(J)| ≥ dist(I,BM2M ) ≥ dist(I,B2M )− dist(B2M ,B
c
M2M )
that is,
(22) |c(I)− c(J)| ≥ dist(I,B2M )− 2
M(M − 1)
Moreover, since dist(I,B2M+2) ≤ dist(I,B2M ), we have
(M + 2)2M+2 ≤ diam(I,B2M+2)
≤ |I|+ dist(I,B2M+2) + 2
M+2 ≤ dist(I,B2M ) + 2
M+3
and so,
(23) M2M ≤ 1/4dist(I,B2M )
With this and (22), we get |c(I)− c(J)| ≥ 3/4dist(I,B2M ).
Furthermore, since (23) implies |I| ≤ 2M+2 ≤ M−1dist(I,B2M ), we
also have
diam(I,B2M ) ≤ dist(I,B2M ) + |I|+ 2
M
≤ (1 + 2M−1)dist(I,B2M ) ≤ 3dist(I,B2M )
which implies |c(I)− c(J)| ≥ 1/4diam(I,B2M ). Finally then,
1 + |I|−1|c(I)− c(J)| ≥ 1/4(1 + |I|−1diam(I,B2M ))
≥ 1/4(1 + max(|I|, 2M)−1diam(I,B2M )) = 1/4(1 + rdist(I,B2M ))
as we wanted.
Now, similar as before, we notice that for every fixed k and for every
n ≥ 4−1(1 + rdist(I,B2M )) there are at most |I|/|J | =
|I|
2−k2M
intervals
J ∈ DM such that n ≤ 1 + |I|
−1|c(I) − c(J)| < n + 1. With this, the
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part under consideration of the sum in (16) can be parametrized and
estimated in the following way:
∑
0≤k≤2M
∑
J ∈ DM
|J | = 2−k2M ≤ |I|
(2−k2M
|I|
)θp+ 32
(1 + |I|−1|c(I)− c(J)|)−N
.
(2M
|I|
)θp+ 32 ∑
max(0,M+log |I|−1)≤k≤2M
2−k(θp+
3
2
) |I|
2−k2M
∑
n≥ 1
4
(1+ rdist(I,B
2M
))
n−N
.
(2M
|I|
)θp+ 12 ∑
max(0,M+log |I|−1)≤k
2−k(θp+
1
2
)(1 + rdist(I,B2M ))
−N
.
(2M
|I|
)θp+ 12
(1 + rdist(I,B2M ))
−N min(
( |I|
2M
)θp+ 12
, 1)
(24) . (1 + rdist(I,B2M ))
−N
For the second subcase, |I| ≤ |J | ≤ 2M , we parametrize and bound
the relevant subsum of (18) as
(25)
( |I|
2M
)θp+ 12 ∑
0≤k≤2M
∑
J ∈ DM
|J | = 2−k2M ≥ |I|
2k(θp+
1
2
)
(
1 +
|c(I)− c(J)|
|J |
)−N
We now decompose the sums in the same way we did to obtain (20):∑
0≤k≤min(2M,M+log |I|−1)
2k(θp+
1
2
)
( ∑
j≥2k−2(1+ rdist(I,B
2M
))
j−N +
∑
1≤j≤1+2k+2M
j−N
)
.
∑
0≤k≤M+log |I|−1
2k(θp+
1
2
)
(
2−Nk(1+ rdist(I,B2M ))
−N+
(
1+
rdist(I,B2M )
M
)−N)
.
( ∑
0≤k≤M+log |I|−1
2−k(N−(θp+
1
2
))+
∑
0≤k≤M+log |I|−1
2k(θp+
1
2
)
)(
1+
rdist(I,B2M )
M
)−N
.
(
1 +
(2M
|I|
)θp+ 12)(
1 +
rdist(I,B2M )
M
)−N
(26) .
(2M
|I|
)θp+ 12(
1 +
rdist(I,B2M )
M
)−N
since |I| ≤ 2M . Notice here that the splitting of the sum into two
parts is merely a notational device to express the division into two
further sub-subcases along the lines of the subcases considered in the
case 2). In particular, note that in the considerations from which the
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sum
∑
1≤j≤1+2k+2M j
−N arises, we showed that rdist(I,B2M )/M . 1
and therefore,
∑
1≤j≤1+2k+2M
j−N . 1 .
(
1 +
rdist(I,B2M )
M
)−N
Then, with (26), we can bound (25) by
( |I|
2M
)θp+ 12(2M
|I|
)θp+ 12(
1 +
rdist(I,B2M )
M
)−N
=
(
1 +
rdist(I,B2M )
M
)−N
Putting (24) and (26) together, we get in the third case that
(27) |〈T (φI), PM(ϕI)〉| .
(
1 +
rdist(I,B2M )
M
)−N
Finally, with (17), (20), (27) and using min(a, b) ≈ 1/(a−1 + b−1),
we have
(28) |〈T (φI), PM(ϕI)〉|
. min(1,
(2M
|I|
)
)θp+
1
2 min(1,
( |I|
2−M
)
)θp+
1
2
(
1 +
rdist(I,B2M )
M
)−N
.
(
1 +
|I|
2M
)−(θp+ 12 )(
1 +
2−M
|I|
)−(θp+ 12 )(
1 +
rdist(I,B2M )
M
)−N
finishing the proof.

3.3. Interlude on compact Caldero´n-Zygmund kernels. Before
proving the necessity of the third hypothesis, we devote some time
to justify the assumption of some extra properties of the compact
Caldero´n-Zygmund kernels and the admissible functions appearing in
their definition.
We will start by assuming that the admissible functions satisfy that L
andD are monotone non-increasing while S is monotone non-decreasing.
This is possible because if L, S and D are admissible and as in Defini-
tion 2.3, then the functions
L1(x) = sup
y∈[x,∞)
L(y) S1(x) = sup
y∈[0,x]
S(y) D1(x) = sup
y∈[x,∞)
D(y)
are admissible, give the same kernel bounds as in Definition 2.3 and
satisfy the monotonicity requirements.
More importantly, in all forthcoming proofs, we will not be using
the smoothness hypothesis of the kernel as it is stated in Definition
2.3. Instead, we will adopt the alternative formulation provided by the
following lemma:
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Lemma 3.8. Let ∆ be the diagonal of R2. Let K : (R2 \∆)→ C be a
compact Caldero´n-Zygmund kernel. Then, there exists 0 < δ′ < 1 and
admissible functions L1, S1, D1 such that
(29) |K(t, x)−K(t′, x′)| ≤ C
(|t− t′|+ |x− x′|)δ
′
|t− x|1+δ′
L1(|t− x|)S1(|t− t
′|+ |x− x′|)D1
(
1 +
|t+ x|
1 + |t− x|
)
whenever 2(|t− t′|+ |x− x′|) < |t− x|.
Proof. We need to show that the condition in Definition 2.3 implies
this new condition (29), with any δ′ < δ. To see this, pick 0 < ε < δ,
let δ′ = δ − ε, and
F (x, t, x′, t′) =
(|t− t′|+ |x− x′|)ε
|t− x|ε
L(|t− x|)S(|t− x|)D(|x+ t|),
defined for tuples (x, t, x′, t′) such that 2(|t − t′| + |x − x′|) < |t − x|.
Then, by Definition 2.3,
|K(t, x)−K(t′, x′)| ≤ C
(|t− t′|+ |x− x′|)δ
′
|t− x|1+δ′
F (x, t, x′, t′)
with F bounded and such that lim|t−x|→∞ F = 0.
We prove now that also lim|t−t′|+|x−x′|→0 F = 0. Suppose there exists
a sequence (xn, tn, x
′
n, t
′
n) such that 2(|xn − x
′
n|+ |tn − t
′
n|) < |xn − tn|
and limn→∞ |xn − x
′
n|+ |tn − t
′
n| = 0, but infn F (xn, tn, x
′
n, t
′
n) > 0.
If there would exist a constant C > 0 such that
|xn − x
′
n|+ |tn − t
′
n| ≥ C|xn − tn|
then, by monotonicity of S, we would have
S(|xn − tn|) ≤ S(C
−1(|xn − xn′|+ |tn − tn′|))
The upper bound tends to zero and so, also F (xn, tn, xn′, tn) would tend
to zero, giving a contradiction.
Hence, we can assume
lim
n
|xn − x
′
n|+ |tn − t
′
n|
|xn − tn|
= 0,
which immediately gives limn F (xn, tn, x
′
n, t
′
n) = 0, also a contradiction.
It is also clear that lim |x+t|
1+|t−x|
→∞
F = 0, in view of the inequality
|x+t|
1+|t−x|
≤ |x+ t| and the limit satisfied by D.
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Finally, we define for y ≥ 0,
L1(y) = sup
|t−x|≥y
F (x, t, x′, t′)1/3,
S1(y) = sup
|t−t′|+|x−x′|≤y
F (x, t, x′, t′)1/3,
D1(y) = sup
1+
|x+t|
1+|t−x|
≥y
F (x, t, x′, t′)1/3,
This way, L1, S1 and D1 constitute a set of admissible functions and
the corresponding smoothness condition holds since
L1(|t− x|)S1(|t− t
′|+ |x− x′|)D1
(
1 +
|x+ t|
1 + |t− x|
)
≥ F (x, t, x′, t′)
finishing the proof.
From now on we will assume that a compact Caldero´n-Zygmund
kernel is associated with a δ′ (which we will denote again by δ) and
admissible, monotone functions L1, S1 and D1 (denoted L, S and D)
satisfying the inequality (29). One reason for this change of notation
is that, since |x| ≤ (1 + |t− x|+ |x+ t|)/2, we have
1 +
|x|
1 + |t− x|
≤
3
2
(
1 +
|x+ t|
1 + |t− x|
)
and by the monotonicity of D1,
D1
(
1 +
|x+ t|
1 + |t− x|
)
≤ D1
(2
3
(
1 +
|x|
1 + |t− x|
))
.
This fact will be crucially used in our proofs.
Finally, we note that, under the condition 2(|t−t′|+|x−x′|) < |t−x|,
1 +
min(|x+ t|, |x′ + t′|)
1 + |t− x|
≈ 1 +
|x+ t|
1 + |t− x|
.
3.4. Necessity of T (1) ∈ CMO. Now, in order to prove necessity of
the third condition, we need to give a rigorous definition of T (1). Since
T is a associated with a standard Caldero´n-Zygmund kernel, the actual
definition of T (1) is already known. However, in our proofs we need
stronger estimates than the ones provided by the classical theory. This
is the reason why we state and proof Lemma 3.9, which will allow us to
define T (1) as a functional in the dual of the space of smooth functions
with compact support and mean zero.
Once this is done, the hypothesis that T (1) ∈ BMO(R) means that
the inequality
|〈T (1), f〉| ≤ C‖f‖H1(R)
holds for a dense subspace of H1(R). In particular, we will verify
the estimate for all smooth functions f with compact support and
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mean zero, which are dense in H1(R). Furthermore, the hypothesis
T (1) ∈ CMO(R) means that
lim
M→∞
|〈P⊥M(T (1)), f〉| = 0
holds uniformly in a dense subset of the unit ball of H1(R). The ne-
cessity of T (1) ∈ CMO when T is a compact operator will be proven
in Proposition 3.12.
For all a ∈ R and λ > 0, p > 0, we define the translation operator as
Ta(f)(x) = f(x − a) and the dilation operators as Dλ(f)(x) = f(x/λ)
and Dpλ(f)(x) = λ
−1/pf(x/λ). Let also Φ ∈ S(R) be a smooth cut-off
function such that Φ(x) = 1 for |x| ≤ 1, 0 < Φ(x) < 1 for 1 < |x| < 2
and Φ(x) = 0 for |x| > 2.
In order to give meaning to T (1) (and also to T ∗(1)), we use the
following technical lemma:
Lemma 3.9. Let T be a linear operator associated with a compact
Caldero´n-Zygmund kernel K with parameter δ > 0 (as in Section 3.3).
Let I ⊂ R be an interval and let f ∈ S(R) have compact support in I
and mean zero. Then, the limit
L(f) = lim
k→∞
〈T (TaD2k|I|Φ), f〉
exists and it is independent of the translation parameter a ∈ R and the
cut-off function Φ.
Moreover, for all k ∈ N such that 2k ≥ 1 + |I|−1|a− c(I)|, we have
the error bound
|L(f)− 〈T (TaD2k|I|Φ), f〉| ≤ C2
−δk(1 + |I|−1|a− c(I)|)δ
∞∑
k′=0
2−δk
′
LK(2
k′+k|I|)SK(2
k′+k|I|)DK(1+ (1+2
k′+k|I|)−1|a|)‖f‖L1(R)
where the constant C depends only on Φ and T .
Remark 3.10. Notice that when |a| ≥ |c(I)| we have the bound
|L(f)− 〈T (TaD2k|I|Φ), f〉| ≤ C2
−kδ
∞∑
k′=0
2−δk
′
FK(2
k′+kI)‖f‖L1(R)
This is due to the fact that when |a| ≥ |c(I)| we have
1 + (1 + 2j|I|)−1|a| ≥ 1 + (1 + 2j|I|)−1|c(I)|
≥ (1 + 2j |I|)−1(1 + 2j|I|+ |c(I)|) ≥ 1/2max(2j|I|, 1)−1diam(2jI ∪ B)
= 1/2 rdist(2jI,B)
and, since D is non-increasing
L(2j |I|)S(2j|I|)D(1 + (1 + 2j |I|)−1|a|)
. L(2j |I|)S(2j|I|)D( rdist(2jI,B)) = FK(2
jI)
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Notice that, by Lebesgue’s Dominated Convergence Theorem, the
function
F˜ (2kI) =
∞∑
k′=0
2−δk
′
FK(2
k′+kI)
has the same limit behavior as F , that is,
lim
M →∞
2kI ∈ DcM
F˜ (2kI) = 0
and we can furthermore assume analogous monotonicity properties.
Then, with some abuse of notation to maintain its symmetry, we will
denote F˜ (2kI) again by F (2kI).
With this convention the inequality we will frequently use in later
proofs is written as
(30) |L(f)− 〈T (TaD2k |I|Φ), f〉| ≤ C2
−kδFK(2
kI)‖f‖L1(R)
Proof. In the proof, we drop the subindex K in the notation of F and
the admissible functions.
For k ∈ N with 2k ≥ 1+|I|−1|a−c(I)| , we introduce the smooth cut-
off Ψk = TaD2k+2|I|Φ− TaD2k+1|I|Φ. We aim to estimate |〈T (Ψk), f〉|.
In view of the supports of Ψk and f , we may restrict ourselves to
t and x satisfying 2k+1|I| < |t − a| < 2k+3|I| and |x − c(I)| ≤ |I|/2.
Then,
|x− a| ≤ |x− c(I)|+ |c(I)− a| ≤ |I|/2 + |c(I)− a|
≤ |I|(1 + |I|−1|c(I)− a|) < |I|2k < 2−1|t− a|
Therefore, the supports of Ψk and f are disjoint and so, we can use
the kernel representation and write
〈T (Ψk), f〉 =
∫
Ψk(t)f(x)(K(t, x)−K(t, a)) dtdx
due to the zero mean of f . Now, since 2|x − a| < |t − a|, we can use
the definition of a compact Caldero´n-Zygmund kernel to obtain
|〈T (Ψk),f〉| ≤
∫
|Ψk(t)||f(x)|
|x− a|δ
|t− a|1+δ
L(|t− a|)S(|x− a|)D(1 + (1 + |t− a|)−1|a|) dtdx
Notice that we are using the conventions of Section 3.3.
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Since |x − c(I)| < |I|/2, 2k+1|I| < |t − a| < 2k+3|I| and |x − a| ≤
|I|+ |a− c(I)|, we have by the monotonicity properties of L, S and D:
|〈T (Ψk), f〉| . L(2
k+3|I|)S(2k+1|I|)D(1 + (1 + 2k+3|I|)−1|a|)∫
|x−c(I)|<
|I|
2
∫
|t−a|<2k+3|I|
|f(x)|
|I|δ(1 + |I|−1|a− c(I)|)δ
2k(1+δ)|I|(1+δ)
dtdx
. 2−kδ(1 + |I|−1|a− c(I)|)δ
L(2k|I|)S(2k|I|)D(1 + (1 + 2k|I|)−1|a|)‖f‖L1(R)
where we used that 1 + (1 + 2k+3|I|)−1|a| > 2−3(1 + (1 + 2k|I|)−1|a|)
and Remark 2.2 to hide all constants in the argument of the admissible
functions.
This way, the trivial bound
|〈T (Ψk), f〉| . 2
−kδ(1 + |I|−1|a− c(I)|)δ‖f‖L1(R)
proves that the sequence (〈T (TaD2k|I|Φ), f〉)k>0 is Cauchy and thus,
the existence of the limit, which we will momentarily denote by La(f).
Finally, the explicit rate of convergence stated in the lemma follows
by summing a geometric series. For every k ∈ N,
|La(f)− 〈T (TaD2k|I|Φ), f〉|
≤ lim
m→∞
|La(f)− 〈T (TaD2m|I|Φ), f〉|+
∞∑
k′=k
|〈T (Ψk′), f〉|
.
∞∑
k′=k
2−k
′δL(2k
′
|I|)S(2k
′
|I|)D(1 + (1 + 2k
′
|I|)−1|a|)‖f‖L1(R)
which is the stated bound.
We show now that La is independent of the translation parameter.
Let a, b ∈ R and ψk,a,b = TaD2k|I|Φ − TbD2k|I|Φ. Then, for k large
enough so that |a − b| < 2k|I|, the support of ψk,a,b is contained in
(2k−1+1)|I| < |t− (a+b)/2| ≤ (2k+1+1/2)|I|. Whence, we can repeat
previous reasoning to show that also |〈T (ψk,a,b), f〉| . 2
−kδ‖f‖L1(R).
This way,
|La(f)−Lb(f)| ≤ |La(f)− 〈T (TaD2k|I|Φ), f〉|
+ |〈T (TaD2k|I|Φ), f〉 − 〈T (TbD2k |I|Φ), f〉|
+ |Lb(f)− 〈T (TbD2k|I|Φ), f〉| . 3 · 2
−kδ‖f‖L1(R)
Moreover, a similar argument works to prove that L is also indepen-
dent of the chosen cut-off function Φ. This is because if we take two
such smooth cut-off functions Φ and Φ˜, then TaD2k |I|Φ−TaD2k|I|Φ˜ has
support included in 2k|I| < |t− a| ≤ 2k+1|I|.
We state the following technical lemma whose proof can be found in
[12] and [10], Lemma 3.2.
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Lemma 3.11. Let I be some interval and f be an integrable function
supported in I with mean zero. For each dyadic interval J let φJ be a
bump function adapted to J with constant C > 0 and order N .
Then, for all dyadic intervals J such that |I| ≤ |J |, we have
|〈f, φJ〉| ≤ C‖f‖1
|I|
|J |3/2
(
1 +
|c(I)− c(J)|
|J |
)−(N−1)
We can prove now the necessity of the third condition.
Proposition 3.12. Let T be a linear operator associated with a stan-
dard Caldero´n-Zygmund kernel. If T can be extended to a compact
operator on Lp(R) for 1 < p <∞ then, T (1), T ∗(1) ∈ CMO(R).
Proof. We will only show the result for T (1). The argument for T ∗(1)
is analogous.
We start by proving membership in BMO(R). Although the argu-
ment is classical, we include it here to clarify the calculations at the
end of the proof. We show that L, defined in Lemma 3.9, is a bounded
linear functional on H1(R). Since linearity is trivial, we prove its con-
tinuity on H1(R). By standard arguments, it is enough to prove the
result for p′-atoms. Moreover, due to density, we can also assume the
atoms to be smooth. Then, let f be a smooth atom inH1(R) supported
in an interval I with ‖f‖Lp′(R) . |I|
−1/p and mean zero.
For all k ∈ N, let Ψk = Tc(I)D2k+1|I|Φ−Tc(I)D2k |I|Φ be as in the proof
of Lemma 3.9. This way, for any k ∈ N we have
|L(f)| ≤ |〈T (Tc(I)D|I|Φ), f〉|+
k−1∑
k′=0
|〈T (Ψk′), f〉|
+ |L(f)− 〈T (Tc(I)D2k|I|Φ), f〉|
By using boundedness of T on Lp(R) we can bound the first term by
‖T‖‖Tc(I)D|I|Φ‖Lp(R)‖f‖Lp′(R) . |I|
1/p‖f‖Lp′(R) . 1
From the proof of Lemma 3.9, rather than from the result itself, the
second term can be bounded by a constant times
k−1∑
k′=0
2−k
′δFK(2
k′I)‖f‖L1(R) .
k−1∑
k′=0
2−k
′δ|I|1/p‖f‖Lp′(R) . 1
We note that since T is compact, the kernel is actually a compact
Caldero´n-Zygmund kernel wit parameter δ. Applying the result of
Lemma 3.9, we bound the last term by a constant times
2−kδFK(2
kI)‖f‖L1(R) . 1
These three estimates show the bound |L(f)| . 1 for every atom f .
This proves, as claimed, that L defines a bounded linear functional on
H1(R). Hence, by the H1-BMO duality, the functional L is represented
by a BMO(R) function denoted by T (1), that is, L(f) = 〈T (1), f〉.
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In order to prove membership in CMO(R), we need to show that
there is a lagom projection operator PM such that
lim
M→∞
〈P⊥M(T (1)), f〉 = 0
uniformly for all f ∈ S(R) in the ball of H1(R) with mean zero and
support in a dyadic interval I. For this, we consider the projection
operator PM constructed with a wavelet basis (ψJ)J∈D of H
1(R) such
that every function ψJ is smooth, L
2-adapted and compactly supported
in J . Since
PM(f) =
∑
J∈DM
〈f, ψJ〉ψJ =
∑
J∈DM
|J |1/2〈f, ψJ〉|J |
−1/2ψJ
is defined by a finite linear combination of 1-atoms |J |−1/2ψJ , we have
that PM(f) ∈ H
1(R). Moreover, from the equality f = PM(f)+P
⊥
M(f),
we also deduce that P⊥M(f) ∈ H
1(R).
Now, we can prove the desired convergence. For every 0 < ǫ, we take
k ∈ N so that 2−kδ < ǫ. Then, due to compactness of T , we can take
M > 0 (depending on T , δ, p, ǫ and I) so that ‖P⊥M ◦ T‖p→p2
k/p < ǫ
and 2M > |I| > 2−M , I ⊂ B2M .
We first note that, by the previous discussion of L and the fact that
P⊥M is self-adjoint in the L
2-pairing, we have
〈P⊥M(T (1)), f〉 = 〈T (1), P
⊥
M(f)〉 = L(P
⊥
M(f))
The second and last expressions are meaningful because we already
know that T (1) ∈ BMO(R) and P⊥M(f) ∈ H
1(R). However, P⊥M(f) is
not supported on I but on the larger set I∪(∪J∈DM :J∩I 6=∅J). Therefore,
we need to do some extra work.
By the comments after Definition 2.17 of a lagom projection opera-
tor, we can write
P⊥M(f) =
∑
I∈DcM
〈f, ψI〉ψI
in a Schauder basis sense. Then, by linearity and continuity of L on
H1(R), we have
L(P⊥M(f)) =
∑
J∈DcM
〈f, ψJ〉L(ψJ)
Since f and ψJ have compact support, the non-null terms in the sum
arise from those intervals J satisfying J ∩ I 6= ∅. Therefore,
L(P⊥M(f)) =
∑
J ∈ DcM
J ⊂ I
〈f, ψJ〉L(ψJ) +
∑
J ∈ DcM
I ⊂ J
〈f, ψJ〉L(ψJ)
= L(fI) +
∑
J ∈ DcM
I ⊂ J
〈f, ψJ〉L(ψJ)(31)
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where fI = PI(P
⊥
M(f)) and PI denotes the classical projection operator.
We note that fI ∈ H
1(R) with support on I and, due to boundedness
of the projections, ‖fI‖H1 . ‖f‖H1 ≤ 1 and ‖fI‖Lp′ . ‖f‖Lp′ . |I|
−1/p.
Then, we proceed to bound the first term as we did before:
L(fI) = 〈(P
⊥
M◦T )(Tc(I)D2k|I|Φ), fI〉+(L(fI)−〈T (Tc(I)D2k|I|Φ), P
⊥
M(fI)〉)
Since P⊥M(fI) = fI , the second term in the sum can be dealt with by
Lemma 3.9
|L(fI)− 〈T (Tc(I)D2k|I|Φ), fI〉| . 2
−kδ‖fI‖L1(R) . 2
−kδ < ǫ
Meanwhile, the first term can be bounded by
‖P⊥M ◦ T‖‖Tc(I)D2k|I|Φ‖Lp(R)‖fI‖Lp′(R) . ‖P
⊥
M ◦ T‖2
k
p |I|
1
p |I|−
1
p < ǫ
Now, we bound the second term in (31) by a reiteration of a previous
argument. We first parametrize the intervals J such that I ⊂ J by their
size, |Jj| = 2
j|I| with j ≥ 0. Then, we write this second term as
∑
j≥0
〈f, ψJj〉L(ψJj) =
∑
j≥0
〈f, ψJj〉〈(P
⊥
M ◦ T )(Tc(I)D2k+j |I|Φ), ψJj〉
+
∑
j≥0
〈f, ψJj〉(L(ψJj)− 〈T (Tc(I)D2k+j |I|Φ), P
⊥
M(ψJj)〉)
Since Jj ∈ D
c
M , we have ψJj = P
⊥
M(ψJj ) and so, by Lemma 3.9, we can
bound the modulus of the second term in previous expression by
∑
j≥0
|〈f,ψJj〉||L(ψJj)− 〈T (Tc(I)D2k+j |I|Φ), ψJj〉|
.
∑
j≥0
‖f‖L1(R)‖ψJj‖L∞(R)2
−(k+j)δ‖ψJj‖L1(R)
≤ 2−kδ‖f‖L1(R)
∑
j≥0
|Jj|
−1/22−jδ|Jj|
1/2 . 2−kδ < ǫ
Meanwhile, we bound the modulus of the first term by
∑
J∈DcM
|〈f, ψJj〉|‖P
⊥
M ◦ T‖‖Tc(I)D2k+j |I|Φ‖Lp(R)‖ψJj‖Lp′(R)
. ‖P⊥M ◦ T‖
∑
j≥0
|〈f, ψJj〉|2
k
p |2jI|
1
p |Jj|
− 1
2
+ 1
p′ ≤ ǫ
∑
j≥0
|〈f, ψJj〉||Jj|
1
2
Now, we use Lemma 3.11 to bound last expression by a constant times
ǫ
∑
j≥0
‖f‖1
|I|
|Jj|
3
2
|Jj|
1
2 = ǫ‖f‖1
∑
j≥0
|I|
2j|I|
. ǫ
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4. The operator acting on bump functions
In this section we study the action of T over bump functions. In
particular, we seek good estimates of the dual pair 〈T (ψI), ψJ〉 in terms
of the space and frequency localization of the bump functions ψI , ψJ .
Before starting, we will state and prove five lemmata about local-
ization properties of bump functions. These results will be frequently
used in Proposition 4.7, the main result of this section.
In these results, we use a smooth cut-off function Φ ∈ S(R) such
that Φ(x) = 1 for |x| ≤ 1, 0 < Φ(x) < 1 for 1 < |x| < 2, and Φ(x) = 0
for |x| > 2. Then, ΦI = Tc(I)D|I|Φ denotes an L
∞-normalized function
adapted to I such that ΦI = 1 in 2I and ΦI = 0 in (4I)
c. We also recall
that for all λ > 0, λJ denotes the interval with the same center as J and
length λ|J |. We also introduce the notation wI(x) = 1+ |I|
−1|x−c(I)|.
Lemma 4.1. Let φ be a bump function adapted to I with constant C
and order N . Let φin = ψ · ΦλJ with |J | = |I| and λ > 0. Then, φin is
adapted to I with constant C(1 + λ−1)N and order N .
Proof. For all 0 ≤ n ≤ N ,
|ψ
(n)
in (x)| ≤
n∑
k=0
(
n
k
)
|ψ(k)(x)||Φ
(n−k)
λJ (x)|
≤
n∑
k=0
(
n
k
)
C|I|−(
1
2
+k)wI(x)
−N |λI|−(n−k)wλJ(x)
−N
≤ C(1 + λ−1)N |I|−(
1
2
+n)wI(x)
−N
since wλJ(x) ≥ 1.
Lemma 4.2. Let I, J be such that |J | ≤ |I|. Let N ∈ N, 0 < θ < 1,
R ≥ 1 and λ ≥ R−1wJ(c(I))
θ.
Let φJ be an L
2-normalized bump function adapted to J with constant
C and order N . Then, φout = φJ(1 − ΦλJ) is an L
2-normalized bump
function adapted to I with order [N/4] and constant comparable to
CR
N
4
( |J |
|I|
)− 1
2
λ−
N
2
Remark 4.3. We apply the lemma with λ = 1/32(|J |−1diam(I ∪ J))θ,
for which the result says that φout = φJ(1 − ΦλJ ) is adapted to I with
order [N/4] and constant comparable to
C
( |J |
|I|
)θN
2
− 1
2
rdist(I, J)−θ
N
2
We note that, when the remark is applied, the constant will depend on
N which, in turn, will be fixed.
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Proof. Due to the support of 1−ΦλJ we can assume |x− c(J)| ≥ λ|J |
and so, wJ(x) ≥ λ. Then, since θ ≤ 1, we have
wI(x) ≤ |J |
−1|x− c(J)|+ 1 + |J |−1|c(I)− c(J)|
≤ R|J |−1|x− c(J)|+ (Rλ)1/θ ≤ 2 · R1/θwJ(x)
1/θ
We also note that, since ΦI is L
∞ -adapted to I, we have |Φ
(k)
I (x)| ≤
C|I|−k. With all this, we have for all 0 ≤ k ≤ n ≤ N/4,
|φ
(k)
J (x)(1− ΦλJ )
(n−k)(x)| ≤ C|J |−(
1
2
+k)wJ(x)
−N |λJ |−(n−k)χ4λJ\2λJ (x)
≤ C
( |J |
|I|
)−( 1
2
+n)
|I|−(
1
2
+n) 1
(1 + λ)
3N
4
wJ(x)
−N
4 λ−(n−k)
≤ C
( |J |
|I|
)−( 1
2
+n)
λ−
N
2 |I|−(
1
2
+n) 1
(1 + λ)
N
4
2θ
N
4 R
N
4 wI(x)
−θN
4 λ−(n−k)
Therefore,
|(φJ(1− ΦλJ))
(n)(x)| ≤
n∑
k=0
(
n
k
)
|φ
(k)
J (x)||(1− ΦλJ)
(n−k)(x)|
≤ C2θ
N
4 R
N
4 λ−
N
2
( |J |
|I|
)−( 1
2
+n)
|I|−(
1
2
+n)wI(x)
−θN
4
where we used that, since λ ≥ R−1 and n ≤ N/4, we have
1
(1 + λ)
N
4
n∑
k=0
(
n
k
)
λ−(n−k) =
(λ+ 1)n
(1 + λ)
N
4
λ−n ≤ λ−n ≤ R
N
4
Lemma 4.4. Let I, J be such that |J | ≤ |I|. Let N ∈ N, 0 < θ ≤ 1,
R ≥ 3 and λ ≥ R−1(|J |−1diam(I ∪ J))θ.
Then, |λJ |−1/2ΦλJ is an L
2-normalized bump function adapted to I
with order [θN/4] and constant
R2N
( |J |
|I|
)θN
4
− 1
2
λ
N−1
2
Proof. This time we may restrict ourselves to |x−c(J)| ≤ 2λ|J |. Then,
|x− c(I)| ≤ |x− c(J)|+ |c(I)− c(J)| ≤ 2λ|J |+ |c(I)− c(J)| and so,
wI(x) ≤
|J |
|I|
2λ+ wI(c(J))
Moreover, wI(c(J)) ≤ 2|I|
−1diam(I ∪ J) ≤ 2 |J |
|I|
(Rλ)1/θ and then,
wI(x) ≤
|J |
|I|
Rλ+ 2
|J |
|I|
(Rλ)1/θ ≤ 3
|J |
|I|
(Rλ)
1
θ ≤ R1+
1
θ
|J |
|I|
λ
1
θ
because Rλ ≥ 1 and 0 < θ ≤ 1. Therefore, since |Φ
(n)
I (x)| . |I|
−n , we
have for all 0 ≤ n ≤ θN/4 ≤ N/4,
|λJ |−
1
2 |Φ
(n)
λJ (x)| . λ
− 1
2 |J |−
1
2 |λJ |−n
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≤ λ−(
1
2
+n)|J |−(
1
2
+n)R(θ+1)
N
2
( |J |
|I|
)θN
2
λ
N
2 wI(x)
−θN
2
≤ RN
( |J |
|I|
)θN
2
− 1
2
−n
λ
N−1
2
−n|I|−(
1
2
+n)wI(x)
−θN
2
≤ R2N
( |J |
|I|
)θN
4
− 1
2
λ
N−1
2 |I|−(
1
2
+n)wI(x)
−θN
4
Lemma 4.5. Let J be an interval and k ∈ N. We define φJ(t) =
|J |−1/2(Tc(J)D|J |Φ)(t)(t−c(J))
k. Then, φJ is adapted to J with constant
comparable to 23kk!|J |k and order k.
Proof. We define h(t) = (t − c(J))k. Since Tc(J)D|J |Φ is L
∞-adapted
to J , we have |(Tc(J)D|J |Φ)
(j)(t)| . |J |−j. Moreover, due to its support
we have |t− c(J)| ≤ 2|J | and thus, wJ(t) ≤ 3. Then, for all 0 ≤ n ≤ k
|φ
(n)
J (t)| ≤
n∑
j=0
(
n
j
)
|J |−1/2|(Tc(J)D|J |Φ)
(j)(t)||h(n−j)(t)|
≤
n∑
j=0
(
n
j
)
|J |−
1
2 |J |−j
k!
(k − (n− j))!
|t− c(J)|k−(n−j)
≤ k!|J |k|J |−(
1
2
+n)
n∑
j=0
(
n
j
)
= 2nk!|J |k|J |−(
1
2
+n)
≤ 2kk!|J |k|J |−(
1
2
+n)wJ(t)
−k3k
Lemma 4.6. Let I, J be two intervals such that c(I) = c(J). Let φJ
be a bump function adapted to J with order N and constant C > 0.
Then, φJ is a bump function adapted to I with order N and constant
Cec(I, J)−(N+
1
2
).
Proof. When |J | ≤ |I|, we have for all 0 ≤ n ≤ N ,
|φ
(n)
J (x)| ≤ C|J |
−( 1
2
+n)
(
1 +
|x− c(J)|
|J |
)−N
≤ C
( |I|
|J |
) 1
2
+n
|I|−(
1
2
+n)
(
1 +
|x− c(I)|
|I|
)−N
On the other hand, when |I| ≤ |J |, we have for all 0 ≤ n ≤ N ,
|φ
(n)
J (x)| ≤ C|J |
−( 1
2
+n)
(
1 +
|x− c(J)|
|J |
)−N
= C
( |I|
|J |
) 1
2
+n
|I|−(
1
2
+n)
( |I|
|J |
)−N( |J |
|I|
+
|x− c(I)|
|I|
)−N
≤ C
( |J |
|I|
)N−( 1
2
+n)
|I|−(
1
2
+n)
(
1 +
|x− c(I)|
|I|
)−N
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We turn now to the main result of this section. Given two intervals I
and J , we denote Kmin = J and Kmax = I if |J | ≤ |I|, while Kmin = I
and Kmax = J otherwise.
Proposition 4.7. Let K be a compact Caldero´n-Zygmund kernel with
parameter δ. We choose N ∈ N such that N > max(226, (2δ)−2).
Let T : SN → S
′
N be a linear operator associated with K satisfy-
ing the weak compactness condition with parameter N and the special
cancellation conditions T (1) = 0 and T ∗(1) = 0.
For every 8
N
< θ < 1
4N1/2
, we define δ′ = δ − θ(1 + δ).
Then, there exists Cδ′ > 0 such that for every ǫ > 0, for all intervals
I, J with |I| ≥ |J | and all bump functions φI , ψJ , L
2-adapted to I and
J respectively with order N and constant C > 0 and mean zero,
|〈T (ψI), ψJ〉| ≤ Cδ′C
2 ec(I, J)
1
2
+δ′
rdist(I, J)1+δ′
(
F (I1, . . . , I6;MT,ǫ) + ǫ
)
where I1 = I, I2 = J , I3 = 〈I, J〉, I4 = λ1K˜max, I5 = λ2K˜max,
I6 = λ2Kmin, λ1 = |Kmax|
−1diam(I ∪ J), λ2 = (|Kmin|
−1diam(I ∪ J))θ
and K˜max is the translate of Kmax with the same centre as Kmin.
Remark 4.8. The function F is as given in the comments after Defi-
nition 2.12, but possibly defined by admissible functions satisfying Def-
initions 2.12 and 3.8 that are larger than those originally given. For
simplicity of notation we will not distinguish between the function F
given after Definition 2.12 and the one given by the above proposition.
Notice that the value MT,ǫ is given by the weak compactness property
as explained in the remarks after Definition 2.12.
Proof. By symmetry, we assume |J | ≤ |I| and so, we only use the mean
zero of ψJ and the condition T (1) = 0. We remind ΦK is a smooth
function L∞-adapted to an intervalK and wK(x) = 1+|K|
−1|x−c(K)|.
We note that the parameter θ fixed in the statement satisfies 0 <
θ < min(2−15, δ/(1 + δ)) and so, 0 < δ′ < δ. Moreover, N satisfies
8
θ
< N < 1
16θ2
(since 1
16θ2
− 8
θ
> 1, there is an integer in between).
Let ψ(t, x) = φI(t)ψJ (x) which, by hypothesis, is adapted to I × J
with constant C2 and order N and it has mean zero in the variable x.
Then, we decompose ψ in the following way:
ψ = ψout + ψin
ψin(t, x) = (ψ(t, x)− a(t))Φ 1
32
λ2J
(x)
where λ2 = (|J |
−1diam(I ∪J))θ and a(t) is chosen so that ψin, and also
ψout, have mean zero in the x variable. We split again
ψin = ψin,out + ψin,in
ψin,in(t, x) = ψin(t, x)Φλ1I˜(t)
with I˜ the translate of I centered at c(J) and λ1 = |I|
−1diam(I ∪ J).
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We first explain why ψin,in is also adapted to I × J with constant
comparable to C2. We know that ψin is the sum of two bump func-
tions. By Lemma 4.1 applied to the variable x we deduce that the
first function is adapted to I × J with constant C22N . By inequalities
(33) and (34) below, we deduce that the second term is also adapted to
I × J with constant C2. This shows that ψin is adapted to I × J with
constant C22N . Moreover, applying Lemma 4.1 in the variable t, we
finally have that ψin,in is adapted to I × J with constant C
222N . Since
N is fixed, from now being we will not keep a track of the dependence
of the constants with respect N .
Notice that all functions previously defined are sums of at most two
functions of tensor product type and have mean zero in the variable
x. For tensor product of bump functions we denote Λψ1 ⊗ ψ2) =
〈T (ψ1), ψ2〉. Then, we plan to bound Λ(ψout) by the weak compactness
condition and the decay of the bump function; Λ(ψin,in) by the weak
compactness condition plus the special cancellation condition T (1) =
0; and Λ(ψin,out) by the integral representation and the smoothness
property of a compact Caldero´n-Zygmund kernel.
a) We start with
(32) ψout(t, x) = ψ(t, x)(1− Φ 1
32
λ2J
(x)) + a(t)Φ 1
32
λ2J
(x)
and we work to prove that each term is a bump function L2-adapted
to I × I with a gain in the constant.
Since ψ is adapted to I × J , by Remark 4.3, we have that the first
term ψ(t, x)(1− Φ 1
32
λ2J
(x)) is adapted to I × I with constant
C
(
|J |
|I|
)θN
4
− 1
2
rdist(I, J)−θ
N
2 ≤ C
(
|J |
|I|
) 3
2
rdist(I, J)−4
because θ and N were chosen so that θN > 8.
On the other hand, since ψout has mean zero in the variable x, we
have for the second term that
a(t)
∫
Φ 1
32
λ2J
(x) dx = −
∫
ψ(t, x)(1− Φ 1
32
λ2J
(x)) dx
and, by the definition of Φ and ψ,
|a(t)|
2
32
λ2|J | ≤
∫
|x−c(J)|≥ 1
32
λ2|J |
|ψ(t, x)|dx
≤ C2φI(t)|J |
− 1
2
∫
|x−c(J)|≥ 1
32
λ2|J |
wJ(x)
−Ndx . C2φI(t)|J |
− 1
2λ
−(N−1)
2 |J |
where φI = |I|
−1/2w−NI is L
2-adapted to I. This implies
(33) |a(t)| . C62|J |−
1
2λ−N2 |φI(t)| = C
2|λ2J |
− 1
2λ
−N+ 1
2
2 |φI(t)|
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and therefore,
|a(t)Φ 1
32
λ2J(x)| . C
2λ
−N+ 1
2
2 |φI(t)||λ2J |
− 1
2Φλ2J(x)
By Lemma 4.4, |λ2J |
−1/2Φλ2J is a bump function adapted to I with
constant comparable to (|J |/|I|)θN/4−1/2λ
(N−1)/2
2 . With this, we prove
that a(t)Φ 1
32
λ2J
(x) decays with a gain of constant of
( |J |
|I|
)θN
4
− 1
2
λ
−N
2
2 =
( |J |
|I|
)θN
4
− 1
2
(diam(I ∪ J)
|J |
)−θN
2
=
( |J |
|I|
)3θN
4
− 1
2
rdist(I, J)−θ
N
2 ≤
( |J |
|I|
) 11
2
rdist(I, J)−4
That is, we obtain the estimate
|a(t)Φ 1
32
λ2J
(x)| . C2
(
|J |
|I|
) 11
2
rdist(I, J)−4|φI(t)||I|
− 1
2wI(x)
−N
In order to estimate higher derivatives, we proceed in a similar way.
We denote by ∂1 and ∂2 the operators of partial differentiation with
respect to the variables t and x, respectively. First, we notice that
since ∂k1ψout also has mean zero in the variable x, we have
a(k)(t)
∫
Φ 1
32
λ2J
(x) dx = −
∫
∂k1ψ(t, x)(1− Φ 1
32
λ2J
(x)) dx
Therefore, we have as in (33),
(34) |a(k)(t)| ≤ Cλ
−N+ 1
2
2 |φ
(k)
I (t)||λ2J |
− 1
2
with φI L
2-adapted to I. By Lemma 4.4 again, we have that
|λ2J |
− 1
2 |Φ
(j)
1
32
λ2J
(t)| .
( |J |
|I|
)θN
4
− 1
2
λ
N−1
2
2 |I|
− 1
2
−(n−k)wI(t)
−N
This way, we have for all k, j ≤ [θN ],
|a(k)(t)Φ
(j)
1
32
λ2J
(x)| ≤ C2λ
−N+ 1
2
2 |I|
−( 1
2
+k)wI(t)
−N
( |J |
|I|
)θN
4
− 1
2
λ
N
2
− 1
2
2 |I|
−( 1
2
+j)wI(x)
−N
and we bound the constant as we did before:
C2
( |J |
|I|
)θN
4
− 1
2
λ
−N
2
2 ≤ C
2
( |J |
|I|
) 11
2
rdist(I, J)−4
This proves that the second function in (32) is adapted to I× I with
an acceptable gain in the constant.
All this work shows that ψout is adapted to I × I with the stated
gain of constant and so, by the weak compactness condition, for every
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ǫ > 0 there is MT,ǫ such that
|Λ(ψout)| . C
2
(
|J |
|I|
)3/2
rdist(I, J)−4(FW (I;MT,ǫ) + ǫ)
which is better decay than the one stated.
b) To work with ψin,in, we first argue that we can assume that
∂k1ψin,in(c(J), x) = 0 for any x and 0 ≤ k ≤ N .
The assumption comes from the substitution of ψin,in(t, x) by
(35) ψin,in(t, x)− (Tc(J)D 4
32
λ2|I˜|
Φ)(t) · ψin,in(c(J), x)
(36) −
N∑
k=1
(Tc(J)D|J |Φ)(t)
1
k!
(t− c(J))k · ∂k1ψin,in(c(J), x)
We need to prove that the subtracted terms satisfy the stated bounds.
We denote ψ˜(x) = ψin,in(c(J), x) and ψ˜k(x) = ∂
k
1ψin,in(c(J), x).
Since ψin,in is adapted to I × J with constant C
2, we have
|ψ˜(x)| ≤ C2|I|−
1
2wI(c(J))
−NϕJ(x)
where ϕJ = |J |
−1/2w−NJ is L
2 adapted to J . Moreover, since
wI(c(J)) = |I|
−1(|I|+ |c(J)− c(I)|) ≥
diam(I ∪ J)
|I|
= rdist(I, J)
we get
(37) |ψ˜(x)| ≤ C2|I|−
1
2 rdist(I, J)−NϕJ(x)
On the other hand, we have that ψ˜ is supported in 4
32
λ2J with mean
zero. Then, by the special cancellation condition T (1) = 0, the explicit
error of Lemma 3.9 and the decay of ψ˜ just calculated, we can estimate
the contribution of the term subtracted in (35) by
|〈T (Tc(J)D 4
32
λ2|I˜|
Φ), ψ˜〉| = |〈T (Tc(J)D |I|
|J|
| 4
32
λ2J |
Φ), ψ˜〉 − 〈T (1), ψ˜〉|
≤
(
|I|
|J |
)−δ
FK(λ2I˜)‖ψ˜‖L1(R) ≤ C
2
(
|J |
|I|
) 1
2
+δ
rdist(I, J)−NFK(λ2I˜)
which is better than the stated bound.
For the remaining subtracted terms, we intend to apply instead the
weak compactness condition. As in (37), we have
|ψ˜k(x)| ≤ C
2|I|−(
1
2
+k) rdist(I, J)−NϕJ(x)
with ϕJ an L
2-normalized bump function adapted to J as before. Since
ψin,in is adapted to I × J with constant C
2, we have
|ψ˜
(j)
k (x)| = |∂
j
2∂
k
1ψin,in(c(J), x)|
≤ C2|I|−(
1
2
+k) rdist(I, J)−N |J |−(
1
2
+j)wJ(x)
−N
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showing that ψ˜k is adapted to J with constant C
2|I|−(
1
2
+k) rdist(I, J)−N .
Moreover, by Lemma 4.5 we have that |J |−1/2(Tc(J)D|J |Φ)(t)(t −
c(J))k is adapted to J with constant 23kk!|J |k and order k. Then,
by the weak compactness condition we have that for every ǫ > 0,
|〈T ((Tc(J)D|J |Φ)(· − c(J))
k), ψ˜k〉|
≤ C223kk!
( |J |
|I|
) 1
2
+k
rdist(I, J)−N(FW (J ;MT,ǫ) + ǫ)
This way, ∣∣∣
N∑
k=1
1
k!
〈T ((Tc(J)D|J |Φ)(· − c(J))
k), ψ˜k〉
∣∣∣
. C223N
(
|J |
|I|
) 3
2
rdist(I, J)−N(FW (J ;MT,ǫ) + ǫ)
which is, again, no larger than the stated bound.
This ends the justification of the assumption ∂k1ψin,in(c(J), x) = 0
for any x and any 0 ≤ k ≤ N . Now, we further decompose ψin,in:
ψin,in = ψin,in,out + ψin,in,in
ψin,in,in(t, x) = ψin,in(t, x)Φ 8
32
λ2J
(t)
b1) We first prove that ψin,in,in is adapted to λ2J×λ2J with constant
C
(
|J |
|I|
)3/4
rdist(I, J)−7
and order N2 = [N
1/2]. First,
(38) ∂n1 ∂
j
2ψin,in,in(t, x) =
n∑
k=0
(
n
k
)
Φ
(n−k)
8
32
λ2J
(t)∂k1∂
j
2ψin,in(t, x)
On the one side, we have
(39) |Φ
(n−k)
8
32
λ2J
(t)| . |λ2J |
−(n−k)Φλ2J(t) .
|λ2J |
1
2
|λ2J |
1
2
+(n−k)
wλ2J(t)
−N2
which shows that Φ 8
32
λ2J is L
2-adapted to λ2J with constant |λ2J |
1/2.
On the other side, since the support of ψin,in,in in the variable t is in
λ2J , for all t ∈ λ2J and all x ∈ R, we have by the extra assumption,
|∂k1∂
j
2ψin,in(t, x)| =
∣∣∣
∫ t
c(J)
∂k+11 ∂
j
2ψin,in(r, x) dr
∣∣∣
≤ |t− c(J)|‖∂k+11 ∂
j
2ψin,in(·, x)‖∞ . λ2|J |‖∂
k+1
1 ∂
j
2ψin,in(·, x)‖∞(40)
By the definition of a bump function we have
|∂k+11 ∂
j
2ψin,in(r, x)| ≤ C
2|I|−(
3
2
+k)
(
1 +
|r − c(I)|
|I|
)−N
|ϕ
(j)
J (x)|
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where ϕJ is a bump function adapted to J , because ψin,in(r, ·) is adapted
to J . Now, from the choice of Φ 8
32
λ2J
, we have for all r ∈ λ2J ,
|r − c(J)| ≤ 1/2λ2|J | = 1/2|J |
1−θdiam(I ∪ J)θ ≤ 1/2diam(I ∪ J)
since |J | ≤ diam(I ∪ J). Then,
1 + |I|−1|r − c(I)| ≥ 1 + |I|−1|c(I)− c(J)| − |I|−1|r − c(J)|
≥ |I|−1diam(I ∪ J)− 1/2|I|−1diam(I ∪ J) = 1/2 rdist(I, J)
Therefore,
‖∂k+11 ∂
j
2ψin,in(·, x)‖∞ . C|I|
−( 3
2
+k) rdist(I, J)−N |ϕ
(j)
J (x)|
Moreover, as in Lemma 4.6, we have that
|ϕ
(j)
J (x)| ≤ C
( |λ2J |
|J |
) 1
2
+j
|λ2J |
−( 1
2
+j)
(
1 +
|x− c(λ2J)|
|λ2J |
)−N2
With the two previous inequalities, we continue the estimate of (40):
|∂k1∂
j
2ψin,in(t, x)| . C
2λ2
|J |
|I|
3
2
+k
rdist(I, J)−Nλ
1
2
+j
2 |λ2J |
−( 1
2
+j)wλ2J(x)
−N2
(41)
= C2
(
|J |
|I|
) 3
2
+k
|λ2J |
−( 1
2
+k) rdist(I, J)−Nλ2+k+j2 |λ2J |
−( 1
2
+j)wλ2J(x)
−N2
Therefore, with inequalities (39) and (41), we can bound (38), for all
0 ≤ n, j ≤ N2
|∂n1 ∂
j
2ψin,in,in(t, x)| ≤ C
2
n∑
k=0
(
n
k
)
|λ2J |
1
2 |λ2J |
− 1
2
−(n−k)wλ2J(t)
−N2
(
|J |
|I|
) 3
2
+k
|λ2J |
−( 1
2
+k) rdist(I, J)−Nλ2+k+j2 |λ2J |
−(1/2+j)wλ2J(x)
−N2
= C2
(
|J |
|I|
) 3
2
rdist(I, J)−Nλ2+n+j2
n∑
k=0
(
n
k
)( |J |
|I|
)k
λ
−(n−k)
2
|λ2J |
−( 1
2
+n)wλ2J(t)
−N2|λ2J |
−( 1
2
+j)wλ2J(x)
−N2
≤ C2
(
|J |
|I|
) 3
2
rdist(I, J)−Nλ2+n+j2
( |J |
|I|
+ λ−12
)n
ϕnλ2J(t)ϕ
j
λ2J
(x)
where we denoted ϕiλ2J = |λ2J |
−(1/2+i)w−N2λ2J . Now,
λ2+n+j2 ≤ λ
2+2N2
2 =
(diam(I ∪ J)
|J |
)2θ(1+N2)
≤
( |I|
|J |
)2θ(1+N2)
rdist(I, J)2θ(1+N2)
while ( |J |
|I|
+ λ−12
)n
=
(
|J |
|I|
+
( |J |
|I|
)θ(diam(I ∪ J)
|I|
)−θ)n
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≤
( |J |
|I|
)θn
(1 + rdist(I, J)−θ)n ≤
( |J |
|I|
)θn
2n ≤ 2N2
Both estimates together give us that ψin,in,in is adapted to λ2J×λ2J
with order N2 and constant bounded by
C2
(
|J |
|I|
) 3
2
−2θ(1+N2)
rdist(I, J)−(N−2θ(1+N2)) ≤ C2
(
|J |
|I|
) 3
4
rdist(I, J)−7
because, from the choice of θ andN , we have θ2N < 1
16
and so, θN2 <
1
4
.
This implies 2θ(1 +N2) < 2θ + 1/2 < 3/4.
Then, by the weak compactness property of T we get
|Λ(ψin,in,in)| ≤ C
(
|J |
|I|
) 3
4
rdist(I, J)−7(FW (λ2J ;MT,ǫ) + ǫ)
b2) We now work with ψin,in,out. When
8
32
λ2|J | > 2λ1|I|, we have
that ψin,in,out is the zero function and so, the estimate for |Λ(ψin,in,out)|
holds trivially. Hence, we only need to work the case 8
32
λ2|J | ≤ 2λ1|I|.
In this case, by the extra assumption again, we have
|ψin,in,out(t, x)| ≤ |ψin,in(t, x)| =
∣∣∣
∫ t
c(J)
∂1ψin,in(r, x) dr
∣∣∣
≤ C|t− c(J)||I|−
3
2 rdist(I, J)−N |ϕJ(x)|(42)
where, as before, ϕJ is a adapted to J with constant C
2.
On the support of ψin,in, we have |t − c(J)| ≤ 2λ1|I˜| = 2λ1|I|.
Moreover, on the support of ψin,in,out we have |t − c(J)| ≥
8
32
λ2|J |
and |x − c(J)| ≤ 2
32
λ2|J |. With the last two inequalities we obtain
2|x − c(J)| < |t − c(J)| and so, we use the Caldero´n-Zygmund kernel
representation and the mean zero of ψin,in,out in the variable x to write
Λ(ψin,in,out) =
∫
ψin,in,out(t, x)(K(t, x)−K(t, c(J))) dtdx
Now, we use the smoothness property of a compact Caldero´n-Zygmund
kernel. We recall that, as described in Lemma 3.8, we have for some
0 < δ < 1 that
|K(t, x)−K(x′, t)| .
|x− x′|δ
|t− x|1+δ
L(|t−x|)S(|x−x′|)D
(
1+
|x|
1 + |t− x|
)
Note also the last remarks at the end of section 3.3. From this estimate
and the bound for ψin,in,out in (42), we get
|Λ(ψin,in,out)| . C
∫
|t− c(J)||I|−
3
2 rdist(I, J)−N |ϕJ(x)|
|x− c(J)|δ
|t− c(J)|1+δ
L(|t− c(J)|)S(|x− c(J)|)D
(
1 +
|c(J)|
1 + |t− c(J)|
)
dtdx
A CHARACTERIZATION OF COMPACTNESS FOR SINGULAR INTEGRALS41
By using 2λ1|I| > |t−c(J)| >
8
32
λ2|J |, |x−c(J)| <
2
32
λ2|J |, c(λ2J) =
c(J), the monotonicity of L, S and D, and the bound of ϕJ , we get
C2|I|−
3
2 rdist(I, J)−N |J |−
1
2L(λ2|J |)S(λ2|J |)D
(
1 +
|c(λ1I˜)|
1 + λ1|I˜|
)
∫
|x−c(J)|<2λ2|J |
|x− c(J)|δdx
∫
8
32
λ2|J |<|t−c(J)|<2λ1|I|
|t− c(J)|−δdt
Since δ < 1, the product of these integrals can be bounded by
(2λ2|J |)
1+δ((2λ1|I|)
1−δ − (
8
32
λ2|J |)
1−δ) . (λ2|J |)
1+δ(λ1|I|)
1−δ
= (|J |(1−θ)diam(I ∪ J))θ(1+δ)diam(I ∪ J)1−δ
= |J |1+δ
′
|I|1−δ
′
rdist(I, J)1−δ
′
since δ′ = δ − θ(1 + δ). This way, we can bound
|Λ(ψin,in,out)| . C
2|I|−
3
2 rdist(I, J)−N |J |−
1
2
|J |1+δ
′
|I|1−δ
′
rdist(I, J)1−δ
′
FK(λ2J, λ1I˜)
≤ C2
( |J |
|I|
) 1
2
+δ′
rdist(I, J)−7FK(λ2J, λ1I˜)
c) It only remains to discuss ψin,out. On the support of ψin,out, we
have |t − c(J)| > λ1|I| = diam(I ∪ J) and |x − c(J)| ≤ 2/32λ2|J | =
2/32|J |1−θdiam(I∪J)θ. Since 1 ≤ |J |−1diam(I∪J) implies |J |1−θdiam(I∪
J)θ < diam(I ∪ J), we get 2|x− c(J)| < |t− c(J)|. Then, the support
of ψin,out is disjoint with the diagonal and we can use the Caldero´n-
Zygmund kernel representation and the zero mean of ψin,out in the
variable x to write
Λ(ψin,out) =
∫
ψin,out(t, x)(K(t, x)−K(t, c(J))) dtdx
Moreover, we use the smoothness property of a compact Caldero´n-
Zygmund kernel to estimate
|Λ(ψin,out)| .
∫
|ψin,out(t, x)|
|x− c(J)|δ
|t− c(J)|1+δ
L(|t− c(J)|)
S(|x− c(J)|)D
(
1 +
|c(J)|
1 + |t− c(J)|
)
dtdx
Now, using |t−c(J)| > diam(I ∪J), |x−c(J)| < 2/32|J |1−θdiam(I∪
J)θ < diam(I ∪ J) and the monotonicity of L and S, we bound by
C2|J |(1−θ)δ
diam(I ∪ J)θδ
diam(I ∪ J)1+δ
L(diam(I ∪ J))S(diam(I ∪ J))(43)
∫
|t−c(J)|>diam(I∪J)
|ψin,out(t, x)|D
(
1 +
|c(J)|
1 + |t− c(J)|
)
dtdx
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We denote d = diam(I ∪ J) = |〈I, J〉| and ∆k = {t ∈ R : 2
kd ≤
|t− c(J)| < 2k+1d}. By monotonicity of D, we bound the integral by
(44)
∑
k≥0
∫
∆k
|ψin,out(t, x)|dtdxD
(
1 +
|c(J)|
1 + 2k+1d
)
Now, since |c(I)| − |c(J)| ≤ |c(I) − c(J)| ≤ diam(I ∪ J) = d and∣∣∣c(〈I ∪ J〉)− |c(I)+c(J)|2
∣∣∣ ≤ d/2, we have
1 + 2k+1d+ |c(J)| ≥ 1 + 2kd+ d/2 + |c(J)|
≥ 1 + 2kd+ (|c(I)|+ |c(J)|)/2 ≥ 1 + 2kd+ |c(〈I, J〉)| − d/2
and so,
1 +
|c(J)|
1 + 2k+1d
≥
1
1 + 2k+1d
(
1 + 2kd+ |c(〈I, J〉)| −
d
2
)
≥
1
2
(
1+
|c(〈I, J〉)|
1 + 2kd
−
1
2
)
≥
1
4
(
1+
|c(2k〈I, J〉)|
1 + 2k|〈I, J〉|
)
=
1
4
rdist(2k〈I, J〉,B)
This way, by the monotonicity of D again, (44) can be bounded by
(45)
∑
k≥0
∫
∆k
|ψin,out(t, x)| dtdxD( rdist(2
k〈I, J〉,B))
We work now to bound the integral. First we note that, since 2kd ≤
|t − c(J)| ≤ |t − c(I)| + |c(I) − c(J)| ≤ |t − c(I)| + d, we also have
(2k − 1)d ≤ |t− c(I)| < 2k+1d.
Then, since ψin,out is adapted to I × J , we can bound as follows:∫
∆k
|ψin,out(t, x)| dtdx . |I|
− 1
2
∫
(2k−1)d≤|t−c(I)|
wI(t)
−Ndt |J |
1
2
. |I|−
1
2 (1 + |I|−1(2k − 1)d)−N |I| |J |
1
2 ≤ |I|
1
2 |J |
1
22−Nk
since |I|−1d = rdist(I, J) ≥ 1. Then, (45) can be bounded by
|I|
1
2 |J |
1
2
∑
k≥0
2−NkD( rdist(2k〈I, J〉,B)) ≤ |I|
1
2 |J |
1
2 D˜(〈I, J〉)
with D˜(K) =
∑
k≥0
2−kD( rdist(2kK,B)). Then, we bound (43) by
|Λ(ψin,out)| . C
2|J |(1−θ)δdiam(I ∪ J)−1−δ+θδ|I|
1
2 |J |
1
2
L(diam(I ∪ J))S(diam(I ∪ J))D˜(〈I, J〉)
≤ C2
( |J |
|I|
) 1
2
+δ′
rdist(I, J)−(1+δ
′)F˜K(〈I, J〉)
since (1 − θ)δ > δ − θ(1 + δ) = δ′. This shows the stated bound for
Λ(ψin,out) and completes the proof.

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5. Lp compactness
We start by describing the way to choose a wavelet basis of L2(R)
and how we use this basis to decompose the operators under study. For
this, we use the results contained in the books [1] and [6].
Given a function ψ and a dyadic interval I = 2−j[k, k + 1], j, k ∈ Z,
we denote l(I) = min{x : x ∈ I} and
ψI(x) = Tl(I)D
2
|I|ψ(x) = 2
j/2ψ(2jx− k)
Theorem 5.1. Let ψ ∈ L2(R) with ‖ψ‖L2(R) = 1. Then, {ψI}I∈D is
an orthonormal wavelets basis of L2(R) if and only if∑
k∈Z
|ψˆ(ξ + k)|2 = 1 ,
∑
k∈Z
ψˆ(2j(ξ + k))ψˆ(ξ + k) = 0
for all ξ ∈ R and all j ≥ 1.
For our purposes, we take ψ satisfying the hypotheses of previous the-
orems with the additional condition that ψ ∈ CN(R) and it is adapted
to [−1
2
, 1
2
] with constant C > 0 and order N . We remark the crucial
fact that for every interval I ∈ D, every wavelet function ψI is a bump
function adapted to I with the same constant and order. Several ex-
amples of constructions of systems of wavelets with any required order
of differentiability can also be found in [6].
In this setting, the continuity of T with respect the topology of
SN(R), allows to write for every f, g ∈ S(R),
〈T (f), g〉 =
∑
I,J∈D
〈f, ψI〉〈g, ψJ〉〈T (ψI), ψJ〉
where the sums run over the family of all dyadic intervals of R and
convergence is understood in the topology of SN (R). Furthermore,
(46) 〈P⊥M(T (f)), g〉 =
∑
I∈D
∑
J∈DcM
〈f, ψI〉〈g, ψJ〉〈T (ψI), ψJ〉
where the summation is performed as in equation (3).
We prove now our main result about compactness on L2(R) of Caldero´n-
Zygmund operators under the special cancellation conditions.
Theorem 5.2. Let T be a continuous linear operator with a compact
Caldero´n-Zygmund kernel such that T satisfies the weak compactness
condition and the special cancellation conditions T (1) = T ∗(1) = 0.
Then, T can be extended to a compact operator on L2(R).
Proof. By Theorem 2.14, to prove compactness of T , we need to check
that P⊥M(Tb) converges to zero in the operator norm ‖ · ‖L2→L2 when
M tends to infinity. For this, it is enough to prove that 〈P⊥M(T (f)), g〉
tends to zero uniformly for all f, g ∈ S(R) in the unit ball of L2(R).
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We show first that for every ǫ > 0 there is M0 ∈ N such that for any
M > M0, we have F (I1, . . . , I6;MT,ǫ) . ǫ for Ii ∈ I
c
M . This will follow
once we prove the inequality F (I;MT,ǫ) . ǫ for every I ∈ D
c
M . We note
that the implicit constants only depend on the admissible functions.
For ǫ > 0, let that MT,ǫ > 0 be the parameter appearing in the
Definition 2.12 of the weak compactness condition. Once fixed MT,ǫ,
there is M0 ∈ N, depending on ǫ,MT,ǫ, with M0 > MT,ǫ, such that for
any M > M0,
LK(2
M) + SK(2
−M) +DK(M) < ǫ
LW (2
M−MT,ǫ) + SW (2
−(M−MT,ǫ)) +DW (M/MT,ǫ) < ǫ
Let I ∈ IcM . We prove the claim by considering the following cases:
1) If |I| > 2M then, since LK and LW are non-increasing, we have
F (I;MT,ǫ) . LK(|I|) + LW
( |I|
2MT,ǫ
)
≤ LK(2
M) + LW (
2M
2MT,ǫ
) < ǫ
2) If |I| < 2−M then, since SK and SW are non-decreasing, we get
F (I;MT,ǫ) . SK(|I|) + SW (2
MT,ǫ|I|) ≤ SK(2
−M) + SW
(2MT,ǫ
2M
)
< ǫ
3) If 2−M ≤ |I| ≤ 2M with rdist(I,B2M ) > M then, as we saw in the
remark after Definition 2.15, |c(I)| > (M − 1)2M . Therefore,
M−1T,ǫ rdist(I,B2MT,ǫ ) ≥M
−1
T,ǫ
(
1 +
|c(I)|
max(|I|, 2MT,ǫ)
)
> M/MT,ǫ
We can apply a similar reasoning to show also rdist(I,B) > M . Then,
since DW is non-increasing, we have
F (I;MT,ǫ) . DK( rdist(I,B)) +DW (M
−1
T,ǫ rdist(I,B2MT,ǫ ))
≤ DK(M) +DW (M/MT,ǫ) < ǫ
Now, for every fixed ǫ > 0 and chosen M0 ∈ N, we are going to prove
that for all M > M0 such that M2
−Mδ +M−δ < ǫ, we have
|〈P⊥2M(T (f)), g〉| . ǫ
with the implicit constant depending on δ > 0 and the wavelets basis.
By equation (46), we have that
(47) 〈P⊥2M(T (f)), g〉 =
∑
I∈D
∑
J∈Dc
2M
〈f, ψI〉〈g, ψJ〉〈T (ψI), ψJ〉
where (ψI)I is the wavelet basis given in the remarks preceding the
statement of the theorem. Note that there exist a fixed order N and
constant C, such that each ψI is adapted to I with constant C and
order N . Furthermore, we are free to choose this N so as to ensure
that Proposition 4.7 applies.
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From now on, we work to obtain bounds of (47) when the sum runs
over finite families of dyadic intervals in such way that the bounds are
independent of the chosen families.
In view of Proposition 4.7, we parametrize the sums according to
eccentricities and relative distances of the intervals:
(48) 〈P⊥2M(T (f)), g〉 =
∑
e∈Z
∑
n∈N
∑
J∈ Dc
2M
∑
I∈Je,n
〈f, ψI〉〈g, ψJ〉〈T (ψI), ψJ〉
where for fixed eccentricity e ∈ Z, relative distance n ∈ N and every
given interval J , we define the family
Je,n = {I ∈ D : |I| = 2
e|J |, n ≤ rdist(I, J) < n+ 1}
Notice that by symmetry the family {(I, J) : I ∈ Je,n} can be also
parameterized as {(I, J) : J ∈ I−e,n}.
By Proposition 4.7, with δ denoting δ′, we have for ǫ > 0, MT,ǫ ∈ N
|〈T (ψI), ψJ〉| . 2
−|e|( 1
2
+δ)n−(1+δ)
(
F (I1, . . . , I6;MT,ǫ) + ǫ
)
where I1 = I, I2 = J , I3 = 〈I, J〉 , I4 = λ1K˜M , I5 = λ2K˜M and
I6 = λ2Km with parameters λ1, λ2 ≥ 1 explicitly provided by the
mentioned corollary. To simplify notation, we will simply write F (Ii).
We also note that the implicit constant might depend on δ and the
wavelet basis, but it is universal otherwise.
Therefore, we can bound (48) as follows:
|〈P⊥2M(T (f)), g〉| .
∑
e∈Z
∑
n∈N
2−|e|(
1
2
+δ)n−(1+δ)(49)
∑
J∈ Dc
2M
∑
I∈Je,n
(
F (Ii) + ǫ
)
|〈f, ψI〉||〈g, ψJ〉|
Now, in order to estimate this last quantity, we divide the study into
six cases:
(1) Ii /∈ DM for all i = 1, . . . , 6
(2) I ∈ DM
(3) 〈I, J〉 ∈ IM
(4) I /∈ DM but λ1K˜max ∈ IM
(5) I /∈ DM but λ2K˜max ∈ IM
(6) I /∈ DM but λ2Kmin ∈ IM
1) In the first case, we have F (Ii) < ǫ. Then, by Cauchy inequality,
we bound the second line of (49) corresponding to this case by
2ǫ
(∑
I∈D
∑
J ∈I−e,n
|〈f, ψI〉|
2
) 1
2
(∑
J∈D
∑
I∈Je,n
|〈g, ψJ〉|
2
) 1
2
Now, for fixed J and n ∈ N there are 2−min(e,0) dyadic intervals I
such that |I| = 2e|J | and n ≤ rdist(I, J) < n + 1. This implies that
the cardinality of Je,n is 2
−min(e,0) and so, the cardinality of I−e,n is
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2−min(−e,0) = 2max(e,0). Therefore, previous expression coincides with
ǫ
(
2max(e,0)
∑
I∈D
|〈f, ψI〉|
2
) 1
2
(
2−min(e,0)
∑
J∈D
|〈g, ψJ〉|
2
) 1
2
. ǫ2
|e|
2 ‖f‖2‖g‖2
since 2max(e,0)2−min(e,0) = 2|e|. Therefore, the correspoding the terms in
(49) can be bounded by a constant times
ǫ
(∑
e∈Z
2−|e|δ
∑
n∈N
n−(1+δ)
)
‖f‖2‖g‖2 . ǫ‖f‖2‖g‖2
This finishes the first case.
In the remaining cases, we will not use the smallness of F . Instead,
we will employ the geometrical features of the intervals I and J , which
make either their eccentricity or their relative distance very extreme.
2) We deal with the case I ∈ DM , that is, 2
−M ≤ |I| ≤ 2M and
rdist(I,B2M ) ≤ M . Notice that, since F is bounded, we can estimate
F (Ii) + ǫ . 1.
Since J ∈ Dc2M , we separate into the three usual cases: |J | > 2
2M ,
|J | < 2−2M and 2−2M ≤ |J | ≤ 22M with rdist(J,B22M ) > 2M .
2.1) When |J | > 22M , we have 2e|J | = |I| ≤ 2M and so, 2e ≤
2M |J |−1 ≤ 2−M , that is, e ≤ −M . Then, we bound the terms in (49)
corresponding to this case by∑
e ≤ −M
∑
n≥1
2−|e|(1/2+δ)n−(1+δ)
∑
J∈Dc
2M
∑
I∈Je,n
|〈f, ψI〉||〈g, ψJ〉|
.
( ∑
e ≤ −M
2−|e|δ
∑
n≥1
n−(1+δ)
)
‖f‖2‖g‖2 . 2
−Mδ‖f‖2‖g‖2 < ǫ‖f‖2‖g‖2
by the choice of M .
2.2) The case |J | < 2−2M is completely symmetrical and amounts to
changing e ≤ −M by e ≥M in the previous case.
2.3) In the case 2−2M ≤ |J | ≤ 22M and rdist(J,B22M ) ≥ 2M , we
parametrize by size |J | = 2k with −2M ≤ k ≤ 2M . Moreover, by
the remarks after Definition 2.15, we have |c(J)| ≥ (2M − 1)22M , and,
since I ∈ DM , we also get |c(I)| ≤ (M − 1/2)2
M . This implies
|c(I)− c(J)| ≥ |c(J)| − |c(I)| ≥M22M
and, since max(|I|, |J |) ≤ 22M , we get
n+ 1 > rdist(I, J) ≥
|c(I)− c(J)|
max(|I|, |J |)
≥M
This way, we can bound the relevant terms in (49) by∑
e ∈ Z
∑
n≥M−1
2−|e|(1/2+δ)n−(1+δ)
∑
J∈Dc
2M
∑
I∈Je,n
|〈f, ψI〉||〈g, ψJ〉|
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.
( ∑
e ∈ Z
2−|e|δ
∑
n≥M−1
n−(1+δ)
)
‖f‖2‖g‖2 . M
−δ‖f‖2‖g‖2 < ǫ‖f‖2‖g‖2
again by the choice of M .
3) Now, we deal with the case when 〈I, J〉 ∈ IM , that is, when
2−M ≤ |〈I, J〉| ≤ 2M and rdist(〈I, J〉,B2M ) ≤ M . The last inequality
implies that |c(〈I, J〉)| ≤ M2M .
Since |c(〈I, J〉)− c(I)+c(J)
2
| ≤ diam(I ∪ J)/2 = |〈I, J〉|/2, we have
(50) |c(I) + c(J)| ≤ 2|c(〈I, J〉)|+ |〈I, J〉| ≤ 2(M + 1)2M
Now, we divide into three cases:
3.1) When |J | > 22M we have that |〈I, J〉| ≥ |J | > 22M implies
〈I, J〉 /∈ DM and so, we do not need to consider this case.
3.2) When 2−2M ≤ |J | ≤ 22M with rdist(J,B22M ) ≥ 2M , we have
that |c(J)| > (2M − 1)22M > M2M .
If sign c(I) = −sign c(J) we get
|〈I, J〉| ≥ |c(I)− c(J)| = |c(I)|+ |c(J)| > |c(J)| > M22M
which is contradictory with 〈I, J〉 ∈ IM .
Otherwise, if sign c(I) = sign c(J) we have
|c(I) + c(J)| = |c(I)|+ |c(J)| > M22M
which is also contradictory with (50). So, we do not consider this case.
3.3) The only remaining case is when |J | < 2−2M . When e ≤ 0,
n + 1 > rdist(I, J) = |J |−1diam(I ∪ J) ≥ 22M2−M = 2M
Meanwhile, when e ≥ 0,
n+ 1 > |I|−1diam(I ∪ J) = 2−e|J |−1|〈I ∪ J〉| ≥ 2−e22M2−M = 2M−e
Therefore, we bound the relevant part of (49) by a constant times∑
e ≤ 0
∑
n≥2M−1
2−|e|(
1
2
+δ)n−(1+δ)
∑
J∈Dc
2M
∑
I∈Je,n
|〈f, ψI〉||〈g, ψJ〉|
+
∑
e ≥ 0
∑
n≥max(2M−e−1,1)
2−|e|(
1
2
+δ)n−(1+δ)
∑
J∈Dc
2M
∑
I∈Je,n
|〈f, ψI〉||〈g, ψJ〉|
≤
( ∑
e ≤ 0
2−|e|δ
∑
n≥2M−1
n−(1+δ)
)
‖f‖2‖g‖2
+
( ∑
0 ≤ e ≤M − 1
2−|e|δ
∑
n≥2M−e−1
n−(1+δ) +
∑
M ≤ e
2−|e|δ
∑
n≥1
n−(1+δ)
)
‖f‖2‖g‖2
.
(
2−Mδ +
∑
0 ≤ e ≤M − 1
2−eδ2−(M−e)δ +
∑
M ≤ e
2−eδ
)
‖f‖2‖g‖2
. 2−Mδ‖f‖2‖g‖2 + (M2
−Mδ + 2−Mδ)‖f‖2‖g‖2 < ǫ‖f‖2‖g‖2
6) We deal now with the case λ2Kmin ∈ IM .
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6.1) When |J | > 22M , we have two cases. Whenever e > 0 then,
Kmin = J and so, |λ2J | ≥ |J | ≥ 2
2M which is contradictory with
λ2J ∈ IM .
On the other hand, when e ≤ 0 we have Kmin = I and |I| ≤ |λ2I| ≤
2M . Then, 2e = |I|/|J | ≤ 2−M and so, e ≤ −M . Therefore, the
arguments of the case 2.1) show that the corresponding part of (49)
can be bounded by ǫ‖f‖2‖g‖2.
6.2) When 2−2M ≤ |J | ≤ 22M with rdist(J,B22M ) ≥ 2M , we have
|c(J)| > (2M − 1)22M . Now, we divide into the same two cases.
When e ≥ 0, we know Kmin = J and then, 2
−M ≤ |λ2J | ≤ 2
M with
rdist(λ2J,B2M ) ≤M . This leads to the following contradiction:
M ≥ rdist(λ2J,B2M ) > 2
−M |c(J)| ≥ (2M − 1)2M
On the other hand, when e ≤ 0 we have Kmin = I and then, |c(I)| =
|c(λ2I)| ≤ (M − 1)2
M . This implies |c(I)− c(J)| > M22M and
n+ 1 > rdist(I, J) ≥
|c(I)− c(J)|
|J |
≥M
Then, the same arguments of the case 2.3) provide the bound ǫ‖f‖2‖g‖2.
6.3) When |J | < 2−2M , we study as follows. If e ≥ 0, we have
Kmin = J and so, |λ2J | ≥ 2
−M . This implies λ2 ≥ 2
−M |J |−1 > 2M and
2M < λ2 =
(diam(I ∪ J)
|J |
)θ
≤
( |I|
|J |
)θ
rdist(I, J)θ < 2eθ(n+ 1)
Meanwhile, if e ≤ 0, we have Kmin = I and then, |λ2I| ≥ 2
−M . We
also have |I| ≤ |J | ≤ 2−2M . All this implies λ2 ≥ 2
−M |I|−1 > 2M and
2M < λ2 =
(diam(I ∪ J)
|I|
)θ
≤
( |J |
|I|
)θ
rdist(I, J)θ < 2−eθ(n + 1)
In any case we get n > 2−|e|θ2M and, since θ < 1, previous arguments
show that the relevant part of (49) can be bounded by( ∑
e ∈ Z
2−|e|δ
∑
n≥2−|e|θ2M
n−(1+δ)
)
‖f‖2‖g‖2
.
( ∑
e ∈ Z
2−|e|δ2|e|θδ2−Mδ
)
‖f‖2‖g‖2 . 2
−Mδ‖f‖2‖g‖2 ≤ ǫ‖f‖2‖g‖2
Finally, we note that similar type of calculations are enough to deal
with the other two remaining cases 4) and 5). This finishes the proof
of compactness on L2(R).
Since T is bounded on L2(R), from the classical theory, we know
that the operator T is bounded on Lp(R) for all 1 < p < ∞. Then,
since we have proved that T is compact on L2(R), we can use classical
interpolation techniques to also obtain compactness of T on Lp(R).
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We refer to the following theorem, whose proof, in a more general
setting, can be found in [8] and also in [2].
Theorem 5.3. Let 1 ≤ p1, r1, p2, r2 ≤ ∞ be a set of indices with r1 <
∞. Let T be a given linear operator which is continuous simultaneously
as a mapping from Lp1 to Lr1 and from Lp2 to Lr2. Assume in addition
that T is compact as a mapping from Lp1 to Lr1. Then T is compact
as a mapping from Lp to Lr, where 1/p = t/p1 + (1 − t)/p2, 1/r =
t/r1 + (1− t)/r2, 0 < t < 1.
6. Compact Paraproducts
To prove compactness on Lp(R) in the general case, that is, with-
out the special cancellation conditions, we follow the classical scheme.
When b1 = T (1) and b2 = T
∗(1) are arbitrary functions in CMO(R),
we construct compact paraproducts Tb with compact Caldero´n-Zymund
kernels such that Tb1(1) = b1, T
∗
b1
(1) = 0. Then, the operator
T˜ = T − Tb1 − T
∗
b2
satisfies the hypotheses of Theorem 5.2 and so, it is compact on Lp(R).
Furthermore, since the operators Tb1 and T
∗
b2
are compact by construc-
tion, we deduce that T is also compact on Lp(R).
We remark that, as we will later see in full detail, the appropriate
paraproducts are exactly the same ones as in the classical setting, with
the only difference that the parameter functions bi belong to the space
CMO(R) instead of BMO(R).
Proposition 6.1. Given a function b in CMO(R), there exists a linear
operator Tb associated with a compact Caldero´n-Zygmund kernel such
that Tb and T
∗
b are compact on L
p(R) for all 1 < p <∞ and it satisfies
〈Tb(1), g〉 = 〈b, g〉 and 〈Tb(f), 1〉 = 0, for all f, g ∈ S(R).
Remark 6.2. Once the proposition is proven, the required operators to
finish the program are T 1b1 = Tb1 and T
2
b2
= T ∗b2 .
Proof. Let (ψI)I∈D be a wavelet basis of L
2(R) such that ψI is L
2
normalized, supported and adapted to I with constant C and order N .
We denote by φ a positive bump function supported and adapted
to [−1/2, 1/2] with order N and integral one. Then, we have that
0 ≤ φ(x) ≤ C(1 + |x|)−N and |φ′(x)| ≤ C(1 + |x|)−N . Let (φI)I∈D be
the family of bump functions defined by φI = Tc(I)D
1
|I|φ. Then, it is
clear that each φI is an L
1-normalized bump function adapted to I and
so, satisfying φI(x) ≤ C|I|
−1wI(x)
−N and |φ′I(x)| ≤ C|I|
−2wI(x)
−N .
We define the linear operator Tb by
〈Tb(f), g〉 =
∑
I∈D
〈b, ψI〉〈f, φI〉〈g, ψI〉
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Since b ∈ CMO(R) ⊂ BMO(R), we know Tb is bounded on L
p(R) and,
at least formally, it satisfies 〈Tb(1), g〉 = 〈b, g〉 and 〈Tb(f), 1〉 = 0.
We now prove that Tb is compact on L
p(R) for all 1 < p < ∞.
Compactness of T ∗b on L
p(R) follows by duality. By interpolation, it
suffices to verify that 〈P⊥M(Tb(f)), g〉 tends to zero uniformly for all
f, g ∈ S(R) in the unit ball of L2(R).
We know that P⊥M(g) =
∑
I∈DcM
〈g, ψI〉ψI . Moreover, since (ψI)I∈D
can be chosen so that it is also a wavelet basis on CMO(R) (see the
comments in Lemma 2.20), we have P⊥M(b) =
∑
I∈DcM
〈b, ψI〉ψI . Then,
〈P⊥M(Tb(f)), g〉 = 〈Tb(f), P
⊥
M(g)〉 =
∑
I∈DcM
〈b, ψI〉〈f, φI〉〈g, ψI〉
=
∑
I∈D
〈P⊥M(b), ψI〉〈f, φI〉〈g, ψI〉 = 〈TP⊥M (b)(f), g〉
Now, by boundedness of TP⊥M (b), we have
|〈P⊥M(Tb(f)), g〉| . ‖P
⊥
M(b)‖BMO(R)‖f‖L2(R)‖g‖L2(R) ≤ ‖P
⊥
M(b)‖BMO(R)
which tends to zero when M tends to infinity.
To finish the proof, we still need to show that Tb belongs to the class
of operators for which the theory applies. For this, we must show that
it satisfies the integral representation of Definition 2.7 with a kernel
satisfying the Definition 2.3 of a compact Caldero´n-Zygmund kernel.
For any f, g ∈ S(R) with disjoint support, we have
〈Tb(f), g〉 =
∫
R
∫
R
f(t)g(x)
∑
I∈D
〈b, ψI〉φI(t)ψI(x)dtdx
As we will see, the disjointness of the supports of f and g implies the
convergence of the infinite sum. The kernel of Tb is hence given by
K(t, x) =
〈
b,
∑
I∈D
φI(t)ψI(x)ψI
〉
We now check that K satisfies Definition 2.3 of a compact Caldero´n-
Zygmund kernel: whenever 2|t− t′| < |t− x| we have
|K(t, x)−K(t′, x)| .
|t− t′|
|t− x|2
L(|t− x|)S(|t− x|)D(|t+ x|)
The analogous statement for |K(t, x)−K(t, x′)| follows similarly. Actu-
ally, we will prove that |K(t, x)−K(t′, x)| is dominated by |t−t′|/|t−x|2
times a bounded function that tends to zero when |t− x| tends to zero
or to infinity and when |t+ x| tends to infinity (cf. Section 3.3).
First of all, we have that
K(t, x)−K(t′, x) =
∑
I∈D
〈b, ψI〉(φI(t)− φI(t
′))ψI(x)
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Moreover, we notice that (φI(t) − φI(t
′))ψI(x) 6= 0 implies that
x, t, t′ ∈ I for all intervals in the sum. By symmetry, we can assume
|t− x′| ≤ |t− x|. Let It,x be the smallest dyadic interval containing t,
x and t′. Notice that |It,x|/2 ≤ |t− x| ≤ |It,x| and that
(51) K(t, x)−K(t′, x) =
∑
I ∈ D
It,x ⊂ I
〈b, ψI〉(φI(t)− φI(t
′))ψI(x)
Since b ∈ CMO(R), for every ǫ > 0 there is M ∈ N such that
‖P⊥M(b)‖BMO(R) + 2
−M < ǫ. We are going to prove that
|K(t, x)−K(t′, x)| .
|t− t′|
|t− x|2
ǫ
when |t−x| > 2M , |t+x| > M2M+1 or |t−x| < 2−3M/2(1+‖b‖BMO(R))
−1/2.
1) When |t− x| > 2M we have that all intervals I in the sum satisfy
|I| > |t− x| > 2M and so, I ∈ DcM . We can rewrite equation (51) as
K(t, x)−K(t′, x) =
∑
I∈DcM
〈b, ψI〉(φI(t)− φI(t
′))ψI(x)
=
〈
P⊥M(b),
∑
I∈D
(φI(t)− φI(t
′))ψI(x)ψI
〉
Then,
|K(t, x)−K(t′, x)| ≤ ‖P⊥M(b)‖BMO(R)
∥∥∥∑
I∈D
(φI(t)−φI(t
′))ψI(x)ψI
∥∥∥
H1(R)
With the use of the square function S, the H1-norm is equivalent to∥∥∥S(∑
I∈D
(φI(t)− φI(t
′))ψI(x)ψI
)∥∥∥
L1(R)
=
∫
R
( ∑
I ∈ D
It,x ⊂ I
|φI(t)− φI(t
′)|2|ψI(x)|
2χI(y)
|I|
)1/2
dy
Let (Ik)k∈N be the family of dyadic intervals such that Ix,t ⊂ Ik with
|Ik| = 2
k|Ix,t| and I−1 = ∅. Then, we rewrite the previous integral as
∑
k≥0
∫
Ik\Ik−1
(∑
j≥k
|φIj(t)− φIj(t
′)|2|ψIj(x)|
2χIj(y)
|Ij|
)1/2
dy
Now, since the integrand is constant on every interval Ik\Ik−1, the
integral can be bounded by
(52)
∑
k≥0
(∑
j≥k
|φIj(t)− φIj(t
′)|2|ψIj (x)|
2 1
|Ij|
)1/2
|Ik\Ik−1|
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Since |φI(t)−φI(t
′)| ≤ ‖∂tφI‖L∞(R)|t− t
′| ≤ C|I|−2|t− t′| and |ψI(x)| ≤
C|I|−1/2, we bound (52) by a constant times
∑
k≥0
(∑
j≥k
1
|Ij|4
1
|Ij|
1
|Ij|
) 1
2
|Ik||t− t
′|
=
∑
k≥0
(∑
j≥k
1
26j
) 1
2
2k
|t− t′|
|It,x|2
.
∑
k≥0
1
22k
|t− t′|
|t− x|2
.
|t− t′|
|t− x|2
Therefore, we obtain
|K(t, x)−K(t′, x)| . ‖P⊥M(b)‖BMO(R)
|t− t′|
|t− x|2
≤ ǫ
|t− t′|
|t− x|2
by the choice of M .
2) We work now the case |t + x| > M2M+1. Since every interval I
in the sum satisfies It,x ⊂ I, we have (t+ x)/2 ∈ I and so, |c(I)− (t+
x)/2| < |I|/2.
Now, if |I| > 2M we have I ∈ DcM . On the other hand, if |I| ≤ 2
M
rdist(I,B2M ) ≥
|c(I)|+ 2M−1 + |I|/2
2M
≥
|t+ x|/2 + 2M−1
2M
> M
and also I ∈ DcM . Therefore, from the previous case we can conclude
|K(t, x)−K(t′, x)| . ‖P⊥M(b)‖BMO(R)
|t− t′|
|t− x|2
≤ ǫ
|t− t′|
|t− x|2
3) The last case, when |t−x| < 2−3M/2(1+‖b‖BMO(R))
−1/2, is a more
involved. Those intervals in the sum such that |I| < 2−M or |I| > 2M
satisfy that I ∈ DcM and may be taken care of as in the previous cases.
However, those intervals such that 2−M ≤ |I| ≤ 2M may belong to
DM and the previous argument can not be used. Instead, we reason
as follows. The terms under consideration are given by those intervals
I ∈ D such that It,x ⊂ I and 2
−M ≤ |I| ≤ 2M and so, they can
be parametrized by size as |Ik| = 2
k|It,x| with −M − log |It,x| ≤ k ≤
M − log |It,x|. Notice that, since |It,x| ≤ 2|t− x| < 2
−3M/2+1, we have
−M − log |It,x| > M/2− 1 > 0. We are left with the sum∑
−M−log |It,x|≤k≤M−log |It,x|
〈b, ψIk〉(φIk(t)− φIk(t
′))ψIk(x)
We use |〈b, ψI〉| . ‖b‖BMO(R)|I|
1/2, |φI(t) − φI(t
′)| . |I|−2|t − t′| and
|ψI(x)| . |I|
−1/2, to bound the sum by
‖b‖BMO(R)
∑
−M−log |It,x|≤k
|t− t′|
|Ik|2
= ‖b‖BMO(R)
∑
−M−log |It,x|≤k
2−2k
|t− t′|
|It,x|2
. ‖b‖BMO(R)2
2M |It,x|
2 |t− t
′|
|It,x|2
. 2−M
|t− t′|
|It,x|2
. ǫ
|t− t′|
|t− x|2
since |It,x| ≤ 2|t− x| < 2
−3M+2(1 + ‖b‖BMO(R))
− 1
2 and the choice of M .
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We note that in dealing with |K(t, x)−K(t, x′)| we use the analogue
inequalities |φI(t)| . |I|
−1 and |ψI(x)− ψI(x
′)| . |I|−3/2|x− x′|.
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