Abstract. We investigate the analytic structure of solutions of non-relativistic Schrödinger equations describing Coulombic manyparticle systems. We prove the following: Let ψ(x) with x = (x 1 , . . . , x N ) ∈ R 3N denote an N -electron wavefunction of such a system with one nucleus fixed at the origin. Then in a neighbourhood of a coalescence point, for which x 1 = 0 and the other electron coordinates do not coincide, and differ from 0, ψ can be represented locally as
Introduction and results

1.1.
Introduction. In quantum chemistry and atomic and molecular physics, the regularity properties of the Coulombic wavefunctions ψ, and of their corresponding one-electron densities ρ, are of great importance. These regularity properties determine the convergence properties of various (numerical) approximation schemes (see [26, 2, 3, 31, 32, 33] for some recent works). They are also of intrinsic mathematical interest.
The pioneering work is due to Kato [20] , who proved that ψ is Lipschitz continuous, i.e., ψ ∈ C 0,1 , near two-particle coalescence points. In a series of recent papers the present authors have studied these properties in detail. In [7] we deduced an optimal representation of ψ of the form ψ = F Φ with an explicit F ∈ C 0,1 , such that Φ ∈ C 1,1 , characterizing the singularities of ψ up to second derivatives; see [7, Theorem 1.1 ] for a precise statement. In particular, F contains logarithmic terms which stem from the singularities of the potential at three-particle coalescence points. This characterization has been applied in [8] and [9] in the study of the electron density ρ and (in the atomic case) its spherical average ρ close to the nuclei. Real analyticity of ρ away from the nuclei was proved in [6] ; see also [4] , [5] .
In this paper we derive a different representation of ψ which completely settles its analytic structure in the neighbourhood of two-particle coalescence points. The Kustaanheimo-Stiefel transform (KStransform for short) and analytic hypoanalyticity of a certain degenerate elliptic operator are crucial for the proof.
We start with the one-particle case.
Theorem 1.1. Let Ω ⊂ R 3 be a neighbourhood of the origin and assume that W (1) , W (2) , F (1) , and F (2) are real analytic functions in Ω. Let 1) and assume that ϕ ∈ W 1,2 (Ω) satisfies
( 1.2) in Ω in the distributional sense. Then there exists a neighbourhood Ω ⊂ Ω of the origin, and real analytic functions ϕ (1) , ϕ (2) : Ω → C such that ϕ(x) = ϕ (1) (x) + |x|ϕ (2) (x) , x ∈ Ω .
(1.3) Remark 1.2. Theorem 1.1 is a generalization of an almost 25 years old result by Hill [16] . The present investigations were partly motivated by this work. Hill considered solutions to
with V (1) and V (2) real analytic near the origin, and proved that ϕ satisfies (1.3). The statement (1.3) can easily be seen to hold for Hydrogenic eigenfunctions. These have the form e −β|x| P (x) for some β > 0, where P (x) can be written as linear combinations of polynomials in |x| times homogeneous harmonic polynomials. In particular, Hill's result implies that ϕ satisfies (1.3) near the origin for a one-electron molecule with fixed nuclei, one of them at the origin. Remark 1.3. Hill's proof is rather involved. Our proof is quite different, also not easy, but has the advantage that it can be generalized to treat the Coulombic many-particle case; see Theorem 1.4 and its proof below, and also Remark 1.6.
The proof of Theorem 1.1 uses the KS-transform (see Section 2 for the definition). This transform was introduced in the 1960's [25] to regularize the Kepler problem in classical mechanics (see also [24, 30, 22] ) and has found applications in problems related to the Coulomb potential in classical mechanics and quantum mechanics, see [1, 10, 13, 14, 15, 19] . The KS-transform is a homogeneous extension of the Hopf map (also called the Hopf fibration), the first example of a map from S 3 to S 2 which is not null-homotopic, discovered in the 1930's [17] . For more on the literature on the KS-transform, see [22, 14] .
We move to the N-particle problem. For the sake of simplicity we consider the atomic case and mention extensions in the remarks. Let H be the non-relativistic Schrödinger operator of an N-electron atom with nuclear charge Z > 0 in the fixed nucleus approximation,
Here the x j = (x j,1 , x j,2 , x j,3 ) ∈ R 3 , j = 1, . . . , N, denote the positions of the electrons, and the ∆ j are the associated Laplacians so that ∆ =
, and defines a bounded quadratic form on W 1,2 (R 3N ) [21] . We investigate local solutions ψ of 6) in a neighbourhood of two-particle coalescence points. More precisely, let Σ denote the set of coalescence points,
If, for some Ω ⊂ R 3N , ψ is a distributional solution to (1.6) in Ω, then [18, Section 7.5, pp. 177-180] ψ is real analytic away from Σ, that is, ψ ∈ C ω (Ω \ Σ). Let, for k, ℓ ∈ {1, . . . , N}, k = ℓ,
Then we denote
the two kinds of 'two-particle coalescence points'. The main result of this paper is the following. 
in the distributional sense. Let the sets Σ k and Σ k,ℓ be given by (1.10) . Then, for all k ∈ {1, . . . , N}, there exists a neighbourhood Ω k ⊂ Ω of Ω ∩ Σ k , and real analytic functions ψ 12) and for all k, ℓ ∈ {1, . . . , N}, k = ℓ, there exists a neighbourhood Ω k,ℓ ⊂ Ω of Ω ∩ Σ k,ℓ , and real analytic functions ψ
(1.13) Remark 1.5. The proof of Theorem 1.4 again uses the KS-transform. Due to the presence of the other electron coordinates we are confronted with additional problems. We have to deal with degenerate elliptic PDE's where the corresponding operators (of Grušin-type) are analytic hypoelliptic, see [12] . Remark 1.6. Theorem 1.4 extends in the obvious way to electronic eigenfunctions of Hamiltonians of N-electron molecules with K nuclei fixed at positions (R 1 , . . . , R K ) ∈ R 3 , given by
Furthermore we can replace in (1.14), as in Theorem 1.1, the potential terms by more general terms, and allow for inhomogeneities.
For instance, the result holds for general Coulombic many-particle systems described by 15) where the m j > 0 denote the masses of the particles, and
Remark 1.7. In separate work we will present additional regularity results (not primarily for Coulomb problems) obtained partly using the techniques developed in the present paper.
Proofs of the main theorems
As mentioned in the introduction our proofs are based on the Kustaanheimo-Stiefel (KS) transform. We will 'lift' the differential equations to new coordinates using that transform. The solutions to the new equations will be real analytic functions. By projecting to the original coordinates we get the structure results Theorem 1.1 and Theorem 1.4.
In the present section we will introduce the KS-transform and show how it allows to obtain Theorems 1.1 and 1.4. The more technical verifications of the properties of the KS-transform and its composition with real analytic functions needed for these proofs are left to Sections 3 and 4.
Define the KS-transform K :
It is a simple computation to verify that
Let f : R 3 → C be any C 2 -function, and define, with K as above,
Then for all y ∈ R 4 \ {0}, (see Lemma 3.1),
with
Assume without loss that Ω = B 3 (0, r) for some r > 0. (Here, and in the sequel,
We will show that ϕ K satisfies (in the distributional sense)
, are real analytic in B 3 (0, r) by assumption, and K : R 4 → R 3 (see (2.1)) and y → |y| 2 are real analytic, the coefficients in the elliptic equation in (2.6) are real analytic in B 4 (0, √ r).
It follows from elliptic regularity for equations with real analytic coefficients [18, Section 7.5, pp. 177-180] that ϕ K : B 4 (0, √ r) → C is real analytic. The statement of Theorem 1.1 then follows from Proposition 4.1 in Section 4 below.
It therefore remains to prove that ϕ K satisfies (2.6). 
It follows that both (∆ϕ) K and (
.2 in Section 3 below; see also (3.5) ). This and (2.5) imply that, as functions in
Note that both ∆f and 4|y|
2 f belong to
in Section 3 below therefore implies that
It follows from this and (2.7) that
Since (W ϕ) K = W K ϕ K , and, by (2.8) and (2.2),
which means that ϕ K satisfies (2.6) in the distributional sense, in
2.2. The N-particle problem. In this section we prove Theorem 1.4. We only prove the statement (1.12), the proof of (1.13) is completely analogous, after an orthogonal transformation of coordinates. We assume k = 1, the proof for other k's is the same. Let H be given by (1.5). Then, with (x,
where 11) and let (x 0 , x ′ 0 ) ∈ Ω ∩ Σ 1 ; then (see (1.10)) x 0 = 0. We will first prove that there exists a neighbourhood Ω 1 (P ) of P = (0, x ′ 0 ) and real analytic functions ψ
(2.12)
By the above, V E is real analytic on a neighbourhood of (0, x ′ 0 ), say, on
Define now, with K :
14)
, it follows that u and W are well-defined, and W is real analytic on U K (R) since K is real analytic and V E is real analytic on U(R).
As in the proof of Theorem 1.1, we get that (2.11) implies that u satisfies
where
is a degenerate elliptic operator, a so-called 'Grušin-type operator'. Since |y| 2 W (y, x ′ ) is real analytic on U K (R), the operator Q is (real) analytic hypoelliptic due to [12, Theorem 5.1]. Therefore (2.16) implies that u is real analytic on some neighbourhood of (0,
and define ψ
1 :
To see that this is well-defined, we need to verify that if
with n , i = 1, 2, homogeneous polynomials of degree n such that 20) for x ∈ B 3N (x 0 , δ). It follows from (2.19) (by homogeneity) that, for all n ∈ N and x = (x, x ′ ) ∈ B 3N (x 0 , δ),
But for n even, P
n is an even function, while P
n−1 , and therefore |x|P (2) n−1 , is odd. Therefore, P
(1) n = P (2) n−1 = 0. Similarly for n odd. It follows that ψ (1) = ψ (2) = 0 on B 3N (x 0 , δ), and therefore also on Ω 1 (P ) ∩ Ω 1 (Q), since ψ (1) , ψ (2) are real analytic. This proves that ψ
and ψ
1 in (2.18) are well-defined. Since they are obviously real analytic, this finishes the proof of Thereom 1.4.
The Kustaanheimo-Stiefel transform
The KS-transform turns out to be a very useful and natural tool for the investigation of Schrödinger equations with Coulombic interactions. In particular (2.2) and the following lemma are important for our proofs. Most of the facts stated here are well-known (see e. g. [13, Appendix A]).
and (2.4) holds.
(b) Furthermore, for a function g ∈ C 1 (R 4 ), the following two statements are equivalent:
In particular,
Remark 3.2. By a density argument, the isometry (3.5) allows to extend the composition by K given by (2.3) (the pull-back K * by K) to a map
This follows from Schwarz' inequality and (3.5),
Here the y-integral clearly converges since
Remark 3.3. As a consequence of (2.2) and (3.2) (choose f (x) = |x| j ), we have that
Proof of Lemma 3.1. The lemma is easier to prove in 'double polar coordinates' in R 4 . Let
be defined by the relation y ≡ y(R, Ω) = y 1 (R, Ω), y 2 (R, Ω), y 3 (R, Ω), y 4 (R, Ω) , (3.9) (y 1 , y 4 ) = r 1 (cos θ 1 , sin θ 1 ) , (y 3 , y 2 ) = r 2 (cos θ 2 , sin θ 2 ) . (3.10)
Then it follows directly from (2.1) that
We note in passing that the relation (2.2) is immediate from (3.11). In the double polar coordinates, 
Therefore, it is obvious that L and ∆ commute. Furthermore, from (3.11) we see that f K only depends on the angles through the expression θ 1 − θ 2 and therefore,
The proof of (2.4) is merely an elementary computation, which we leave to the reader. This finishes the proof of point (a) of the lemma.
From (3.2) we infer that in order to prove point (b) we have to show that (ii) implies (i).
To do so, we need to define a function f : (2.2) . Assume now that x ∈ R 3 \ {0}. We claim that the pre-image of x under K, K −1 ({x}), is a circle in R 4 (in the literature called the 'Hopf circle') and that g is constant on this circle. Then, taking any y ∈ K −1 ({x}) and letting f (x) := g(y), we have that f is well-defined, and satisfies f K (y) = f (K(y)) = f (x) = g(y). This will finish the proof of point (b) of the lemma.
To prove the claim, assume first that x ∈ R 3 \ {0}, x = (x 1 , x 2 , x 3 ) with (x 2 , x 3 ) = (0, 0). Then the equations (see (3.11) and (2.2))
(3.13)
uniquely determine r 1 , r 2 ∈ (0, ∞), and determine ϑ modulo 2π; choose the solution ϑ ∈ [0, 2π). That is, the pre-image of x under K is the set of points in R 4 with double polar coordinates (r 1 , r 2 , θ 1 , θ 2 ), where (r 1 , r 2 ) is the unique solution to (3.13), and θ 1 − θ 2 = ϑ modulo 2π, with ϑ ∈ [0, 2π). Defining new angles θ = θ 1 + θ 2 , ϑ = θ 1 −θ 2 , this set is the circle in R 4 with centre at the origin and radius (x
, parametrized by θ ∈ [0, 2π). Since, by (3.12), the function g (strictly speaking, g composed with the map in (3.9)) is independent of θ = θ 1 + θ 2 , g is, as claimed, constant on this circle.
On the other hand, assume x = (t, 0, 0), t ∈ R \ {0}. Then the equations
have a unique solution (r 1 , r 2 ); in fact, (r 1 , r 2 ) = ( √ t, 0) if t > 0 and (r 1 , r 2 ) = (0, √ −t) if t < 0. In both cases, the pre-image of x under K is a circle, namely (see also (3.8))
Since y 2 = y 3 = 0 for any y = (y 1 , y 2 , y 3 , y 4 ) ∈ C + , (3.1) and (3.3) imply that ∂g/∂θ 1 = 0, with θ 1 the angle parametrizing C + , and so g is, as claimed, constant on C + ; similarly for C − . This finishes the proof of point (b) of the lemma. We finish by proving point (c); this is merely a calculation which we for simplicity also do in 'double polar coordinates': Recall that |y| 2 = r .2)). By (3.10) and (3.11) , and since U = B 3 (0, r) and
In the triple integral inside ·} we make (for fixed θ 2 ) the change of variables
From the foregoing (see after (3.14)) it follows that the image of K θ 2 is U. The determinant of the Jacobian is
Therefore the integral is
This proves (3.4); applying it to |x|φ gives (3.5). This finishes the proof of point (c), and therefore, of Lemma 3.1. 
Proof. Using that LP 2k = 0 we get from Lemma 3.1 the existence of a function Y k such that P 2k (y) = Y k (K(y)). Since the KS-transform is homogeneous of degree 2, Y k is necessarily homogeneous of degree k. Furthermore, by (2.4), Y k is harmonic. So we only have left to prove that Y k is a polynomial. Let L n be the (positive) Laplace-Beltrami operator on the sphere S n−1 . Then one can express the Laplace operator in R n as
and the eigenspace corresponding to the eigenvalue ℓ(ℓ + n − 1) is exactly spanned by the restrictions to S n−1 of the harmonic, homogeneous polymials in R n of degree ℓ. Using the fact that ∆Y k = 0 and that Y k is homogeneous of degree k in R 3 we find that Y k S 2 is an eigenfunction of L 3 with eigenvalue k(k + 2). Thus there exists a homogeneous, harmonic polynomial Y k of degree k such that
Since the functions have the same homogeneity, they are identical everywhere. This finishes the proof of the lemma.
Analyticity and the KS-transform
In this section we study the regularity of functions given as a composition with the Kustaanheimo-Stiefel transform. We start with the one-particle case.
3 be open with 0 ∈ U, and let ϕ :
, and suppose that
is real analytic. Then there exist functions ϕ (1) , ϕ (2) , real analytic in a neighbourhood of 0 ∈ R 3 , such that
Proof. Note that K(−y) = K(y) for all y ∈ R 4 , so that ϕ K (−y) = ϕ K (y) for all y ∈ R 4 . It follows that ϕ K can be written as an absolutely convergent power series containing only terms of even order. Furthermore, since the sum is absolutely convergent, the order of summation is unimportant, and so, for some R > 0, c β ∈ C,
This implies (see e. g. [23, sections 2.1-2.2]) that there exists constants
Note that for fixed n ∈ N,
is a homogeneous polynomial of degree 2n. By [29, Theorem 2.1],
2n−2j is a homogeneous harmonic polynomial of degree 2n−2j, j = 0, 1, . . . , n. It follows that
We need the following lemma.
Lemma 4.2. There exist harmonic polynomials
In particular, the function
Proof of Lemma 4.2 : Recall (see (3.2) ) that, with L ≡ L(y, D y ) as in (3.1), Lϕ K = 0, and therefore, since power series can be differentiated termwise (see (4.7)),
Since LQ (2n) is again a homogeneous polynomial of degree 2n, it follows that
Since L is a first order differential operator, (3.7) implies that
where LH
2n−2j is again a homogeneous polynomial of order 2(n − j). Then (4.6), (4.12), and (4.13) imply that 
n−j , homogeneous of degree n − j, such that (4.8) holds. Now (4.10) follows from this and (2.2). This finishes the proof of the lemma.
Lemma 4.2, (4.7), and |K(y)| = |y| 2 , imply that
Formally, we can now finish the proof of Proposition 4.1 by defining
However, it is not a priori clear that these sums converge and thus define real analytic functions. The remainder of the proof will establish the necessary convergence. 
Proof. Clearly, the convergence of the series in (4.17) and (4.18) is a consequence of (4.19): take r < 1/(2 M 1 ). Thus we only have to prove the estimate (4.19). We return to (4.3). For fixed β, with |β| = 2n > 0 we have (again using [29, Theorem 2.1]) that, for some d 20) where P
2n−2j is a harmonic homogeneous polynomial of degree 2n − 2j, which depends on β, and satisfies P Restricting to |y| = 1, (4.22) becomes a sum of spherical harmonics with different degrees, which are linearly independent, implying that (see (4.8) )
2n−2j (y) . 
and so the d
j 's are bounded, uniformly in j and β, by Vol(S 3 ) 1/2 . Due to homogeneity, and using [27, Lemma 8], we get, for any y ∈ R 3 \ {0} and j ≤ n, that
Note that (see [29, pp. 138-139 
2n−2j (y) (4.28)
1 . The desired estimate (4.19) clearly follows, using the surjectivity of K, with R := 10 max n n 4 2 −n .
Recall that each term |x| j Y (2n) n−j (x) in the definition (4.17) of ϕ (1) is a homogeneous polynomial (of degree n) in x, and similarly for ϕ (2) . Therefore, the series (4.17) and (4.18) are convergent power series. This implies that ϕ (1) , ϕ (2) define real analytic functions on {|x| < r} (see [23, 
Finally, using (4.16), (4.17) and (4.18),
This, and the surjectivity of K, imply (4.2) and therefore finishes the proof of Proposition 4.1.
For the N-particle case, we have the following analogous result.
is real analytic. Then there exist functions ψ (1) , ψ (2) , real analytic in a neighbourhood
Proof. Define
This is well defined by the assumption on u.
Since, as in the proof of Proposition 4.1, u is even with respect to y ∈ R 4 , and the series converges absolutely, we have, for |y| < √ R, |x
for some constants C 2 , M 2 > 0. Clearly it follows that This last product contains (3N − 4) terms each of which are smaller than (3N + k). Thus
for some C 3 (depending on N) and all k ≥ 1. It follows that, for |x| < 1/(4M and so, by the surjectivity of K,
with ψ (i) , i = 1, 2, real analytic on
. This finishes the proof of Proposition 4.4.
