We develop a new analysis of sampling-based motion planning with uniform sampling, which significantly improves upon the celebrated result of Karaman and Frazzoli (2011) and subsequent work. Particularly, we prove the existence of a critical radius value proportional to Θ(n −1/d ) for n samples and d dimensions: Below this value the planner is guaranteed to fail (similarly shown by the aforementioned work, ibid.). More importantly, for larger radius values the planner is asymptotically (near-)optimal (AO). A practical implication of our work is that AO is achieved when each sample is connected to only Θ(1) neighbors. This is in stark contrast to previous work which requires O(log n) connections, that are induced by a radius proportional to log n n 1/d . Our analysis is not restricted to PRM and is applicable to a variety of ''PRM-based" planners, such as RRG, FMT * and BTT. Continuum percolation theory plays an important role in our proofs.
Introduction
Motion planning is a fundamental problem in robotics concerned with planning the motion of a robot operating in an environment cluttered with obstacles. The problem is notoriously challenging from a computational perspective: Although there are several special cases in which it can be solved efficiently (see, e.g., [1, 23] ) regardless of the number of the degrees of freedom, in general it is computationally intractable. For additional information on algorithmic motion planning see [9] .
Nowadays most of the practical techniques for motion planning attempt to capture the connectivity of the free space of the problem by random sampling. Although such planners are inherently incomplete, i.e., cannot detect situations in which a solution (collision-free path) does not exists, most have the desired property of being able to find a solution eventually, if one exists. That is, a planner is probabilistically complete (PC) if the probability of finding a solution tends to 1 as the number of samples n tends to infinity. Indeed, the celebrated PRM and RRT planners are PC, under certain conditions [13, 15] ).
More recent work has been concerned with the quality 1 of the returned solution. The paper [17] was one of the first to address this matter in a mathematicallyrigorous manner. This work proved that RRT can produce arbitrarily-bad (long) paths with non-negligible probability.
The influential work [12] laid the theoretical foundations for analyzing quality in sampling-based planning. The authors introduced a set of techniques to prove the convergence of planners to the optimum-a property termed asymptotic optimality (AO). Using their framework, they proved that the following algorithms are AO: PRM * , which is a special case of PRM 2 with a specific value of the connection radius r n ; a variant of RRT termed RRT * ; RRG, which can be viewed as a combination between RRT and PRM.
An important attribute in sampling-based planners, which has a tremendous effect on the running time, is the number of neighbors considered for connection for each added sample. In algorithms that employ a connection radius r n to identify neighbors, as the aforementioned PRM, RRT * , and RRG do, the number of neighbors is directly affected by r n : decreasing r n reduces the number of neighbors. This in turn reduces the running time of the planner for a given number of samples n. Thus, it is desirable to come up with a radius r n that is small, but not to the extent that the planner loses its favorable properties. The analysis in [12] , establishes that the number of neighbors should be O(log n), which translates to a connection radius of the form r n = O (log n/n) 1/d , where d 2 is the number of degrees of freedom, and the configuration space of the robot is assumed to be [0, 1] d . This paper also shows that for sufficiently small radii of order O(n −1/d ) the planner is guaranteed to fail finding a solution.
Following the breakthrough in [12] , other AO planners were developed (see e.g., [2, 3, 7, 20] ). The paper [10] introduced FMT * , which is a single-query planner that traverses an implicitly-represented PRM graph, and is comparable in performance to RRT * . The authors refined the proof technique of [12] , which allowed them to reduce the connection radius r n necessary to FMT * and PRM to achieve AO.
A recent work [24] developed a different technique for analyzing sampling-based planners. It exploits a connection with random geometric graphs (RGGs), which have been extensively studied in probability theory and statistical physics (see, e.g., [18] ). Their work shows that one can reduce the connection radius obtained in [10] even more while guaranteeing asymptotic near-optimality (AnO) of PRM in the case of path-length cost. AnO means that the cost of the solution tends to at most a constant factor times the optimum, compared with AO in which this constant is equal to one. Furthermore, the connection with RGGs yields additional analyses of different extension of PRM, which have not been analyzed before in a mathematically rigorous setting.
The aforementioned papers [12, 10, 24] deal mainly with the cost function of path length. Two recent papers [21, 22] considered the bottleneck-pathfinding problem and introduced the BTT algorithm, which traverses an implicitly represented PRM graph. The bottleneck cost function is defined as follows: every robot configuration x is paired with a value M(x), and the cost of a path is the maximum value of M along any configuration on the path. It is then shown that BTT is AO, with respect to bottleneck cost, for the reduced connection radius that was obtained in [24] .
Sampling-based planners usually employ randomized uniform sampling. A recent work [11] explores the possibles of de-randomized deterministic sampling. The authors show that in this setting the connection radius can be lowered to ω n −1/d 3 while still guaranteeing AO of the underlying planner.
Contribution. We develop a new analysis of PRM for uniform random sampling, which relies on a novel connection between sampling-based planners and continuum percolation. Our analysis is tight and proves the existence of a critical connection radius r n : There exists a constant γ such that for r n < γn −1/d PRM is guaranteed to fail, where d is the dimension. Above the threshold, i.e., when r n > γn −1/d , PRM is AO for the bottleneck cost, and AnO with respect to the path-length cost.
Our analysis is not restricted to PRM and is applicable to a variety of planners that maintain PRM-like roadmaps, explicitly or implicitly. For instance, when r n is above the threshold, FMT * is AnO with respect to the path-length cost, while BTT is AO with respect to the bottleneck cost. RRG behaves similarly for the two cost functions.
A practical implication of our work is that AO (or AnO), under the regime of uniform random sampling, can be achieved even when every sample is connected to Θ(1) neighbors. This is in stark contrast with previous work, e.g., [12, 10, 24, 21, 22] , which provided a rough estimation of this number, that is proportional to O(log n). Interestingly, our Θ(1) bound for uniform samples is also lower than the best known bound of ω(1) for deterministic samples [11] .
Preliminaries
We provide several basic definitions that will be used throughout the paper. Given two points x, y ∈ R d , denote by x − y the standard Euclidean distance. Let b d to denote the Lebesgue measure of the unit ball in R d . Denote by B r (x) the ddimensional ball of radius r > 0 centered at x ∈ R d and B r (Γ) = x∈Γ B r (x) for any Γ ⊆ R d . Similarly, given a curve π : [0, 1] → R d define B r (π) = τ ∈[0,1] B r (π(τ )). Given a subset D ⊂ R d we denote by |D| its Lebesgue measure.
Throughout the paper we will use the standard notation for asymptotic bounds: Let f = f (n), g = g(n) be two functions. The notation f = ω(g) indicates that lim n→∞ f /g → ∞, and f = o(g) indicates that lim n→∞ f /g → 0. Let A 1 , A 2 , . . . be random variables in some probability space and let B be an event depending on A n . We say that B occurs asymptotically almost surely (a.a.s., in short) if lim n→∞ Pr[B(A n )] = 1. Finally, all logarithms are at base e.
Motion planning
The problem of motion planning consists of moving a robot while avoiding collisions with obstacles in its environment. Formally, denote by C the configuration space of the robot, and the free space, i.e., the set of all collision free configurations, by F ⊆ C. In this work we investigate the geometric setting of the problem in which no physical constraints are imposed on the motion of the robot. Additionally, we assume that C is some subset of the Euclidean space. In particular, C = [0, 1] d ⊂ R d for some d 2. Given start and target configurations S, T ∈ F , the problem consists of finding a continuous path (curve) π : [0, 1] → F such that π(0) = S, π(1) = T . That is, the robot starts its motion along π on S, and ends in T , while remaining collision free.
In practical applications, it is usually desirable to find paths that minimize a given criterion. In this paper we consider the following two cost functions.
Definition 2. Given a path σ, and a cost map M : C → R, its bottleneck cost is
M(π(τ )).
Poisson point processes
We draw our main analysis techniques from the literature of continuum percolation, where points are drawn from a special distribution. 1. For mutually disjoint domains D 1 , . . . , D ℓ ⊂ R d , the random variables |D 1 ∩ X |, . . . , |D ℓ ∩ X | are mutually independent.
2. For any bounded domain D ⊂ R d we have that for every k 0
Informally, property (a) states that the presence of a certain number of points from X in one part of D does not affect the number of points for any other disjoint part. Another useful property that follows from (b) is that the expected number of points in a certain region is known precisely and corresponds to the volume of this region. That is, for any D ⊂ R d it holds that E(|X ∩ D|) = λ|D|.
The following claim provides a recipe to generate PPP:
). Let N be a Poisson random variable with mean λ. For a given z ∈ Z d draw a sample N z ∈ N and define X z = {X 1 , . . . , X Nz } to be N z points chosen independently and uniformly at random from z +[0, 1] d . Then X = z∈Z d X z is a PPP of density λ.
Elements of continuum percolation
An underlying structure in many sampling-based algorithms is the following graph. We note that it is usually defined in the context of motion planning with a uniform point process over a bounded domain, rather than the Poisson point process that we will use later on.
Given r > 0, the random geometric graph (RGG) G(X ; r) is an undirected graph with the vertex set X . For any two given vertices x, y ∈ X the graph contains the edge (x, y) if x − y r.
Definition 5. Define ∆(λ, r) to be the (mean) node degree of G(X λ ; r):
Definition 6. The percolation probability θ(λ, r) is the probability that the origin o ∈ R d is contained in a connected component of G(X λ ∪{o}; r) of an infinite number of vertices. That is, if C o denotes the set of vertices connected to o in the graph, then
Note that the selection of the origin is arbitrary, and the following result can be obtained for any alternative x ∈ R d to o. Proof. Suppose that θ(λ, r) = 0, and for any x ∈ R d , denote by θ x (λ, r) the percolation probability of G(X λ ∪ x; r), and note that θ x (λ, r) = 0. Additionally, define Z r = r · z|z ∈ Z d , and observe that for any x ∈ R d there exists z ∈ Z r such that x ∈ B r (z). Thus, by applying the union bound, and noting that a sum of countable number of zeros is still zero, we establish that
For the other direction we employ Kolmogorov's zero-one law (see, e.g., [4, Theorem 1, p.36]). Informally, it states that an event, e.g., existence of an infinite connected component in G, that occurs independently of any finite subset of independent random variables, e.g., points from X λ , has a probability of either 0 or 1. Thus, as ψ(λ, r) θ(λ, r) it immedietly follows that ψ(λ, r) = 1 when ∆(λ, r) > ∆ * . 
Bounded domains
Next, we consider G(X λ , r) with a mean number of vertices n in [0, 1] d , i.e., λ = n, which will be used later as the number of samples in a motion-planning algorithm. Additionally, we study different properties of G when it is restricted to the domain [0, 1] d , which represents the configuration space of the motion-planning problem. In case that θ(n, r) > 0, we use C ∞ to refer to the infinite connected component of the unrestricted graph G. [19, Equation 39 ]) Let H be a d-dimensional hypercube. Given that θ(n, r) > 0, we have E (|C ∞ ∩ H|) = n|H|θ(n, r).
Proof. This statement is an intermediate step in the proof of Lemma 8 in [19] .
The following statement allows to bound the graph distance (defined below) between two connected vertices. We endow every edge of the graph with a length attribute that represents the Euclidean distance between the edges' endpoints. For every two vertices x, x ′ of G denote their weighted graph distance, i.e., the sum of lengths of the edges along the shortest path from x to x ′ over G, by dist(G, x, x ′ ). 
We proceed to subcritical regime, i.e., θ(n, r n ) = 0, in which the graph breaks into many small connected components. In particular, the probability of having the largest connected components to be of size m decays exponentially in m. Denote by L(G) the size of the largest connected component in G.
Proof. First, we start by stating that there exists a constant ζ > 0 and an integer m 0 such that for all m m 0 it holds that
This is a simplified version of Proposition 11.2 in [18] , which is given for uniformly sampled n points, to the case of PPP, which we have here. In particular, the original proof relies on a relation between these two distributions, which transforms uniform sampling into a PPP, which induces an additional factor that is not necessary in our setting. In particular, the factor "exp(−µn)" that appears in Equation 11.1 in [18] should be eliminated.
To conclude the proof, we set m = α · log n, where α > 1/ζ, similarly to the proof of Theorem 11.1, Equation 11.4 in [18] . Observe that ne −mζ → 0 as n tends to ∞.
Analysis of PRM
We now proceed to the setting of motion planning. Recall that the configuration space of the robot is represented by C = [0, 1] d , and the free space is denoted by F ⊆ C. An instance of the problem is defined for a given (F , s, t), where s, t ∈ F . For simplicity, (F , s, t) will remain fixed throughout this section.
Given two configurations x, y and a subset Γ ⊂ C, denote by Π Γ x,y the set of all continuous paths, whose image is in Γ, that start in x and end in y, i.e., if π ∈ Π Γ x,y then π : [0, 1] → Γ and π(0) = x, π(1) = y.
We also say that (F , s, t) is robustly feasible if there exists such a robust path.
Definition 8. The robust optimum with respect to c ℓ is defined as
The corresponding definition for the bottleneck cost is slightly more involved.
Definition 9. Let M be a cost map. A path π ∈ Π F s,t is M-robust if it is robust and for every ε > 0 there exists δ ′ > 0 such that
We also say that M is well behaved if there exists at least one M-robust path.
Definition 10. The robust optimum with respect to c b is defined as
Recall that PRM accepts as parameters the number of samples n ∈ N + and a connection radius r n > 0. In relation to the definitions of the previous section, the graph data structure obtained by the preprocessing stage of PRM can be viewed as an RGG. For instance, when F = C, the graph obtained by PRM is precisely G(X n ∩ [0, 1] d ; r n ). In the more general case, when F ⊂ C, PRM produces the graph G(X n ∩ F ; r n ). As F can be non-convex, we emphasize that the latter notation describes the maximal subgraph of G(X n ; r n ) such that vertices and edges are contained in F .
In the query stage, recall that PRM accepts two configurations s, t ∈ F . Here we slightly diverge from the standard definition of PRM in the literature. In particular, instead of using the same radius r n when connecting s, t, we use the radius r ′ n = f n r n , where f n ∈ ω(1) but f n ∈ o(n 1/d ). The obtained graph P n is formally defined below:
Definition 11. The PRM graph P n is the union between G(X n ∩ F ; r n ) and the supplementary edges y∈{s,t} (x, y) x ∈ X n ∩ B r ′ n (y) and xy ⊂ F .
We emphasize that the larger radius r ′ n is only used when s, t are connected to the preprocessed RGG. ii. Suppose that r n > γn −1/d and (F , s, t) is robustly feasible:
Proof of Theorem 4
We start our proof by noting that there exists 0 < γ such for every n ∈ N + , θ(n, r n ) = 0 when r n < γn −1/d , and θ(n, r n ) > 0 when r n > γn −1/d . It follows straightforwardly from Definition 5 and Theorem 1. We proceed to consider the three possible outcomes of the theorem separately.
Incomplentess.
This is the first (and easy) part of the theorem, which states that PRM fails when r n < γn −1/d . We mention that our proof is a simpler and shorter version of a similar proof that was given in [12] . Let s, t be a fixed query input. Observe that if G n = G(X n , r n ) contains a path π n connecting s and t, then s − t c ℓ (π n ). Then, the number of edges of G n , which induce π n , is at least s − t /r n = Ω(n 1/d ). However, this is in contradiction with the fact that every connected component of G n is of logarithmic size in n (Proposition 2).
Asymptotic near-optimality for path length.
Now let us proceed to the positive setting of r n > γn −1/d . For simplicity, we set r n = γ ′ n −1/d , where γ ′ > γ. By Corollary 1, G(X n ; r n ) contains an infinite connected component. Moreover, by Theorem 2 such an infinite component is unique. Recall that C ∞ denotes the vertex set of this component.
We begin laying foundations for the proof, which will also be relevant for the case of bottleneck cost.
Lemma 2. Recall that r ′ n = f n r n . Let p 1 , . . . , p k ∈ (0, 1) d be fixed k ∈ N + points.
By the ergodic theorem (see, [16, Section 2.1]) and Proposition 1, it follows that
which implies that U n (p i ) ∩ C ∞ = ∅ a.a.s. To extend this result to every i ∈ [k] we simply apply the union bound.
Recall that c * ℓ 0 denotes the robust optimum, with respect to path length (Definition 8). Let us fix ε > 0. By definition, there exists a robust path π ε ∈ Π F s,t and δ > 0 such that c ℓ (π ε ) (1 + ε)c * ℓ and B δ (π) ⊂ F . Theorem 3 states that there exists a constant ξ 1 such that for every two connected vertices x, x ′ of G n = G(X n ∩ [0, 1] d ; r n ) it holds that dist(G n , x, x ′ ) ξ x − x ′ a.a.s. We now define a sequence of k points p 1 , . . . , p k along π ε that are separated by exactly δ/ξ units. In particular, define k = ⌈c ℓ (π ε ) · ξ/δ⌉ , set p 1 = s, p k = t, and assign p i along π ε , such that c ℓ (π i−1,i ε ) = δ/ξ, where π i−1,i ε represents the subpath of π ε starting at p i−1 and ending at p i . Notice that k is finite.
Let q 1 , . . . , q k ∈ C ∞ be the points obtained from Lemma 2. By Lemma 1, these points reside in a single connected component of G n . Define the path
where s → q 1 represents a straight-line path from s to q 1 , and q i q i+1 represents the shortest path from q i to q i+1 in G n .
The next claim states that π n is a path in the PRM graph P n .
Claim 2. π n ∈ Π F s,t is a path in P n a.a.s.
Proof. First, observe that the straight-line paths s → q 1 , q k → t are contained in F a.a.s. Let us consider a specific subpath q i q i+1 . Recall from Claim 3 and by definition of
Thus, for any point q ′ i along q i q i+1 it holds that
Thus, Im(π n ) ⊂ B δ (π ε ) ⊂ F .
The next claim seals the main proof by stating that the length of π n is a constant factor from the optimum.
Claim 3. We have that c ℓ (π n ) O(1)c * ℓ a.a.s.
Proof. By Theorem 3 and the triangle inequality, it follows that
Asymptotic optimality for bottleneck cost.
The proof follows very similar lines to that of the length cost. Fix ε > 0. For simplicity we assume that ε < 1, although the proof can be adapted to larger values of ε. By definition, there exists an M-robust path π ′ ∈ Π F s,t and δ, δ ′ > 0 such that
Now, define δ * = min{δ, δ ′ }. By substituting δ with δ * , and π ε with π ′ in the proof of Theorem 4.ii, it follows that P n contains (a.a.s.) a path π ′ n ∈ Π F s,t such that Im(π ′ n ) ⊂ B δ ′ (π ′ ). This implies that
, which concludes this proof.
Analysis of other planners
In this section we describe the implications of Theorem 4 to additional planners, which are closely related to PRM. In all the results below the constant γ that is used is identical to that in Theorem 4. Furthermore, for simplicity of presentation, we assume that (F , s, t) is robustly feasible, and M is well behaved, where relevant.
We first consider FMT * and BTT, and then proceed to consider RRG, whose analysis is more involved. In all the following algorithms we assume that the sampling method is a PPP.
The FMT * and the BTT planners
The following two corollaries are direct consequences of Theorem 4 as the two algorithms FMT * and BTT traverse an implicitly-represented PRM graph while minimizing the c ℓ and c b cost functions, respectively. Corollary 2. If r n < γn −1/d then FMT * fails a.a.s. If r n > γn −1/d then FMT * returns a path π n ∈ Π F s,t with c ℓ (π n ) = O(1)c * ℓ a.a.s. Corollary 3. If r n < γn −1/d then BTT fails a.a.s. If r n > γn −1/d then for every fixed ε > 0, BTT returns a path π n ∈ Π F s,t with c b (π n , M) (1 + ε)c * b a.a.s.
The RRG planner
We consider incremental planner RRG, which can be viewed as a cross between RRT and PRM. Due to this relation we can extend the analysis of PRM to RRG.
To generate the point set for incremental sampling-based algorithms, such that the points will be a PPP, we follow the following methodology.
We introduce an incremental version of a PPP to extend our theory to RRG, which is an incremental planner 4 .
Claim 4 Incremental Poisson Point
Process. Let N be a Poisson random variable with mean 1. At each iteration i draw a sample N i ∈ N and define X i = {X 1 , . . . , X N i } to be N i points chosen independently and uniformly at random from [0, 1] d . The set X = 1 i n X i , obtained after n iterations, is a PPP of density λ = n.
Note that the sum of n i.i.d. Poisson random variables with means λ 1 , λ 2 , . . . , λ n is a Poisson random variable with mean λ = n i=1 λ i . Claim 4 follows directly from this roperty.
Analysis of RRG
Recall that RRG is an incremental planning algorithm. We slightly diverge from the original definition of the RRG algorithm presented in [12] , such that the sampled points will form an incremental PPP. Given a start configutarion s ∈ F and a goal region X goal ⊆ F , RRG initializes a roadmap with a single node s. Let N be a Poisson random variable with mean 1 and let n i−1 denote the number of nodes of the constructed roadmap after i − 1 iterations. At the ith iteration we draw a sample N i ∈ N and define X i = {X 1 , . . . , X N i } to be N i points chosen independently and uniformly at random from [0, 1] d . RRG will iteratively process the samples X 1 , . . . , X N i , as follows: For a sample X k ∈ X i RRG will first locate the nearest node x near to X k . Let x new be a node at distance at most η from x near at the direction of X k , where η is the constant used for local steering, as in RRT. RRG will attempt to connect x new to x near . If the connection attempt is successful, the new node x new will be added to the roadmap. Then, RRG will attempt to connect x new to all other roadmap nodes within a ball of radius
centered at X k , where r n > γn −1/d is the radius used for PRM, η is the constant used for local steering and µ > 0 is a constant. Note that for the ith iteration of RRG we set n = n i−1 . The connection radius that will be used during the ith iteration is fixed, as it is a function of the number of nodes in the roadmap at the beginning of the iteration. The radius obviously decreases as a function of the number of roadmap nodes. However, since we fix the radius at each iteration of RRG we use a slightly larger radius than the one obtained had we considered the current roadmap size. This will clearly keep all relevant connections and perhaps even add more.
The probabilistic completeness of RRG follows from that of RRT, whose proof can be found in [14] .
The following lemma is a central component in the asymptotic (near-)optimality proof of RRG.
Lemma 3. For every constant µ > 0, there exists a constant 0 < ψ < 1 such that when running RRG with connection radius as in Equation 1 , from iterations n 0 = ψn to n the new samples will be added as vertices to the constructed roadmap a.a.s..
An immediate corollary from Lemma 3 is the following:
Corollary 4. Let R n be an RRG graph constructed after n iterations and suppose that the connection radius is as defined in Equation 1. Let 0 < ψ < 1 be a constant. The graph R n contains a PRM graph P n ′ with n ′ n(1 − ψ) uniformly distributed vertices and a connection radius r n ′ a.a.s.
Recall that RRG supplements the tree produced by RRT with additional edges. We follow a similar line of proof as [12] in order to show that after a finite number of samples, every new sample induces a vertex that is added to the data structure in a PRM-like manner a a.a.s. Thus, the graph obtained after n iterations of RRG contains a PRM graph with n(1 − ψ) vertices a.a.s. That is, we show that after RRG has sufficiently explored F the algorithm behaves as PRM, which is paired with appropriate connection radius. This allows to apply Theorem 4 to RRG and prove the following. Note that we extend Definition 7 to describe a robustly feasible path (F , s, X goal ) for RRG.
Theorem 5. Suppose that (F , s, X goal ) is robustly feasible. Let R n denote the roadmap constructed by RRG after n iterations with r ′ n as the connection radius (see Equation 1) , where r n > γn −1/d and γ > 0 is some constant. Then 1. R n contains a path π n ∈ Π F s,X goal with c ℓ (π n ) = O(1)c * ℓ a.a.s.
2. If M is well behaved then for every fixed ε > 0, R n contains a path π ′ n ∈ Π F
a.s. We start by proving Lemma 3, using a similar line of proof as in [12, Theorem 36 ]. However, we make the necessary adaptations for samples generated using a PPP.
We define the following events. Let E n denote the event that for any point x ∈ F , the roadmap R n constructed by RRG after n iterations includes a node v that can be connected to x, that is, both x − v η and the straight-line path xv is collision-free, where η is the steering constant. Now, let E c n be the event compliment to E n . The following lemma bounds the probability that E c n occurs. Lemma 4. The probability that the event E c n occurs decays exponentially as n increases.
Proof. As in [12, Lemma 63], we assume that F can be partitioned into finitely many convex sets, such that each convex set is bounded by a ball of radius η. Denote the convex sets created by the partition by Y 1 , Y 2 , . . . , Y M , where M is the number of sets. Let B k , denote the bounding ball of Y k of radius η, for 1 k M. Let V be the set of roadmap nodes after the nth iteration and |V | denote its size.
We first show that the probability that a single convex set Y k in the partition does not contain a node of V decays to zero exponentially.
The probability that a single ball B k of a constant radius η, bounding Y k , does not contain a node of V , where V are points from a PPP, is: for some constants a, b ∈ R >0 . This clearly bounds the probability that E c n occurs.
Let 0 < ψ < 1 be a constant independent of n. The following lemma shows that for any such constant ψ, the event n i=⌊ψn⌋ E i occurs a.a.s. In other words, Lemma 5 shows that samples from iterations ⌊ψn⌋ to n will be added as vertices to the roadmap a.a.s. Moreover, every sample q at iterations n 0 to n will have a vertex in the roadmap at distance at most η from q. Therefore q will be added as a vertex to the roadmap.
Lemma 5. For any 0 < ψ < 1, n i=⌊ψn⌋ E i occurs a.a.s.
Recall that a, b > 0. By using the sum of a geometric series we obtain the following bound
The infinite series a 1−e −b ∞ n=1 (e −bψ ) n is convergent, since e −bψ < 1. Thus the sum Therefore, for any constant 0 < ψ < 1, n i=⌊ψn⌋ E i occurs a.a.s. Now we can easily prove Lemma 3.
Proof of Lemma 3. The radius r ′ n used by RRG is min{(1 + µ)r n , η}, and as n → ∞ after n 0 = ψn iterations it is equivalent to r ′ n = (1 + µ)r n , where 0 < ψ < 1 is a constant. We require that r ′ n r n−n 0 , or alternatively that µ (1 − ψ) −1/d − 1. For every constant µ > 0 there exists a constant 0 < ψ < 1 such that µ (1−ψ) −1/d −1. From Lemma 5 we have that for any constant 0 < ψ < 1 all samples sampled at iterations n 0 = ψn to n will be added as vertices to the constructed roadmap a.a.s.
In other words, for every constant µ > 0 and for n → ∞, there exists a constant 0 < ψ < 1 such that when running RRG samples sampled at iterations n 0 = ψn to n will be added as vertices to the constructed roadmap a.a.s. That is, from iteration n 0 and on the algorithm will behave as PRM, with a slightly different connection radius.
We are now ready to prove Theorem 5.
Proof of Theorem 5. Let us denote by A the event that the constructed roadmap R n maintains the good properties of PRM, as defined in Theorem 4. That is, the contained PRM graph P n ′ of n ′ n(1 − ψ) vertices, for some constant 0 < ψ < 1, will contain a path whose length at most a constant factor from the optimal path length. Additionally, when considering bottleneck costs, then P n ′ will contain a path whose cost is at most (1 + ǫ) times the optimal cost, for some constant ǫ > 0. Let B denote the event that samples sampled at iterations n 0 = ψn to n will be added as vertices to the constructed roadmap, for some constant 0 < ψ < 1.
Given that B occurs, from Theorem 4 we obtain that A occurs on the PRMlike graph a.a.s. That is, lim n→∞ Pr(A|B) = 1. Additionally, Lemma 5 states that lim n→∞ Pr(B) = 1. From conditional probability we have that Pr(A ∩ B) = Pr(A|B) · Pr(B). It remains to show that lim n→∞ Pr(A ∩ B) = 1 as well. This follows from the limit property (proven next in Lemma 6) and from the following equation: Lemma 6. If lim n→∞ f (n) = F and lim n→∞ g(n) = G, then lim n→∞ f (n) · g(n) = F · G.
Proof. First note that lim n→∞ c = c and lim n→∞ f (n) + g(n) = lim n→∞ f (n) + lim n→∞ g(n) and lim n→∞ cf (n) = c lim n→∞ f (n). We omit the relevant proofs.
Using these two identities we obtain that: Similarly, lim n→∞ g(n) − G = 0. Let ε > 0. There are n 1 , n 2 > 0 such that, |(f (n) − F ) − 0| < √ ε for n > n 1 , |(g(n) − G) − 0| < √ ε for n > n 2 .
Set n ′ = max(n 1 , n 2 ). For n > n ′ we obtain that |(f (n) − F )(g(n) − G) − 0| = |(f (n) − F )| |(g(n) − n)| = √ ε · √ ε = ε.
In other words, for every ε > 0 there exists n ′ such that |(f (n) − F )(g(n) − G) − 0| < ε. Therefore, lim n→∞ (f (n) − F )(g(n) − G) = 0.
Obviously, (f (n) − F )(g(n) − G) = f (n)g(n) − Gf (n) − F g(n) + F G, and thus f (n)g(n) = (f (n) − F )(g(n) − G) + Gf (n) + F g(n) − F G.
Finally 
