Abstract. Arnold's standard circle maps are widely used to study the quasiperiodic route to chaos and other phenomena associated with nonlinear dynamics in the presence of two rationally unrelated periodicities. In particular, the El Niño-Southern Oscillation (ENSO) phenomenon is a crucial component of climate variability on interannual time scales and it is dominated by the seasonal cycle, on the one hand, and an intrinsic oscillatory instability with a period of a few years, on the other. The role of meteorological phenomena on much shorter time scales, such as westerly wind bursts, has also been recognized and modeled as additive noise.
Introduction and motivation
The motivation of the present work is to provide further physical and mathematical insights into the behavior of the El Niño-Southern Oscillation (ENSO) phenomenon. ENSO is a dominant component of the climate system's variability on the time scale of several seasons to several years [53, 56] and its accurate prediction for 6-12 months ahead is of great socio-economic importance [16, 34, 50] . Arnold map with noise as a climate toy model. The model studied herein is a highly idealized one that captures, however, two key features of interest of the ENSO phenomenon, namely frequency locking and high irregularity. Frequency-locking behavior has been observed in many fields of physics in general [8, 9, 26] and in several ENSO models in particular [20, 36, 42, 43, 59, 63, 64] . For instance, some early coupled ocean-atmosphere models that attempted to simulate and predict ENSO were locked into a two-year or a three-year cycle. Clearly, it is difficult to predict large El Niño events in the Eastern Tropical Pacific -which occur irregularly, every 2-7 years -with a model that has a persistent, stable periodicity of two or three years [35] .
Frequency-locking, also called mode-locking, is due to nonlinear interaction between an internal frequency ω i of the system and an external frequency ω e . In the ENSO case, the external periodicity is the seasonal cycle, while the internal periodicity is associated with an oscillatory instability that has been studied extensively in the absence of the seasonal cycle [53, and references therein] . A simple model for systems with two competing periodicities is the well-known standard circle map [3] . This map is often called the Arnold map and it is given by Eq. (1) at the beginning of the next section. Strong nonlinearity. In the absence of nonlinear effects, the behavior of the deterministic map in Eq. (1) is relatively simple: either the driving frequency ω is rational, ω = p/q with (p, q) integers, and the dynamics is periodic with period q; or ω is irrational and the iterates {X n } of the map fill the whole circle S 1 densely. For small nonlinearity, 1, narrow Arnold tongues develop out of each rational-periodicity point (ω = p/q, = 0). Each such tongue increases in width with increasing , while the periodicity within it stays equal to p/q; see Fig. 1 . As exceeds the value 1.0, the Arnold tongues overlap, and chaotic behavior sets in [3] .
The observed irregular behavior of ENSO argues strongly for large nonlinearities being active and giving rise to chaotic behavior [33] . One such numerical result is illustrated by the "Devil's beachers" in Fig. 2 . Noise sources in ENSO modeling. In climate modeling in general, variability on smaller scales in time and space is increasingly modeled as random. The so-called parametrization -i.e., large-scale representation of net effects -of subgrid-scale phenomena plays an increasing role in refining the most detailed and highly resolved climate models [54] . More specifically, the role of westerly wind bursts in the onset of El Niños has been studied more and more intensively [67] . These wind bursts over the western Tropical Pacific are at least correlated with and possibly causal to warm events in the eastern Tropical Pacific [25] .
Timmermann and Jin [62] have included a stochastic process meant to represent these wind bursts into a low-order ENSO model and shown that it contributes to the irregular occurrence of the model's warm events. This stochastically perturbed ENSO model has been further studied in [21] , where its random attractor has been computed. Using an additive stochastic process in the toy model studied herein seems therewith amply justified.
Linear response and stability of the statistical properties. In the following section, we study the behavior of the statistical properties of Arnold maps with additive noise and strong nonlinearity. In particular, we study the behavior of their rotation number. We are interested in the smoothness of the rotation number ρ as a function [42, 43] . The two parameters are δ s on the abscissa and µ on the ordinate: δ s is a mixed ocean layer parameter that determines the periodicity of the internal oscillation, while µ corresponds to the strength of the local coupling between the atmosphere and ocean. The colors identify large areas of ENSO locking to 1-5 years, while gray identifies chaotic behavior; see color bar. Courtesy of Fei-Fei Jin and based on numerical results of [43] .
of the driving frequency ω and in its monotonicity properties. We will see that, in the strong nonlinearity case ≥ 1, ρ = ρ(ω) still varies smoothly, but it is not monotonic anymore, as it is in the weakly nonlinear case < 1.
Our findings rely both on general mathematical results and on rigorous computeraided estimates. The smoothness of statistical properties of a family of dynamical systems is often guaranteed by the fact that its relevant stationary or invariant measure varies in a smooth way with respect to changes in a control parameter of the system. This property is called a linear response of the invariant measure under perturbation of the system. The system's linear response with respect to a perturbation can be described by a suitable derivative, representing the rate of change of the relevant (physical, stationary) invariant measure of the system with respect to the perturbation.
The behavior of the stationary measure of a random or deterministic dynamical system under perturbations may be very different from system to system. Some classes of systems have a smooth behavior, with respect to suitable perturbations; this smoothness was proved for several classes of deterministic systems. Starting with the work of Ruelle (see [58] ) which proved this for uniformly hyperbolic systems, similar results have been proved in some cases for non-uniformly expanding or hyperbolic ones (see e.g. [4, 10, 11, 12, 15, 22, 45, 71] ). On the other hand, it is known that linear response does not always hold, due to the lack of regularity of the system or of the perturbation or to insufficient hyperbolicity; see [10, 14, 28, 71] . The survey paper [13] has an exhaustive list of classical references on the subject.
An example of linear response for small random perturbations of deterministic systems appears in [48] . Results for random systems were proved in [38] , where the technical framework was adapted to stochastic differential equations and in [5] , where the authors consider random compositions of expanding or non-uniformly expanding maps. Rigorous numerical approaches for the computation of the linear response are available, to some extent, both for deterministic and random systems (see [6, 57] ).
In recent work [27] , it was shown that, in the presence of additive noise, one can expect linear response, even for maps which are not expanding or hyperbolic. The Arnold maps with noise and strong nonlinearity and the kinds of perturbations we consider herein fit into this framework. In this paper, we will adapt the results of [27] to prove linear response for this class of systems and perturbations, along with smoothness of the rotation number. We remark that the results of [27] are not directly applicable to the kind of perturbations we need to consider here because these perturbations change the critical values of the deterministic part of the dynamics. In Section 3 we show how to deal with these perturbations. Computer-aided estimates. Some of the results we present have been obtained with the help of computer-aided estimates. These estimates are obtained using suitable numerical software that tracks the possible truncation and numerical errors during the computation. The output of the computation is then an interval containing in a certified way the result that was meant to be estimated, e.g. "the rotation number ρ of the given system is contained in the interval [0.556, 0.566]". Such rigorous computations can be implemented by suitable numerical methods and libraries, the results can be considered as statements proved by a computer-aided estimate; see, for instance, the book [65] for an introduction to the subject.
In this paper we will make use of the software and the methods developed in [29] for dynamical systems on the interval with additive noise.
1
The software will be used in this work for two purposes:
(1) computing the stationary measure of a given Arnold map with noise to within a small, explicit error in the L 1 -norm. (2) computing such a system's mixing rate. The mixing rate is measured by the norm of the iterates of the transfer operator associated with the system, restricted to the space of measures having zero average on the phase space S 1 .
Both of these computations are made possible by a kind of finite-element approximation of the transfer operator, used in combination with quantitative functional analytic stability statements that estimate explicitly, and not asymptotically the approximation errors made in the finite element reduction (as explained in [29] ). Further details on this matter will be given in Sections 4.2 and 5, where we also show the results of the computer-aided estimates we use herein. Plan of the paper. The paper is structured as follows:
In Section 2 we introduce the Arnold maps with noise that we study and the questions which are investigated in the paper. We also state informally the paper's main results.
In Section 3 we outline a general linear-response statement, and adapt it to the kind of systems and perturbations we investigate in the paper. This will be the core tool to show that the rotation number varies smoothly even in the strong nonlinear case ≥ 1.
The application of the theory built in Section 3 requires some quantitative estimate on the system's mixing rate. In Section 4, we prove the quantitative stability results that are required to support a computer-aided estimation of the system's mixing rate and show the result of such computer-aided estimates.
Further computer-aided estimates in Section 5 yield rigorous non-monotonocity results for the rotation number in the strong nonlinearity case.
Mode locking in the presence of noise and our main results
In this section we introduce more precisely the systems and the problems being studied in the paper. We also state informally the main results of the paper and summarize the findings of the paper [72] , which could be used to prove the smoothness of the rotation number in the weak nonlinearity case < 1, but cannot be used in the case ≥ 1.
2.1. Model formulation and questions investigated. The system we study is the stochastically perturbed Arnold circle map, where the usual, deterministic circle map T τ , :
Here τ := 2π/ω and ω := ω i /ω e is the driving frequency, while ≥ 0 parameterizes the magnitude of nonlinear effects. In other situations, where external driving is replaced by genuine coupling between two oscillators, one also refers to as the coupling parameter. By Arnold map with additive noise we mean the stochastic process {X n } n∈N on S 1 defined by
, is added to the deterministic term on the right-hand side of (2); in particular, the noise is independent of the point X n ∈ S 1 . In the case = 0, ξ = 0, the system is simply a rotation of the circle. In the deterministic case, where ξ = 0, and ∈ (0, 1) we get the classical Arnold circle map, which is one of the simplest models of coupled oscillators [1, 40, 2, 37, 33] . Outside climate science, in the context of cardiac dynamics the circle map was employed as a model for cardiac arrythmias [2, 37] in which the irregular dynamics of heart pumping is interpreted as arising from the competition of two pacemakers. Similar studies were carried out in neurophysiology to investigate the dynamical behaviour of a neuron subject to periodic stimulation [40] . In addition, the Arnold circle map was recently used as a model of the sleep-wake regulation cycle [7] . In an other study a chain of coupled Arnold circle maps was employed to study the emergence of phase-locking patterns as a function of the coupling [17] .
In the deterministic case, one of the most striking feature of this model is the mode-locking phenomenon: let us consider the rotation number. The rotation number ρ = ρ τ measures the average rotation per iterate of (1) on S 1 and is defined as
It is well known that the rotation number is classically independent of x ∈ S 1 . The mode locking corresponds to the fact that the rotation number is locally constant around rational values of the driving frequency τ . The map "rotation number vs driving frequency" is a devil's staircase (see Fig. 3 for one example). In Fig. 3 , we also plot the behavior or the rotation number where we consider the adding of uniformly distributed noise at each iterate like in (2) 2 . It is easy to notice that for the map with additive noise, the rotation number map seems to go through a "smoothing" process, i.e the map τ → ρ τ becomes smooth (for fixed ω or in average), in the case of weak nonlinearity, ∈ (0, 1), this was rigorously proved by the work of [72] . In the present paper we focus in the strong nonlinearity case where ≥ 1 where the methods of [72] cannot work. From the physical point of view, this case correspond to strong nonlinear behavior and from the mathematical point of view it correspond to the fact that the map T τ , is not a diffeomorphism anymore.
For T τ , , when ≥ 1 a mode locking phenomenon can still be observed, but the behavior of the rotation number in function of the driving frequency is more complicated. In Fig. 4 we show a plot of the rotation number, both in the case with noise and without noise. We can observe that the action of the noise makes the rotation number smoother, as in the diffeomorphism case. Furthermore we can observe that the rotation number is not monotonic anymore as τ increases. This happen both with noise and without noise. The goal of this paper is to propose an explanation for those observations in the presence of noise, at the crossroads of linear response theory and computer-assisted proofs.
More precisely, we prove that : a): The rotation number is differentiable even in the case ≥ 1 at every value for the parameter τ for which the system is mixing and we provide examples of intervals for which this assumption is satisfied (see Section 4.2). We also provide an explicit formula to compute the derivative. This will be done adapting some general Linear Response results for systems with noise coming from [27] . In those results the mixing assumption is needed. We verify the assumption with some certified computer aided estimates, establishing that the system is mixing when τ is in certain intervals. b): The rotation number is not always monotonic. In particular we show intervals for which there is a decreasing of the rotation number. (see Section 5) This will be done by a certified approximation of the rotation number for a certain values of the parameters. The certified estimate on the rotation number will come from a certified approximation of the stationary measure 2 In this case we consider a stochastic processX on R defined byX n+1 =Tτ, (Xn) + Ωn and of the system with a small error in L 1 , using the framework developed in [29] . 
Differentiability of the rotation number for strong nonlinearity
In this section, we show that when the system is mixing, cf. Assumption LR1 of Theorem 8, there is linear response and the rotation number is differentiable with respect to changes in the parameter τ . This important inference will be obtained by adapting general Linear Response results for systems with additive noise to our case. In the following section, we start to introduce these results and the preliminary functional analytic work that is necessary.
The theoretical work will lead to linear response statements for families of Arnold maps with noise, in which the forcing parameter τ is modulated. The linear response will, in turn, lead to the differentiability of the associated rotation number; see Proposition 16 and Corollary 18.
3.1. Linear response for mixing systems with additive noise. Let BS(S 1 ) be the set of Borel signed measures on S 1 . This is a normed vector space if we consider the Wasserstein-Kantorovich norm defined on BS as
Where Lip(g) is the best Lipschitz constant of g. We remark that BS is not complete with this norm. The completion leads to a distributions space that is the dual of the space of Lipschitz functions. Let m be the Lebesgue measure on S
Definition 1. Let g be a finite Borel measure with sign on S 1 . We define its total variation as
Suppose f ∈ L 1 (m) and m-almost every translate of f is contained in L 1 (g); let us the define the convolution f * g in this case as
When dealing with absolutely continuous measures we will often identify the measure with his L 1 density, to simplify notations.
3.1.1. Regularization estimates. The next lemmas provide regularization properties of the convolution that will be used later.
Lemma 2. Under the above conditions, the following inequality holds:
Proof. Suppose first that g is positive
The general case follows by the linearity of the convolution considering g = g + − g − and the fact that g − , g + are positive measures.
. We have
Proof. To prove (5), let us consider f ∈ L 1 and g ∈ L 1 . For these measures we observe that
Now the proof can be extended to the general case where
by approximation. First let us consider f ∈ L 1 and g being a Lipschitz function such that ||f − f || W ≤ and
Since g ε is Lipschitz (f − f ) * g ε W can be made as small as wanted as → 0 and the inequality is proved for this case. Now, by Lemma 2 for each finite Borel measure f and g ∈ L 1 we can also take the limit for ε → 0 since
Thus by approximation the statement is proved also for f ∈ BS(S 1 ) and g ∈ L 1 .
be the density of an absolutely continuous measure and P = P (x 1 , x 2 , . . . , x n ) be the set of endpoints of a finite partition of S 1 . Let us denote x 0 := x n . We define the variation of f with respect to P as
If there exists M such that V ar(f ) := sup P V ar P ≤ M , with P ∈ {f inite partitions}, then f is said to be of Bounded Variation. Let the Banach space of Borel measures having a bounded variation density be denoted as
with the norm f BV = f 1 + V ar(f ). We will always use BV for BV (S 1 ) unless BV (·) specifies an argument for the space.
Proof. Consider a C 1 function g ε ∈ V such that g ε −g 1 ≤ ε and g ε BV = g BV , by Lemma 2 f * g − f * g ε 1 ≤ ε thus we can replace g with g ε up to an error which is as small as wanted in the estimate we consider. We now consider the estimate f * g ε 1 . Since g ε is C 1 with compact support it is bounded and has bounded derivative (hence Lipschitz constant), then there is C such that for every f ∈ L 1 with f dm = 0 such that
and we can also replace f with f in our main estimate.
Remark that (f * g ε )(t) is a C 1 function, and let us consider
Recalling that C 1 functions are the integral of their derivative, we get
Indeed recalling that f * g ε ∈ V , then
By applying a rotation if necessary we can suppose f * g ε (0) = 0. Hence we can transform the integral on S 1 into an integral on [0, 1] and apply the integration by parts
If we let t 0 h(l) = s(t) (note that since S 1 h = 0, s(t) is a 2−Lipschitz function on S 1 ) the last integral can be rewritten as
Since s(t) is 2-Lipschitz and ||s(t)|| ∞ ≤ 2
for each ε which gives the statement.
Proof. Similar estimates are well known for the convolution on R. We prove the estimate on S 1 . Let us suppose first that f, g ∈ C 1 (S 1 ). In this case f * g ∈ C 1 and
and by Lemma 2 V ar(f * g) ≤ ||f || 1 ||g || 1 from which we get directly the statement. Now suppose f ∈ C 1 and g ∈ BV , let us consider as before g ε ∈ C 1 such that
and can be made as small as wanted, allowing to prove the statement in the case f ∈ C 1 and g ∈ BV. Now by approximating f ∈ L 1 by a f ε ∈ C 1 such that f ε − f 1 ≤ ε and using again Lemma 2 we get the full statement.
3.1.2. Linear response, a general statement. In [27] , systems with additive noise are considered and a linear response theorem is proved for a general class of Markov operators including dynamical systems with additive noise. We state the theorem and apply it to the random Arnold maps and perturbations we mean to consider.
Let us consider a normed vector space (B w , || · || w ), with BS ⊇ B w ⊇ L 1 and || · || w ≤ || · || 1 . We also need to consider spaces of zero average measures. Definition 7. Let us define the space of zero average measures V ⊂ L 1 as
and (10)
Let us consider a family of Markov operators
Recall that a Markov operator L is positive and preserve probability measures: if f ≥ 0 then Lf > 0 and f (S 1 ) = Lf (S 1 ) for each f ∈ BS(S 1 ). Let us denote by Id the identity operator. Let us denote by (Id − L) −1 the resolvent related to an operator L, formally defined as
Which is actually defined on suitable spaces when the infinite series converges. Let us suppose that each operator L δ has a fixed probability measure in BV (S 1 ). We now show that under mild further assumptions these fixed points vary smoothly in the weaker norm · w . The following general result on linear response for system with additive noise is proved in [27] .
Theorem 8. Suppose that the family of operators L δ satisfies the following four conditions:
Then R(z, L 0 ) : V w → V w is a continuous operator and we have the following Linear Response formula
Thus R(1, L 0 )Lf 0 represents the first-order term in the change of equilibrium measure for the family of systems L δ .
Remark 9. Condition LR0 is always satisfied by systems with additive noise. Furthermore, the stationary measure f 0 has a density of bounded variation; see [27] , Lemma 23.
Remark 10. By Conditions LR1 and LR2, f 0 is the unique fixed probability measure of L 0 in BS(S 1 ).
Remark 11. The regularization property called for by Condition LR2 is required only for the unperturbed operator L 0 . In our systems this regularization is provided by the estimates shown in Section 3.1.1.
Remark 12.
The mixing assumptions listed in Condition LR1 are required only for the unperturbed operator L 0 . This statement will be proved for certain classes of systems by a computer-aided proof.
Remark 13. In Theorem 8 the weak norm · w could be the L 1 norm itself. In our case we can prove the existence of the limit in (12) with a convergence in the Wasswrstein W norm, this will be the choice of the weak norm that will be used in this paper.
3.2.
Linear response for Arnold maps with noise. We will now apply the above theorem to a family of operators L δ , δ ∈ [0, δ], which are the annealed transfer operators associated with the Arnold maps with additive noise defined in (2) . Recall that the transfer operator associated to a deterministic transformation T δ is defined, as usual by the pushforward map also denoted by (T δ ) * , by (14) [
The transfer operator associated to the Arnold map with additive noise (see [47] or [68] for basic facts on transfer operators associated to random systems) will be the composition of the transfer operator L T δ related to the map
and the action of te noise which is given by a convolution. The transfer operator associated to the system with additive noise
As said before, to apply Theorem 8 to our case we consider w as the W norm. We need to prove that the assumptions are satisfied. The most complicated one is the assumption 3, the existence of the derivative operator Lemma 14. The limit defied at (12) exists in BS and the limit converges in the W-norm.
Denoting by
where δ −ξ and δ ξ are the delta measures placed on ±ξ.
(recall that T 0 is nonsingular and then L T0 (f 0 ) ∈ L 1 ) with convergence in the || || W norm. 
Since there is a K such that ||[R −δ ρ ξ − ρ ξ ]|| 1 ≤ Kδ by Lemmas 2 and 3 we directly get the statement.
All the estimates of this section lead to the following linear response statement for the systems and perturbations we consider in this work. 
Proof. The proof is a direct application of Theorem 8 The assumption (2) of Theorem 8 is a direct consequence of Lemma 5 and Lemma 6. The assumption (3) and the formula for the derivative operator is proved in Lemmas 14 and 15.
The linear response in W is sufficient to deduce the smoothness of the rotation number because the observable associated to the rotation number is Lipschitz. As already done in [72] we exploit the fact that the rotation number can be computed as the integral of a suitable observable with respect to the stationary measure. To formulate this precisely, we introduce a few notations:
(1) Denoting [−ξ/2, ξ/2] N = Ω, we introduce the one-sided shift σ : Ω → Ω, classically defined for ω = (ω n ) n≥0 by σ(ω) = (ω n ) n≥1 .
We let ν = 1 ξ Leb [−ξ/2,ξ/2] , and let P be the product measure on Ω. It is an invariant probability measure for σ. (2) Let φ τ : Ω × R → R be the map defined by
Notice that it is 1-periodic in x: thus it induces an observable of the circle S 1 . Furthermore, it is the lift of X 1 − Id to R. We also let ϕ τ be the lift of T τ , − Id to R. For the same reasons, it induces an observable on S 1 . (3) Finally, we let F τ : Ω × S 1 → Ω × S 1 be the skew-product map
for ω = (ω n ) n≥0 ∈ Ω. The product measure P ⊗ µ τ is invariant, and in the case where the system satisfies the mixing assumption LR1 is also ergodic for F τ (see [68] , Section 5) by this we can now formulate:
Proposition 17. Let T τ , be the Arnold map with parameters (τ , ) and uniformly distributed noise of size ξ, suppose the system satisties the assumption LR1, let µ τ be the corresponding stationary measure and ρ τ be the associated rotation number. Then
In particular, ρ τ is P ⊗ µ τ almost surely constant.
Proof. With the notation of (2) one can write the n-th iterate of the skew-product map as
Considering the Birkhoff sum associated to this system and the observable φ τ , one has:
WhereX N as before is the lift of X N to R. Here we commit a slight abuse of notation, as x ∈ S 1 . Note however that this abuse is justified by the fact that X N − Id is a one-periodic map. This Birkhoff sum is the lift of 1 N (X N − Id): by definition of the rotation number, this right-hand side converges, as N → ∞, to ρ τ (x, ω). But by Birkhoff theorem, the left-hand side φ τ converges to
Now, it is easy to see that for fixed x ∈ S 1 , one has:
Thus one obtains (19) , as announced.
Corollary 18. The rotation number of the Arnold maps with uniformly distributed additive noise is differentiable at each value of the parameter τ for which the associated system is mixing (in the sense stated in assumption LR1 and Proposition 16). Furthermore if τ 0 is such a parameter we get the following formula for the derivative of the rotation number computed at τ 0
where L τ is the transfer operator of the system with parameter τ .
Proof. By Proposition 17 the rotation number is the integral of a Lipschitz observable. Considering the increment of ρ τ we get
and the statement directly follows from Proposition 16.
In next section we will show explicit examples of cases in which the system is mixing and (20) holds.
Mixing rate properties
In this section we show families of Arnold maps with uniformly distributed additive noise which are mixing systems in the sense of Assumption LR1 of Theorem 8. By applying Corollary 18 we then get differentiability of the rotation number in these sets of examples. The method used in the verification of the mixing assumption is based on a computer aided estimate and a further "stability of mixing" estimate.
In [29] , Section 4 it is shown how to use a computer aided estimate to prove that a given sistem with additive noise is mixing. The algorithm is based on the approximation of the system's transfer operator with a finite rank operator (a finite element approach). In this approximation strategy it is possible to get explicit bounds to the various approximation errors. The system is then approximated by a finite Markov chain whose behavior can be rigorously investigated by the computer (again with rigorous bounds on the numerical errors provided by a suitable implementation using interval arithmetics). Putting together the information coming from the certified estimates done by the computer and the explicit functional analytic estimates on the approximation we can extract information on the behavior of the original system. Given a random system with additive noise of range ξ with transfer operator L ξ , the algorithm 4 can certify an α < 1 and n ∈ N such that ||L n ξ || V →L 1 ≤ α implying exponential contraction of the zero average space. Since we want to get that this assumtion is satistifed in some large set of examples, we have to perform a slightly more complicated construction. We first show in Subsection 4.1 that if a system with noise is mixing then also an open set of nearby systems are mixing, this is done also giving an explicit estimate for the 4 The algorithm is implemented in the code we use (see Note 1) . The code used in this work is almost identical to the one used in [29] . The only important difference is the fact that in our code the convolution on S 1 is implemented, while in the original work of [29] a reflecting boundaries convolution is considered.
radius of this open neighborhood. Then, in Subsection 4.2 we apply the computer aided estimates to a certain suitable finite family of systems. We then get that these systems satisfy LR1 with related neighborhoods covering a large set. Putting these two steps together we hence have a large set on which LR1 applies.
4.1.
Rate of mixing and perturbations. Suppose a given system with additive noise is proved to be mixing. In this section we provide the theoretical tools to extend the mixing to nearby systems, showing that mixing is indeed stable when the system is suitably perturbed. We provide quantitative estimates on this stability. Another application of these estimates is to provide mixing and mixing rate of a system when the noise distribution is changed. For example getting mixing rate for the Gaussian noise once the mixing rate for a suitable uniform noise is established.
4.1.1. Perturbing the map. In this subsection we start considering perturbations of the map. We compare the mixing rate of a given sistem with the one of a system where the deterministic part of the dynamics gets a small perturbation in || || ∞ norm. 
and L T1 , L T2 be the the transfer operators associated to the maps T 1 , T 2 . Let V be the set of zero average measures in L 1 as defined in (9) .
In this framework we prove the following 
Before the proof of Proposition 21 we need some preliminary lemma.
Proof. The proof of the statement is straightforward, using the uniform continuity of each branch of T 1 and T 2 to suitably approximate f with a combination of delta measures. 
using Lemma 5 in the last estimate, which gives the statement.
Proof of Proposition 21.
by Lemma 23 we get the statement.
The following corollary directly follow from Proposition 23 and show how to use it to estimate the rate of mixing of a perturbation
Corollary 24 will be used in the following way: suppose to have proved the mixing for the operator N L T1 , i.e. we computed n, α for which 22 is satisfied, then Corollary 24 implies that all the operators T 2 such that
4.1.2. Perturbing the noise. In this subsection we change the noise kernel with a small perturbation in L 1 . We see that the iterates of the new system are still near to the ones of the original system, and thus we can estimate the rate of mixing. Notation Let ρ 1, ρ 2 ∈ BV be two noise kernels let us denote by N 1 , N 2 the associated transfer operators as defined in (21) Proposition 25.
Next corollary directly follow from Proposition 25 and show to estimate the rate of mixing of a perturbation of the operator.
4.2.
Computer-aided estimates on the mixing rate. In this subsection we show the results of the computer aided estimates for a family of systems with strong nonlinearity, = 1.4, with noise of magnitude ξ = 0.1 (similarly to the noise range considered in [33] ). For several values of τ . As explained at beginning of Section 4 we use the algorithm described in Section 4 of [29] to prove that assumption LR1 holds for these systems and find n such that (24) ||L n ξ || V →L 1 ≤ α < 1. Then we use the theory developed in Subsection 4.1 to provide the mixing rate for nearby systems, obtaining a large interval. , the corresponding Arnold map with noise and parameters ( , τ , ξ) satisfy assumption LR1 of Theorem 8.
Proof. Suppose we have proved the mixing for a system with parameters ( 0 , τ 0 , ξ 0 ) and we have α and n such that (24) is satisfied, then (23) implies that there exists θ 0 > 0 and a whole interval I 0 = [τ 0 −θ 0 , τ 0 +θ 0 ], such that all the systems with parameters ( 0 , τ , ξ 0 ), τ ∈ I 0 , are still mixing. Moreover (23) gives an explicit formula for θ 0 which depends from α and n. These constants are explicitly computable with the algorithm shown in [29] which we are using in our code, hence we can explicitly compute θ 0 .
To show that the mixing property holds for every system of parameters ( In Table 1 we show the computer aided estimates about the values of θ 0 by the method described above for each example. As it can be seen, since the union of all this computed intervals is equal to (a, b), with a = 0.749399418088000 and b = 0.800715949198087, we have then proved the desired property in the whole interval [0.75, 0.8].
Once we have Assumption LR1 of Theorem 8 satisfied for this family of systems, applying Corollary 18 we directly get 
Non-monotonic rotation number for strong nonlinearity
For < 1, in the case which the Arnold map is a diffeomorphism it is well known that if τ 2 > τ 1 then ρ τ 2 > ρ τ 1 (see [69] ). In this section we show that the rotation number is not necessarily monotonic anymore when > 1. We prove this for a particular example with = 1.4 and ξ = 0.01. However non rigurous numerical experiments suggests that the phenomenon is quite common when the noise is small (see Section 6.4). The proof is done by rigorously approximating the Table 1 . Given the Arnold map with noise of magnitude ξ and parameters (τ 0 , 0 ), for which we have already proved mixing, the table shows the computed intervals I 0 = [τ 0 −θ 0 , τ 0 +θ 0 ], such that if τ ∈ I 0 then the Arnold map with parameters (τ , 0 ) is mixing value of the rotation number for several values of τ . This is done by the rigorous approximation of the stationary measure with a small error in the L 1 norm using again the algorithm described in [29] . This algorithm indeeed can use the estimate on the rate of contraction of ||L n ξ || V →L 1 to provide a certified approximation of the stationary measure of the system with an explicit estimate on the error in the L 1 norm. This is sufficient to get a certified estimate on the rotation number, as we have seen, the rotation number is computable as the average of a Lipschitz observable with respect to the stationary measure. More precisely, we will find two values τ 1 < τ 2 with corresponding rotation numbers ρ 1 ∈ I 1 , ρ 2 ∈ I 2 , where I 1 and I 2 are the rigorous computed intervals in which the rotation numbers lie, furthermore, the intervals are such that max(I 2 ) < min(I 1 ). By this ρ 2 must be Proof. As explained above, we use the algorithm of [29] to estimate of the stationary measure for = 1.4 and for each τ ∈ {0.707, 0.708, ...., 0.716}. We estimate the expected value of the observableT τ , (x) − x with respect to the stationary measure for each example. This gives a certified interval in which the rotation number ρ τ of each example lies (see Proposition 17) . The results are reported in Table 2 . The inspection of these, disjoint, decreasing, intervals shows that the rotation number decreases for τ ∈ {0.707, 0.708, ....0.715}. The last estimate at (0.716, 1.4) shows an increasing behavior, showing non monotonicity.
Of course in the estimates shown in Table 2 and in the previous proof, the "decreasing part" is more interesting, as this is somewhat unexpected for an increasing forcing.
Comparison of invariant measures computed with different methods
In this section we compare the approximation for the invariant measures obtained with our certified method with two Monte Carlo methods, one based on a Ulam method in which the estimates needed to set up a Markov approximation of the system are made in a Monte Carlo way, and the other is a pure Monte Carlo method, where we iterate long orbits. We provide a short description of both Monte Carlo methods.
6.1. Ulam's Monte Carlo method. As we have seen before, the invariant measure of the Arnold map with noise is a fixed point of the transfer operator L associated to the system. Ulam's method can be employed to get a finite-dimensional [66, 47, 23] .
Our computer aided estimates relies on a certified version of the Ulam method described in [29] where the probabilities L N,i,j are estimated by computing with a rigorous bound the images of small intervals by S. A faster method to get approximation of the system can be implemented using a Monte Carlo approach. This method cannot lead to certified estimates of course but it is interesting to compare the results of this method and the rigorous one. To estimate L N,i,j , following [18] , [52] we randomly select w k,i , k = 1, 2, ..M , M points from the interval I i and r i,j be the number of points of the image of the set {w
The same procedure can be done if the trajectories of the randomly selected points are generated by a random dynamical system instead of S. This is the method implemented in our Ulam Monte Carlo approximation.
One way to approximate non rigorously the invariant density is to iterate a uniform starting density with the operator L N . More precisely we implement the following steps i ) Select a nonnegative vector v ∈ R n , for instance v = (1, 1, ..., 1)
and a norm v j+1 − v j (for instance the canonical Euclidean norm in R n ); iii ) iterate step ii ) by using as new initial vector v j+1 ; iv ) repeat steps ii ) and iii ) up to find v j+1 − v j < δ (where δ is the desired tolerance). Then, after normalizing the final v ( v = 1), the corresponding finite dimensional approximation of the invariant measure associated to the map S is given by ϕ
6.2. Invariant measure from the simulation of long orbits. Let us come to the description of the pure Monte Carlo approach we use to determine the invariant measure. This method is based on the simulations of very long orbits, that are employed to estimate the corresponding invariant measure. The main steps of the implemented algorithm are the followings. i ) An initial condition X 0 (j) ∈ [0, 1], j = 1, 2, 3, ..N IC is chosen and then, for a given noise realization, an orbit is generated by N IT iterations of the map. The initial conditions are chosen uniformly distributed in [0, 1] .
ii ) The interval [0, 1] is divided in N bins and a very efficient algorithm is employed to determine, for each iteration, to which bin the corresponding value along the orbit belongs. In this way a cumulative histogram containing N T = N IC N IT data is generated. iii ) Then, the histogram is normalized to have a unit total area and the corresponding step-wise function will be an approximation of the invariant measure. Note that a smoothing of the results could be obtained by averaging over different noise realizations (the results presented here were obtained using a single noise realization). In the bottom panels are shown the results for the noise amplitude ξ = 0.1 and they are qualitative similar to the case with smaller noise amplitude.
6.4. Noise dependence of the rotation number's monotonicity. In this section, we show numerical results that -while not rigorous -suggest that, as remarked in Section 5, the non-monotonicity of the rotation number is a phenomenon typical of small noise amplitudes that disappears as the noise amplitude is large enough. We consider the behavior of the rotation number in the interval of τ values [0.707, 0.716]. We considered two amplitude of the noise: ξ 1 = 0.01 for which we known that the rotation number is non monotonic and ξ 2 = 0.05. The numerical simulations were carried out by using for each pair (τ , ), with = 1.4 and τ ∈ {0.707, 0.708, ...., 0.716}, 60000 independent noise realizations. Moreover, for each realization, the corresponding rotation number was estimated after 10 6 iterates of the Arnold map. The corresponding results are reported in figure 6 and show that the rotation number becomes a monotonic function of τ when the noise amplitude is ξ 2 = 0.05.
We have seen that the presence of the noise promotes several effects on the dynamics of the corresponding noisy Arnold map. In particular, the results of the simulations discussed in Sections 6 and 6.4 leads to the following remarks: a) The presence of noise determines an increase of the support of the corresponding invariant measure and to its smoothing. b) The comparison of the measures computed with the three approaches shows good agreement among them; see left panels of figure 5 . However, the inspection of these data on a finer scale, shows that the measures obtained with the Monte Carlo approaches exhibit fluctuations with respect to that computed with the certified method. c) The noise amplitude strongly impacts the monotonicity properties of the rotation 
Concluding remarks
In this paper, we have studied Arnold circle maps with strong nonlinearity and additive noise. We have proven rigorously that the maps' rotation number ρ τ is differentiable with respect to the parameter τ , whenever the stochastically perturbed map is mixing, providing a formula for such a derivative. Moreover, we have shown, using a computer-aided proof, that ρ τ is not necessarily monotonic for ≥ 1. As outlined in the introduction, an important area of application of such maps is the study of the El Niño-Southern Oscillation (ENSO) phenomenon, which greatly affects seasonal-to-interannual climate variability. The computational tools used in this paper are not directly applicable to high-end, high-resolution global climate models (GCMs). But there are two ways in which the results of this paper may shed light on the behavior of such models and of the climate system itself.
First, the climate sciences have long relied on a systematic use of a hierarchy of models, from the simplest ones, such as Arnold circle maps [33] -through intermediate ones, such as those used to obtain Fig. 2 [42, 43] -and on to the most detailed GCMs [31, 35, 39, 60] . By applying similar advanced statistical methods to the simulations produced by models of increasing detail and resolution, on the one hand, and to observational data sets, on the other, it is possible to infer properties of models at the top of the hierarchy and of the climate system itself [31, 32, 35] .
Second, methods of data-driven model building have been used to derive relatively simple models directly from observational data sets and from simulations of high-end models [41, 44, 46, 55] . With the greatly increased recent interest in such models in the era of big data, this avenue will permit the formulation of more sophisticated data-driven models that will be amenable to study by the methods described and used herein.
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