Abstract Large deviations theory is applied to the analysis of a discrete time range tracking loop.
Introduction and main results
In the design of tracking loops in the presence of noise, two performance measures are of outmost importance: the steady state error (\accuracy of the loop") and the time till lock is lost (\stability" of the loop). While the analysis of the loop accuracy may usually be performed by considering a linearized version of the loop, it is well known that this is not a good approach for studying stability. At least when the tracking loop may be modeled as a Markov process, analytic solutions for the latter question exist. Those solutions are hardly ever explicitly computable. Since often one is interested in systems where some natural parameter is small (for example, the \Noise to Signal" Partially supported by grants NIH 5R01HG00335{04, NSF DMS86{06244, and by a US{ISRAEL BSF grant. y Partially supported by a US{ISRAEL BSF grant. ratio, or the bandwidth), an asymptotic study of the stability question, which hopefully yields explicit expressions, is of interest.
In recent years, large deviations methods have been applied extensively to the latter problem. Beginning with the pioneering work of Friedlin and Wentzell 11] , it became clear that in many cases the question of loss of lock (\problem of exit from a domain"), which involves longer and longer (in ) time intervals, may be reduced to the analysis of xed intervals large deviations estimates. Such analysis has been carried out for many Markov processes, and in particular, for di usion processes (see 7] and, in the context of tracking systems, 6, 8, 12] ). It seems that the discrete time version of this problem has not received much attention in the literature. An often used approach, namely the use of the di usion limit of the discrete time chain as an intermediate step in the exit problem analysis, may lead to completely wrong estimates if the process noise is not Gaussian (see remark (c) below).
In this article we focus on a discrete time model for a range tracking loop. As will be clear from our exposition, the approach presented is quite general, but we chose to present it in the simplest possible situation which still captures the main features of the problem. A related discussion and some other examples will appear in the book 4].
There exists a vast literature on tracking systems and algorithms. For a guide to the literature, we refer the reader to 1]. The model we discuss here is as follows. By transmitting a pulse s (t) and analyzing its return from a target s(t ? ), a radar receiver may estimate , the time it took the pulse to travel to the target and return. Dividing by twice the speed of light, an estimate of the distance to the target is obtained.
A range tracker keeps track of changes in . Since the range of the target is unknown to the tracker, and uctuates, it is common to model it, or actually its represention by , as a random process. In order to keep the analysis simple, and yet to provide a meaningful model, we describe the range of the target as a rst order AR process. That is, we take
where k denotes the value of at the k-th pulse transmission instant, fv k g denotes a sequence of zero mean i.i.d. random variables, T is a deterministic constant which denotes the time interval between successive pulses (so 1=T is the pulse repetition frequency), and is a deterministic constant related to the target's motion bandwidth and to the speed in which the target is approaching the radar while making random maneuvers. The changes in the dynamics of the target are slow in comparison with the pulse repetition frequency, i.e. small bandwidth of its motion. This is indicated by the 1 factor in both terms in the right side of (1).
If fv k g are standard Normal, then (1) where w t is a standard Brownian motion independent of fv k g and 0 , while N 0 is a deterministic xed constant re ecting the noise power level. Usually, T is chosen such that no ambiguity occurs between adjacent pulses, i.e. T is much larger then the dynamic range of the increments ( k+1 ? k ).
A typical radar receiver is depicted in gure 1. It contains a lter h( ) (the \range gate") which is ? =2 jh(t)j 2 dt = 1= and is designed so that the function
is bounded, uniformly Lipschitz continuous, with g(0) = 0, g 0 (0) < 0 and xg(x) < 0 for 0 < jxj < .
A typical example is s(t) = 1 ? 2 ; 2 ] (t) and h(t) = 1 sign(t) 
where K > 0 is the receiver gain. The correction term in the above estimates is taken of order in order to reduce the e ective measurement noise to the same level as the random maneuvers of the target. We assume that is known, but this is not a severe limitation because it may (and in practice, is) estimated from the target's dynamics, and the e ect of a mismatch in the value of (say, by a constant factor) is equivalent to an e ective change in and in the shape of the range gate function.
Since T , adjacent pulses do not overlap in (2) , and the update formula for^ k may be rewritten as^
where w k N(0; 1) is a sequence of i.i.d. Normal random variables. Assume throughout that 0 = 0 , i.e. the tracker starts with perfect lock. Let Z k =^ k ? k denote the range error process.
Note that Z k satis es the equation In the absence of the noise sequence f k g and when 0, the dynamical system (3) has 0 as its unique stable point in the interval ? ; ] due to the design condition zg(z) < 0 (this stability extends to < 0 if K is large enough). Therefore, as ! 0, the probability of loss of lock in any nite interval is small and it is reasonable to rescale time. where t= ] denotes the integer part of t= .
In order to state our results, we need some basic de nitions from the theory of large deviations. where ? is an arbitrary Borel measurable set in C 0 0; 1], and ? 0 ( ?) denote, respectively, the interior of ? and its closure in C 0 0; 1]. As mentioned above, the existence of a LDP for is the main tool required for the analysis of the loss of lock asymptotics.
The main result required for infering information on the asymptotics of the time to lose track is summarized in the following theorem, whose proof is delayed to Section 2. Let ( ) denote the logarithmic moment generating function associated with the random variables k , i.e. ( ) = log E(exp k ). De ne ( ) to be the Legendre transform of , i.e. 
where AC denotes the space of absolutely continuous functions, i.e. 
Remarks:
(a) As with any asymptotic study, it is hard to predict for which values of one gets close to the asymptotic limit. The importance of the asymptotic study lies in the fact that it allows for a comparative study of di erent trackers, and it yields intuition on the in uence of various systems parameters on the performance of the system. In lim !0 log 1 P j 0 j 2 lim !0 log e ? =2 E(e j 0 j ) = ? =2; (11) where the assumption that ( ) is nite was used. Taking ! 1, it follows that lim !0 log P and the exponential equivalence of Z ( ) andZ ( ) follows by (11) .
