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Abstract
In this paper, the existence, the uniqueness and estimates of solution to the
integral Cauchy problem for linear and nonlinear abstract wave equations are
proved. The equation includes a linear operator A defined in a Banach space E,
in which by choosing E and A we can obtain numerous classis of nonlocal initial
value problems for wave equations which occur in a wide variety of physical
systems.
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1. Introduction
The subject of this paper is to study the existence, uniqueness and regularity
properties to solution of the integral Cauchy problem (ICP) for the nonlinear
abstract wave equation (NAWE)
utt −∆u+Au+ F (u) = 0, x ∈ R
n, t ∈ (0,∞) , (1.1)
u (x, 0) = ϕ (x) +
T∫
0
α (σ)u (x, σ) dσ, (1.2)
ut (x, 0) = ψ (x) +
T∫
0
β (σ)ut (x, σ) dσ,
where A is a linear operator in a Banach space E, α (s) and β (s) are measurable
functions on (0, T ), u(x, t) denotes the E-valued unknown function, f(u) is the
given nonlinear function, ϕ (x) and ψ (x) are the given initial value functions,
subscript t indicates the partial derivative with respect to t, n is the dimension
of space variable x and ∆ denotes the Laplace operator in Rn.
Remark 1.1. Note that, particularly, the conditions (1.2) can be expressed
as the following multipoint nonlocal conditions
u (x, 0) = ϕ (x) +
l∑
k=1
αku (x, λk) , ut (0, x) = ψ (x) +
m∑
k=1
βkut (x, λk) , (1.3)
where l is a positive integer, αk, βk are complex numbers and λk ∈ (0,∞) .
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Since the Banach space E is arbitrary and A is a possible linear operator,
by choosing E, A and integral conditions, we can obtain numerous classis of
nonlocal initial value problems for wave equations which occur in a wide variety
of physical systems, particularly in the propagation of longitudinal deformation
waves in an elastic rod, hydro-dynamical process in plasma, in materials science
which describe spinodal decomposition, in the absence of mechanical stresses
(see [29], [45], [48] and the references therein). If F (u) = λ |u|
p
u, from (1.1) we
get the ICP for the following NAWE
utt −∆u+Au + λ |u|
p
u = 0, x ∈ Rn, t ∈ (0,∞) , (1.4)
u (x, 0) = ϕ (x) +
T∫
0
α (σ)u (x, σ) dσ,
ut (x, 0) = ψ (x) +
T∫
0
β (σ)ut (x, σ) dσ,
where p ∈ (1,∞), λ is a real number,
Let N, R and C denote the sets of all natural, real and complex numbers,
respectively. For E = C, αk = βk = 0 and A = 0 the problem (1.4) become as
the following integral Cauchy problem
utt −∆u + λ |u|
p−1
u = 0, x ∈ Rn, t ∈ (0,∞) , (1.5)
u (x, 0) = ϕ (x) +
T∫
0
α (σ)u (x, σ) dσ,
ut (x, 0) = ψ (x) +
T∫
0
β (σ)ut (x, σ) dσ,
If we choose E a concrete space, for example E = L2 (Ω), A = L, where Ω is
a domain in Rm with sufficiently smooth boundary and L is an elliptic operator
in L2 (Ω) , then from (1.1)− (1.2) we obtain the existence, uniqueness and the
regularity properties of the mixed problem for linear wave equation
utt −∆u + Lu = F (x, t) , t ∈ [0, T ] , x ∈ R
n, y ∈ Ω,
and the following nonlinear wave equations (NWE) equation
utt −∆u + Lu+ λ |u|
p−1
u = 0, t ∈ [0, T ] , x ∈ Rn, y ∈ Ω,
where u = u (x, y, t) .
Moreover, let we choose E = L2 (0, 1) and A to be differential operator with
generalized Wentzell-Robin boundary condition defined by
D (A) =
{
u ∈W 2,2 (0, 1) , Bju = Au (j) = 0, j = 0, 1
}
,
2
Au = au(2) + bu(1) (1.6)
where a = a (y) and b = b (y) are complex-valued functions. Then, from the
main our theorem we get the existence, uniqueness and regularity properties of
multipoint Wentzell-Robin type mixed problem for the linear wave equation
utt −∆u+ auyy + buy = F (x, y, t) , (1.7)
u (x, y, 0) = ϕ (x, y) +
T∫
0
α (σ)u (x, y, σ) dσ, (1.8)
ut (x, y, 0) = ψ (x, y) +
T∫
0
β (σ)ut (x, y, σ) dσ,
a (j)uyy (x, j, t) + b (j)uy (x, j, t) = 0, j = 0, 1 for all t ∈ [0, T ] (1.9)
and for the following NWE
utt −∆u+ auyy + buy + F (u) = 0, (1.10)
where
u = u (x, y, t) , x ∈ Rn, y ∈ (0, 1) , t ∈ [0, T ] .
Note that, the regularity properties of Wentzell-Robin type boundary value
problems (BVPs) for elliptic equations were studied e.g. in [12, 25 ] and the ref-
erences therein. Moreover, if put E = l2 and A choose as a infinite matrix [amj ],
m, j = 1, 2, ...,∞, then from our results we obtain the existence, uniqueness and
regularity properties of integral Cauchy problem for infinity many system of
linear wave equations
(um)tt −∆um +
N∑
j=1
amjuj = Fj (x, t) , x ∈ R
n, t ∈ [0, T ] , (1.11)
um (x, 0) = ϕm (x) +
T∫
0
α (σ) um (x, σ) dσ,
(um)t (x, 0) = ψ (x) +
T∫
0
β (σ) (um)t (x, σ) dσ,
and infinity many system of NWE equation
(um)tt −∆um +
N∑
j=1
amjuj + Fm (u1, u2, ...uN ) = 0, x ∈ R
n, t ∈ [0, T ] , (1.12)
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where amj are complex numbers, uj = uj (x, t) .
The existence of solutions and regularity properties of Cauchy problem for
NWE studied e.g in [5, 7], [14], [18], [20− 24], [26], [30], [34] , [42-46] and the
references therein. In contrast to the mentioned above results we will study the
regularity properties of the problem (1.1)−(1.2). Abstract differential equations
studied e.g. in [1− 3], [7− 11], [13], [16− 17], [19], [28], [32, 33], [35− 39] , [44]
and [47] . The Cauchy problems for abstract hyperbolic equations were treated
e.g. in [3] , [7], [9], [11], [16], [32, 33].
The strategy is to express the wave equation as an integral equation, to treat
in the nonlinearity as a small perturbation of the linear part of the equation,
then use the contraction mapping theorem and utilize an estimate for solutions
of the linearized version to obtain a priori estimates on Lp norms of solutions.
Harmonic analysis, the operator theory, interpolation of Banach Spaces, em-
bedding theorems in abstract Sobolev spaces are the main tools implemented
to carry out the analysis.
Sometimes we use one and the same symbol C (or M) without distinction
in order to denote positive constants which may differ from each other even in
a single context. When we want to specify the dependence of such a constant
on a parameter, say α, we write Cα (or Mα).
In order to state our results precisely, we introduce some notations and some
function spaces:
Definitions and Background
Let E be a Banach space. Lp (Ω;E) denotes the space of strongly measurable
E-valued functions that are defined on the measurable subset Ω ⊂ Rn with the
norm
‖f‖Lp = ‖f‖Lp(Ω;E) =

∫
Ω
‖f (x)‖
p
E dx


1
p
, 1 ≤ p <∞,
‖f‖L∞ = ess sup
x∈Ω
‖f (x)‖E .
The Banach space E is called an UMD-space if the Hilbert operator
(Hf) (x) = lim
ε→0
∫
|x−y|>ε
f (y)
x− y
dy
is bounded in Lp (R,E) , p ∈ (1,∞) (see. e.g. [4]). Any Hilbert space is a
UMD space. Moreover, UMD spaces include e.g. Lp, lp spaces and Lorentz
spaces Lpq, p, q ∈ (1,∞).
Here,
Sψ = {λ ∈ C, |argλ| ≤ ω, 0 ≤ ω < pi} ,
Sω,κ = {λ ∈ Sω, |λ| > κ > 0} .
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A closed linear operator A is said to be sectorial in a Banach space E
with bound M > 0 if D (A) and R (A) are dense on E, N (A) = {0} and∥∥∥(A+ λI)−1∥∥∥
B(E)
≤ M |λ|
−1
for any λ ∈ Sω, 0 ≤ ω < pi, where I is the iden-
tity operator in E, B (E) is the space of bounded linear operators in E; D (A)
and R (A) denote domain and range of the operator A. It is known that (see
e.g.[40, §1.15.1]) there exist fractional powers Aθ of a sectorial operator A. Let
E
(
Aθ
)
denote the space D
(
Aθ
)
with the graphical norm
‖u‖E(Aθ) =
(
‖u‖p +
∥∥Aθu∥∥p) 1p , 1 ≤ p <∞, 0 < θ <∞.
A closed linear operator A belong to σ (M0, ω, E) (see [11], § 11.2) if D (A)
is dense on E, the resolvent
(
A− λ2I
)−1
exists for Reλ > ω and∥∥∥(A− λ2I)−1∥∥∥
B(E)
≤M0 |Reλ− ω|
−1
.
Remark 1.2. Let 0 ≤ γ < 1 It is known that if A ∈ σ (M0, ω, E), then it
is is a sectorial operator in E and it is an infinitesimal generator of C0 group of
bounded linear operator UA (t) satisfying
‖UA (t)‖B(E) ≤M0e
ω|t|, t ∈ (−∞,∞) , (1.1)
‖AγUA (t)‖B(E) ≤M0 |t|
−γ
, t ∈ (−∞,∞)
(see e.g. [33] , [§ 1.6], Theorem 6.3).
Let E1 and E2 be two Banach spaces. (E1, E2)θ,p denotes the interpolation
spaces obtained from {E1, E2} by K-method, where, θ ∈ (0, 1) , p ∈ [1,∞]
[40, §1.3.2].
The sectorial operator A is said to be R−sectorial in a Banach space E if
the set
{
ξ (A+ ξ)
−1
: ξ ∈ Sω
}
, 0 ≤ ω < pi is R-bounded (see e.g. [8]) .
Let E0 and E be two Banach spaces and E0 is continuously and densely
embedded into E. Let Ω be a domain in Rn and m is a positive integer.
Wm,p (Ω;E0, E) denotes the space of all functions u ∈ L
p (Ω;E0) that have
the generalized derivatives ∂
mu
∂xm
k
∈ Lp (Ω;E) for 1 ≤ p ≤ ∞ with the norm
‖u‖Wm,p(Ω;E0,E) = ‖u‖Lp(Ω;E0) +
n∑
k=1
∥∥∥∥∂mu∂xmk
∥∥∥∥
Lp(Ω;E)
<∞.
For E0 = E the space W
m,p (Ω;E0, E) denotes by W
m,p (Ω;E) . Here,
Hs,p (Rn;E), −∞ < s < ∞ denotes the E−valued Sobolev space of order s
which is defined as:
Hs,p = Hs,p (Rn;E) = (I −∆)
− s2 Lp (Rn;E)
with the norm
‖u‖Hs,p =
∥∥∥(I −∆) s2 u∥∥∥
Lp(Rn;E)
<∞.
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It clear that H0,p (Rn;E) = Lp (Rn;E) . It is known that if E is a UMD space,
then Hm,p (Rn;E) = Wm,p (Rn;E) for positive integer m (see e.g. [41, § 15]).
Hs,p (Rn;E0, E) denote the Sobolev-Lions type space, i.e.,
Hs,p (Rn;E0, E) = {u ∈ H
s,p (Rn;E) ∩ Lp (Rn;E0) ,
‖u‖Hs,p(Rn;E0,E) = ‖u‖Lp(Rn;E0) + ‖u‖Hs,p(Rn;E) <∞
}
.
S (Rn;E) denotes the Schwartz class, i.e., the space of E-valued rapidly de-
creasing smooth functions on Rn, equipped with its usual topology generated
by seminorms. Here, S′ (Rn;E) denotes the space of all continuous linear op-
erators L : S (Rn;E) → E, equipped with the bounded convergence topology.
Recall that S (Rn;E) is norm dense in Lp (Rn;E) when 1 ≤ p <∞
Let F denotes the Fourier transform. Ψ ∈ L∞ (Rn;B (E)) is called a multi-
plier from Lp (Rn;E1) to L
q (Rn;E) if there exists a positive constant C such
that ∥∥F−1Ψ(ξ)Fu∥∥
Lq(Rn;E)
≤ C ‖u‖Lp(Rn;E) for all u ∈ S (R
n;E1) .
We denote the set of all multipliers fom Lp (Rn;E) to Lq (Rn;E2) byM
q
p (E).
Let Φh =
{
Ψh ∈M
q
p (E) , h ∈ σ
}
denote a collection of multipliers depending
on the parameter h.
We say thatWh is a uniform collection of multipliers if there exists a positive
constant M independent of h ∈ σ such that
∥∥F−1ΨhFu∥∥Lq(Rn;E) ≤M ‖u‖Lp(Rn;E)
for all u ∈ S (Rn;E) and h ∈ σ.
Definition 1.1. Assume E is a Banach space and r ∈ [1, 2] . Suppose there
exists a positive constant C0 = C0 (r, E) so that
‖Fu‖Lr′ (Rn;E) ≤ C0 ‖Fu‖Lr(Rn;E)
for 1
r
+ 1
r′
= 1 and each u ∈ S (Rn;E) . Then E is called Fourier type r.
Remark 1.3. The simple estimate
‖Ff (x)‖E ≤ ‖f‖L1(Rn;E)
shows that each Banach space E has Fourier type 1. Bourgain [4] has shown
that each B−convex Banach space (thus, in particular, each UMD space) has
some non-trivial Fourier type p > 1.
In order to define E-valued Besov spaces we consider the dyadic-like subsets
{Jk}
∞
k=0 , {Ik}
∞
k=0 of R
n and partition of unity {ϕk}
∞
k=0. Let 1 ≤ r, q ≤ ∞ and
s ∈ R. The Besov space Bsq,r (R
n;E) is the space of all f ∈ S′ (Rn;E) with the
norm
‖f‖Bsq,r(Rn;E)
=
∥∥∥{2ks (ϕˇk ∗ f)}∞k=0
∥∥∥
lr(Lq(Rn;E))
=
6


[
∞∑
k=0
2ksr ‖ϕˇk ∗ f‖
r
Lq(Rn;E)
] 1
r
<∞, if 1 ≤ r <∞
sup
k∈N0
[
∞∑
k=0
2ks ‖ϕˇk ∗ f‖Lq(Rn;E)
]
<∞, if r =∞
.
Bsq,r (R
n;E)-together with the above norm, is a Banach space. it can be shown
that different choices of {ϕk} lead to equivalent norms on B
s
q,r (R
n;E) .Here,
Bsq,r (R
n;E0, E) denotes the space L
q (Rn;E0) ∩B
s
q,r (R
n;E) with the norm
‖u‖Bsq,r(Rn;E0,E)
= ‖u‖Lq(Rn;E0) + ‖u‖Bsq,r(Rn;E)
<∞.
Let the operator A be a generator of a strongly continuous cosine operator
function in a Banach space E defined by formula
C (t) =
1
2
(
eitA
1
2 + e−itA
1
2
)
(see [11, §11.2, 11.4], or [16] , [33, 34] ). Then, from the definition of sine
operator-function S (t) we have
S (t)u =
t∫
0
C (σ)udσ
and it follows that
S (t)u =
1
2i
A−
1
2
(
eitA
1
2 − e−itA
1
2
)
.
Lemma 1.1. Let∣∣∣∣∣∣1 +
T∫
0
α (σ) β (σ) dσ
∣∣∣∣∣∣ >
T∫
0
(|α (σ)|+ |β (σ)|) dσ.
Then the operator O defined by
O =

1 +
T∫
0
T∫
0
α (σ)β (τ ) dσdτ

 I −
T∫
0
(α (s) + β (s))C (s) ds
has an inverse O−1 and the following estimate is satisfied
∥∥O−1∥∥
B(E)
≤


∣∣∣∣∣∣1 +
T∫
0
α (s)β (s) ds
∣∣∣∣∣∣−
T∫
0
(|α (s)|+ |β (s)|) ds


−1
.
The embedding theorems in vector valued spaces play a key role in the theory
of DOEs. For estimating lower order derivatives we use following embedding
theorem that is obtained from [37, Theorem 1]:
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Theorem A1. Suppose the following conditions are satisfied:
(1) E is a Banach space and A is a sectorial operator in E;
(2) α = (α1, α2, ..., αn) is a n-tuples of nonnegative integer number and s is
a positive number such that
κ = 1
s
[
|α|+ n
(
1
p1
− 1
p2
)]
≤ 1, 0 ≤ µ ≤ 1 − κ, 1 ≤ p1 ≤ p2 ≤ ∞; 0 < h ≤
h0, where h0 is a fixed positive number.
Then the embedding DαBsp1,r (R
n;E (A) , E) ⊂ Lp2
(
Rn;E
(
A1−κ−µ
))
is
continuous and for u ∈ Hs,p (Rn;E (A) , E) the following uniform estimate holds
‖Dαu‖Lp2(Rn;E(A1−κ−µ)) ≤ h
µ ‖u‖Bsp1,r(R
n;E(A),E) + h
−(1−µ) ‖u‖Lp1(Rn;E) .
By using [15, Theorem 4.3] we obtain:
Proposition A1. Assume the Banach spaces E1, E2 have Fourier type r ∈
[1, 2] and
Ψh ∈ B
n
(
1
r
+ 1
p1
− 1
p2
)
r,1 (R
n;B (E1, E2)) .
Then Ψh is a uniformly bounded collection of Fourier multiplier from L
p1 (Rn;E)
to Lp2 (Rn;E) for p1 ≤ p2 with p1, p2 ∈ [1,∞] .
Proof. First, in a similar way as in [15, Theorem 4.3] we show that Ψh is a
uniformly bounded collection of Fourier multiplier from Lp (Rn;E) to Lp (Rn;E) .
Moreover, by Theorem A1 we get that, for s ≥ n
(
1
p1
− 1
p2
)
the embedding
Bsp1,1 (R
n;E) ⊂ Lp2 (Rn;E) is continuous. From these two fact we obtain the
conclusion.
The paper is organized as follows: In Section 1, some definitions and back-
ground are given. In Section 2, we obtain the existence of unique solution and
a priory estimates for solution of the linearized problem (1.1)-(1.2) . In Section
3, we show the existence, uniqueness and estimates of strong solution of the
problem (1.1)-(1.2). In Section 4, the existence, uniqueness and a priory esti-
mates to solution of ICP for finite and infinite many system of wave equation is
derived.
2. Estimates for linearized equation
In this section, we make the necessary estimates for solutions of ICP for the
abstract linear wave equation
utt −∆u+Au = g (x, t) , x ∈ R
n, t ∈ (0,∞) , (2.1)
u (0, x) = ϕ (x) +
T∫
0
α (σ)u (σ, x) dσ, (2.2)
ut (0, x) = ψ (x) +
T∫
0
β (σ)ut (σ, x) dσ.
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Condition 2.1. Assume:
(1)
∣∣∣∣∣∣1 +
T∫
0
α (σ)β (σ) dσ
∣∣∣∣∣∣ >
T∫
0
(|α (σ)|+ |β (σ)|) dσ;
(2) E is a Banach space of Fourier type r ∈ [1, 2];
(3) A ∈ σ (M0, ω, E) and s > n
(
1
r
+ 1
p
)
for p ∈ [1,∞] .
Let
Xp = L
p (Rn;E) , Y s,p = Hs,p (Rn;E) , Y s,p1 (A
γ) =
Hs,p (Rn;E (Aγ)) ∩ L1 (Rn;E (Aγ)) , for 0 ≤ γ ≤ 1,
Y s,p∞ = H
s,p (Rn;E) ∩ L∞ (Rn;E) , Y s,p∞ (A) = H
s,p ∩ L∞ (Rn;E (A)) .
First we need the following lemmas
Lemma 2.1. Suppose the Condition 2.1 hold. Moreover, ϕ, ψ ∈ Y s,p1 (A).
Then problem (2.1)− (2.2) has a unique generalized solution.
Proof. By using of the Fourier transform we get from (2.1)− (2.2) :
uˆtt (t, ξ) +Aξuˆ (t, ξ) = gˆ (t, ξ) ,
uˆ (0, ξ) = ϕˆ (ξ) +
T∫
0
α (σ) uˆ (ξ, σ) dσ, (2.3)
uˆt (0, ξ) = ψˆ (ξ) +
T∫
0
β (σ) uˆ (σ, ξ) dσ, ξ ∈ Rn, t ∈ (0, T ) ,
where uˆ (ξ, t) is a Fourier transform of u (x, t) with respect to x, where
Aξ = A+ |ξ|
2
, ξ ∈ Rn.
Consider the problem
uˆtt (t, ξ) +Aξuˆ (t, ξ) = gˆ (t, ξ) , (2.4)
uˆ (ξ, 0) = u0 (ξ) , uˆt (ξ, 0) = u1 (ξ) , ξ ∈ R
n, t ∈ [0, T ] ,
where u0 (ξ) ∈ D (A) and u1 (ξ) ∈ D
(
A
1
2
)
for ξ ∈ Rn. By virtue of [11, §11.2, 11.4]
we obtain that Aξ is a generator of a strongly continuous cosine operator func-
tion and problem (2.4) has a unique solution for all ξ ∈ Rn, moreover, the
solution can be written as
uˆ (ξ, t) = C (ξ, t, A)u0 (ξ) + S (ξ, t, A)u1 (ξ)+ (2.5)
t∫
0
S (ξ, t− τ, A) gˆ (ξ, τ) dτ , t ∈ (0, T ) ,
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where C (t, ξ, A) is a cosine and S (t, ξ, A) is a sine operator-functions (see e.g.
[11]) with generator of Aξ, i.e.
C (t, ξ, A) =
1
2
(
eitA
1
2
ξ + e−itA
1
2
ξ
)
, S (t, ξ, A) =
1
2i
A
− 12
ξ
(
eitA
1
2
ξ − e−itA
1
2
ξ
)
.
Using formula (2.5) and nonlocal boundary condition
u0 (ξ) = ϕˆ (ξ) +
T∫
0
α (σ) uˆ (ξ, σ) dσ,
we get
u0 (ξ) = ϕˆ (ξ) +
T∫
0
α (σ) [C (ξ, σ, A)u0 (ξ) + S (ξ, σ, A) u1 (ξ)] dσ+
T∫
0
σ∫
0
S (ξ, σ − τ, A) gˆ (ξ, τ) dτdσ, τ ∈ (0, T ) .
Then,
I −
T∫
0
α (σ)C (ξ, σ, A) dσ

u0 (ξ)−

 T∫
0
α (σ)S (ξ, σ, A) dσ

u1 (ξ) =
T∫
0
σ∫
0
α (σ)S (ξ, σ − τ , A) gˆ (ξ, τ) dτdσ + ϕˆ (ξ) .
Differentiating both sides of formula (2.5) we obtain
uˆt (ξ, t) = −AS (ξ, t, A)u0 (ξ) + C (ξ, t, A)u1 (ξ)+
t∫
0
C (ξ, t− τ , A) gˆ (ξ, τ) dτ, t ∈ (0,∞) .
Using this formula and integral condition
u1 (ξ) = ψˆ (ξ) +
T∫
0
β (σ) uˆt (ξ, σ) dσ
we obtain
u1 (ξ) = ψˆ (ξ) +
T∫
0
β (σ) [−AS (ξ, σ, A)u0 (ξ) + C (ξ, σ, A)u1 (ξ)] dσ+
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T∫
0
σ∫
0
C (ξ, σ − τ , A) gˆ (ξ, τ) dτdσ. (2.6)
Thus,
T∫
0
β (σ)AS (ξ, σ, A) dσu0 (ξ) +

I −
T∫
0
β (σ)C (ξ, σ, A) dσ

u1 (ξ) =
T∫
0
σ∫
0
β (σ)C (ξ, σ − τ , A) gˆ (ξ, τ ) dτdσ + ψˆ (ξ) . (2.7)
Now, we consider the system of equations (2.6) and (2.7) in u0 (ξ) and u1 (ξ).
The determinant of this system is
D (ξ) =
∣∣∣∣ α11 (ξ) α12 (ξ)α21 (ξ) α22 (ξ)
∣∣∣∣ ,
where
α11 (ξ) = I −
T∫
0
α (σ)C (ξ, σ, A) dσ, α12 (ξ) = −
T∫
0
α (σ)S (ξ, σ, A) dσ,
α21 (ξ) =
T∫
0
β (σ)AS (ξ, σ, A) dσ, α22 (ξ) = I −
T∫
0
β (σ)S (ξ, σ, A) dσ.
Then by using the properties
[C (σ,A)C (τ, A) +AS (σ,A)S (τ, A)] = I
of sine and cosine operator function [11, §11.2, 11.4] we obtain
D (ξ) = I −
T∫
0
[α (σ) + β (σ)]C (σ) dσ+
T∫
0
T∫
0
α (σ)β (τ ) [C (ξ, σ, A)C (ξ, τ , A) +AS (ξ, σ, A)S (ξ, τA)] dσdτ =
I −
T∫
0
[α (σ) + β (σ)]C (σ) dσ +
T∫
0
T∫
0
α (σ)β (τ) dσdτ = O (ξ) .
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Solving the system (2.6)− (2.7), we get
u0 (ξ) = O
−1 (ξ)



I −
T∫
0
β (σ)C (ξ, σ, A) dσ

 f1 +
T∫
0
α (σ)S (ξ, σ, A) dσf2

 ,
(2.9)
u1 (ξ) = O
−1 (ξ)



I −
T∫
0
α (σ)C (ξ, σ, A) dσ

 f2−
T∫
0
[β (σ)AξS (ξ, σ, A) dσ] f1

 ,
where
f1 =
T∫
0
σ∫
0
α (σ)S (ξ, σ − τ , A) gˆ (ξ, τ ) dτdσ + ϕˆ (ξ) ,
f2 =
T∫
0
σ∫
0
β (σ)C (ξ, σ − τ, A) gˆ (τ , ξ) dτdσ + ψˆ (ξ) . (2.10)
From (2.5) , (2.8) and (2.9) we get that, the solution of the problem (2.4) can
be expressed as
uˆ (t, ξ) = O−1 (ξ)

C (ξ, t, A)



I −
T∫
0
β (σ)C (ξ, σ, A) dσ

 f1 +
T∫
0
α (σ)S (ξ, σ, A) dσf2

+ S (t, ξ, A)



I −
T∫
0
α (σ)C (ξ, σ, A) dσ

 f2 −
T∫
0
β (σ)AξS (ξ, σ, A) dσf1



+
t∫
0
S (t− τ, ξ, A) gˆ (τ , ξ) dτ , t ∈ (0, T ) . (2.11)
Taking into account (2.10) we obtain from (2.11) that there is a generalized
solution of (2.1)− (2.2) given by
u (x, t) = S1 (t, A)ϕ (x) + S2 (t, A)ψ (x) + Φ (x, t) , (2.12)
where S1 (t, A) and S2 (t, A) are linear operator functions in E defined by
S1 (t, A)ϕ = (2pi)
− 1
n
∫
Rn
{
eixξO−1 (ξ)

C (t, ξ, A)

I −
T∫
0
β (σ)C (ξ, σ, A)

−AξS (ξ, σ, A)

 dσ ϕˆ (ξ) dξ} ,
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S2 (t, A)ψ = (2pi)
− 1
n
∫
Rn
{
eixξO−1 (ξ)C (t, ξ, A) (2.13)
T∫
0

α (σ)S (ξ, σ, A) + S (ξ, σ, A)

I −
T∫
0
α (σ)C (ξ, σ, A)

 dσ

 ψˆ (ξ)} dξ

I −
T∫
0
β (σ)C (ξ, σ, A)−AξS (ξ, σ, A) dσ

 ϕˆ (ξ)} dξ,
Φ (x, t) = (2pi)−
1
n
∫
Rn
O−1 (ξ) eixξ


t∫
0
S (ξ, t− τ, A) gˆ (ξ, τ ) dτ +

C (ξ, t, A)

I −
T∫
0
β (σ)C (ξ, σ, A) dσ

 +
S (ξ, t, A)
T∫
0
β (σ)AξS (ξ, σ, A) dσ

 g1 (ξ) + C (ξ, t, A)
T∫
0
α (σ)S (ξ, σ, A) dσ+
S (ξ, t, A)

I −
T∫
0
α (σ)C (ξ, σ, A) dσ

 g2 (ξ)} dξ,
here
g1 (ξ) =
T∫
0
σ∫
0
α (σ)S (ξ, σ − τ , A) gˆ (ξ, τ ) dτdσ, (2.14)
g2 (ξ) =
T∫
0
σ∫
0
β (σ)C (ξ, σ − τ , A) gˆ (ξ, τ) dτdσ.
Lemma 2.2. Suppose the Condition 2.1 hold. Let 0 ≤ γ < 12 and ϕ ∈
Y
s,p
1 (A). Then the following uniform estimate holds
‖AγS1 (t, A)ϕ‖X∞ ≤ C1
[
‖Aϕ‖Y s,p + ‖Aϕ‖X1
]
. (2.15)
Proof. Let N ∈ N and
ΠN = {ξ : ξ ∈ R
n, |ξ| ≤ N} , Π′N = {ξ : ξ ∈ R
n, |ξ| ≥ N} .
It is clear to see that
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‖AγS1 (t, A)ϕ‖X∞ =
∥∥AγF−1C (t, A) ϕˆ∥∥
X∞
≤
∥∥F−1AγC (ξ, t, A) ϕˆ (ξ)∥∥
L∞(ΠN ;E)
+
∥∥F−1AγC (ξ, t, A) ϕˆ (ξ)∥∥
L∞(Π′N ;E)
≤
∥∥F−1C (ξ, t, A)Aγϕˆ (ξ)∥∥
L∞(ΠN ;E)
+ (2.16)∥∥∥∥F−1 (1 + |ξ|2)−
s
2
A−(1−γ)C (ξ, t, A)
(
1 + |ξ|
2
) s
2
Aϕˆ (ξ)
∥∥∥∥
L∞(Π′N ;E)
.
In view of the Remark 1.2, properties of sectorial operator A and by using
the Holder inequality we have∥∥F−1AγC (ξ, t, A) ϕˆ (ξ)∥∥
L∞(ΠN ;E)
≤M1 ‖A
γϕ‖X1 . (2.17)
By differentiating and in view of smoothness of C (ξ, t, A) in ξ, we have
∂
∂ξk
[(
1 + |ξ|2
)− s2
A−(1−γ)C (ξ, t, A)
]
= −sξk
(
1 + |ξ|2
)− s2−1
A−(1−γ)C (ξ, t, A)−
itξk
(
1 + |ξ|
2
)− s2
A−(1−γ)S (ξ, t, A) .
By differentiating again we obtain the same type operator-functons. By
applying [11, Theorem 2.1] and replacing A by Aξ = A + |ξ|
2 for ξ ∈ Π′N we
obtain the unifırm estimate
‖C (ξ, t, A)‖B(E) ≤Mξe
|ω|t, ‖S (ξ, t, A)‖B(E) ≤Mξe
|ω|t,
where
Mξ =M
(
2 + λ2
∣∣∣|ξ|2 − λ2∣∣∣−1) ≤ 2M for all λ ∈ (0,∞) .
Moreover, by resolvent properties of sectorial operator A we have∥∥∥A−(1−γ)ξ ∥∥∥ ≤ C |ξ|−(1−γ) .
Hence, by above estimates of C (ξ, t, A) , S (ξ, t, A) and resolvent properties
of sectorial operator A we obtain(
1 + |ξ|2
)− s2
A
−(1−γ)
ξ C (ξ, t, A) ,
(
1 + |ξ|2
)− s2
A
−(1−γ)
ξ C (ξ, t, A) ∈ (2.18)
Wm,r (Rn;B (E)) ⊂ B
n( 1r+
1
p)
r,1 (R
n;B (E))
for m ≥ s > n
(
1
r
+ 1
p
)
and t ∈ [0, T ] . By Proposition A1 from (2.18) we get
(
1 + |ξ|
2
)− s2
A
−(1−γ)
ξ C (ξ, t, A) ∈M
∞
p (E) , (2.19)
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(
1 + |ξ|
2
)− s2
A
−(1−γ)
ξ S (ξ, t, A) ∈M
∞
p (E)
uniformly in t ∈ [0, T ], i.e. we have the following estimates∥∥F−1AγC (ξ, t, A) ϕˆ (ξ)∥∥
L∞(Π′N ;E)
≤M3 ‖Aϕ‖Y s,p ,
∥∥F−1AγS (ξ, t, A) ϕˆ (ξ)∥∥
L∞(Π′N ;E)
≤M3 ‖Aϕ‖Y s,p .
Then by Minkowski’s inequality and from (2.16) and (2.17) we obtain (2.15) .
Lemma 2.3. Suppose the Condition 2.1 hold. Let 0 ≤ γ < 12 and ψ ∈
Y
s,p
1 (A) . Then the uniform estimate holds
‖AγS2 (t, A)ψ‖X∞ ≤M3
(
‖Aψ‖Y s,p + ‖Aψ‖X1
)
. (2.20)
Proof. It is clear that
‖AγS2 (t, A)ψ‖X∞ =
∥∥∥F−1AγS (t, A) ψˆ∥∥∥
X∞
≤
∥∥∥F−1AγC (ξ, t, A) ψˆ (ξ)∥∥∥
L∞(ΠN ;E)
+
∥∥∥F−1AγC (ξ, t, A) ψˆ (ξ)∥∥∥
L∞(Π′N ;E)
≤
∥∥∥F−1S (ξ, t, A)A−(1−γ)ψˆ (ξ)∥∥∥
L∞(ΠN ;E)
+ (2.21)
∥∥∥∥F−1 (1 + |ξ|2)−
s
2
A−(1−γ)S (ξ, t, A)
(
1 + |ξ|
2
) s
2
Aψˆ (ξ)
∥∥∥∥
L∞(Π′N ;E)
.
Then by (2.19) and by resolvent properties of sectorial operator A we obtain∥∥∥F−1AγS (ξ, t, A) ψˆ (ξ)∥∥∥
L∞(ΠN ;E)
≤M4 ‖A
γψ‖X1 , (2.22)
∥∥∥F−1AγS (ξ, t, A) ψˆ (ξ)∥∥∥
L∞(Π′N ;E)
≤M5 ‖Aψ‖Y s,p .
Hence, from (2.21) and (2.22) we obtain (2.20) .
Lemma 2.4. Suppose the Condition 2.1 hold. Let 0 ≤ γ < 12 and g (., t) ∈
Y
s,p
1 for t ∈ [0, T ] . Then we have the following uniform estimate∥∥∥∥∥∥
t∫
0
AγS2 (x, t− τ , A) g (x, τ ) dτ
∥∥∥∥∥∥
X∞
≤ (2.23)
M6
t∫
0
(
‖g (., τ )‖Y s,p + ‖g (., τ )‖X1
)
dτ.
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Proof. By reasoning as it has been made in the above, we get∥∥∥∥∥∥F−1
t∫
0
AγS (ξ, t− τ, A) gˆ (ξ, τ ) dτ
∥∥∥∥∥∥
X∞
≤ (2.24)
∥∥∥∥∥∥
t∫
0
F−1AγS (ξ, t− τ , A) gˆ (ξ, τ ) dτ
∥∥∥∥∥∥
L∞(ΠN ;E)
+
∥∥∥∥∥∥
t∫
0
F−1
(
1 + |ξ|
2
)− s2
AγS (ξ, t− τ, A)
(
1 + |ξ|
2
) s
2
gˆ (ξ, τ ) dτ
∥∥∥∥∥∥
L∞(Π′N ;E)
.
In view of smoothness C (ξ, t, A) with respect to ξ ∈ Rn, resolvent properties
of sectorial operator A and by Remark 1.2 we get
(
1 + |ξ|
2
)− s2 t∫
0
AγS (ξ, t− τ , A) dτ ∈ B
n( 1r+
1
p )
q,1 (R
n;B (E))
for s > n
(
1
r
+ 1
p
)
for all t ∈ [0, T ] .
Then by Proposition A1 we get that, the operator-valued functions
(
1 + |ξ|2
)− s2 t∫
0
AγS (ξ, t− τ , A) dτ ∈M∞p (E)
uniformly in t ∈ [0, T ] . Hence, (2.24) implies (2.23) .
Theorem 2.1. Assume the Condition 2.1 hold and 0 ≤ γ < 12 . Moreover,
ϕ ∈ Y s,p1 (A) , ψ ∈ Y
s,p
1 (A) and g (., t) ∈ Y
s,p
1 for t ∈ [0, T ] . Then problem
(2.1)− (2.2) has a unique solution u (x, t) ∈ C2 ([0, T ] ;Y s,p∞ (A)) and the follow-
ing estimate holds
‖Aγu‖X∞ + ‖A
γut‖X∞ ≤ C
{
‖Aϕ‖Y s,p + ‖Aϕ‖X1 + (2.25)
‖Aψ‖Y s,p + ‖Aψ‖X1 +
t∫
0
(
‖∆g (., τ)‖Y s,p + ‖∆g (., τ )‖X1
)
dτ


uniformly in t ∈ [0, T ] .
Proof. From Lemma 2.1 we obtain that the problem (2.1) − (2.2) has
a solution u. From (2.12) and from the estimates (2.15) , (2.20) , (2.23) for
0 ≤ γ < 12 we get the estimate
‖Aγu (., t)‖X∞ ≤ C
{
‖Aϕ‖Y s,p + ‖Aϕ‖X1 + ‖Aψ‖Y s,p + ‖Aψ‖X1 +
16
+t∫
0
(
‖∆g (., τ )‖Y s,p + ‖∆g (., τ )‖X1
)
dτ

 . (2.26)
By differentiating, in view of (2.5) we get from (2.12) the estimate of type (2.26)
for ut, when 0 ≤ γ <
1
2 . From this we obtain the estimate (2.25) .
Theorem 2.2. Assume the Condition 2.1 hold and 0 ≤ γ < 12 . Moreover,
ϕ ∈ Y s,p1 (A), ψ ∈ Y
s,p
1 (A) and g (., t) ∈ Y
s,p for t ∈ (0,∞) . Then the prob-
lem (2.1) − (2.2) has a unique solution u (x, t) ∈ C2 ([0, T ] ;Y s,p (A)) and the
following uniform estimate holds
(‖Aγu (., t)‖Y s,p + ‖A
γut (., t)‖Y s,p) ≤ (2.27)
C

‖Aϕ‖Y s,p + ‖Aψ‖Y s,p +
t∫
0
‖∆g (τ , .)‖Y s,p dτ

 .
Proof. From (2.5) we have the following estimate(∥∥∥∥F−1 (1 + |ξ|2)
s
2
uˆ
∥∥∥∥
Xp
+
∥∥∥∥F−1 (1 + |ξ|2)
s
2
uˆt
∥∥∥∥
Xp
)
≤ (2.28)
C
{∥∥∥∥F−1 (1 + |ξ|2)
s
2
C (ξ, t, A) ϕˆ
∥∥∥∥
Xp
+
∥∥∥∥F−1 (1 + |ξ|2)
s
2
S (ξ, t, A) ψˆ
∥∥∥∥
Xp
+
t∫
0
∥∥∥∥F−1 (1 + |ξ|2)
s
2
S (t− τ , ξ, A) gˆ (., τ)
∥∥∥∥
Xp
dτ

 .
By above estimates of C (ξ, t, A) , S (ξ, t, A) and resolvent properties of sec-
torial operator A we obtain
(
1 + |ξ|
2
)− s2
A
−(1−γ)
ξ C (ξ, t, A) ,
(
1 + |ξ|
2
)− s2
A
−(1−γ)
ξ C (ξ, t, A) ∈ B
n
r
r,1 (R
n;B (E)) .
Then by Proposition A1 from (2.18) we get(
1 + |ξ|
2
)− s2
A
−(1−γ)
ξ C (ξ, t, A) ∈M
p
p (E) , (2.29)
(
1 + |ξ|
2
)− s2
A
−(1−γ)
ξ S (ξ, t, A) ∈M
p
p (E)
for all t. So, the relations (2.29) by using the Minkowski’s inequality for integrals
implies (2.27) .
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3. Initial value problem for nonlinear equation
In this section, we will show the local existence and uniqueness of solution
to Cauchy problem (1.1)− (1.2).
For the study of the nonlinear problem (1.1) − (1.2) we need the following
lemma from [31] .
Lemma 3.1 (Abstract Nirenberg’s inequality). Let E be a UMD space.
Assume that u ∈ Lp (Rn;E), Dmu ∈ Lq (Rn;E), p, q ∈ (1,∞). Then for i with
0 ≤ i ≤ m, m > n
q
we have
∥∥Diu∥∥
r
≤ C ‖u‖
1−µ
p
n∑
k=1
‖Dmk u‖
µ
q ,
where
1
r
=
i
m
+ µ
(
1
q
−
m
n
)
+ (1− µ)
1
p
,
i
m
≤ µ ≤ 1.
Note that, for E = C the lemma considered by L. Nirenberg [31] .
Using the chain rule of the composite function, from Lemma 3.1 we obtain
the following result
Lemma 3.2. Let E be an UMD space. Assume that u ∈ W s,p (Rn;E) ∩
L∞ (Rn;E), and F (u) possesses continuous derivatives up to order s ≥ 1. Then
F (u)− F (0) ∈Wm,p (Ω;E) and
‖F (u)− F (0)‖p ≤
∥∥∥F (1) (u)∥∥∥
∞
‖u‖p ,
∥∥DkF (u)∥∥
p
≤ C0
k∑
j=1
∥∥∥F (j) (u)∥∥∥
∞
‖u‖
j−1
∞
∥∥Dku∥∥
p
, 1 ≤ k ≤ s,
where C0 ≥ 1 is a constant and k is an integer number.
For E = C the lemma coincide with the corresponding inequality in [22] .
Let
X = Lp (Rn;E) , Y =W s,p (Rn;E (A) , E) , E0 = (X,Y ) 1
2p ,p
.
Remark 3.1. By using J. Lions-I. Petree result (see e.g [27] or [40, § 1.8.])
we obtain that the map u→ u (t0), t0 ∈ [0, T ] is continuous fromW
s,p (0, T ;X,Y )
onto E0 and there is a constant C1 such that
‖u (t0)‖E0 ≤ C1 ‖u‖W s,p(0,T ;X,Y ) , 1 ≤ p ≤ ∞.
Let we define the space Y (T ) = C ([0, T ] ;Y s,p∞ (A)) equipped with the norm
defined by
‖u‖Y (T ) = max
t∈[0,T ]
‖u‖Y s,p + max
t∈[0,T ]
‖u‖L∞(Rn;E(A)) , u ∈ Y (T ) .
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It is easy to see that Y (T ) is a Banach space. For ϕ ∈ Y s,p∞ (A) and ψ ∈
Y s,p∞
(
A
1
2
)
let
M = ‖Aϕ‖Y s,p + ‖Aϕ‖X∞ + ‖Aψ‖Y s,p + ‖Aψ‖X∞ .
Definition 3.1. For any T > 0 if ϕ ∈ Y s,p∞ (A), ψ ∈ Y
s,p
∞ (A) and u
∈ C ([0, T ] ;Y s,p∞ (A)) satisfies the equation (1.1)−(1.2) then u (x, t) is called the
continuous solution or the strong solution of the problem (1.1)−(1.2). If T <∞,
then u (x, t) is called the local strong solution of the problem (1.1) − (1.2).
If T = ∞, then u (x, t) is called the global strong solution of the problem
(1.1)− (1.2).
Condition 3.1. Assume:
(1) E is a UMD space and A ∈ σ (C0, ω, E);
(2) ϕ ∈ Y s,p∞ (A), ψ ∈ Y
s,p
∞ (A) and 1 ≤ p <∞ for s > n
(
1
r
+ 1
p
)
;
(3) the function u → F (u): Rn × [0, T ] × E0 → E is a measurable in
(x, t) ∈ Rn × [0, T ] for u ∈ E0;
(4) F (x, t, ., .) is continuous in u ∈ E0 for x ∈ R
n, t ∈ [0, T ] and f (u) ∈
C(1) (E0;E) .
Main aim of this section is to prove the following result:
Theorem 3.1. Assume the Condition 3.1 are satisfied. Then problem
(1.1) − (2.2) has a unique local strange solution u ∈ C(2) ([0 , T0) ;Y
s,p
∞ (A)) ,
where T0 is a maximal time interval that is appropriately small relative to M .
Moreover, if
sup
t∈[0 , T0)
(
‖u‖Y s,p + ‖Au‖X∞ + ‖Aut‖Y s,p + ‖Aut‖X∞
)
<∞ (3.0)
then T0 =∞.
Proof. First, we are going to prove the existence and the uniqueness of the
local continuous solution of the problem (1.1) − (1.2) by contraction mapping
principle. Suppose that u ∈ C(2) ([0, T ] ;Y s,p∞ (A)) is a strong solution of the
problem (1.1)−(1.2). Consider a map G on Y (T ) such that G(u) is the solution
of the Cauchy problem
Gtt (u)−∆Gtt (u) +AG (u) = F (G (u)) , x ∈ R
n, t ∈ (0, T ) , (3.1)
G (u) (x, 0) = ϕ (x) +
T∫
0
α (σ)G (u) (x, σ) dσ,
G (u)t (x, 0) = ψ (x) +
T∫
0
β (σ)G (u)t (x, σ) dσ,
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From Lemma 3.2 we know that F (u) ∈ Lp (0, T ;Y s,p∞ ) for any T > 0. Thus, in
view of Remark 1.3 and by Theorem 2.1, problem (3.1) has a unique solution
which can be written as
G (u) (t, x) = S1 (t, A)ϕ (x) + S2 (t, A)ψ (x) + Φ˜ (t, x) , (3.2)
where S1 (t, A) , S2 (t, A) are defined by (2.13.) and
Φ˜ (t, x) = (2pi)−
1
n
∫
Rn
O−1 (ξ) eixξ


t∫
0
S (t− τ , ξ, A) Fˆ (u) (ξ, τ ) dτ + (3.3)

C (t, ξ, A)

I −
T∫
0
β (σ)C (σ, ξ, A) dσ

 +
S (t, ξ, A)
T∫
0
β (σ)AξS (σ, ξ, A) dσ

 g1 (ξ) +

C (t, ξ, A)
T∫
0
α (σ)S (σ, ξ, A) dσ+
S (t, ξ, A)

I −
T∫
0
α (σ)C (σ, ξ, A) dσ

 g2 (ξ)



 dξ.
Here,
g˜1 (ξ) =
T∫
0
σ∫
0
α (σ)S (σ − τ , ξ, A) Fˆ (u) (τ , ξ) dτdσ, (3.4)
g˜2 (ξ) =
T∫
0
σ∫
0
β (σ)C (σ − τ, ξ, A) Fˆ (u) (τ, ξ) dτdσ.
For the sake of convenience, we assume that F (0) = 0. Otherwise, we can
replace F (u) with F (u)−F (0). Hence, from Lemma 3.2 we have F (u) ∈ Y s,p
iff F ∈ C(k) (R;E) for k ≥ s > 1. Consider the operator in Y (T ) defined as
Gu = S1 (t, A)ϕ (x) + S2 (t, A)ψ (x) + Φ˜ (t, x) . (3.5)
From Lemma 3.2 we get that the operator G is well defined for F ∈ C (R;E) .
Moreover, from Lemma 3.2 it is easy to see that the map G is well defined for
F ∈ C(k) (X0;E) for k ≥ s > 1 and k ∈ N. We put
Q (M ;T ) =
{
u | u ∈ Y (T ) , ‖u‖Y (T ) ≤M + 1
}
.
Let us prove that the map G has a unique fixed point in Q (M ;T ) . For this
aim, it is sufficient to show that the operator G maps Q (M ;T ) into Q (M ;T )
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and G : Q (M ;T ) → Q (M ;T ) is strictly contractive if T is appropriately small
relative to M. Consider the function f¯ (ξ): [0, ∞)→ [0, ∞) defined by
f¯ (ξ) = max
|x|≤ξ
{∥∥∥F (1) (x)∥∥∥
E
, ...,
∥∥∥F (k) (x)∥∥∥
E
}
, ξ ≥ 0.
It is clear to see that the function f¯ (ξ) is continuous and nondecreasing on [0,
∞) . From Lemma 3.2 for 1 ≤ k ≤ s we have
‖F (u)‖Y k,p ≤
∥∥∥F (1) (u)∥∥∥
∞
‖u‖p + C0
k∑
j=1
∥∥∥F (j) (u)∥∥∥
∞
‖u‖
j−1
∞
∥∥Dku∥∥
p
≤
2C0f¯ (M + 1) (M + 1) ‖u‖Y s,p . (3.6)
By using the Theorem 2.1 we obtain from (3.5)
‖AγG (u)‖X∞ ≤ ‖Aϕ‖X∞ +
∥∥∥A 12ψ∥∥∥
X∞
+
t∫
0
‖∆F (u (τ))‖X∞ , (3.7)
‖AγG (u)‖Y 2,p ≤ ‖Aϕ‖Y 2,p +
∥∥∥A 12ψ∥∥∥
Y 2,p
+
t∫
0
‖∆F (u (τ))‖Y 2,p dτ . (3.8)
Thus, from (3.6)− (3.8) and Lemma 3.2 we get
‖AγG (u)‖Y (T ) ≤M + T (M + 1)
[
1 + 2C0 (M + 1) f¯ (M + 1)
]
.
If T satisfies
T ≤
{
(M + 1)
[
1 + 2C0 (M + 1) f¯ (M + 1)
]}−1
‖Gu‖Y (T ) ≤M + 1. (3.9)
then Therefore, if (3.9) holds, then G maps Q (M ;T ) into Q (M ;T ) . Now, we
are going to prove that the map G is strictly contractive. Assume T > 0 and
u1, u2 ∈ Q (M ;T ) given. We get
G (u1)−G (u2) = (2pi)
− 1
n
∫
Rn
t∫
0
Sˇ (t− τ, ξ, A)
[
Fˆ (u1) (ξ, τ )− Fˆ (u2) (ξ, τ )
]
dτdξ.
Using the mean value theorem, we obtain
Fˆ (u1)− Fˆ (u2) = Fˆ
(1) (u2 + η1 (u1 − u2)) (u1 − u2) ,
Dξ
[
Fˆ (u1)− Fˆ (u2)
]
= Fˆ (2) (u2 + η2 (u1 − u2)) (u1 − u2)Dξu1 +
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Fˆ (1) (u2) (Dξu1 −Dξu2) ,
D2ξ
[
Fˆ (u1)− Fˆ (u2)
]
= Fˆ (3) (u2 + η3 (u1 − u2)) (u1 − u2) (Dξu1)
2 +
Fˆ (2) (u2) (Dξu1 −Dξu2) (Dξu1 +Dξu2)+
Fˆ (2) (u2 + η4 (u1 − u2)) (u1 − u2)D
2
ξu1 + Fˆ
(1) (u2)
(
D2ξu1 −D
2
ξu2
)
,
where 0 < ηi < 1, i = 1, 2, 3, 4. Thus using Holder’s and Nirenberg’s inequality,
we have ∥∥∥Fˆ (u1)− Fˆ (u2)∥∥∥
X∞
≤ f¯ (M + 1) ‖u1 − u2‖X∞ , (3.10)∥∥∥Fˆ (u1)− Fˆ (u2)∥∥∥
Xp
≤ f¯ (M + 1) ‖u1 − u2‖Xp , (3.11)∥∥∥Dξ [Fˆ (u1)− Fˆ (u2)]∥∥∥
Xp
≤ (M + 1) f¯ (M + 1) ‖u1 − u2‖X∞ + (3.12)
f¯ (M + 1)
∥∥∥Fˆ (u1)− Fˆ (u2)∥∥∥
Xp
,
∥∥∥D2ξ [Fˆ (u1)− Fˆ (u2)]∥∥∥
Xp
≤ (M + 1) f¯ (M + 1) ‖u1 − u2‖X∞
∥∥D2ξu1∥∥2Y 2,p +
f¯ (M + 1) ‖Dξ (u1 − u2)‖Y 2,p ‖Dξ (u1 + u2)‖Y 2,p +
f¯ (M + 1) ‖u1 − u2‖X∞
∥∥D2ξu1∥∥Xp + f¯ (M + 1) ‖Dξ (u1 − u2)‖Xp ≤
C2f¯ (M + 1) ‖u1 − u2‖X∞ ‖u1‖X∞
∥∥D2ξu1∥∥Xp + C2f¯ (M + 1)
‖u1 − u2‖
1
2
X∞
∥∥D2ξ (u1 − u2)∥∥Xp ‖u1 + u2‖ 12X∞ ∥∥D2ξ (u1 + u2)∥∥Xp +
(M + 1) f¯ (M + 1) ‖u1 − u2‖X∞ + f¯ (M + 1)
∥∥D2ξ (u1 − u2)∥∥Xp ≤ 3C2 (M + 1)2
f¯ (M + 1) ‖u1 − u2‖X∞ + 2C
2 (M + 1) f¯ (M + 1)
∥∥D2ξ (u1 − u2)∥∥Xp ,
where C is the constant in Lemma 3.1. In a similar way for 1 ≤ k ≤ s we obtain∥∥∥Dkξ [Fˆ (u1)− Fˆ (u2)]∥∥∥
Xp
≤ (3.13)
M0f¯ (M + 1) ‖u1 − u2‖X∞ +M1f¯ (M + 1)
∥∥Dkξ (u1 − u2)∥∥Xp .
From (3.10)− (3.13), using Minkowski’s inequality for integrals, Fourier multi-
plier theorems for operator-valued functions in Xp and Young’s inequality, we
obtain
‖G (u1)−G (u2)‖Y (T ) ≤ (2pi)
− 1
n
∫
Rn
t∫
0
‖u1 − u2‖X∞ + ‖u1 − u2‖Y 2,p dξdτ+
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t∫
0
‖F (u1)− F (u2)‖X∞ dτ + (2pi)
− 1
n
t∫
0
∫
Rn
‖F (u1)− F (u2)‖Y 2,p dξdτ ≤
T
[
1 + C1 (M + 1)
2
f¯ (M + 1)
]
‖u1 − u2‖Y (T ) ,
where C1 is a constant. If T satisfies (3.9) and the following inequality
T ≤
1
2
[
1 + C1 (M + 1)
2
f¯ (M + 1)
]−1
, (3.14)
then
‖Gu1 −Gu2‖Y (T ) ≤
1
2
‖u1 − u2‖Y (T ) .
That is, G is a constructive map. By contraction mapping principle, we know
that G(u) has a fixed point u(x, t) ∈ Q (M ;T ) that is a solution of the problem
(1.1)− (1.2). From (3.2) we get that u is a solution of (3.5) . Let us show that
this solution is a unique in Y (T ). Let u1, u2 ∈ Y (T ) are two solution of the
problem (1.1)− (1.2). Then
u1 − u2 = (3.15)
(2pi)
− 1
n
∫
Rn
t∫
0
S˘ (t− τ , ξ, A)
[
Fˆ (u1) (ξ, τ)− Fˆ (u2) (ξ, τ )
]
dτdξ.
By the definition of the space Y (T ), we can assume that
‖u1‖X∞ ≤ C1 (T ) , ‖u1‖X∞ ≤ C1 (T ) .
Hence, by Lemmas 3.1, 3.2, Theorem 2.1 and Minkowski’s inequality for inte-
grals we obtain from (3.15)
‖u1 − u2‖Y s,p ≤ C2 (T )
t∫
0
‖u1 − u2‖Y s,p dτ . (3.16)
From (3.16) and Gronwall’s inequality, we have ‖u1 − u2‖Y 2,p = 0, i.e. problem
(1.1)− (1.2) has a unique solution which belongs to Y (T ) . That is, we obtain
the first part of the assertion. Now, let [0 , T0) be the maximal time interval of
existence for u ∈ Y (T0). It remains only to show that if (3.0) is satisfied, then
T0 =∞. Assume contrary that, (3.0) holds and T0 < ∞. For T
′ ∈ [0 , T0) , we
consider the following integral equation
υ (x, t) = S1 (t, A)u (x, T ) + S2 (t, A) ut (x, T ) + Φ˜ (t, x) . (3.17)
By virtue of (3.5), for T ′ > T we have
sup
T ′∈[0 ,T0 )
‖Au (., T ′)‖Y s,p + ‖Au (., T
′)‖X∞ + ‖Aut (., T
′)‖Y s,p +
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‖Aut (., T
′)‖X∞ <∞,
where
u (x, T ′) = ϕ (x) +
T∫
T ′
α (σ)u (x, σ) dσ,
ut (x, T
′) = ψ (x) +
T∫
T ′
β (σ)ut (x, σ) dσ.
By reasoning as a first part of theorem and by contraction mapping principle,
there is a T ∗ ∈ (0, T0) such that for each T
′ ∈ [0 , T0) , the equation (3.17) has
a unique solution υ ∈ Y (T ∗) . The estimates (3.9) and (3.14) imply that T ∗ can
be selected independently of T ′ ∈ [0 , T0) . Set T
′ = T0 −
T∗
2 and define
u˜ (x, t) =
{
u (x, t) , t ∈ [0, T ′]
υ (x, t− T ′) , t ∈
[
T ′, T0 +
T∗
2
]
.
By construction u˜ (x, t) is a solution of the problem (1.1)−(1.2) on
[
T ′, T0 +
T∗
2
]
and in view of local uniqueness, u˜ (x, t) extends u. This is against to the maxi-
mality of [0 , T0), i.e we obtain T0 =∞.
4. The nonlocal Cauchy problem for the finite and infinite many
system of wave equation
Consider first, the linear problem (1.11) . Let (see [40, § 1.18])
lq (N) =

 u = {uj} , j = 1, 2, ...N, ‖u‖lq(N) =

 N∑
j=1
|uj |
q


1
q
<∞

 ,
and
lσq (N) =

 ‖u‖lσq (N) =

 N∑
j=1
2σjuqj


1
q
<∞

 , σ > 0.
Here,
Xpq = L
p (Rn; lq) , Y
s,p,q = Hs,p (Rn; lq) , Y
s,p,q,σ
1,0 = H
s,p
(
Rn; lσq
)
∩L1
(
Rn; lσq
)
,
Y
s,p,q,σ
1,1 = H
s,p
(
Rn; l
σ
2
q
)
∩ L1
(
Rn; l
σ
2
q
)
, Y s,p,q,σ∞ = H
s,p (Rn; lq) ∩ L
∞ (Rn; lq) ,
Y s,p,q,σ = Hs,p
(
Rn; lσq , lq
)
.
Condition 4.1. Assume:
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(1)
∣∣∣∣∣∣1 +
T∫
0
α (σ)β (σ) dσ
∣∣∣∣∣∣ >
T∫
0
(|α (σ)|+ |β (σ)|) dσ;
(2) s > n
(
1
r
+ 1
p
)
for r ∈ [1, 2] , p ∈ [1,∞] .
From Theorem 2.1 we obtain
Theorem 4.1. Assume the Condition 4.1 hold and 0 ≤ γ < 12 . Moreover,
ϕ ∈ Y s,p,q,σ1,0 , ψ ∈ Y
s,p,q,σ
1,1 and g (., t) ∈ Y
s,p,q
1 for t ∈ [0, T ] . Then problem (1.11)
has a unique solution u (x, t) ∈ C2 ([0, T ] ;Y s,p,q,σ) and the following estimate
holds
‖Aγu (., t)‖X∞,q + ‖A
γut (., t)‖X∞,q ≤ C
{
‖Aϕ‖Y s,p,q,σ1,0
+ ‖Aϕ‖X1,q +
‖Aψ‖Y s,p,q,σ1,1
+ ‖Aψ‖X1,q +
t∫
0
(
‖∆g (., τ)‖Y s,p,q + ‖∆g (., τ )‖X1,q
)
dτ


uniformly in t ∈ [0, T ] .
Consider now, the integral Cauchy problem for the following nonlinear sys-
tem
(um)tt −∆(um)tt +
N∑
j=1
amjuj (x, t) = Fm (u) , x ∈ R
n, t ∈ (0, T ) , (4.1)
um (x, 0) = ϕ (x) +
T∫
0
α (σ)um (x, σ) dσ, (4.2)
(um)t (x, 0) = ψ (x) +
T∫
0
β (σ)ut (x, σ) dσ, (4.3)
m = 1, 2, ..., N, N ∈ N,
where u = (u1, u2, ..., uN) , amj are complex numbers, ϕm (x) and ψm (x) are
data functions. Here,
lq = lq (N) =

 u = {uj} , j = 1, 2, ...N, ‖u‖lq(N) =

 N∑
j=1
|uj |
q


1
q
<∞

 ,
(see [44, § 1.18]). Let A be the operator in lq (N) defined by
A = [amj ] , amj = gm2
sj , m, j = 1, 2, ..., N, D (A) = lsq (N) =
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
 u = {uj} , j = 1, 2, ...N, ‖u‖lsq(N) =

 N∑
j=1
2sjuqj


1
q
<∞

 .
From Theorem 3.1 we obtain the following result
Theorem 4.1. Assume:
(1) the Condition 4.1 hold and 0 ≤ γ < 12 .
(2) the function u→ F (u): Rn× [0, T ]×E0q → lq is a measurable function
in (x, t) ∈ Rn × [0, T ] for u ∈ E0q;
(3) the function u → F (u) is continuous in u ∈ E0q for x, t ∈ R
n × [0, T ] ;
moreover F (u) ∈ C(1) (E0q; lq).
Then problem (4.1)− (4.2) has a unique local strange solution
u ∈ C(2) ([0 , T0) ;Y
s,p,q,σ
∞ ) ,
where T0 is a maximal time interval that is appropriately small relative to M .
Moreover, if
sup
t∈[0 , T0)
(
‖Au‖Y s,p,q + ‖Au‖X∞,q + ‖Aut‖Y s,p,q + ‖Aut‖X∞,q
)
<∞ (4.4)
then T0 =∞.
Proof. By virtue of [43] , lq (N) is a Fourier type space. It is easy to see
that the operator A is positive in lq (N) . Moreover, by interpolation theory of
Banach spaces [40, § 1.3], we have
E0q =
(
W 2,p
(
Rn; lsq, lq
)
, Lp (Rn; lq)
)
1
2p ,q
= B
2(1− 12p )
p,q
(
Rn; l
s(1− 12p )
q , lq
)
.
By using the properties of spaces Y s,p,q, Y s,p,q∞ , E0q we get that all conditions
of Theorem 3.1 are hold, i,e., we obtain the conclusion.
5. The Wentzell-Robin type mixed problem for wave equations
Consider at first, the linear problem (1.7)− (1.9). Here,
Xp2 = L
p
(
Rn;L2 (0, 1)
)
, Y s,p,2 = Hs,p
(
Rn;L2 (0, 1)
)
, Y
s,p,2
1 =
Hs,p
(
Rn;L2 (0, 1)
)
∩ L1
(
Rn;L2 (0, 1)
)
, Y s,p,2∞ = H
s,p
(
Rn;L2 (0, 1)
)
∩
L∞
(
Rn;L2 (0, 1)
)
, Y s,p,2,2 = Hs,p
(
Rn;H2 (0, 1) , L2 (0, 1)
)
.
From Theorem 2.1 we obtain the following result
Theorem 5.1. Suppose the the following conditions are satisfied:
(1) The Condition 4.1 is hold and 0 ≤ γ < 12 ;
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(2) a is positive, b is a real-valued functions on (0, 1). Moreover, a (.) ∈
C (0, 1) and
exp

−
x∫
1
2
b (t) a−1 (t) dt

 ∈ L1 (0, 1) ;
(3) ϕ, ψ ∈ Y s,p1 and g (., t) ∈ Y
s,p
1 for t ∈ [0, T ] .
Then the problem (1.7)−(1.9) has a unique solution u (x, t) ∈ C2
(
[0, T ] ;Y s,p,2
)
and the following estimate holds
‖Aγu‖X∞,2 + ‖A
γut‖X∞,2 ≤ C
{
‖Aϕ‖Y s,p,2 + ‖Aϕ‖X1,2 + (5.1)
‖Aψ‖Y s,p,2 + ‖Aψ‖X1,2 +
t∫
0
(
‖∆g (., τ )‖Y s,p,2 + ‖∆g (., τ )‖X1,2
)
dτ


uniformly in t ∈ [0, T ] .
Proof. Let H = L2 (0, 1) and A is a operator defined by (1.6) . Then the
problem (1.7)− (1.9) can be rewritten as the problem (2.1)− (2.2). By virtue
of [12, 25] the operator A generates analytic semigroup in L2 (0, 1). Hence, by
virtue of (1)-(3) all conditions of Theorem 2.1 are satisfied. Then Theorem 2.1
implies the assertion.
Consider now, the nonlinear problem
utt −∆u+ auyy + buy + F (u) = 0, (5.2)
u (x, y, 0) = ϕ (x, y) +
T∫
0
α (σ)u (x, y, σ) dσ, (5.3)
ut (x, y, 0) = ψ (x, y) +
T∫
0
β (σ)ut (x, y, σ) dσ,
a (j)uyy (x, j, t) + b (j)uy (x, j, t) = 0, j = 0, 1 for all t ∈ [0, T ] . (5.4)
Let
E0,2 =
(
Xp2, Y
s,p,2,2
)
1
2p ,2
.
Now, we obtain the following result:
Theorem 5.2. Suppose the the following conditions are satisfied:
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1. a is positive, b is a real-valued functions on (0, 1). Moreover, a (.) ∈ C (0, 1)
and
exp

−
x∫
1
2
b (t) a−1 (t) dt

 ∈ L1 (0, 1) ;
2. the Condition 4.1 is hold and 0 ≤ γ < 1;
3. (4) and (5) assumptions of the Conditions 3.1 are satisfied for E =
L2 (0, 1);
4. the function
u→ F (u) : Rn × [0, T ]× E02 → L
2 (0, 1)
is a measurable in (x, t) ∈ Rn × [0, T ] for u ∈ E02;
5. the function u → F (u) is continuous in u ∈ E02 for x, t ∈ R
n × [0, T ] ;
moreover f (u) ∈ C(1)
(
E02;L
2 (0, 1)
)
.
Then problem (5.2)− (5.4) has a unique local strange solution
u ∈ C(2)
(
[0 , T0) ;Y
s,p,2,2
∞
)
,
where T0 is a maximal time interval that is appropriately small relative to M .
Moreover, if
sup
t∈[0 , T0)
(
‖Au‖Y s,p,2 + ‖Au‖X∞,2 + ‖Aut‖Y s,p,2 + ‖Aut‖X∞,2
)
<∞ (5.5)
then T0 =∞.
Proof. By virtue of [43] , L2 (0, 1) is a Fourier type space. It is easy to see
that the operator A is positive in L2 (0, 1) . Moreover, by interpolation theory
of Banach spaces [40, § 1.3], we have
E02 =
(
W s,p
(
Rn;H2 (0, 1) , L2 (0, 1)
)
, Lp
(
Rn;L2 (0, 1)
))
1
2p ,2
=
B
s(1− 12p )
p,2
(
Rn;Hs(1−
1
2p ), L2 (0, 1)
)
.
By using the properties of spaces Y s,p,2, Y s,p,2∞ , E02 we get that all conditions
of Theorem 3.1 are hold, i,e., we obtain the conclusion.
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