In this paper, we study the problem of employing pre-trained language models for multi-turn response selection in retrieval-based chatbots. A new model, named Speaker-Aware BERT (SA-BERT), is proposed in order to make the model aware of the speaker change information, which is an important and intrinsic property of multi-turn dialogues. Furthermore, a speaker-aware disentanglement strategy is proposed to tackle the entangled dialogues. This strategy selects a small number of most important utterances as the filtered context according to the speakers' information in them. Finally, domain adaptation is performed in order to incorporate the indomain knowledge into pre-trained language models. Experiments on five public datasets show that our proposed model outperforms the present models on all metrics by large margins and achieves new state-of-the-art performances for multi-turn response selection.
Introduction
Chatbots aim to engage users in open-domain human-computer conversations and are currently receiving increasing attention. The existing work on building chatbots includes generation-based methods and retrieval-based methods. The first type of methods synthesize a response with a natural language generation model (Shang et al., 2015; Serban et al., 2016; . In this paper, we focus on the second type and study the problem of multi-turn response selection. This task aims to select the best-matched response from a set of candidates, given the context of a conversation which is composed of multiple utterances (Lowe et al., 2015; Lowe et al., 2017; Wu et al., 2017 ). An example of this task is illustrated in Table 1 .
Related Work
The existing methods used to build an open domain dialogue system can be generally categorized into generation-based methods and retrieval-based methods. The generation-based methods synthesize a response with a natural language generation model by maximizing its generation probability given the previous conversation context. This approach enables the incorporation of rich context when mapping between consecutive dialogue turns (Shang et al., 2015; Serban et al., 2016; . Recently, some extended work has been made to incorporate external knowledge into generation with specific personas or emotions (Li et al., 2016; Zhou et al., 2018a) .
Our work belongs to the retrieval-based methods, which learn a matching model for a pair of a conversational context and a response candidate. This approach has the advantage of providing informative and fluent responses because they select a proper response for the current conversation from a repository by means of response selection algorithms (Lowe et al., 2015; Lowe et al., 2017 EA  EA  EA  EA  EA  EA  EA  EA  EA  EA  EA  EA  EA  EA  EA  EA  EA  EA  EA  EB  EB  EB  EB  EB   E0  E1  E2  E3  E4  E5  E18  E19  E6  E7  E8  E9  E10  E11  E17  E12  E13  E14  E15  E16  E20  E21  E22  E23  E24  E25 [ E0  E0  E0  E0  E0  E0  E0  E0  E1  E1  E1  E1  E1  E1  E0  E1  E1  E1  E1  E1  E0  E1  E1  E1  E1  E1 Speaker Embeddings + + + + + + + + + + + + + + + + + + + + + + + + + + Figure 1 : The input representation of SA-BERT. The final input embeddings are the sum of the token embeddings, the segmentation embeddings, the position embeddings and the speaker embeddings. Wu et al., 2017; Zhang et al., 2018b) . Previous work on retrieval-based chatbots focused on singleturn response selection (Wang et al., 2013; Ji et al., 2014) . Recently, researchers have extended the focus to the multi-turn conversation, which is more practical for real applications. Some earlier work on multi-turn response selection matched a response with concatenating the context utterances literally into a single long sequence, and calculating its matching score with a response candidate (Lowe et al., 2015; Kadlec et al., 2015; Lowe et al., 2017) . Recent work has kept utterances separated and performed matching within a representation-interaction-aggregation framework, which improved the performance on this task. For example, Zhou et al. (2016) proposed a multi-view model, including an utterance view and a word view. Wu et al. (2017) proposed the sequential matching network (SMN) which first matched the response with each utterance and then accumulated the matching information by recurrent neural network. Zhang et al. (2018b) proposed the deep utterance aggregation network (DUA) which refined utterances and employed self-matching attention to route the vital information in each utterance. Zhou et al. (2018b) proposed the deep attention matching network (DAM) which constructed representations at different granularities with stacked self-attention and cross-attention. Tao et al. (2019a) proposed the multi-representation fusion network (MRFN) with multiple types of representations. Gu et al. (2019) proposed the interactive matching network (IMN) which performed the global and bidirectional interactions between the context and response. Gu et al. (2020) proposed the utterance-to-utterance interactive matching network (U2U-IMN) which treated both contexts and responses as sequences of utterances when calculating the matching degrees between them. Tao et al. (2019b) proposed the interaction over interaction (IOI) model which performed matching by stacking multiple interaction blocks. Yuan et al. (2019) proposed the multi-hop selector network (MSN) which utilized a multi-hop selector to select the relevant utterances as context. Henderson et al. (2019) made the first attempt to employ pre-trained language models for multi-turn response selection which concatenated the context utterances and the response literally and sent into the model for classification.
Task Definition
Given a dialogue dataset D, an example of the dataset is denoted as (c, r, y), where c = {u 1 , u 2 , ..., u n } represents a conversation context with {u k } n k=1 as the utterances, r is a response candidate, and y ∈ {0, 1} denotes a label. Specifically, y = 1 indicates that r is a proper response for c; otherwise y = 0. Our goal is to learn a matching model g(c, r) by minimizing a cross-entropy loss function from D. For any context-response pair (c, r), g(c, r) measures the matching degree between c and r. Let Θ denote the parameters of model g(c, r). Then, the loss function L(D, Θ) for learning can be formulated as
(1)
Methodology
We present here our proposed model, named Speaker-Aware BERT (SA-BERT), and a visual architecture of our input representation is illustrated in Figure 1 . Due to limited space, we omit an exhaustive background description of BERT. Readers can refer to (Devlin et al., 2019) for details.
Speaker Embeddings & Segmentation Tokens
To represent a pair of sentence A and sentence B, the original BERT concatenates this pair of sentence with a [SEP] token. For a given token, its input representation of the original BERT is constructed by summing the corresponding token, segment and position embeddings. In order to distinguish utterances in a context and model the speaker change in turn as the conversation progresses, we use two strategies to construct the input sequence for multi-turn response selection as follows.
First, in order to model the speaker change, we propose to add additional speaker embeddings to token representations. The embedding functions as indicating the speaker's identity for each utterance. For conversations with two speakers, two speaker embedding vectors need to be estimated during the training process. The first vector is added to each token of the utterances in the first conversation turn. When the speaker changes, the second vector is employed. This is performed alternatively and can be extended to conversations with more speakers.
Second, empirical results in Dong and Huang (2018) show that segmentation tokens play an important role for multi-turn response selection. To model conversation, it is natural to extend that to further model turns and utterances. In this work we propose and empirically show that using an [EOU] token at the end of an utterance and an [EOT] token at the end of a turn model interactions between utterances in a context implicitly and improve the performance consistently.
Speaker-Aware Disentanglement Strategy
When a group of people communicate in a common channel there are often multiple conversation topics occurring concurrently. In terms of a specific conversation topic, utterances relevant to it are useful and other utterances could be considered as noise for them. Note that BERT is not good at dealing with sequences which are composed of more tokens than the limit (i.e., maximum length of time steps is set to be 512). In order to select a small number of most important utterances, in this paper, we propose a heuristic speaker-aware disentanglement strategy as follows.
First, we define the speaker who is uttering an utterance as the spoken-from speaker, and define the speaker who is receiving an utterance as the spoken-to speaker. Each utterance usually has the labels of both spoken-from and spoken-to speakers. But some utterances may have only the spoken-from speaker label while the spoken-to speaker is unknown which is set to None in our experiments. Second, given the spoken-from speaker of the response, we select the utterances which have the same spoken-from or spoken-to speaker as the spoken-from speaker of the response. Third, these selected utterances are then organized in their original chronological order and used to form the filtered context. Finally, the utterances selected according to their spoken-from or spoken-to speaker labels are assigned with the two speaker embedding vectors respectively.
Multi-Task Learning for Domain Adaptation
The original BERT is trained on a large text corpus to learn general language representations. To incorporate specific in-domain knowledge, adaptation on in-domain corpora are designed. In our experiments, we employ the training set of each dataset for domain adaptation without additional external knowledge. Furthermore, domain adaptation is done by performing the multi-task learning that optimizing a combination of two loss functions: (i) a next sentence prediction (NSP) loss, and (ii) a masked language model (MLM) loss (Devlin et al., 2019) .
MLM We follow the experimental settings in the original BERT by masking some percentage of the input tokens at random and then predicting only those masked tokens to train a deep bidirectional representation. In more detail, we replace the word with the [MASK] token at 80% of the time, with a random word at 10% of the time, and with the original word at 10% of the time.
NSP Here, the sentence A and sentence B are constructed with the same method as that used in the fine-tuning process. The positive responses are true responses that follow the context, and the negative responses are randomly sampled. The embedding of the [CLS] token is used as the aggregated representation for classification. Specifically, the speaker embeddings can be pre-trained in the task of NSP. If there is no any adaptation processes, the speaker embeddings have to be initialized randomly at the beginning of the fine-tuning process.
Output Representation
The first token of each concatenated sequence is the [CLS] token, with its embedding being used as the aggregated representation for a context-response pair classification. This embedding captures the matching information between a context-response pair, which is sent into a classifier with a sigmoid output layer. Parameters of this classifier need to be estimated during the fine-tuning process. Finally, the classifier returns a score to denote the matching degree of this context-response pair. We tested SA-BERT on five public multi-turn response selection datasets, Ubuntu Dialogue Corpus V1 (Lowe et al., 2015) , Ubuntu Dialogue Corpus V2 (Lowe et al., 2017) , Douban Conversation Corpus (Wu et al., 2017) , E-commerce Dialogue Corpus (Zhang et al., 2018b) and DSTC 8-Track 2-Subtask 2 Corpus (Seokhwan Kim, 2019). The first four datasets have been disentangled in advance and our proposed speaker-aware disentanglement strategy has been applied to only the last DSTC 8-Track 2-Subtask 2 Corpus. Ubuntu Dialogue Corpus V1, V2 and DSTC 8-Track 2-Subtask 2 Corpus contain multi-turn dialogues about Ubuntu system troubleshooting in English. Here, we adopted the version of Ubuntu Dialogue Corpus V1 shared in , in which numbers, paths and URLs were replaced by placeholders. Compared with Ubuntu Dialogue Corpus V1, the training, validation and test dialogues in the V2 dataset were generated in different periods without overlap. In the DSTC 8-Track 2-Subtask 2 Corpus, the candidate pool may not contain the correct response, so we need to choose a threshold. When the probability of positive labels was smaller than the threshold, we predicted that candidate pool did not contain the correct response. The threshold was selected among [0.6, 0.65, .., 0.95] based on the validation set. In all of the Ubuntu corpora, the positive responses are true responses from humans, and the negative responses are randomly sampled. The Douban Conversation Corpus was crawled from a Chinese social network on open-domain topics. It was constructed in a similar way to the Ubuntu corpus. The Douban Conversation Corpus collected responses via a small inverted-index system, and labels were manually annotated. The Douban Conversation Corpus is different from the other three datasets in that it includes multiple correct candidates for a context in the test set, which leads to low R n @k, e.g., if there are 3 correct responses, the maximum R 10 @1 is 0.33. Hence, MAP and MRR are recommended for reference. The E-commerce Dialogue Corpus collected real-world conversations between customers and customer service staff from the largest e-commerce platform in China. The DSTC 8-Track 2-Subtask 2 Corpus does not release the labels of the test set. Participants should submit their results on the test set to the official and then be evaluated by them. Thus, we submitted only one result to the official and we provide other results on the validation set for reference. Some statistics of these datasets are provided in Table 2 . 1
Experiments

Evaluation Metrics
We used the same evaluation metrics as those used in previous work (Lowe et al., 2015; Lowe et al., 2017; Wu et al., 2017; Zhang et al., 2018b; Seokhwan Kim, 2019) . Each model was tasked with selecting the k best-matched responses from n available candidates for the given conversation context c, and we calculated the recall of the true positive replies among the k selected responses, denoted as R n @k, as the main evaluation metric. In addition to R n @k, we considered the mean average precision (MAP) (BaezaYates and Ribeiro-Neto, 1999), mean reciprocal rank (MRR) (Voorhees, 1999) and precision-at-one (P@1), especially for the Douban corpus, following the settings of previous work.
Training Details
In our experiments, the base version of BERT was adopted. Most hyper-parameters of the original BERT were followed except the following configurations. The initial learning rate was set to 2e-5 and was linearly decayed by L2 weight decay. The maximum sequence length of the concatenation of a context-response pair was set to 512. The training batch size was set to 25. The maximum number of training epochs was set to 3. We used the validation set to set the stop condition in order to select the best model for testing. All codes were implemented in the TensorFlow framework (Abadi et al., 2016) and will be published to help replicate our results after paper acceptance. 2
Experimental Results
Ubuntu Corpus V1
R 2 @1 R 10 @1 R 10 @2 R 10 @5 TF-IDF (Lowe et al., 2015) 0.659 0.410 0.545 0.708 RNN (Lowe et al., 2015) 0.768 0.403 0.547 0.819 LSTM (Lowe et al., 2015) 0.878 0.604 0.745 0.926 DL2R 0.899 0.626 0.783 0.944 Match-LSTM (Wang and Jiang, 2016b) (Zhou et al., 2016) 0.908 0.662 0.801 0.951 CompAgg (Wang and Jiang, 2016a) 0.884 0.631 0.753 0.927 BiMPM (Wang et al., 2017) 0.897 0.665 0.786 0.938 HRDE-LTC (Yoon et al., 2018) 0.916 0.684 0.822 0.960 SMN (Wu et al., 2017) 0.926 0.726 0.847 0.961 DUA (Zhang et al., 2018b) -0.752 0.868 0.962 DAM (Zhou et al., 2018b) 0.938 0.767 0.874 0.969 MRFN (Tao et al., 2019a) 0.945 0.786 0.886 0.976 IMN (Gu et al., 2019) 0.946 0.794 0.889 0.974 IOI (Tao et al., 2019b) 0 Table 3 : Evaluation results of SA-BERT and previous methods on Ubuntu Dialogue Corpus V1. Table 3, Table 4 , Table 5 , Table 6 and Table 7 present the evaluation results of SA-BERT and previous methods on the five datasets respectively. All the results except ours are from the existing literature. Due to previous methods did not make use of pre-trained language models, we reproduced the results of BERT baseline by fine-tuning on the training set for reference, denoted as BERT for fair comparisons. As we can see that, BERT has already outperformed the present models on most metrics, except R 10 @5 Ubuntu Corpus V2 R 2 @1 R 10 @1 R 10 @2 R 10 @5 TF-IDF (Lowe et al., 2017) 0.749 0.488 0.587 0.763 RNN (Lowe et al., 2017) 0.777 0.379 0.561 0.836 LSTM (Lowe et al., 2017) 0.869 0.552 0.721 0.924 RNN-CNN (Baudis and Sedivý, 2016) (Wang and Jiang, 2016a) 0.895 0.641 0.776 0.937 BiMPM (Wang et al., 2017) 0.877 0.611 0.747 0.921 HRDE-LTC (Yoon et al., 2018) 0.915 0.652 0.815 0.966 U2U-IMN (Gu et al., 2020) 0.943 0.762 0.877 0.975 IMN (Gu et al., 2019) 0 Table 4 : Evaluation results of SA-BERT and previous methods on Ubuntu Dialogue Corpus V2.
Douban Conversation Corpus
MAP MRR P@1 R 10 @1 R 10 @2 R 10 @5 TF-IDF (Lowe et al., 2015) 0.331 0.359 0.180 0.096 0.172 0.405 RNN (Lowe et al., 2015) 0.390 0.422 0.208 0.118 0.223 0.589 LSTM (Lowe et al., 2015) 0.485 0.527 0.320 0.187 0.343 0.720 Multi-View (Zhou et al., 2016) 0 Table 5 : Evaluation results of SA-BERT and previous methods on the Douban Corpus.
on Ubuntu Dialogue Corpus V1 and R 10 @1 on E-commerce Corpus. Furthermore, our proposed SA-BERT outperforms the other models on all metrics and datasets, which demonstrates its ability to select the best-matched response and its compatibility across domains (system troubleshooting, social network and e-commerce). These results show that our proposed SA-BERT has achieved a new state-of-the-art performance for multi-turn response selection.
In more detail, SA-BERT outperformed the present state-of-the-art performance by large margins of 5.5% R 10 @1 on Ubuntu Dialogue Corpus V1, 5.9% R 10 @1 on Ubuntu Dialogue Corpus V2, 3.2% MAP and 2.7% MRR on Douban Conversation Corpus, 8.3% R 10 @1 on E-commerce Corpus, and 15.5% R 100 @1 on DSTC 8-Track 2-Subtask 2 Corpus. Compared with BERT, SA-BERT outperformed it by large margins of 4.7% R 10 @1 on Ubuntu Dialogue Corpus V1, 4.9% R 10 @1 on Ubuntu Dialogue Corpus V2, 2.8% MAP and 2.6% MRR on Douban Conversation Corpus, 9.4% R 10 @1 on E-commerce Corpus, and 21.9% on DSTC 8-Track 2-Subtask 2 Corpus. These results show that our proposed SA-BERT has achieved a new state-of-the-art performance on all datasets for multi-turn response selection.
E-commerce Corpus
R 10 @1 R 10 @2 R 10 @5 TF-IDF (Lowe et al., 2015) 0.159 0.256 0.477 RNN (Lowe et al., 2015) 0.325 0.463 0.775 LSTM (Lowe et al., 2015) 0.365 0.536 0.828 Multi-View (Zhou et al., 2016) 0.421 0.601 0.861 DL2R 0.399 0.571 0.842 MV-LSTM (Wan et al., 2016) 0.412 0.591 0.857 Match-LSTM (Wang and Jiang, 2016b) 0.410 0.590 0.858 SMN (Wu et al., 2017) 0.453 0.654 0.886 DUA (Zhang et al., 2018b) 0.501 0.700 0.921 DAM (Zhou et al., 2018b) 0.526 0.727 0.933 IOI (Tao et al., 2019b) 0.563 0.768 0.950 MSN (Yuan et al., 2019) 0.606 0.770 0.937 IMN (Gu et al., 2019) 0 Table 7 : Evaluation results of SA-BERT and ablation tests of the speaker-aware disentanglement strategy (SDS) on the DSTC 8-Track 2-Subtask 2 Corpus.
Analysis
Adaptation Corpus
We make some further analysis on the effect of adaptation corpus to the performance of multi-turn response selection. We performed the adaptation process with the same domain but different sets. Here, three different sets of Ubuntu were employed: DSTC 8-Track 2, Ubuntu Dialogue Corpus V1, and Ubuntu Dialogue Corpus V2. And then the fine-tuning process was all performed on the training set of Ubuntu Dialogue Corpus V2. The results on the test set of Ubuntu Dialogue Corpus V2 were shown in Table 8 . As we can see that, the adaptation process can help to improve the performance no matter which adaptation corpus was used. Furthermore, adaptation and fine-tuning on the same corpus achieved the best performance. One explanation may be that although pre-trained language models are designed to provide general linguistic knowledge, some domain-specific knowledge is also necessary for a specific task. Thus, adaptation on a domain-specific corpus can help to incorporate more domain-specific knowledge, and the more similar to the task this adaptation corpus is, the more improvement it can help to achieve.
Speaker Embeddings
Adaptation corpus R 2 @1 R 10 @1 R 10 @2 R 10 @5 The speaker embeddings were ablated and the results were reported in Table 9 . The first two lines discussed the situation in which the adaptation process were omitted, and the last two lines discussed the adaptation process were equipped with. The performance drop verified the effectiveness of speaker embeddings. First, without the pre-training process, the speaker embeddings were initialized at random which would be updated during the fine-tuning process. It can be seen that adding the speaker embeddings only during the fine-tuning process can provide an improvement of 0.5% in terms of R 10 @1, which shows its effectiveness for modelling the speaker change during the conversation. Furthermore, we could observe the similar results with the pre-training process included, which verified the effectiveness of our method again.
Speaker-Aware Disentanglement Strategy
To show the effectiveness of the speaker-aware disentanglement strategy, we also applied it to the existing model, such as IMN (Gu et al., 2019) . The original IMN did not employ any disentanglement strategy and selected the last 70 utterances as the context, which achieved a performance of 32.2% R 100 @1. After employing the strategy, about 25 utterances were selected to form the context, which achieved a performance of 37.5% R 100 @1. Similar results can also be observed by employing this strategy to BERT and ablating this strategy in SA-BERT, as shown in Table 7 , which verified the effectiveness of the speaker-aware disentanglement strategy again.
Conclusion
In this paper, we study the problem of employing pre-trained language models for multi-turn response selection in retrieval-based chatbots. A speaker-aware BERT model is proposed to improve BERT by adding speaker embeddings, introducing a speaker-aware disentanglement strategy and adapting to the specific domain. Experiments on five public datasets show that our proposed method achieves new stateof-the-art performances for multi-turn response selection. Adjusting pre-trained language models to fit multi-turn response selection and designing new disentanglement strategies will be a part of our future work.
