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ІМІТАЦІЙНЕ МОДЕЛЮВАННЯ КЕРОВАНИХ СИСТЕМ З НЕЛІНІЙНИМИ ЯКІСНИМИ 
РЕГУЛЯТОРАМИ  
В статті розглянуто приклади застосування нового методу синтезу регуляторів для нелінійних 
динамічних об'єктів. Задача синтезу розв'язується модифікованим методом аналітичного конс-
труювання на основі квадратичного функціоналу якості. Показники якості керованих систем, 
отриманих в результаті синтезу, досліджуються методом імітаційного моделювання.
 Вступ. Побудова сучасних динамічних керо-
ваних об'єктів пред'являє підвищені вимоги до 
систем та алгоритмів керування. Під час проек-
тування керованої системи, що включає етапи 
безпосереднього проектування об'єкта і системи 
керування, проектувальнику необхідно врахову-
вати вимоги до параметрів якості функціонуван-
ня керованої системи з урахуванням особливос-
тей самої системи. Для широкого класу динаміч-
них систем характерною ознакою є їх функціо-
нування в великому експлуатаційному діапазоні 
вихідних координат, де не виконуються умови 
можливості лінеарізації. Задачі стабілізації для 
таких систем мають враховувати великі можливі 
величини відхилення вихідних координат і керу-
вань від бажаних значень, що має місце за умов 
дії великих збурень. Тому актуальним є побуду-
вання методів синтезу регуляторів для неліній-
них об’єктів ([1],[2]), зокрема з поліноміальними 
правими частинами, які забезпечують задану 
якість перехідних процесів. 
 Для розв’язання цієї задачі нами було 
заcтосовано метод синтезу нелінійних якісних 
регуляторів для багатовимірних об'єктів з полі-
номіальними або наближеними за допомогою 
ступеневого ряду правими частинами . 
 Процес синтезу включає кілька етапів. Після 
того, як проведено аналітичний опис заданої сис-
теми, приведення його до стандартного вигляду 
та аналітичний синтез регулятора, необхідно 
оцінити отримані результати. Важливого значен-
ня в процесі оцінки результатів синтезу набуває 
етап імітаційного моделювання отриманих керо-
ваних систем. Оскільки алгоритми синтезу нелі-
нійних регуляторів, як правило, і зокрема в на-
шій роботі, спираються на ряд припущень, вплив 
яких не завжди можливо в повній мірі передба-
чити чи врахувати аналітично, то моделювання, 
зокрема чисельний експеримент, виявляється не 
лише важливим, а й необхідним кроком на шля-
ху до отримання кінцевого результату – створен-
ня для даної системи якісного регулятора з зада-
ними характеристиками. 
 Постановка задачі. Розглянемо синтез регу-
лятора для динамічної системи, що описується 
системою диференційних рівнянь: 
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.
XFBUAXX ++= ,                (1) 
у якій останній доданок відображає нелінійності 
об’єкта. В нашій роботі ми проводили синтез ре-
гулятора для об’єкта з наступними параметрами: 
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– матриці, що описують лінійну частину об’єкта 
та  лінійний вплив керування на об’єкт. 
 Нелінійну частину цієї системи можна пред-
ставити у вигляді розкладу в ступеневий ряд: 
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де кожен з доданків )()( XF k представляє суму 
компонентів цього розкладу відповідного (k–го) 
ступеня компонентів вектора стану X . В резуль-
таті розкладу правих частин диференційних рів-
нянь досліджуваного об’єкта було отримано : 
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– доданки другого ступеня, 
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– доданки третього ступеня. 
 Функціонал якості було задано як: 
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де перша частина підінтегрального виразу 
))(),((1 ttw UX  = RUUPXX
TT +  представляє зви-
чайно вживаний підінтегральний вираз квадра-
тичного функціоналу якості, а друга частина 
) )(),( (2 ttw UX  містить вирази ),(0 XV  , ... ),(1 XV  
)(XkV  – доданки відповідних ступенів розкладу 
функції Ляпунова )(XV  в ряд по компонентах p–
мірного вектора X : 
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 З метою знаходження в подальшому цих ком-
понентів запишемо їх у наступному вигляді:  
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 Відтак задача знаходження функції Ляпунова 
зводиться до обчислення коефіцієнтів )(
,...,2,1
m
pvvv
a ви-
разів (8) для кожного з членів ряду (7). 
 Синтез лінійної частини регулятора. Нехай 
задано матричні коефіцієнти функціонала (6) : 
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 Проведемо спочатку синтез регулятора для 
лінійної частини системи (1). Записавши для цієї 
системи рівняння Беллмана  : 
0}{min 000)( =+++Ω∈ VVcuu ?RUUPXX
TT  , 
знайдемо оптимальне керування для лінеаризо-
ваної системи:  
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 Нехай 0Q  – симетрична, позитивно визначена 
матриця, що є коренем матричного рівняння Рік-
каті  
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Тоді функцію 0V  знайдемо як  
XQXT 00 =V ,                     (11) 
 Методи розв’язання рівняння Ріккаті. Роз-
глянемо складену з матричних коефіцієнтів рів-
няння (10) блочну матрицю наступної структури: 
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 Для пошуку розв’язку рівняння (10) можна 
застосувати ітераційну чисельну процедуру 
([3],[4]), засновану на виділенні власних векторів 
блочної матриці (12). При цьому, в залежності 
від вибору знаку в процедурі, отримаємо один з 
двох матричних розв’язків рівняння (10), один з 
яких задовольняє вимозі позитивної визначенос-
ті. Саме цю матрицю і слід використати при зна-
ходженні функції Ляпунова за формулою (11). 
 Необхідною для застосування вказаної проце-
дури є умова, що матриця (12) не має чисто мни-
мих власних значень. Слід зазначити, що при 
всіх досліджених значеннях коефіцієнтів зату-
хання с0, с1, с2 , система рівнянь (1)-(5),(9) поро-
джує матриці (12), власні значення яких задово-
льняють цій умові. Але в деяких випадках об'єкт 
(1)-(5),(9)  може породжувати вироджену блочну 
матрицю M (12), або ж таку, яка має чисто мнимі 
власні значення. В цьому випадку розв’язати за-
дачу пошуку оптимального лінійного керування 
для нього за допомогою вище згаданих ітерацій-
них чисельних процедур не вдається. Зокрема, 
якщо матриця М вироджена, не вдається викона-
ти навіть перший крок цієї процедури, на якому 
слід було б знайти до матриці М обернену. В та-
кому разі для пошуку розв’язку рівняння (10) 
доводиться застосовувати інші методи. Вказана 
обставина привела нас до створення власного 
алгоритму, який дозволив знайти розв’язок тако-
го рівняння. 
 Розглянемо матричний багаточлен )(QF , що 
утворює ліву частину рівняння (10): 
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Якщо замість точного розв’язку 0Q  підставити 
до рівняння (10) деяку матрицю ijq=Q , 
0QQ ≠ , що є наближеним розв’язком цього рів-
няння, значення матричного багаточлена )(QF є 
за змістом матрицею нев'язок рівняння (10). 
)(QF  дорівнює нульовій матриці, якщо і тільки 
якщо матриця Q є точним розв’язком (10). 
 Запишемо квадратичну норму матриці )(QF : 
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 Функція )(Qs = )( ijqs – скалярна, неперервна, 
диференційована, невід’ємна функція величин 
qij; її мінімальне значення, що дорівнює нулю, 
досягається лише при таких Q, які є точними 
розв’язками рівняння (10). Кожній матриці 
ijq=Q  розміру nn x   з дійсними елементами 
ijq  поставимо у відповідність точку 
2n - вимір-
ного простору, причому набір чисел ijq  будемо 
розглядати як координати цієї точки. Таким чи-
ном, задача пошуку коренів матричного рівняння 
(10) зводиться до задачі пошуку точок мінімуму 
неперервної функції )( ijqs  у введеному про-
сторі. Найкращі результати міг би дати пошук 
методом градієнтного спуску, однак його засто-
сування небажане через складність знаходження 
похідних в аналітичному вигляді. У той же час 
виявилося, що метод покоординатного спуску, 
який не потребує аналітичного знаходження 
похідних, не дає бажаних результатів, тому що 
при наперед заданій послідовності пошукових  
напрямків процес пошуку зупиняється в сідлових 
точках, повторюючи надалі одні і ті ж значення. 
Отже, слід знайти компроміс між складністю ре-
алізації пошуку, з одного боку, і, з іншого боку, 
за свободою вибору напрямків на кожному кроці 
пошуку. Цього було досягнуто шляхом задання 
множини пошукових векторів, кінці яких нале-
жать до 2n - вимірної сфери, еліпсоїда чи пара-
лелепіпеда. Виконуючи пошук по такому набору 
векторів з кроком, що зменшується, знаходимо 
розв’язок матричного рівняння (10) з необхідною 
точністю. 
 Знаходження нелінійної частини регулято-
ра. Після побудови сімейства лінійних регулято-
рів для заданого об’єкта з різними показниками 
с0 у системі рівнянь об'єкта (1) послідовно при-
ймалися в розрахунок нелінійні частини (3) – 
спочатку доданки другого ступеня (4), потім тре-
тього (5). Обираючи величини коефіцієнтів зату-
хання с1, с2 і розв’язуючи системи рівнянь, що 
випливають зі співвідношення : 
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знаходимо відповідні доданки функції Ляпунова 
і одержуємо для заданого об’єкта оптимальний 
регулятор. Змінюючи параметри с0, с1, с2 , маємо 
можливість побудувати для заданого об’єкта ціле 
сімейство регуляторів. 
 Результати моделювання. На рисунку пода-
но приклади перехідних процесів, отриманих в 
результаті чисельного моделювання об'єкта (1)-
(5) з трьома різними регуляторами. Два з цих ре-
гуляторів були отримані за методикою, описа-
ною вище, з коефіцієнтами затухання 
5.1 , 5.1 , 5.1 210 === ccc  (крива 1 на графіку) та 
5.0 , 5.0 , 5.0 210 === ccc  (крива 2). Ці перехідні 
процеси порівнювались (при однакових початко-
вих умовах руху) з перехідними процесами в си-
стемі з регулятором, знайденим при 
0,0,0 210 === ccc  (крива 3), що відповідає син-
тезу регулятора за класичною методикою. Пере-
хідні процеси, зображені на рисунку, мають від-
носно малі початкові відхилення фазових коор-
динат від значень рівноваги, при яких обмеження 
на керування впливають на характер перехідного 
процесу лише на його початковому етапі, при 
c 1.00 << t . Під час моделювання було врахова-
но обмеження, накладені на керування конструк-
тивними особливостями системи керування 
об’єктом: максимальне абсолютне значення  ке-
руючої величини u не перевищує 0.436, а допус-
тима швидкість її зміни 
dt
du  - 1,047 с-1.  
 
Приклади перехідних процесів в системі (1)-(5). 
1 – перехідний процес при c0=1.5, c1=1.5, c2=1.5; 2 – 
при c0=0.5, c1=0.5, c2=0.5;  3 – при c0=0, c1=0, c2=0. 
 В процесах, графіки яких зображено на рис., 
діючим обмеженням було обмеження на швид-
кість зміни керуючої величини. За умови, що по-
чаткове положення органів керування обиралося 
нульовим, при дослідженнях перехідних проце-
сів в усьому діапазоні початкових відхилень, що 
є характерними для досліджуваного об’єкта, гра-
ничне допустиме значення абсолютної величини 
керування не досягалося.  
 Дослідження перехідних процесів зі значними 
початковими відхиленнями, при яких наявність 
обмежень по керуванню впливає на хід керова-
ного процесу протягом майже всього періоду 
спостереження, показали, що і в цьому випадку 
регулятори, синтезовані за вище описаною мето-
дикою, помітно переважають стандартні за шви-
дкістю перехідних процесів..  
 Висновки. Отримані нами регулятори за вка-
заних умов забезпечують значно кращі показни-
ки перехідного процесу, порівняно з регулятора-
ми, отриманими за класичною схемою. 
 Параметри перехідного процесу можна змі-
нювати вибором коефіцієнтів затухання, врахо-
вуючи мету регулювання. 
 В силу нелінійності об’єкта, а також через 
наявність обмежень по керуванню, характер руху 
системи може виявитися принципово різним при 
різних початкових умовах руху. Тому, зафіксу-
вавши параметри об’єкта та знайшовши регуля-
тор для певних значень коефіцієнтів затухання 
с0, с1, с2 , слід вивчити його поведінку при різно-
манітних початкових умовах. Слід також дослі-
дити залежність характеру перехідних процесів 
від коефіцієнтів загасання за умови, якщо вони 
змінюються незалежно один від одного. 
 Однією з можливих областей практичного 
застосування отриманих за даною методикою  
регуляторів є підготовка операторів, що керують 
динамічними об’єктами. В нашій роботі цю ідею 
було реалізовано в тренажері, призначеному для 
підвищення кваліфікації пілотів цивільної 
авіації. Основою тренажера стала модель штур-
вальної колонки літака з трьома ступенями сво-
боди, яку за допомогою АЦП було підключено 
до комп’ютера. Програма візуалізації, отри-
муючи інформацію про дії пілота, розраховує 
координати літака в просторі ї виводить на екран 
зображення картини, яку пілот бачить під час 
посадки повітряного судна. Додатково на екрані 
відображається (за вибором) «зразкова» гліссада 
– посадочна траєкторія літака, до якої слід 
наблизитися пілоту, або повітряний коридор, 
всередину якого слід потрапити для того, щоб 
успішно здійснити посадку. Крім цього, на екран 
комп’ютера може бути виведено зображення 
двох штурвалів, один з яких виконує 
індикаторну функцію – відображає дії пілота з 
реальним штурвалом, а другий має командно-
директорну функцію, показуючи оператору оп-
тимальну поведінку. Такий тренажер дозволяє 
проводити підготовку пілота в кількох режимах; 
зокрема, тренування з командно-директорним 
штурвалом дозволяє поступово покращувати 
кваліфікацію оператора. Для цього розташування 
командно-директорного штурвала обчислюється 
з застосуванням законів керування, отриманих за 
розробленою нами методикою. Оператору ста-
виться задача керувати польотом таким чином, 
щоб розходження між його діями та вказівками 
автомата було мінімальним. На початку трену-
вання слід підстроїти параметри регулятора з 
урахуванням кваліфікації оператора, а по мірі 
набуття ним необхідних моторних навичок по-
ступово змінювати параметри регулятора так, 
щоб керування наближалося до оптимального. 
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