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Abstract
We analyse Ultrasound Tongue Imaging (UTI) data from five
speakers, whose native languages (L1) are English (3 speak-
ers), German (1 speaker), and Finnish (1 speaker). The data
consist of single words spoken in the subjects’ respective native
tongues as responses to a picture naming task. The focus of this
study is on automating the analysis of ultrasound recordings of
tongue movements that take place after the subject is presented
with a stimulus. We analyse these movements with a pixel dif-
ference method (McMillan and Corley 2010; Drake, Schaeffler,
and Corley 2013a; Drake, Schaeffler, and Corley 2013b), which
yields an estimate on the rate of change on a frame by frame
basis. We describe typical time dependent pixel difference con-
tours and report grand average contours for each of the speak-
ers.
Keywords: Pre-speech articulation, ultrasound tongue imag-
ing, pixel difference, automatic data analysis
1. Introduction
Study of speech preparation has come under increasing inter-
est in recent years. Studies based on the acoustic modality
analysing e.g. questions of phonological preparation (Rastle
et al. 2000), and conversation turn taking (Heldner and Edlund
2010) have been complemented with studies based on articula-
tory data such as the recent analysis of organisation of speech
preparation processes by Tilsen and Goldstein 2012.
The most readily accessible modality of speech production
– and therefore of speech preparation – is sound. However,
recording speech sounds and sounds produced during speech
preparation is an indirect way of observing the physical pro-
cesses that produce them. Furthermore, the speech preparation
movements are mostly silent and thus best observed by directly
recording the articulation itself.
By varying the complexity of the tasks performed by the
participants of a reaction time experiment light can be shed on
the organisation of cognitive speech preparation processes (see
e.g. Rastle et al. 2000; Tilsen and Goldstein 2012). For this
purpose researchers are usually concerned with the onset time
of acoustic speech, onset of phonation, or the onset of phoneti-
cally meaningful articulatory movements.
Ultrasound Tongue Imaging (UTI) has a long history in
speech studies in general see Minifie, Kelsey, and Zagzebski
1971, for one of the first studies. Its applications range from
speech therapy see e.g. Bernhardt et al. 2005 to silent speech
interfaces Hueber et al. 2010. In comparison with the most vi-
able alternative, i.e. Magnetic Resonance Imaging (MRI), UTI
is relatively cheaper and simpler to use and has a far better tem-
poral resolution. On the down side UTI data is fairly noisy,
often contains artefacts and the imaged area is limited to the
tongue and its surface.
McMillan and Corley 2010; Drake, Schaeffler, and Corley
2013a; Drake, Schaeffler, and Corley 2013b have automated the
processing of UTI data by considering the difference or amount
of change between consequtive ultrasound frames. This differ-
ence has been defined as the Eucledian distance of two ultra-
sound frames or images as they are taken to be N dimensional
vectors, with each pixel presenting a dimension.
2. Materials and methods
The experiment used the Snodgrass-Vanderwart picture naming
task (Snodgrass and Vanderwart 1980) and it had five subjects:
Four females (P1, P2, P3, and G1) and one male (S1). All of the
speakers did the experiment in their native tongue – three in En-
glish (participants P1, P2, and P3), one in German (participant
G1) and one in Finnish (participant S1).
The experiment was run with synchronised ultrasound, lip
imaging and sound recording controlled with Articulate Assis-
tant Advanced (AAA) software (Articulate Assistant Advanced
User Guide: Version 2.14 2012) which will also be used for
the analysis. The participants were fitted with a purpose-built
headset to ensure stabilisation of the ultrasound probe (Ultra-
sound Stabilisation Headset Users Manual: Revision 1.4 2008).
Attached to the helmet was a small Audio Technica AT803b
microphone for high-quality acoustic recordings. Ultrasound
recordings were obtained at a frame rate of 201 frames per sec-
ond.
The recording was initiated 1.5 seconds before the subjects
were shown the stimulus on a computer screen, thus capturing
any movements related to speech preparation as well as making
it possible to spot cases where the subject was moving already
before the onset of the stimulus. These cases as well as ones
where the subject trouble naming the picture were excluded
from further analysis resulting still in well over 200 analysed
tokens per speaker.
2.1. Pixel differences
We analyse the samples by automatically calculating the
amount of change in the UTI data as a function of time. We
use pixel difference (McMillan and Corley 2010; Drake, Scha-
effler, and Corley 2013a; Drake, Schaeffler, and Corley 2013b)
as the change metric and evaluate it over each recording com-
paring raw ultrasound frames in sequence.
UTI commonly uses ultrasound probes which produce a
fan shaepd image of the tongue. Ordinary or interpolated ul-
trasound data refers to the form commonly displayed by ultra-
sound imaging systems as seen in Fig. 1 a). The fan image of
the ordinary ultrasound data is produced by linear interpolation
between the actual raw datapoints produced by the ultrasound
system as it images the tissues. The raw datapoints are dis-
tributed along radial scanlines with the number of scanlines and
the number of data points imaged along each scanline depend-
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Figure 1: a) 1st ultrasound frame from participant P2 naming a
picture of a lemon. b) Raw (uninterpolated) version of the same
ultrasound frame as in a). The participant is facing right. Red
arrow points to the upper surface of the tip of the tongue.
ing on the setup of the ultrasound system.
Fig. 1 b) shows a raw ultrasound frame. In our experiments
each frame has 38 scanlines (x dimension of the image) and
412 datapoints of pixels along each scanline (y dimension of
the image).
To calculate the pixel difference between two UTI frames
we interpret each raw frame as aN = nx×ny dimensional vec-
tor. The pixel difference d1 between consecutive UTI frames is
then defined as the Eucledian distance between the two frames
imk and imk+1 with indeces i and j iterating over the pixels in
x and y direction:
d1(k) =
√√√√ nx∑
i=1
ny∑
j=1
(imk(i, j)− imk+1(i, j))2 (1)
for k = {1, 2, . . . nframes − 1}. The difference can be
calculated as readily for images further removed and are defined
as
dL(k) =
√√√√ nx∑
i=1
ny∑
j=1
(imk(i, j)− imk+L(i, j))2 (2)
for k = {1, 2, . . . nframes − L}. In this paper we will use
the differences d1 and d3. The time stamp tdL(k) corresponding
to a single difference value dL(k) is defined as the average of
the time stamps of the corresponding UTI frames:
tdL(k) =
1
2
(timk + timk+L), (3)
where the time stamp of image k is the time its acquisition ends.
3. Results
[Explain the pictures here:]
Fig. 2 shows a typical clear production. The participant
has held still before starting linguistic articulation. From com-
parison with the corresponding waveform at the bottom of the
figure, it can be seen that the articulation starts a good while
before acoustic onset.
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Figure 2: A clear sample: P2 naming a picture of a lemon.
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Figure 3: A hesitation: P2 naming a picture of a chisel.
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Figure 4: Chaos: P1 naming a picture of a paintbrush.
Fig. 3 shows an example of a hesitation. The participant
moves their tongue as if they were going to speak, but returns
to rest and finally speaks later.
Fig. 3 shows a chaotic example. The participant is moving
already at the time the recording starts and continues to move
through out the whole recording.
Then explain the grand averages and thus figures 5, 6, 7, 8,
and 9.
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Figure 5: Grand averages of all participant P1’s UTI record-
ings longer than 2 seconds.
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Figure 6: Grand averages of all participant P2’s UTI record-
ings longer than 2 seconds.
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Figure 7: Grand averages of all participant P3’s UTI record-
ings longer than 2 seconds.
4. Discussion and conclusion
Points:
• Different types of productions are present in the data.
Some are easier to analyse than others.
• Individual differences are evident in the averages. For
example, S1 is slower to respond than the other partic-
ipants and P2 has more variation (i.e. probably more
movement) in the time leading up to linguistic articula-
tion. Particularly here the use of d1 in conjunction with
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Figure 8: Grand averages of all participant G1’s UTI record-
ings longer than 2 seconds.
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Figure 9: Grand averages of all participant S1’s UTI recordings
longer than 2 seconds.
d3 or some other higher order pixel difference is essen-
tial.
• The use of d3 probably needs more explanation. Could
be done by pointing to how it enhances the visibility of
hesitation in the chisel sample.
• The timeline hypothesised in the original abstract, does
not correspond with the majority of the data.
• A word or two about noise floor would be good too.
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∮
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