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Resumen
La estimación de estados no observables de un proceso es importante cuando se aplican técnicas de control automático basadas
en el espacio de estados. El diseño y uso de estos controladores conlleva suponer que los valores de los estados se podrán obtener de
una u otra forma. Cuando todos los estados son medibles, no existe la necesidad de aplicar observadores. El caso de plantas solares
cilindro-parabólicas usando modelos de parámetros distribuidos presenta el problema de no poder medir todos los valores de los
estados con sensores. En este trabajo se presenta un observador basado en un sistema de inferencia borrosa para estimar los perfiles
de temperatura de los lazos que componen el campo solar. Se aplica una técnica de reducción de complejidad basada en el análisis
de componentes principales funcionales para que el estimador sea realizable en la práctica sin ocupar mucha memoria o consumir
demasiado tiempo tanto en la computacion del algoritmo como en la programación en dispositivos industriales.
Palabras clave: Sistemas Neuro Borrosos, Análisis Componentes Principales funcionales, Estimacion Espacio Estados, Plantas
Solares, Cilidro-Parabólica, Reducción Complejidad.
Neuro-fuzzy estimator, with complexity reduction, of the temperatures of a parabolic-trough solar field
Abstract
The estimation of unobservable states of a process is important when state space control techniques are applied. These contro-
llers assume that states values are known. When all the states are measurable, there is no need to apply any observer. The case of the
solar trough plants using a distributed parameters model presents many state variables which cannot be measured with sensors. In
this work an observer based on a fuzzy inference system to estimate the temperature profiles of the loops that make up the solar field
is presented. A complexity reduction technique based on Functional Principal Analysis is applied to make the estimator realizable
in practice without occupying much memory or spend so much time in its programming in industrial devices.
Keywords: Neurofuzzy systems, Functional Principal Component Analysis, State Space Estimation, Solar trough plant,
complexity reduction.
1. Introducción
En el control automático de procesos industriales, la infor-
mación que se puede proporcionar al controlador dependerá, en
todos los casos, del tipo de controlador que se haya diseñado.
En el caso de los controladores clásicos, como un controlador
Proporcional Derivativo Integral (PID), la única información a
recibir es el error entre la referencia y la salida del sistema a
controlar. Por lo que el estado de la planta en el controlador está
limitado a una señal de error. En otro tipo de controladores más
complejos, la información que se puede proporcionar es ma-
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yor. En particular, algunos métodos de control suponen que se
conoce el estado del proceso a controlar y su dinámica, determi-
nadas por unas ecuaciones. Dentro de estos, se puede encontrar
las técnicas de Control Predictivo basado en Modelo (MPC),
las cuales son muy eficientes y muy populares. Los MPC di-
señados en el espacio de estados necesitan conocer el valor de
las variables del sistema que componen los estados del mismo.
Estos estados pueden o no, ser observables, es decir, si las va-
riables de estado pueden o no ser medidas. En caso de que no
puedan medirse por imposibilidad fı́sica o incluso económica,
pueden estimarse y el controlador puede usar las estimaciones
como los valores adquiridos por tales variables.
Las plantas solares de tecnologı́a cilindro parabólica son
uno de los procesos donde no todos los estados son medibles.
Estas plantas están formadas por un gran número de lazos de
colectores solares de cientos de metros (Solar Millennium AG,
2018; Guzmán, 2018; Kaxu Solar One, 2018; Solana Genera-
ting Station, 2018). Las temperaturas del fluido a lo largo del
tubo receptor de cada uno de los lazos que componen la planta
solar no son medibles por razones económicas.
Debido a la naturaleza no lineal del proceso, se han di-
señado múltiples técnicas de control MPC en el espacio de esta-
do obteniendo buenos resultados. Uno de los campos parabóli-
cos más utilizados en investigación es el campo ACUREX en
Almerı́a ((Rubio et al., 2009; Cirre et al., 2010)). En ((Gallego
and Camacho, 2012)), los autores proponen un MPC adaptativo
en el espacio de estados para el control del campo solar ACU-
REX realizando la estimación de los estados mediante un Uns-
cented Kalman Filter (UKF). Un MPC avanzado en el espacio
de estado se presenta en Gallego et al. (2013), donde se propone
el uso de un observador robusto de Luenberguer y la resolución
de un LMI para la estimación de los estados. Se propone un al-
goritmo basado en un Kalman Filter Extendido Iterativo (EKF)
en (Karamali and Khodabandeh, 2017) para la estimación de
las temperaturas de los colectores y de la entrada, suponiendo
que no hay un sensor en la entrada. En este caso los autores
utilizan un PID más un Feedforward para realizar el control de
la planta. En (Sánchez et al., 2018), los autores proponen una
optimización no lineal para controlar las válvulas de entrada y
una estimación de los estados mediante el uso de árboles de
clasificación y regresión (CART).
Los estimadores lineales, como el observador de Luenber-
guer, se basan en el modelo lineal de la planta, que es una apro-
ximación del modelo no lineal. Por lo tanto, se esperan errores
en la estimación en los estados. Los estimadores basados en el
EKF pueden tener problemas de convergencia debido a las no
linealidades del proceso. El UKF proporciona, en general, me-
jores resultados en las estimaciones que el EKF. Los resultados
del UKF se pueden mejorar si se hace uso de un modelo no li-
neal en su estructura, aunque esto conlleva aumentar el tiempo
de cómputo. Tanto para el desarrollo del EKF como el UKF es
necesario determinar las matrices de covarianzas de ruido que,
generalmente, no son conocidas. Es más, la matriz de covarian-
za asociada al ruido en los estados se suele construir intuitiva-
mente.
Los estimadores basados en datos como los arboles de de-
cisión (CART), aunque proporcionan buenos resultados y con
una computación rápida, también son difı́ciles de obtener debi-
do a la gran cantidad de datos necesarios para su entrenamiento
lo que al final lleva a un estimador que puede ocupar mucho
espacio en memoria.
Un enfoque diferente para estimar los estados es el uso de
redes neuronales artificiales (ANN), que pueden contener la
dinámica del proceso una vez que se entrena adecuadamente.
Las ANN se han aplicado con éxito en la estimación en va-
rios campos. En (Rehman and Mohandes, 2008), se propone
una ANN para estimar la radiación solar global y en (Black-
well et al., 2014) se desarrolla una ANN para estimar el es-
tado termodinámico atmosférico para el pronóstico del tiempo.
Además, las ANN se han combinado con sistemas de lógica bo-
rrosa para crear redes neuronales artificiales borrosas (FANN)
para la estimación, como en (Li et al., 2007) donde los autores
lo propusieron como algoritmo para la estimación del estado de
carga de baterı́as.
Al igual que las ANN, los Sistemas de Inferencia Borrosa
(Fuzzy Inference Systems o FIS) son aproximadores funciona-
les genéricos. Es decir, dado un cierto nivel de error, es posible
encontrar un FIS que se aproxime a cualquier función con un
error menor que el fijado. Esto hace que el FIS sea adecuado
para su uso como estimadores y ni siquiera tienen que basar-
se necesariamente en el espacio de estados. Se pueden encon-
trar muchos métodos en la literatura para la identificación de
parámetros de un FIS. Uno de los métodos más populares es la
formulación de un sistema borroso Takagi-Sugeno (TS) (Takagi
and Sugeno, 1985) como una ANN (Jang, 1993), también lla-
mado Sistema de inferencia adaptativo neuro-borroso (ANFIS).
Este trabajo trata de la estimación, basada en un ANFIS,
de los estados del campo solar. Es una extensión del traba-
jo publicado en (Sánchez et al., 2018), donde los estimadores
borrosos son del tipo TS, que consisten en j reglas de tipo:
IF x1 is F1 j and x2 is F2 j...and xn is Fn j, THEN: h j(x) =
γ0 j + γ1 jx1 + ... + γn jxn,
donde γi j ∈ R, x1, ..., xn son las entradas y Fi j los conjuntos
borrosos definidos por funciones de pertenencia Gausianas del
tipo:








El valor que toma la función µi j para un determinado xi se
conoce como grado de pertenencia de xi para el conjunto borro-
so Fi j. Para formular matemáticamente el sistema de inferencia
borrosa, se debe definir un mecanismo para los operadores, la
implicación, la agregación y la defuzificación. El esquema AN-
FIS en (Jang, 1993) presenta estos mecanismos en las capas
de una red. Existen varios algoritmos aplicables a ANFIS que
aprenden a actualizar los parámetros de las capas. Notablemen-
te, por ejemplo, Back-propagation (BP) (Werbos, 1974) ha sido
muy utilizado en las NN. Hay otros métodos combinados con
BP, como la combinación hı́brida de mı́nimos cuadrados y BP,
(Jang, 1993; Ghosh and Chakraborty, 2012). Una de las ven-
tajas de los sistemas borrosos sobre las NN es la adición de
reglas. Estas reglas son dadas por el conocimiento experto y la
observación del sistema por parte del ingeniero.
Como se discutió anteriormente, una de las propiedades
más importantes del FIS es su capacidad para aproximar fun-
ciones no lineales con error de aproximación acotado. Mejorar
la precisión provoca un aumento en el número de reglas. Debe
considerarse que un sistema basado en demasiadas reglas no es
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práctico y causa una pérdida de comprensión del sistema. El uso
de un método de agrupación puede evitar la explosión de reglas
y obtener los grupos naturales entre las variables de entrada y
salida. Los FIS utilizados para la estimación, también pueden
manejar sistemas no lineales y proporcionar conocimiento del
sistema que es imposible con el uso de NN. Los modelos ba-
sados en ANFIS combinan la ventaja de las ANN, como la ca-
pacidad de aprender y adaptarse y la lógica borrosa, es decir, el
conocimiento basado en reglas y la incertidumbre de gestión y
la importancia del conocimiento. A diferencia de los sistemas
basados en ANN, los ANFIS puede incorporar conocimiento a
priori para mejorar los resultados del estimador.
Sin embargo, la capacidad de construir aplicaciones de lógi-
ca borrosa se ha visto obstaculizada por el conocido problema
de la explosión de reglas combinatorias, lo que causa una gran
complejidad en el modelado. La existencia de reglas redundan-
tes también puede causar una degradación del rendimiento del
FIS (Cordon et al., 2001). En este trabajo, se utiliza una técnica
basada en el Análisis de Componentes Principales Funciona-
les (FPCA) para reducir el número de reglas para resolver este
problema.
En este artı́culo, la técnica FPCA se aplica a los estimadores
Neuro Borrosos para obtener estimaciones de las temperaturas
de los lazos de un campo solar. Como caso de estudio, se utiliza
un modelo del campo Acurex de la Plataforma Solar de Al-
merı́a (PSA). Los estimadores Neuro Borrosos se entrenan con
el modelo de parámetros distribuidos completo para realizar es-
timaciones de los perfiles de temperatura de los lazos. Se aplica
un FPCA sobre los sistemas borrosos para reducir la comple-
jidad y permitir una implementación más idónea y posible en
controladores industriales.
La estructura del resto del artı́culo es la siguiente: la Sec-
ción 2 presenta el modelo del campo solar Acurex y los mo-
delos matemáticos utilizados. En la Sección 3, se presentan los
Sistemas de Inferencia Borrosos (FIS) entrenados para la esti-
mación de las temperaturas. La reducción de la complejidad del
FIS mediante el uso de FPCA se presenta en la Sección 4. Los
resultados se muestran en la Sección 5. El artı́culo finaliza con
unas conclusiones en la Sección 6.
2. Modelo del campo solar
El campo solar ACUREX, de la Plataforma Solar de Al-
merı́a (PSA) está formado por 10 lazos de concentradores o
colectores cilindro-parabólicos. La longitud total de cada lazo
es de 172 metros. De los 172 metros, 142 metros son de par-
tes activas que reciben radiación, mientras que 30 son partes
pasivas (uniones y otras partes que no reciben radiación). En
este artı́culo, se utilizarán dos tipos de modelos matemáticos
para describir la planta: se utilizará un modelo de parámetros
concentrados para el diseño de un controlador FeedForward en
serie y un modelo de parámetros distribuidos para fines de si-
mulación. Ambos modelos se han obtenido a través de pruebas
y validaciones realizadas en la planta y han sido utilizados por
múltiples autores. Un esquema de la planta se muestra en la Fig.
1. Para obtener una descripción completa de la planta y el pro-
cedimiento de modelado, consulte (Carmona, 1985; Camacho
et al., 1997).
Figura 1: Esquemático general del campo solar Acurex.
2.1. Modelo de parámetros distribuidos
Las dinámicas de un campo solar distribuido se pueden mo-
delar mediante el siguiente sistema de ecuaciones en derivadas
parciales que describen un balance energético (Carmona, 1985;




= IKoptnoG − HlG(Tm − Ta)
−LHt(Tm − T f )
(2)
ρ f C f A f
∂T f
∂t
+ ρ f C f q̇
∂T f
∂x
= LHt(Tm − T f ) (3)
donde el subı́ndice m se refiere al metal y el subı́ndice f al flui-
do caloportador (Heat Transfer Fluid o HTF). Los parámetros y
unidades del modelo se presentan en la Tabla 1.





C Capacidad calorı́fica especı́fica J/(kg◦C)
A Area m2
T (x, y) Temperatura ◦C
Ta(t) Temperatura Ambiente ◦C
q(t) Caudal m3/s
I(t) Radiación solar W/m2
no Eficiencia geometrica Adimensional
Kopt Eficiencia óptica Adimensional
G Apertura Colector m
Hl Coeficiente global pérdidas térmicas W/(m2◦C)
Ht Coeficiente de transimisión de calor metal-fluido W/(m2◦C)
L Perı́mtero tuberı́a m
La eficiencia geométrica depende del ángulo horario, la ho-
ra solar, la declinación, el dı́a del año, la latitud local y las di-
mensiones del colector. La densidad ρ, el calor especı́fico C y
el coeficiente de transmisión de calor Ht del fluido caloportador
dependen de la temperatura del fluido. El coeficiente de trans-
misión de calor depende de la temperatura y el flujo de aceite
(Camacho et al., 1997).
El modelo se discretiza en la dimensión longitudinal del tu-
bo y de esta forma, la dinámica de cada lazo se puede simular
como una cadena de submodelos. Se ha elegido una longitud
de segmento de 1 metro para la implementación del modelo de
simulación (172 segmentos por lazo).
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2.2. Modelo de parámetros concentrados
El modelo de parámetros concentrados proporciona una
descripción general de todo el campo. La variación en la energı́a




= KoptnoS I − qPcp(Tout − Tin) − Hl(Tm − Ta) (4)
donde C es la capacidad térmica del lazo, Kopt es la eficiencia
óptica que tiene en cuenta elementos como la reflectividad y la
absortancia. La eficiencia geométrica no está determinada por la
posición de los espejos respecto del vector del haz de radiación.
El factor Pcp tiene en cuenta algunas propiedades geométricas
y térmicas del bucle. Tin es la temperatura de entrada, Hl es el
coeficiente global de pérdidas térmicas, Tm es la temperatura
media entre la temperatura de entrada y la de salida, y Ta es la
temperatura ambiente. El coeficiente Hl puede aproximarse por
1.05 kW/◦C, Pcp por 1,924 × 106 kJ/◦C, C por 2267 kW/◦C, y
la superficie reflectante total S toma el valor de 2674 m2. Estos
valores se han obtenido en base a datos relativos a las medidas
de la planta, operando en diferentes puntos de ajuste, mediante
análisis de regresión múltiple (Camacho et al., 1997).
3. Estimación del perfil de temperatura mediante FIS
Para la estimación del perfil, se utiliza en este trabajo un
ANFIS, el cual tiene una estructura neuronal de cinco capas
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Figura 2: Estructura del ANFIS.
Para entrenar la red, se necesita un conjunto de datos lo
más completo posible, es decir, que abarque distintos puntos
de trabajo. Este conjunto de datos se dividirá en dos partes: una
primera parte se dedicará al entrenamiento del estimador y la
segunda parte se usará para la prueba de verificación con el fin
de evaluar el error obtenido con el sistema diseñado. El conjun-
to de datos se creará utilizando el modelo de parámetros dis-
tribuidos. El campo solar se simulará modificando los valores
de irradiancia (de 400 a 900 W/m2), eficiencia geométrica (de
0.7 a 0.99), temperatura ambiente (de 20 a 40oC) y caudal de
aceite para un lazo (de 0.2 a 1.2 l/s). Dado que no es factible
computacionalmente tener un conjunto de datos que contenga
la dinámica no lineal completa de la planta en cualquier punto
de operación, el conjunto de datos se limitará al estado estacio-
nario. Una vez que la planta alcanza el estado estable, se ob-
tendrá el valor de la temperatura de salida del campo, ası́ como
los valores de temperatura de los segmentos del lazo. Aunque
el conjunto de datos incluye valores de irradiancia, eficiencia
geométrica, etc., se ha elegido utilizar solo la temperatura de
entrada, salida y caudal como entradas, y las temperaturas de
los diferentes segmentos del lazo como salida para obtener el
FIS. Básicamente, el observador se entrenará en función de la
diferencia térmica entre la temperatura de entrada y salida y el
caudal de aceite. De esta manera, dado un caudal y un salto
térmico (que incluye implı́citamente, para un caudal, la radia-
ción, la eficiencia geométrica y la temperatura ambiente), se
puede estimar la temperatura de cada segmento. Esta forma de
entrenar el sistema ha sido elegida para reducir el conjunto de
datos y evitar la explosión de reglas.
Para obtener el observador FIS, el lazo se dividirá en 16
segmentos ((Gallego et al., 2013)), en lugar de los 172 segmen-
tos en los que el modelo de parámetros distribuidos se divide,
por razones computacionales y el tamaño de FIS. La estimación
borrosa de cada una de las temperaturas de los 16 segmentos se
realiza con el mismo tiempo de muestreo que se usa en el con-
trolador de la planta, generalmente, Ts = 39s, (Camacho et al.,
1997).
Inicialmente, para obtener las funciones de pertenencia, es
útil utilizar un método de agrupación o clustering. Se pue-
den usar múltiples algoritmos para el análisis de agrupamiento
(Everitt et al., 2009; Jain et al., 1999; Berkhin, 2006; Xu and
Wunsch, 2005). Un algoritmo rápido de una sola iteración pa-
ra estimar el número de clústeres y sus centros de un conjunto
de datos es el clúster sustractivo (Subtractive Clustering, SC)
(Chiu, 1994). Esta técnica, como cualquier método de agrupa-
ción, se utiliza para obtener las variables lingüı́sticas apropia-
das. El método SC es una modificación del Método Mountain
(Yager and Filev, 1994).
Después de aplicar el SC y el método BP híbrido, se 
obtienen seis reglas ((Sánchez et al., 2018)):
IF x1(k) is F1i AND x2(k) is F2i, THEN: y1(k) = a1i x1(k) + a2i 
x2(k) + a3i, 1 ≤ i ≤ 6
La Figura 3 muestra las funciones de pertenencia 
resultantes para cada entrada (diferencia térmica y flujo de 
entrada-salida) y cada segmento. Se pueden observar 
similitudes entre las funciones de cada lazo. A continuación, se 
presentan los resultados de las estimaciones de temperatura de 
los segmentos de los lazos utilizando el observador basado en 
los FIS. Acurex es una planta que consta de 10 lazos que 
pueden tener diferentes reflectividades debido a la suciedad. 
Las simulaciones se han llevado a cabo aplicando un 
controlador basado en modelo (MPC) para el seguimiento de 
referencia de temperatura de salida del campo. Dado que la 
planta consta de diez lazos, la temperatura de salida del 
campo será el promedio ponderado de las temperaturas de 
todos los lazos. La consigna de temperatura se modifica para 
cambiar el punto de operación de la planta y verificar el 
rendimiento de la estimación en diferentes puntos de trabajo. 
Para el control, se ha utilizado una técnica de Control 
Predictivo Generalizado (GPC) junto a un FeedForward en 
serie.
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Figura 3: Funciones de pertenencia del observador FIS. Donde el eje de ordenadas representa el grado de pertenencia de las funciones
























(a) Temperatura de salida de campo y Set-point











































(b) Radiación solar y Caudal
Figura 4: Escenario 1. Temperatura de salida de campo (GPC control). Seguimiento de set-point.
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(a) Lazo 1, reflectividad: 0.65.























































(b) Lazo 10, reflectividad: 0.8.
Figura 5: Escenario 1. Estimacion y error de las temperaturas de los colectores usando el observador FIS.























































Figura 6: Escenario 2. Lazo 4, reflectividad: 0.74. Estimación y error de las
temperaturas de los colectores usando el observador FIS.
Este controlador se basa en funciones de transferencia y
considera el campo solar como un solo lazo. Se han simula-
do dos escenarios diferentes en distintos puntos de trabajo a lo
largo del dı́a.
En estas simulaciones, cada lazo tiene una reflectividad di-
ferente, consultar la Tabla 2.























































Figura 7: Escenario 2. Lazo 8, reflectividad: 0.79. Estimación y error de las
temperaturas de los colectores usando el observador FIS.
Los lazos se han simulado con diferentes valores de reflecti-
vidad, simulando suciedad, para mostrar que el observador pro-
puesto puede proporcionar estimaciones correctas a pesar de
que los parámetros de los lazos varı́en.
Por razones visuales y de espacio, se presentan los resulta-
dos de dos de los diez lazos con diferentes reflectividades. Se
presentan las estimaciones de 4 segmentos correspondientes a
cada uno de los 4 colectores de los lazos.
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(a) Temperatura de salida de campo y Set-point











































(b) Radiación solar y Caudal
Figura 8: Escenario 2. Temperatura de salida de campo (GPC control). Seguimiento de set-point.
El primer escenario simulado se presenta en las Figuras 4
y 5. La Figura 4 presenta la simulación del funcionamiento del
GPC para el caso 1 en la que se puede ver cómo el controla-
dor realiza un buen seguimiento del set-point de la temperatura
de salida del campo. La Figura 5 muestra la estimación de las
temperaturas/errores de los segmentos de los lazos 1 y 10, con
reflectividades 0.65 y 0.8 respectivamente. Se puede observar
que el estimador tiene un buen comportamiento.
Tabla 2: Escenarios simulados. Reflectividad de lazos











El primer escenario simulado se presenta en las Figuras 4
y 5. La Figura 4 presenta la simulación del funcionamiento del
GPC para el caso 1 en la que se puede ver cómo el controla-
dor realiza un buen seguimiento del set-point de la temperatura
de salida del campo. La Figura 5 muestra la estimación de las
temperaturas/errores de los segmentos de los lazos 1 y 10, con
reflectividades 0.65 y 0.8 respectivamente. Se puede observar
que el estimador tiene un buen comportamiento.
Respecto al lazo 10, se observa que, aunque tiene una re-
flectividad más alta que el lazo 1, el estimador tiene un buen
rendimiento ya que las temperaturas de entrada y salida se uti-
lizan como entradas para el sistema borroso. Como se explicó
anteriormente, dado que solo se usaron las temperaturas y el
caudal de aceite para el entrenamiento, la reflectividad se re-
fleja implı́citamente en la diferencia de temperatura entre las
temperaturas de entrada y salida.
El segundo escenario simulado se presenta en las Figuras
8, 6 y 7. Como antes, el resultado del funcionamiento del GPC
para el caso 2 se presenta en la Figura 8.
Las Figuras 6 y 7 muestran los resultados de la estimación
usando el FIS de los segmentos de los lazos 4 y 8, con 0.74 y
0.79 de reflectividad respectivamente. Una vez más, se puede
observar que la estimación es bastante fiel al comportamiento
real del lazo, tanto en la zona dinámica como en el estado esta-
ble en los diferentes puntos de operación.
4. Reducción del FIS mediante FPCA
Considerando los escenarios previos y tomando el modelo
de parámetros distribuidos (2,3) con 172 segmentos, si el núme-
ro de reglas por segmento es de 6, se tendrán 1032 reglas por
cada FIS, lo que hace un total de 10320 reglas. Aunque los mo-
dernos PLC tienen una capacidad de memoria grande, se debe
tener en cuenta que el tiempo empleado por el programador pa-
ra escribir todas y cada una de las reglas en cada uno de los
FIS, puede que no compense económicamente, comparado con
estrategias de control más simples. Se hace necesario reducir el
número de reglas. Una manera sistemática de lograrlo es me-
diante la aplicación de un FPCA sobre los FIS, tal y como se
muestra más detalladamente en (Escaño and Bordons, 2014) y
(Escaño et al., 2019).
Tomando el operador AND de cada una de las reglas de los
FIS, como la multiplicación de los grados de pertenencia, con





Y usando como método de defuzificación la media ponderada,
para un sistema TS, la salida de cada FIS será:∑N





α j(x)h j(x) (6)
Siendo α j(x) las funciones antecedentes y h j(x) las funciones
consecuentes. Si h j(x) = γ0 j + γ1 jx1 + ... + γn jxn son funciones






γ0 j + γ1 jx1 + ... + γn jxn
)
. (7)
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Que puede ser reescrita como:





α j(x) · γ ji. (9)









γ10 γ20 . . . γN0
γ11 γ21 . . . γN1
...








γ̃(x) = Γ · α(x). (10)
Si se definen las funciones media y covarianza de γ̃(x), como:
E[γ̃(x)] = E[γT ] · α(x) = γ̄T · α(x),
Cov[γ̃(x), γ̃(s)] = α(x)T cov(Γ)α(s). (11)




Cov[γ̃(x), γ̃(z)] · δ(z)dz, (12)
∀γ̃ ∈ L2[0, X],∀x, z ∈ [0, X]
Supongamos que las autofunciones resultantes del análisis
FPCA descrito en (Escaño and Bordons, 2014) y (Escaño et al.,
2019) son
δ(x) = α(x)T · β, (13)
siendo β ∈ RN×N . Teniendo en cuenta (11), el operador de co-
varianza será, entonces:∫ X
0
Cov[γ̃(x), γ̃(z)] · δ(z)dz = (14)∫ X
0
α(x)T cov(Γ)α(z) · α(z)T · βdz =
α(x)T cov(Γ) ·W · β; (15)
por tanto, la ecuación integral del análisis FPCA, teniendo en
cuenta (13), queda como:
α(x)T cov(Γ) · V · β = λ · α(x)T · β;





α(z) · α(z)T dz. (17)
Las funciones δ(x) son ortogonales, luego
〈δi(x), δ j(x)〉 = βTi · V · β j = 0.






2 · cov(Γ) · V
1
2 · u = λ · u. (18)
De esta forma, el problema se reduce a uno simétrico de valores
propios. Una vez conocidas las funciones propias (13), la nueva
matriz de consecuentes P, se obtiene de
γ̃(x) = Γ · α(x) = P · δ(x), (19)
Aplicando la técnica de reducción a los FIS que estiman la
temperatura de los cuatro colectores a lo largo del primer lazo
del escenario 1, se obtienen las siguientes matrices de cambio
de base de antecedentes (βFIS i), junto a los autovalores (λFIS i):
βFIS 1 =

0,1329 0,0400 −0,3690 −0,5631 0,1133 0,2597
0,1334 −0,1246 0,2845 0,0074 −0,0941 −0,1652
0,1352 0,0006 0,0582 0,1421 0,0052 0,4935
0,1414 0,3406 0,2007 −0,0383 0,6775 −0,2722
0,1416 −0,0443 0,1044 0,7475 −0,1161 −0,3425





0,1357 −0,0273 −0,0781 −0,6371 0,1755 0,0329
0,1272 0,0958 0,0913 0,1708 −0,2427 −0,2222
0,1308 0,0284 0,0072 0,0667 0,4306 −0,0773
0,1442 −0,2435 −0,6560 0,0810 −0,2210 −0,0707
0,1406 0,0934 0,0929 0,6909 −0,1936 0,3160





0,1403 −0,0370 0,4681 0,3087 −0,3062 0,1702
0,1215 0,0903 −0,1438 0,0738 0,3229 −0,1682
0,1276 0,0348 0,2535 −0,3323 −0,0607 −0,0235
0,1471 −0,2449 −0,1326 0,0386 0,3083 0,5850
0,1423 0,1181 −0,6996 −0,3434 0,0442 −0,1230





0,1329 0,0400 −0,3690 −0,5631 0,1133 0,2597
0,1334 −0,1246 0,2845 0,0074 −0,0941 −0,1652
0,1352 0,0006 0,0582 0,1421 0,0052 0,4935
0,1414 0,3406 0,2007 −0,0383 0,6775 −0,2722
0,1416 −0,0443 0,1044 0,7475 −0,1161 −0,3425









































Se puede elegir un nuevo subespacio, usando una nueva ba-
se de autofunciones, cuyos autovalores cumplen un criterio de





donde v ∈ [0, 1] es un ı́ndice de variabilidad. El valor v = 1
corresponde a la máxima variabilidad, la cual corresponderı́a
a la dimensión que cubre la suma total de los valores propios.
Llamaremos N a la dimensión del espacio original y R a la del
reducido.
Usando ese criterio, se observa que el primer valor propio
contiene la mayor parte del valor de la suma de todos. Sin em-
bargo, usando solo una regla, se puede observar que los esti-
madores muy cercanos al último segmento son los únicos que
presentan un error menor al estimar la temperatura.
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(a) Escenario 1. Lazo 1, reflectividad: 0.65.























































(b) Escenario 2. Lazo 8, reflectividad: 0.79.
Figura 9: Reducción FPCA a (2,2,5,1) reglas por colector. Estimación y error de las temperaturas.
5. Resultados
La Figura 10 muestra el valor de la temperatura estimada de
los colectores a lo largo del primer lazo del escenario 1 cuando
solo se utiliza una regla por cada FIS.























































Figura 10: Reducción FPCA. 1 regla por colector. Escenario 1. Lazo 1, reflec-
tividad: 0.65. Estimación y error de las temperaturas.
Es posible comprobar como, con una sola regla por colec-
tor, resulta difı́cil obtener una buena estimación de la tempera-
tura utilizando el FIS, salvo en el caso del último colector. Por
ello, los próximos experimentos se realizarán añadiendo más
reglas por colector de forma que los errores que se obtengan
sean aceptables para su uso.
Utilizando como criterio el número mı́nimo de reglas que
logran un error de estimación aceptable, se llega a la siguien-
te configuración: 2 reglas para el colector 1-FIS, 2 reglas para
el colector 2-FIS, 5 reglas para el colector 3-FIS y 1 regla pa-
ra el colector 4-FIS (2,2,5,1). Los resultados se muestran en la
Figura 9.
Se comprueba que al añadir más reglas por colector, los re-
sultados mejoran notablemente. Lógicamente, a mayor número
de reglas, mejor será la estimación. En este caso, los colecto-
res 3 y 4 presentan unos errores muy cercanos a cero al usar
5 reglas para el colector 3 y 1 para el cuarto colector. Se han
añadido más reglas en el tercer colector ya que es en el que se
obtuvo un mayor error en la estimación cuando se aplicó una
única regla en el caso anterior, Figura 10. Los colectores 1 y 2
presenta unos errores de estimación constante que puede elimi-
narse. La Figura 11 presenta los resultados después de realizar
dicha corrección del error.
La reducción de reglas para el colector 3 implica arrastrar
continuamente un gran error, pero aproximadamente constante.
La Figura 12 muestra los errores de estimación al considerar
una configuración de 2 reglas para colector 1-FIS, 2 reglas pa-
ra colector 2-FIS, 2 reglas para colector 3-FIS y 1 regla para
colector 4-FIS (2,2,2,1), para el escenario 1, lazos 1 y 10.
Las Figuras 13 (a,b,c,d) presentan la estimación de las tem-
peraturas de colectores al eliminar el promedio de los errores
obtenidos previamente para los dos escenarios y los lazos 1, 4,
8 y 10. En los resultados, tras la corrección del error medio,
se observa que aunque siguen apareciendo errores en la esti-
mación son pequeños. Se puede ver que, en general, el error
cometido en la estimación de las temperaturas de los colecto-
res durante la operación, está por debajo de 2,5oC. Se observa
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(a) Escenario 1. Lazo 1, reflectividad: 0.65.





















































(b) Escenario 2. Lazo 8, reflectividad: 0.79.
Figura 11: Reducción FPCA a (2,2,5,1) reglas por colector y corrección del error medio. Estimación y error de las temperaturas.























































(a) Lazo 1, reflectividad: 0.65.
























































(b) Lazo 10, reflectividad: 0.8.
Figura 12: Escenario 1. Reducción FPCA a (2,2,2,1) reglas por colector. Estimación y error de las temperaturas.
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(a) Lazo 1, reflectividad: 0.65.






















































(b) Lazo 10, reflectividad: 0.8.





















































(c) Lazo 4, reflectividad: 0.74.





















































(d) Lazo 8, reflectividad: 0.79.
Figura 13: Resultados del estimador con las reglas (2,2,2,1) y corrección del error medio
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un pico de unos 10oC de poca duración durante un fuerte tran-
sitorio solar que sufre la planta. En general, el error cometido
en la estimación es asumible y menor, en términos generales,
que el obtenido con un estimador robusto Luenberger presenta-
do en (Gallego et al., 2013), donde la ganancia del observador
se computa mediante la resolución de problemas LMI. En este
estudio los autores presentan las estimaciones y errores obteni-
dos en el perfil de temperatura de los colectores donde se pue-
de comprobar que, en términos generales los errores cometidos
son iguales o menores a 7oC con algunos picos de alrededor de
10oC.
6. Conclusiones
En este trabajo se han desarrollado estimadores borrosos,
construidos a partir de datos, utilizando técnicas de agrupa-
miento. Se han utilizado para estimar la temperatura de cuatro
segmentos de una planta solar térmica cilindro-parabólica. Se
han simulado dos casos en los que se han aplicado diferentes
set-points de temperatura a la salida del lazo a lo largo del dı́a.
En estas simulaciones, cada lazo tiene una reflectividad diferen-
te. Se han obtenido resultados de estimación muy satisfactorios
en lazos con diferentes reflectividades. Para reducir el número
de reglas, se ha aplicado una técnica FPCA. Después de una co-
rrección de error, los resultados de la estimación siguen siendo
satisfactorios, lo que permite reducir la memoria y el esfuerzo
de programación.
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