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abstract
We study the vortex dynamical behaviour of a Ginzburg-Landau (G-L) sys-
tem of related to inhomogeneous superconductors as well as to three-dimensional
superconducting thin films having variable thickness. It is proved that the
vortices are attracted by impurities or inhomogeities in the superconducting
materials. This rigorously verifies the fact predicted recently by a few authors
using a method of formal asymptotics or approxiamate computation. Using
this fact, furthermore, we prove the strong H1-convergence of the solutions to
the G-L system.
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1
1 Introduction and Main Results
Consider the solutions, Vε = (V
1
ε , V
2
ε ) : Ω −→ R2 for a smooth bounded
domain Ω ⊂ RN with N ≥ 2, to the following initial-boundary value problem
of Ginzburg-Landau system;


∂Vε
∂t
= ∆Vε +∇ω∇Vε + AVε + BVε
ε2
(1− |Vε|2) in Ω× (0,∞)
Vε(x, t) = g(x) on ∂Ω × (0,∞)
Vε(x, 0) = V
0
ε (x) in Ω,
(1.1)
where ω,A and B are given smooth functions defined on Ω¯. Equation (1.1) is
a simple model which simulates inhomogeneous type II superconducting ma-
terials as well as three-dimensional superconducting thin films having variable
thickness. In the inhomogeneous materials, the equilibrium density of super-
conducting electrons is not a constant, but a positive and smooth function
on Ω¯. Letting a(x) denote the density function and neglecting the magnectic
field, one obtains that
∂u
∂t
−∆u = u
ε2
(a(x)− |u|2). (1.2)
By setting V (x, t) = u(x, t)/
√
a(x), equation (1.2) reduces to the equation in
(1.1) with
ω(x) = ln a(x), A(x) =
∆
√
a(x)√
a(x)
and B(x) = a(x).
We refer to [1], [2], [3] and the references therein for the detailed discussion
of the motivation and physical background for equation (1.2) and its more
general form involving magnectic field and electric field. There are several
theoretical results on the static case of (1.2); see, for example, [3], [4], [5], [6]
for the minimizers of the functional associated with the static case and [7] for
the state-solutions.
Another model which also reduces to the equation in (1.1) is the following:
∂u
∂t
=
1
a(x)
div(a(x)∇u) + u
ε2
(1− |u|2). (1.3)
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This equation is related to three-dimensional superconducting thin films hav-
ing variable thickness. Let Ω × (−δa(x), δa(x)) be the domain occupied by
these materials, where Ω ⊂ R2. Then this superconducting film was modeled
as two-dimensional objects by equation (1.3) in [8], [9]. We refer the reader to
[4], [8] and [9] for the study of the minimizers of a functional associated with
the static case of (1.3). Obviously, (1.3) is the special form of the equation in
(1.1) with
ω(x) = ln a(x), A ≡ 0 and B ≡ 1.
The connection between the steady solutions for (1.1) and the self-similar
solutions for harmonic maps was studied in [10] recently.
Physically, the points at which a solution to problem (1.1) equals to zero
are called vortices. In the case of N = 2, ω(x) ≡ A(x) ≡ 0 and B(x) ≡ 1, the
vortex dynamics was studied previously for the steady equations by Bethuel,
Brezis and He´lein [11]. (For the minimum solution, see [12]). Furthermore,
Lin [13], independently, Jerrard and Soner [14] and [15], studied the dynam-
ical law for the vortices of uε(x, t) = Vε(x, | ln ε|t), where Vε(x, t) solves the
initial-boundary value problem (1.1) under the same case. Their dynamical
law is described by an ODE, d
dt
y(t) = −∇W (y(t)) where W is some known
function related to the domain and the boundary condition and called as the
renormalized energy functional associated with the steady problem [11], [13]or
[15]. The results in [13] and in [15] were generalized to the Neumann boundary
condition by Lin in [16].
However, there are few results for the vortex dynamics in the orginal time
(not scaling by the time factor | ln ε|), especially for equations (1.2) and (1.3),
not to speak of for (1.1). Up to our limit knowledge, one can only locate
one result for equation (1.3) by Lin in [16]. He proved that as ε → 0, under
some suitable assumptions on the initial and boundary data, the solutions,
uε(x, t), of the Dirichlet initial-boundary valued problem for equation (1.3),
subconverge in H1loc(Ω¯ \ {y1(t), y2(t), · · · , yk(t)}), where the functions yj(t) :
[0, T )→ Ω ⊂ R2 satisfy the following ODE:


d
dt
yj(t) = −a−1(yj(t)))∇a(yj(t)), 0 ≤ t ≤ T,
yj(0) = bj
(1.4)
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Here k, dj, d are some constants related to the initial data, while T is chosen
so that aj(t) will stay inside Ω and yl(t) 6 =yj(t) for all 0 ≤ t ≤ T and for
all j 6 =l, j, l = 1, 2, · · · , k. See Theorem 1.1 in [16] for the details. The first
author in [17] proved that T, in fact, is +∞ and each solution yj(t) of (1.4)
converges to a critical point of a(x) as t → ∞ as long as a(x) is analytic at
its critical points and bj ∈ Ωj ⊂⊂ Ω satisfies minx∈∂Ωj a(x) > a(bj) for some
domain Ωj .
In recent paper [18], the authors started studying the vortex dynamics of
equation (1.2) with N = 2. They proved that the vortices are attracted by
the local minimum points of a(x) and the vortex dynamics is described by
equation (1.4). Moreover, the authors conjectured that similar results should
be true for equation (1.3).
In this paper, we will verify this conjecture. In fact, we will prove that all
results for equation (1.2) in [18] are also true for problem (1.1) (see Theorem
1 and the first part of Theorem 2 below). In particular, we will prove that
for most sufficient large t, under some suitable conditions, all the vortices of
problem (1.1) are pinned together to the local minimum points of ω(x) in
Ω as ε → 0. This result was observed by Chapman and Richardson in [1]
for equation (1.2) and Du and Gunzburger in [8] for equation (1.3). They
used a matched asymptotic method or approximate computation method to
predict that vortices for equation (1.2) or (1.3) (in fact, for a more complicated
equation involving magnetic field and electric field), are attracted to the the
local minimum points of a(x). Our results in this paper will show that their
predictions are correct. See Remark 1 below.
As our second goal, we will study the strong H1-convergence of solutions
to problem (1.1). Although our strong convergence result, the second part of
Theorem 2 below, can be viewed as a generalization of Theorem 1.1 in [16],
our method to prove it is based on the vortex convergence, the first part of
Theorem 2, and is completely different from the arguments in [16].
To state our main results, we need the following assumptions:
(A1) g : ∂Ω −→ R2 is smooth, |g(x)| ≡ 1 on ∂Ω;
(A2) ω ∈ C2,α(Ω¯), A, B ∈ Cα(Ω¯) (α > 0), ω(x) > 0 and B(x) > 0
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for all x ∈ Ω¯;
(A3) the initial data V
0
ε ∈ C2(Ω¯;R2) (ε > 0) satisfies V 0ε (x) = g(x)
on ∂Ω and
||V 0ε ||C(Ω¯) ≤ K,
∫
Ω
ρ2(x)[|∇V 0ε |2 +
1
2ε2
(|V 0ε |2 − 1)2]dx ≤ K
for a constant K (independent of ε ) and some m distinct points b1, b2, · · · , bm
in Ω, where ρ(x) = min{|x− bj |, j = 1, 2, · · · , m}.
(A4) For each j, there exists some Lipschitz domain Gj such that bj ∈
Gj ⊂⊂ Ω,minx∈∂Gj ω(x) > ω(bj), j = 1, · · · , m.
As a start point, consider the ordinary differential system


d
dt
yj(t) = −∇ω(yj(t)), 0 ≤ t <∞,
yj(0) = bj
(1.5)
where j = 1, 2, · · · , m, and ∇ω is the gradient of the function ω with respect to
x = (x1, · · · , xN) ∈ RN . It is this system that will play an important rule in the
course of the proof of our main results. As preliminary, we will generalize the
resuls for (1.4) in [17] to system (1.5) in next section under an extra condition
(A5) either ω has only nondegenerate critical points in Ω or it is analytic
in some neighborhood of its critical points.
Particularly, the existence and uniqueness of global solutions to (1.5) will
be guaranteed by conditions (A2) and (A4)(see Lemmas 4 and 5 below).
As the main results, we will first prove the following compactness for the
solutions to problem (1.1) for all N ≥ 2 which is the generalization of Theorem
1.1 in [16] and Theorem 1.2 in [18] for N = 2.
Theorem 1 Suppose that the hypotheses (A1), (A2), (A3) and (A4) are sat-
isfied. Let yj(t) be solutions to problem (1.5) (1 ≤ j ≤ m) and set
Ω(ω) = Ω¯× (0,∞)\ ∪mj=1 {(x, t) : x = yj(t), 0 < t <∞}.
Then there is a positive constant ε0 (depending only on the infimum of B and
the superemum of |A|) such that the set {Vε : ε ∈ (0, ε0)} of the classical solu-
tions to problem (1.1) is bounded in H1loc(Ω(ω)). Moreover, given any sequence
εn ↓ 0, there exists a subsequence (still denoted by itself) such that Vεn −→ V
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weakly in H1loc(Ω(ω)) with V satisfying |V (x, t)| = 1 a.e. in Ω(ω), V = g on
∂Ω× (0,∞), and the equation
∂V
∂t
= ∆V + V |∇V |2 +∇ω∇V in D′(Ω(ω)).
We will use this compactness result, covering arguments and elliptic esti-
mates to prove the following vortex convergence.
Theorem 2 Suppose that N = 2 and all the hypotheses in Theorem 1
under this case are fulfilled. Let Vε be a classical solution to problem (1.1) for
each ε > 0. Then for any δ ∈ (0, 1
4
) and any interval I ⊂ (0,∞) with |I| > 0,
one can find t ∈ I and ε1 > 0 such that the following two conclusions hold true
for all ε ∈ (0, ε1):
(i)
{x ∈ Ω¯ : |Vε(x, t)| ≤ 1
2
} ⊂ ∪mj=1Bδ(yj(t))
and
||Vε(x, t)| − 1| ≤ C(δ, t)ε 12 , ∀x ∈ Ω¯ \ ∪mj=1Bδ(yj(t)) := Ω(ωδt );
(ii) if , furthermore, A(x) ≤ B(x) for all x ∈ Ω¯, then
|||Vε(·, t)| − 1||H1(Ω(ωδt )) + ε−1|||Vε(·, t)| − 1||L2(Ω(ωδt )) ≤ C(δ, t)ε
1
4 (1.6)
and the convergence, V (·, t)εn −→ V (·, t), in Theorem 1, is strong convergence
in H1(Ω(ωδt )) as n→∞.
Corollary 3 Besides the assumptions in Theorem ??, we further assume
that for some t, the set
{∂tVε(x, t), ε ∈ (0, ε0)} is a bounded set in L2loc(Ω¯\{y1(t), · · · , ym(t)}). Then
for any δ ∈ (0, 1
4
), there is a constant ε1 > 0 such that conclusions (i) and (ii)
of Theorem 2 hold true for all ε ∈ (0, ε1).
The organization of this paper is as follows. As we have mentioned before,
we will follow the arguments in [17] to study the system (1.5) and generalize
the main result in [17] for our use later in next section. Section three will be
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devoted to the proof of Theorem 1. Finally in section four, we will finish the
proof of Theorem 2 and its corollary 3.
Before we are going to the detail proof of our results, we would like to make
the following remarks.
Remark 1 It is worth to point out that Theorem 2 (Corollary 3),together
with Lemmas 4 and 5 below, imply that for most large t, all the vortices of
Vε(x, t) for (1.1), as ε → 0, move toward and eventurally pin together at the
critical points of ω(x) in Ω if (A1) − (A5) are satisfied. In particular, if each
G¯j contains no other critical points of ω(x) than its local minimum points,
then all the vortices of Vε(x, t) are pinned to the minimum points.
Remark 2 Obviously, the unique solution of (1.5) is yj(t) ≡ pj (j =
1, 2, · · · , m) for all t ∈ [0,+∞) if ∇ω(pj) = 0. This shows that if ω ≡ constant,
the vortices for (1.1) do not move in any finite time interval. In fact, in this
case, formal analyses indicate that, if initial V ε0 has isolated vortices, then
these vortices move with velocities of the order of | ln ε|−1. This prediction was
proved rigorously in [13] and [15].
Convention: Throughout this paper, we use the letter C to denote various
constants independent of ε but maybe depending on Ω, ω(x), A(x), B(x), g,K
and other known constants.
2 Preliminaries
Observing that ordinary differential system (1.5) is nothing but (1.4) with
lna(x) replaced by ω(x), we can apply the result and method for (1.4) in [17]
to (1.5).
First, following the arguments from (2.1) to (2.3) in [17], we have
Lemma 4 Suppose ω satisfies (A2) and (A4). Then (1.5) has a unique C
3
solution (y1, y2, · · · , ym) : [0,∞)→ RmN . Furthermore, if bj 6= bl for all j 6= l,
then
a. for all t ∈ [0,∞) and 1 ≤ j 6= l ≤ m, yj(t) 6= yl(t);
b. for all t ∈ [0,∞) and 1 ≤ j ≤ m, yj(t) ∈ Gj.
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Lemma 5 Assume that ω satisfies (A2) and (A4) as well as (A5). Then
for each j = 1, 2, · · · , m, there exists bj ∈ G¯j which are critical point of ω such
that yj(t)→ bj as t→ +∞.
Proof. Repeating the proof of Theorem 1.2 in [17] with lna(x) replaced by
ω(x), one easily obtains the desired results. Here we would like to point out
two facts in order for the reader easy to follow the arguments.
1. To prove y(t) → b as t → ∞ under the conditions that ∇ω(b) = 0
and ω(y(t)) ↓ ω(b), we may assume that ω(y(t)) > ω(b) for all t ∈ (0,∞).
Otherwise, it is easy to find a t0 > 0 such that ω(y(t)) = ω(b) for all t ∈ (t0,∞).
This yields
0 = ∇ω(y(t)) · y′(t) = −|y′(t)|2
by (1.5). Hence y(t) = b for all t ∈ (t0,∞).
2. The hypothesis that ω has only nondegenerate critical points b implies
that
|∇ω(x)| ≥ θ1|ω(x)− ω(b)| 12 ∀x ∈ Bθ2(b) (2.1)
for some positive constants θ1 and θ2.
In fact, Since ∇ω(b) = 0 and det(∇2ω(b)) 6 =0, we have
|∇ω(x)| = |∇2ω(b) · (x− b)| + o(|x− b|)|
= {(x− b)⊤ · (∇2ω(b))⊤∇2ω(b) · (x− b)} 12 + o(|x− b|)
≥ λ0|x− b|+ o(|x− b|)
and
|ω(x)− ω(b)| = |(x− b)⊤ · ∇2ω(b) · (x− b)|+ o(|x− b|2)
≤ max{|λ1|, |λ2|, · · · , |λn|}|x− b|2 + o(|x− b|2),
where λ0 is the minimum eigenvalue of (∇2ω(b))⊤∇2ω(b) and λ1, λ2, · · · , λn are
the eigenvalues of ∇2ω(b). Thus the hypothesis det(∇2ω(b)) 6 =0 guarantees
that (2.1) is true.
Corollary 6 In Lemma 5, if Ω is replaced by RN and (A4) replaced by the
following assumption:
|x| ≤ Ψ(ω(x)) (2.2)
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and
|∇ω(x)| ≤ φ(|x|), (2.3)
where Ψ : R → R+ is a increasing function and φ is a positive function
satisfying ∫ +∞
α
φ−1(t)dt = +∞ (2.4)
for some α > 0, then all the conclusion of Lemma 5 is also true.
Proof. Using (2.3) and (2.4)and applying Wintner’s theorem (Theorem
2.5 of Chapter 1 in [19]) to system (1.5), one can conclude that (1.5) has a
unique solution in [0,+∞). Moreover, by (2.2), one can see that the solution
is bounded in RN uniformly for t ∈ [0,∞). The remaining part of the proof is
the same as in [17].
3 Proof of Theorem 1
Throughtout this section, we assume (A1), (A2), (A3) and (A4), although some
conclusions below need only parts of these assumptions.
Lemma 8. Let Vε be classical solutions to problem (1.1). Then there exists
an ε0 > 0 such that for all ε ∈ (0, ε0)
|Vε(x, t)|2 ≤ C, ∀(x, t) ∈ Ω¯× [0,∞) (3.1)
and
|∇Vε(x, t)|2 + |∂Vε
∂t
| ≤ C
ε2
, ∀(x, t) ∈ Ω¯× [ε2,∞). (3.2)
Proof. Denote
ε0 = [
infx∈ΩB(x)
1 + supx∈Ω |A(x)|
]
1
2 . (3.3)
Let W = |Vε|2. Dropping the subscript ε, we see that the equaton in (1.1)
reads as
∂tW = ∆W +∇ω∇W − 2|∇V |2 + 2BW
ε2
(1−W ) + 2AW. (3.4)
If (3.1) were not true for some ε ∈ (0, ε0), we could use (A1) and (A3), and
employ the usual arguements for maximum principle to find a point (xε, tε) ∈
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Ω× (0,∞) (for each ε ) at which
W > 2, ∇W = 0, ∂tW ≥ 0 and ∆W ≤ 0. (3.5)
Moreover, (3.4) gives us ∂tW ≤ 2(A − Bε2 )W at (xε, tε). This yields a contra-
diction as ε ∈ (0, ε0).
By a scaling arguement, considering the equation for Uε(x, t) = Vε(εx, ε
2t)
and using (1.1) and standard local parabolic estimates, we immediately obtain
(3.2).
Corollary 8 Let Vε be classical solutions to problem (1.1). If A(x) ≤ B(x)
for all x ∈ Ω¯, then |Vε(x, t)|2 ≤ 1 + ε2 for all (x, t) ∈ Ω¯ × [0,∞) and for all
ε > 0.
Proof. It is obvious from the proof of Lemma 7, observing thatW > 1+ε2
and so ∂tW ≤ 2(A− B)W at (xε, tε).
Set
Eε(V (x, t)) =
eω(x)
2
[|∇V (x, t)|2 + B(x)
2ε2
(1− |V (x, t)|2)2]. (3.6)
Lemma 9 Let Vε be solutions to (1.1). Then for any T > 0, there exist
two positive constants C(T ) and σ(T ) (both depending on T) such that for all
ε ∈ (0, ε0), all δ ∈ (0, σ(T )) and all t ∈ [0, T ], one has
Bδ(yl(t)) ⊂ Ω, Bδ(yl(t)) ∩ Bδ(yj(t)) = ∅ for l 6 =j
and
∫ T
0
∫
Ω\∪mj=1Bδ(yj(t))
|∂Vε
∂t
|2dxdt+ sup
0≤t≤T
∫
Ω\∪mj=1Bδ(yj(t))
Eε(Vε)dx ≤ δ−2C(T ).
Proof. For each T > 0, by Lemma 4 we can find a σ = σ(T ) > 0 such
that
σ ≤ 2
1 + supx∈Ω |∇ lnB|
(3.7)
and for all t ∈ [0, T ],
min
1≤l,j≤m
{dist(yj(t), ∂Ω), |yj(t)− yl(t)| for l 6 =j} ≥ 4σ. (3.8)
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Motivated by a method in [15], we choose a smooth monotone function φ :
[0,∞) −→ [0,∞) such that
φ(r) =


r2, if r ≤ σ
σ2, if r ≥ 2σ. (3.9)
Let
ρ(x, t) = min
1≤j≤m
|x− yj(t)|.
It follows easily from (3.8) that φ(ρ(x, t)) is smooth in x as well as in t for all
(x, t) ∈ Ω¯ × [0, T ]. Dropping the subscript ε, applying integration by parts,
noting ∂tV = ∂tg = 0 on ∂Ω × (0,∞) and using (3.6) and the equation in
(1.1), we obtain
d
dt
∫
Ω
φ(ρ(x, t))E(V )dx
=
∫
Ω
dφ(ρ)
dt
E(V ) +
∫
Ω
φ(ρ)eω[∇V∇Vt − ε−2BV (1− |V |2)Vt]
=
∫
Ω
dφ(ρ)
dt
E(V )−
∫
Ω
Vt∇V∇φ(ρ)eω −
∫
Ω
φ(ρ)[∇(eω∇V )
+ε−2BeωV (1− |V |2)]Vt
=
∫
Ω
dφ(ρ)
dt
E(V )−
∫
Ω
eω|Vt|2φ(ρ) +
∫
Ω
eωVtAV φ(ρ)−
∫
Ω
eωVt∇V∇φ(ρ)
≤
∫
Ω
dφ(ρ)
dt
E(V )− 1
2
∫
Ω
φ(ρ)eω|Vt|2 + 1
2
∫
Ω
φ(ρ)eω|AV |2 −
∫
Ω
eωVt∇V∇φ(ρ)
≤ C − 1
2
∫
Ω
φ(ρ)eω|Vt|2 +
∫
Ω
[
dφ(ρ))
dt
E(V )− eωVt∇V∇φ(ρ)]dx, (3.10)
where we have used (3.1) and (3.9) and C depends only on K, σ, ||A||C(Ω) and
||ω||C(Ω).
One can use the notation Ui =
∂U
∂xi
and the summation convention to com-
pute
eωVt∇V∇φ(ρ) = eω∇V∇φ[∆V +∇ω∇V + AV + ε−2BV (1− |V |2)]
= eωφi{−(4ε2)−1[B(1 − |V |2)2]i + (4ε2)−1(1− |V |2)2Bi
−2−1(|∇V |2)i + [ViVj]j + ViωjVj + AV Vi}.
By virtue of this equality, integration by parts and the fact of ∇kφ(ρ) = 0
on ∂Ω (see (3.8) and (3.9)), one gets that
∫
Ω
eωVt∇V∇φ(ρ)dx
11
=
∫
Ω
[∆φE(V ) + (4ε2)−1eω(1− |V |2)2∇B∇φ
+∇φ∇ωE(V )− ViVj(eωφi)j + eω(ViVjωj + AV Vi)φi]dx. (3.11)
Combing (3.10) and (3.11) yields
d
dt
∫
Ω
φ(ρ(x, t))E(V )dx ≤ C − 1
2
∫
Ω
φ(ρ)eω|Vt|2
+
∫
Ω
{E(V )[(φ(ρ)t −∇ω∇φ]
+ I1(V )}dx+ I2(V ), (3.12)
where
I1(V ) = e
ωViVjφij −∆φE(V )− (4ε2)−1eω(1− |V |2)2∇B∇φ (3.13)
and
I2(V ) = −
∫
Ω
eωAV∇V∇φ
≤
∫
Ω
[|AV |2 |∇φ|
2
φ
+ φ|∇V |2]eω
≤ C[1 +
∫
Ω
φ|∇V |2]. (3.14)
Here we have used (3.1) and (3.9).
If ρ(x, t) ≥ σ, by (3.9) one has
E(V )|φ(ρ)t −∇ω∇φ|+ |I1(V )| ≤ Cφ(ρ)E(V ). (3.15)
If ρ(x, t) ≤ σ, on the other hand, then φ(ρ(x, t)) = |x − yl(t)|2 for some l.
Hence φij = δij and
I1(V ) = e
ω(1−N
2
)|∇V |2− e
ωB(1− |V |2)2
4ε2
[N+2(x−yl(t))·∇ lnB] ≤ 0 (3.16)
by (3.7). Moreover, using (1.5) we have
φ(ρ)t −∇ω∇φ = 2(x− yl(t))(∇ω(yl(t))−∇ω(x))
≤ 2|x− yl(t)|2||ω||C2(Ω¯)
= 2||ω||C2(Ω¯)φ(ρ(x, t)). (3.17)
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Combing (3.12)-(3.17), we obtain
d
dt
∫
Ω
φ(ρ(x, t))Eε(Vε)dx+
1
2
∫
Ω
φ(ρ(x, t))eω|Vt|2
≤ C[1 +
∫
Ω
φ(ρ(x, t))Eε(Vε)dx]
for all t ∈ [0, T ]. Hence, by Gronwall’s inequality and (A3), we deduce that
∫
Ω
φ(ρ(x, t))Eε(Vε)dx+
1
2
∫ t
0
∫
Ω
Ec(t−s)φ(ρ(x, t))eω|∂tVε|2dxds ≤ C.
This result, together with the fact that φ(ρ(x, t)) ≥ δ2 for all t ∈ [0, T ],
all x ∈ (Ω¯\ ∪ml=1 Bδ(yl(t)) and any δ ∈ (0, σ(T )), immediately implies the
conclusion of Lemma 9.
Proof of Theorem 1: Recall the Gj in (A4) and let
δ0 = min
1≤j≤m
dist(Gj, ∂Ω). (3.18)
Then by Lemma 4, we have
min
1≤j≤m
dist(yj(t), ∂Ω) ≥ δ0, ∀t ∈ [0,∞). (3.19)
Set
Ωr(t) = Ω\ ∪mj=1 Br(yj(t)). (3.20)
For any T > 0 and any δ ∈ (0, δ0), it follows from Lemma 9 and (A2) that
∫ T
0
∫
Ωδ/4(t)
|∂Vε
∂t
|2dxdt+ sup
0≤t≤T
∫
Ωδ/4(t)
[|∇Vε|2 + 1
ε2
(1− |Vε|2)2]dx ≤ C(δ, T )
(3.21)
for all ε > 0. This shows that the set {Vε : ε > 0} is bounded in H1loc(Ω(ω)).
Using (3.21) and applying a diagnonal method for δ ↓ 0 and T ↑ ∞, we
see that, for any sequence εn → 0, there is a subsequence Vεn (denoted still by
itself) such that Vεn −→ V weakly in H1loc(Ω(ω)). Moreover, (3.21), (3.2) and
Lebesque’s domainated convergence theorem imply that
|V (x, t)| = 1 a.e. in Ω(ω). (3.22)
By taking the wedge product of Vεn with the equation in (1.1), we have
Vεn ∧
∂Vεn
∂t
= div(Vεn ∧∇Vεn) + Vεn ∧ (∇ω∇Vεn).
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Passing to the limit, we conclude that
V ∧ ∂V
∂t
= div(V ∧ ∇V ) + V ∧ (∇ω∇V ) in D′(Ω(ω)).
But (3.22) yields
V
∂V
∂t
= 0, div(V∇V ) = 0 in D′(Ω(ω)).
Combing the last three equations with (3.22), one gets


Vt = ∆V + V |∇V |2 +∇ω∇V in D′(Ω(ω))
|V | = 1 in Ω(ω)
u = g on ∂Ω.
This completes the proof of Theorem 1.
4 Proof of Theorem 2
We assume N = 2 as well as (A1), (A2), (A3) and (A4) throughout this section.
Let Vε be classical solution to problem (1.1) . Then all conlusions in the last
section hold true. We will use covering arguments and ellitic estimates to
prove Theorem 2 by the coming lemmas.
Lemma 10 For any T0 > 0, there exist constants C(T0) > 0 and σ1 =
σ1(T0), σ1 ∈ (0, σ(T0)/4) with the same σ(T0) as in Lemma 9 such that for all
t ∈ [0, T0], for all x0 ∈ Ω\ ∪mj=1 Bσ1(yj(t)) , for all r ∈ (0, σ1) and for all
ε ∈ (0, ε0), one has
∫
∂Ωr(x0)
|x− x0||∂Vε
∂ν
|2ds+
∫
Ωr(x0)
1
ε2
(1− |Vε|2)2dx
≤ C(T0) {
∫
∂Ωr(x0)
|x− x0|[|∂Vε
∂T
|2 + 1
4ε2
(1− |Vε|2)2]ds
+
∫
Ωr(x0)
|x− x0|[1 + |∇Vε|2 + |∇Vε||∂tVε|]dx}, (4.1)
where Ωr(x0) = Br(x0)∩Ω, ν and T are, respectively, the exterior unit normal
vector and tangent vector of ∂Ωr such that (ν, T ) is direct.
Proof. By Lemma 9 and the fact that Ω is smooth, we can find constant
α = α(T0), σ1 = σ1(T0) ∈ (0, σ(T0)/4) such that for all t ∈ [0, T0], all x0 =
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x0(t) ∈ Ω\ ∪mj=1 Bσ1(yj(t)) and all r ∈ (0, σ1),
(x− x0) · ν ≥ α|x− x0|, ∀ ∈ ∂Ωr(x0). (4.2)
Multiplying the equation in (1.1) by ∇Vε · (x− x0) and integrate it over Ωr =
Ωr(x0). Neglecting the subscript ε, we obtain that
1
4ε2
∫
Ωr
(1− |V |2)2div(B(x) · (x− x0))
=
1
4ε2
∫
∂Ωr
(1− |V |2)2B(x)ν · (x− x0)
+I3 + I4 + I5, (4.3)
where
I3 =
∫
∂Ωr
∂(−V )
∂ν
· (∇V · (x− x0)),
I4 =
∫
Ωr
∇V · ∇(∇V (x− x0)),
and
I5 =
∫
Ωr
∂tV · (∇V · (x− x0))− (∇ω∇V + AV )(∇V · (x− x0))
≤
∫
Ωr
C(|V |2 + |∇V |2 + |∂tV ||∇V |)|x− x0|dx.
By virtue of (A2) and the smallness of r we may assume
div(B · (x− x0)) ≥ λ > 0 (4.4)
for all x ∈ Ωr and some constant λ depending only on A. On the other hand,
the integrand in I3 can be writted as
−∂V
∂ν
· [(∂V
∂ν
ν+
∂V
∂T
T )(x−x0)] ≤ −4
5
|∂V
∂ν
|2ν · (x−x0)+C|∂V
∂T
|2|x−x0|. (4.5)
The integrand in I4 is nothing but div(
1
2
|∇V |2(x− x0)). Hence, we have
I4 =
∫
∂Ωr
(
1
2
|∇V |2ν · (x− x0))ds (4.6)
Combing (4.2)-(4.6) and using (3.1), we have deduced the desired (4.1).
Lemma 11 For any interval I ⊂ (0,∞) with |I| > 0 and any δ ∈ (0, 1
4
), there
exist t ∈ I and η0 > 0 such that
∫
Ωδ/4(t)
|∂Vε
∂t
|2dx+
∫
Ωδ/4(t)
[|∇Vε|2 + 1
ε2
(1− |Vε|2)2]dx ≤ C(t, δ) < +∞ (4.7)
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for all ε ∈ (0, η0). Moreover, there exist a ε1 ∈ (0, η0) such that
{x ∈ Ω¯ : |Vε(x, t)| < 1
2
} ⊂ ∪mj=1Bδ/4(yj(t)), ∀ε ∈ (0, ε1). (4.8)
Proof. The proof is almost the same as the one of Lemma 4.2 in [18].
Here we copy it just for the convenience.
First, Using (3.21) and standard methods in real analysis, we easily get
(4.7). Thus, what we need do is only to prove (4.8) for sufficiently small
δ > 0 and the same t as in (4.7). If the conclusion were not true, we could
find δ1 ∈ (0, σ(t)) (with the same σ(t) as in Lemma 9), a sequence εk ց 0,
εk ∈ (0, δ1), and {xk} ⊂ Ω¯ \ ∪mj=1Bδ1(yj(t)) such that |Vεk(xk, t)| < 12 for all
k. Hence, by virtue of (3.2) and the fact |Vε| = |g| = 1 on ∂Ω, we see that
there is a ball BC1εk(xk) ⊂ Ω \ ∪mj=1B δ1
2
(yj(t)) for some constant C1 > 0 with
|Vεk(x, t)| ≤ 34 for all x ∈ BC1εk(xk) and all sufficiently large k ≥ k0. Let
rk = C1εk, Bk = Brk(xk) and Vk = Vεk . Since N = 2, one has that
ε−2k
∫
Bk
(1− |Vk(x, t)|2)2dx ≥ C2 > 0 (4.9)
for all k ≥ k0 and some positive constant C2 depending only on C1.
On the other hand, as rk → 0, (4.7) implies that
∫
Ω√rk (xk)
|∂Vk
∂t
|2dx+
∫
Ω√rk (xk)
[|∇Vk|2 + ε−2k (1− |Vk|2)2]dx ≤ C(t, δ) (4.10)
for all k ≥ k0. Thus, letting
fk(r) =
∫
∂Br(xk)∩Ω
[|∇Vk|2 + ε−2k (1− |Vk|2)2]ds
we have
C(t, δ) ≥
∫
(B√rk (xk)\Brk (xk))∩Ω
[∇Vk|2 + ε−2k (1− |Vk|2)2]dx
=
∫ √rk
rk
fk(r)dr
≥ 1
2
| ln rk| min
rk≤r≤√rk
{rfk(r)}, ∀k ≥ k0.
Therefore, for each k ≥ k0, we can find a λk ∈ (rk,√rk) such that
λkfk(λk) ≤ 2| lnλk|−1C(t, δ). (4.11)
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Using Lemma 10 for x0 = xk and r = λk, we obtain
ε−2k
∫
Bk
(1− |Vk|2)2 ≤ ε−2k
∫
Ωλk (xk)
(1− |Vk|2)2
≤ Cλk[
∫
Ωλk (xk)
(1 + |∇Vk|2 + |∇Vk||∂tVk|)dx
+
∫
∂Ω
|∂Vk
∂T
|2ds+
∫
∂Bλk∩Ω
(|∂Vk
∂T
|2 + (1− |Vk|
2)2
4ε2k
)ds]
≤ C[λk + 2| lnλk|−1] (by (4.10) and (4.11)).
This contradicts with (4.9) because of the fact λk → 0. In this way, we finish
the proof of Lemma 11.
Lemma 12 With the same δ, t and ε1 as in Lemma 11, one has that for all
x ∈ Ω¯ \ ∪mj=1Bδ(yj(t)),
1− C(δ, t)ε 12 ≤ |Vε(x, t)| ≤ 1 + C(δ, t)ε 12 , ∀ε ∈ (0, ε1). (4.12)
Proof. we follow the proof of Lemma 4.3 in [18]. Here we give the details
just for the reader’s convenience. Fix x0 ∈ ∂Ω and let σ2 = 14 min{1, [σ(T )]2}.
Using (4.7) and the arguements from (4.10) to (4.11) one can easily see that
∫
∂Bλε(x0)∩Ω
[|∇Vε(x, t)|2 + (1− |Vε(x, t)|
2)2
ε2
]dx ≤ C(δ, t, σ2) (4.13)
for some λε ∈ [σ2,√σ2] and all ε ∈ (0, ε1). Moreover, (4.13), (4.7) and Lemma
10 imply that
∫
∂Ω |∂Vε∂N |2 ≤ C independent of ε. Therefore, we deduce that
∫
∂Ω
|∇Vε|2ds+
∫
Ωδ/4(t)
(|∇Vε|2 + |∂Vε
∂t
|2 + (1− |Vε|
2)2
ε2
)dx ≤ C(δ, t) (4.14)
and
α1 ≥ |Vε(x, t)|2 ≥ α2 > 0, ∀x ∈ Ωδ/4(t) (by (3.2) and (4.8)) (4.15)
for all ε ∈ (0, ε1). Let R0 be a positive constant to be determined later. As
we will see, it depends only on α1, α2 and C(δ, t) in (4.14). Fix a constant
r0 ∈ (0,min{ δ4 , R0}) which will be suitably small at last. For an arbitrary y ∈
Ωδ(t), choose a number R ∈ (0,min{ δ8 , R0−r02 }) satisfying B2R+r0(y) ⊂ Ω δ2 (t).
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Write
Vε(x, t) = ρε(x, t)e
iψε(x,t)
on B2R+r0(y)× (t−Cε, t+Cε) for some Cε > 0(see (3.2)) so that the equation
in (1.1) turns to be
div(ρ2ε∇ψε) = ρ2ε(∂tψε −∇ψε∇ω) in B2R+r0(y) (4.16)
and
∆ρε+B
(1 − ρ2ε)
ε2
ρε = |∇ψε|2ρε+∂tρε−∇ρε∇ω−Aρε in B2R+r0(y). (4.17)
Moreover, using (4.14) and the Fubini’s theorem(see the arguements from
(4.10)to the (4.11)), one can find Rε ∈ (R,R + r02 ) such that
∫
∂BRε (y)
|∇Vε|2 + (1− |Vε|
2)2
ε2
≤ 2r−10 C(δ, t). (4.18)
It easily follows from (4.18) and Lemma 7 that
max
x∈∂BRε (y)
|1− |Vε(x, t)|2| ≤ C(r−10 , δ)ε
1
2
which, together with (3.1), implies that
|1− |Vε(x, t)|| ≤ C2ε 12 (4.19)
for all x ∈ ∂BRε(y) , all ε ∈ (0, ε1) and some constant C2 depending only on
r−10 , δ and t.
On one hand, applying Theorem 2.2 of Chapter V in [20] to the equation
(4.16) for ψε with the coefficient ρε satisfying (4.15)and using the notation∮
E =
1
E
∫
E , we obtain that
(
∮
B
R+
r0
2
(y)
|∇ψε|pdx)
1
p ≤ C3{(
∮
B2R+r0 (y)
|∇ψε|2dx) 12
+ R[
∮
B2R+r0 (y)
(|∇ψ||∇ω|+ |∂tψε|)
2p
3 dx]
3
2p }(4.20)
for some p ∈ (2, 3] depending only on α1, α2 in (4.15), for some R0 > 0
depending only on α1, α2 and C in (4.14), for some C3 > 0 depending only on
p, α1 and α2, for all R <
R0−r0
2
, and for all ε ∈ (0, ε1).
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On the other hand, equation (4.17) implies that the function
U¯ε(x, t) ≡ 1− ρε(x, t)
satisfies
−∆U¯ε + Cε(x)
ε2
U¯ε = fε
in BRε(y) with 0 < C(α1) ≤ Cε(x) ≡ B(1 + ρε)ρε ≤ C(α2) and
fε ≡ |∇ψε|2ρε + ∂tρε −∇ω∇ρε −Aρε ∈ L
p
2 (BRε(y)).
By (4.20) and (4.14), we see that
||fε||L p2 (BRε (y)) ≤ C(α1, α2, δ), ∀ε ∈ (0, ε1).
Moreover, (4.19) yields −C4ε 12 ≤ U¯ε ≤ C4ε 12 on ∂BRε(y). Therefore, a standard
elliptic estimate (Theorem 8.16 in [21]) gives us
|U¯ε| ≤ C(C2, α1, α2)ε 12 in BRε(y)× {t}.
Particularly, we have
1− Cε 12 ≤ ρε(x) = |Vε(x, t)| ≤ 1 + Cε 12 , ∀x ∈ BR(y), ∀ε ∈ (0, ε1). (4.21)
Now for any G0 ⊂⊂ Ω, choose r0 = 14 min{R0, δ, dist(G0, ∂Ω)} and fix
R = min{δ
8
,
R0 − r0
2
,
1
4
dist(G0, ∂Ω)}.
Then, by the arbitrariness of y ∈ G¯0 \ ∪mj=1Bδ(yj(t)), we can find finite balls,
BR(yi), i = 1, 2, · · · , n, such that ∪ni=1BR(yi) ⊃ G¯0 \ ∪mj=1Bδ(yj(t)) and (4.21)
holds true for all x ∈ BR(yi) and all i = 1, 2, · · · , n. In this way, we conclude
1−Cε 12 ≤ |Vε(x, t)| ≤ 1 +Cε 12 , ∀x ∈ G¯0 \ ∪mj=1Bδ(yj(t)), ∀ε ∈ (0, ε1) (4.22)
for some constant C and ε1 both independent of ε. Moreover, using the fact∫
∂Ω |∇Vε|2 ≤ C(δ)(see (4.14)) and repeating the argument above for ΩR =
BR(y)∩Ω with y ∈ ∂Ω, we can find a domain G′ ⊂⊂ Ω such that (4.22) holds
true for all x ∈ Ω¯ \ G′. Combining this result with (4.22), we have proved
Lemma 12.
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Now, combining Lemmas 11 and 12, we have completed the proofs of con-
clusion (i) of Theorem 2 as well as the corresponding part of Corollary 3.
Next, we are going to prove the second part of Theorem 2.
Lemma 13 {ψε : ε ∈ (0, ε1)} is compact in H1(B) with B = BR+ r0
2
(y).
Proof. (4.14) and (4.15) imply that {∇ρ2ε : ε ∈ (0, ε1)} is bounded in
L2(B). Thus, by (4.20) and Holder inequality, we see that {∇ρ2ε∇ψε : ε ∈
(0, ε1)} is bounded in Lq(B) with q = 2pp+1 > 1. Hence {ψε : ε ∈ (0, ε1)} is
bounded in W 2,q(B) by (4.7), (4.15), equation (4.16) and standard elliptic
estimates. Furthermore, the Rellich-Kondrachov’s theorem tells us that the
set {ψε : ε ∈ (0, ε1)} is compact in H1(B).
To complete the proof of conclusion (ii) of Theorem 2, we need only to
prove estimate (1.6). This is because the strong convergence of Vεn → V is a
direct consequence of Theorem 1, Lemma 13, and (1.6).
In order to prove (1.6), we rewrite (4.17) as
∆ρε +
(1 + ε2 − ρ2ε)
ε2
ρε = |∇ψε|2ρε + ∂tρε −∇ρε∇ω − (A− 1)ρε.
Multiplying this equality by ρε and integrating it over BRε(y), we have
∫
BRε(y)
(1 + ε2 − ρ2ε)
ε2
ρ2εdx =
∫
BRε (y)
[|∇ρε|2 + |∇ψε|2ρ2ε + (∂tρε −∇ρε∇ω
− (A− 1)ρε)ρε]dx−
∫
∂BRε(y)
∂ρε
∂ν
ρε.
It is easy to see that the sum on the right side hand can be bounded by a
constant C3 = C(α1, α2, δ, t, r
−1
0 ) due to (4.7), (4.15) and (4.18). Theorefore,
applying (4.15), corollary 8 and conclusion (i) of Theorem 2, we obtain that
∫
BRε (y)
(1 + ε2 − ρ2ε)2
ε2
dx ≤ α−22
∫
BRε(y)
(1 + ε2 − ρ2ε)2
ε2
ρ2εdx
≤ max
(x,t)∈Ω(ωδ/2t )
(1 + ε2 − ρ2ε)C3
≤ C(C3, δ, t)ε 12 .
Hence
ε−2
∫
BRε (y)
(1− |Vε|2)2dx = ε−2
∫
BRε(y)
[(1 + ε2 − ρ2ε)2 − ε4 − 2ε2(1− ρ2ε)]dx
20
≤ Cε 12 . (4.23)
On the other hand, setting Pε = 1 − |Vε|2, we have, by equation (4.17),
that
−∆Pε + 2ρ
2
εPε
ε2
= 2|∇ψε|2ρ2ε + ∂tρ2ε + 2|∇ρε|2 −∇ρ2ε∇ω − 2Aρ2ε
in BRε(y). Multiplying this equation by Pε, integrating the resulted equality
over BRε(y), and using (4.7), (4.15), (4.18), (4.23), the boundedness of |ψε|2
in L2(B), and the estimate
|Pε| = (1 + |Vε|)(1− |Vε|) ≤ C(δ, t)ε 12
from the conclusion (i) of Theorem 2, we obtain that
∫
BRε(y)
|∇Pε|2dx ≤ C(δ, t)ε 12 . (4.24)
Observing ∇|Vε| = ∇ρε = −(2ρε)−1∇Pε, we have, by (4.15) and (4.24), that
∫
BRε (y)
|∇|Vε||2dx ≤ C(δ, t)ε 12 . (4.25)
Finally, using (4.23), (4.25) and Lemma 13, and repeating the covering argu-
ments in the end of the proof of (i) of Theorem 2, we have proved the (1.6)
and thus (ii) of Theorem 2.
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