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Introduction
The Internet has made it easier to access many videos via video-sharing services such as YouTube * and videostreaming services such as Netflix * * and Hulu * * * . The number of videos posted to these services is expected to continue to increase [1] . Users are generally required to input queries when they want to watch a video. Thus, when users cannot provide suitable queries that accurately reflect their desired video, successful retrieval of a video becomes difficult [2] . In order to solve this problem, many video recommendation methods that do not require any queries have been studied, and they are broadly classified into two main types of method [3] : collaborative filtering [4] , [5] and content-based filtering [6] , [7] . In methods based on collaborative filtering, users who have similar preferences are found on the basis of evaluation scores given by the users. However, there is the problem that videos that have not been evaluated in advance cannot be recommended by these methods (first-rater prob- lem). In methods based on content-based filtering, on the other hand, videos are recommended to the target user by using features obtained from the video (video features) to overcome the problem of collaborative filtering. However, video features obtained by these methods do not take the user's preference into consideration. Thus, it is difficult to recommend videos by using only video features. In order to solve the above problem, it is necessary to extract each user's preference. There have been some benchmarking studies on extraction of important features included in original features by using the relationship between original features and their corresponding scores (e.g., original video features and evaluation scores for the video) [8] - [13] . However, when different users give the same evaluation scores for the same video, features extracted by these methods become the same. In other words, supervised feature extraction methods for original features are still not sufficient to extract each user's preference. Therefore, the introduction of other features that can represent the target user's preference more accurately is needed.
Many methods use biological signals (e.g., brain waves and heart rate) to extract unique features for each user [14] - [19] . However, these approaches put a physical burden on the users since biological signals are usually obtained by a device attached to the body. However, since incameras are mounted on some information and communication devices (e.g., personal computers, smartphones and tablet-type information terminals), user's viewing behavior can be determined without putting a physical burden on the user. In addition, viewing behavior such as gazing, facial expressions and body movements is closely related to the user's attention, and they are important factors for extracting the user's individual preference [20] . From these viewpoints, some methods to predict a target user's evaluation score for a video by using his/her viewing behavior have been reported [21] - [24] . However, these methods have not taken into account users who do not show conspicuous viewing behavior. There are clear differences in the degrees of viewing behavior shown by users. Thus, the problem of the use of only a target user's viewing behavior not working effectively must be overcome.
In this paper, we propose a new framework to further improve the accuracy of estimation of personalized video Fig. 1 Overview of the proposed method. Our method uses viewing behavior obtained from multiple users (P users), not just a target user. The use of multiple users' viewing behavior is supportive for estimation of the target user's preference.
preference in order to solve the above problem. Figure 1 shows an overview of the proposed method. As shown in the figure, we focus on the relationships between the video, viewing behavior and evaluation scores. Furthermore, our method uses not only the target user's viewing behavior but also other users' viewing behavior. Therefore, the proposed method tries to find the target user's preference based on multiple relationships obtained from "video", "viewing behavior acquired from multiple users including the target user" and "evaluation scores given by the target user for the video". In our method, we first introduce Supervised Multiview Spectral Embedding (SMSE) [25] , which is one of the state-of-the-art methods for multimodal dimensionality reduction. Using this method, the dimension of the video features can be effectively reduced while weights of each feature are being considered. Next, our method calculates "canonical video features", which maximize correlations between the three kinds of features using Supervised Multi-View Canonical Correlation Analysis (sMVCCA) [26] . Furthermore, we also calculate several canonical video features using multiple users' viewing behavior, and these canonical video features are integrated to represent the target user's video preference. This approach using multiple users' viewing behavior provides a solution to the above-mentioned problem, and this is the biggest contribution of this paper. Finally, Support Vector Ordinal Regression with Implicit Constraints (SVORIM) [27] (i.e., a classifier) is trained by the integrated canonical video features, and prediction of evaluation scores for a new video becomes feasible. Note that our work shown in this paper is an extended version of [28] .
In our method, all of the three features (video, viewing behavior and evaluation scores for videos) are required for training. Meanwhile, in the test phase to predict evaluation scores for new videos, only the video features are input to the classifier; that is, any users' viewing behavior and evaluation scores are not needed. This prediction is made possible by transforming the raw video features into the canonical video features that have strong correlations with the users' viewing behavior and evaluation scores. This is one of the strengths of our method. On the other hand, if one of these features (e.g., viewing behavior or evaluation scores) cannot be obtained at all, our method does not work. In actual application, viewing behavior may not be obtained in sections of videos by the error of face or body tracking. However, in our method, the viewing behavior (and evaluation scores) is used in the training phase only, and not used in the test phase described the above. We do not need to be concerned about the tracking error of short time since training data that failed to obtain can be substituted for data obtained from other videos. This paper is organized as follows. First, we explain extraction of three kinds of features used in our method and their smoothing in Sect. 2. In Sect. 3, we calculate the integrated canonical video features that are newly desired based on SMSE and sMVCCA using multiple users' viewing behavior. In Sect. 4, SVORIM is trained from the integrated canonical video features to realize estimation of the evaluation scores for a new video. In Sect. 5, we show experimental results to confirm the effectiveness of our method. Finally, conclusions are given in Sect. 6.
Feature Calculation
This section shows the extraction of features. First, we explain three kinds of features used in our method in 2.1. Next, we explain procedures for smoothing of these features in 2.2.
Extraction of Three Kinds of Features
In this subsection, we explain three features used in our method: video features, viewing behavior features and label features. In a training dataset, the proposed method calculates video features u i (i = 1, 2, · · · , N) and their corresponding pth (1 ≤ p ≤ P) user's viewing behavior features (p) i and label features l i of a target user, where N = N v i=1 n i , and N v means the number of training video, and n i is the number of frames in ith video; that is, N is the number of all training samples. The details of these three features are shown below.
Video features (1209 dimensions):
We adopt 145-dimensional audio features obtained by MIRtoolbox [29] , which consists of Dynamics, Spectral, Timbre, Tonal and Rhythm as shown in Table 1 . In addition, we use HSV Color Histogram (HSVCH) [30] and Bag of features [31] based on Speeded-Up Robust Features [32] (SURF-Bof). Thus, the video feature vectors u i ∈ R D v are extracted for each ith sample, where D v = 1209 as shown in Table 1 . Note that we apply SMSE to the 1209-dimensional original video features in 3.1 and then reduce these dimensions.
Viewing behavior features (22 dimensions):
The user's facial features and body movement features are obtained by using a Kinect sensor † as shown in Table 1 . In order to calculate the facial features, Kinect detects landmark points on the user's face and then constructs a 3D face model corresponding to the landmark points. This 3D face model enables acquisition of some data such as head poses and facial expression descriptor based on Action Units (AUs) [33] provided by the Microsoft Face Tracking Software Development Kit for Kinect for Windows (Face Tracking SDK) † † . These AUs support six points of facial movements (Upper lip raiser, Jaw lowerer, Lip stretcher, Brow lowerer, Lip corner depressor and Outer brow raiser). Thus, 14-dimensional facial features can be obtained. In addition, we also obtain the user's angle or distance to a display based on the user's skeleton extracted from the Kinect. Thus, we obtain 8-dimensional body movement features. In this way, we obtain the viewing behavior feature vectors b ( 
Label features (R dimensions):
A target user evaluates all videos in R grades while watching them. Thus, we obtain evaluation scores for video l i ∈ R 1 from the target user. Note that these scores are expanded into R-dimensional binary vectors based on [26] after they are smoothed in 2.2. Finally, the label feature vectors l i ∈ R D l are extracted for each ith sample, where D l = R.
Smoothing of Features
In this subsection, we explain smoothing of the three features described in the previous subsection. These features are smoothed in order to improve their robustness based on [28] . First, we define a constant parameter of short time width s corresponding to a frame of the video. We use before and after s samples for each ith sample. In other words, 2s + 1 samples in total are used for each sample. Next, the three features shown in the previous subsection are smoothed as follows:
where round(·) means an operator to round off evaluation scores. As described in 2.1, label features are expanded into binary vectors after smoothing. Since the smoothing of the three features enables improvement of their robustness, we will be able to observe more practical features.
Calculation of Integrated Canonical Video Features
In this section, the method for calculation of the integrated canonical video features is shown. First, we explain the dimensionality reduction of video features based on SMSE in 3.1. Next, we explain the method for calculating sMVCCAbased integrated canonical video features using the three kinds of features in 3.2. It should be noted that the maximum dimensionality of the canonical video features calculated by sMVCCA becomes less than the lowest one in each modality. Since the dimensionality of video features is higher than those of the other features, viewing behavior features and label features, we first show reduction of the dimensionality of video features in 3.1.
Dimensionality Reduction of Video Features Based on SMSE
SMSE is one of the state-of-the-art supervised dimensionality reduction methods for multimodal features. In our method, SMSE is used in order to reduce dimensions of video features while weights of each feature can be adjusted.
As described in the previous section, our method prepares three kinds of video features, Audio, HSVCH and SURF-Bof. We then define the mth (m ∈ {A, H, S})
where A, H and S mean Audio, HSVCH and SURF-Bof, respectively. Furthermore, D v m means the dimensionality of the mth feature. Next, we define a matrix containing a target sample and its K-nearest neighborhoods as
In our method, the mapping of V m,i in the spaces constructed for dimensionality reduction (embedding spaces) is defined
where Dv means the dimensionality of the mapped video features in the embedding space, and Dv ≤ D v m . In order to preserve local neighborhood embeddings for all samples, the following optimization problem is solved:
. Moreover, α = {α m } m∈{A,H,S} means weights for each feature. In addition, we calculate the following weights in order to preserve the same evaluation scores for a video and calculate the similarity between u m,i and u m,i k in the original video feature space:
where l i is an evaluation score of u m,i , and l i k is an evaluation score of u m,i k , and t m is defined as follows:
Thus, the optimization problem is solved with consideration of the similarity within the same evaluation scores. Next, we explain global coordinate alignment. Each local neighborhood embeddingV m,i ∈ R Dv×(K+1) is a subset of a global embeddingV ∈ R Dv×N . Thus, Eq. (2) can be rewritten as follows:
where L (n) m,i ∈ R N×N is the normalized Laplacian matrix, and I Dv ∈ R Dv×Dv is the identity matrix. The matrix L (n) m,i is calculated as follows. We first define the weight ma-
. At the same time, we also define the diagonal matrix D m ∈ R N×N , whose diagonal element has l [W m ] i,l . From these, Laplacian matrices L m = D m − W m are calculated. Thus, we can obtain the normalized Laplacian matrix as follows:
Note that we use the symmetric normalized graph Laplacian used in SMSE [25] and multiview spectral embedding (MSE) [34] , which is an unsupervised version of SMSE.
Since α m must be non-negative values in Eqs. (2) and (5), the property that the eigenvalues of the positive semi-definite matrix are non-negative values is used in [25] , [34] . Therefore, other than the symmetric version, we will also be able to use other versions of graph Laplacian (e.g., combinatorial or random-walk version) in SMSE. Moreover, γ in Eq. (5) is a parameter that can control the weights of each feature. The domain of this parameter is 1 < γ. If the parameter is set as γ → 1, the bias of the weights of each feature becomes large. On the other hand, if the parameter is set as γ → ∞, the bias becomes small; that is, each weight becomes equal. Finally, in order to solve Eq. (5), an alternating optimization algorithm is adopted on the basis of [34] , [35] . First, the weights are initialized as α i = 1/3, and the following Λ is calculated:
Next, we obtain embedding video featuresV ∈ R Dv×N
by solving the following optimization problem using Λ obtained from Eq. (7):
whereV is a matrix including eigenvectors corresponding to eigenvalues obtained by eigenvalue decomposition of Λ.
Note that we choose the smallest Dv eigenvalues. From Eq. (5), we obtain the following Lagrange function using the Lagrange multiplier approach:
where ζ is the Lagrange multiplier. From Eq. (9), α m are updated by solving the above function as follows:
where tr(·) is an operator of trace. Since L (n) m is a positive semi-definite matrix, its eigenvalue and α m are nonnegative values. We then perform calculations from Eq. (7) to Eq. (10), iteratively. Our method continues to update α m until the difference by updates is less than Th α . From the converged α m , we can obtain the finalV using Eqs. (7) and (8) . Specifically, the objective function in Eq. (8) can be rewritten as follows:
arg min VV
where Q is the optimal projection for VΛV T under the constraint of QQ T = I D v . As seen from the above, SMSE effectively reduces dimensions from the original video features
while giving consideration to the weights of each feature and the local neighborhood structures within classes.
sMVCCA-based Integrated Canonical Video Features
In this subsection, we calculate sMVCCA-based integrated canonical video features using the three features described in the previous section. First, we obtain an embedding video feature matrixV = [û 1 ,û 2 , · · · ,û N ] ∈ R Dv×N as mentioned in the previous subsection. Next, we define several matrices for viewing behavior features since our method uses several viewing behavior obtained from multiple users, not just a target user. Specifically, we define a pth user's viewing behavior feature matrix
, · · · , P}, and P is the number of integrated candidate users. We define p = 1 as the target user. Moreover, we define a binary vector l i ∈ R D l obtained from evaluation scores given by the target user. Based on [26] , the vector is expanded into a binary matrix L = [l 1 , l 2 , · · · , l N ] ∈ R D l ×N since the dimensionality of the canonical video features integrated by sMVCCA is less than min{Dv, D b , D l }. From these matrices, we calculate the optimal projection vectors by maximizing the sum of three kinds of pair correlations: correlation betweenV and B (p) (video and pth user's viewing behavior), correlation betweenV and L (video and label) and correlation between B (p) and L (pth user's viewing behavior and label). Specifically, we calculate the following optimization problem in order to obtain the optimal projection vectors w
where is a small hyperparameter to balance the regularization term. The above optimization problem is rewritten in the following generalized eigenvalue problem using the Lagrange multiplier approach:
where λ is an eigenvalue, and D = Dv + D b + D l . By solving the above generalized eigenvalue problem, we can obtain the following projection matrix for a video:
where D p < min{Dv, D b , D l }, and λ d (λ d > λ d+1 ; d = 1, 2, · · · , D p − 1). Note that w (p) v,d is an optimal projection vector for a video corresponding to an eigenvalue λ d . Next, we calculate canonical video features based on the pth users' viewing behavior using the optimal projection matrix for a video as follows:
We use P users as we defined earlier. Thus, we can obtain a set of P optimal projection matrices. Finally, these matrices are integrated by the following concatenation: (2) . . .
where D = P p=1 D p . In this way, we calculate the integrated canonical video features from the collaborative use of multiple users' viewing behavior. The use of other users' viewing behavior, not just the target user's viewing behavior, is supportive for estimation of the preference for a video that the target user has not seen yet.
SVORIM-Based Score Prediction for a Video
In this section, we explain the SVORIM-based score prediction method for a video. We first explain the reason why SVORIM [27] is used in our method as a classifier to predict evaluation scores for a video. In [36] , sixteen kinds of ordinal regression classification methods are compared in terms of computation time, Mean Absolute Error (MAE) and Mean Zero-one Error (MZE) shown as:
where N t is the number of test samples, l Pre i is the predicted evaluation score of the ith sample, and l GT i is the ground truth (real score evaluated by the user) of the ith sample. Moreover, · is a Boolean expression that outputs one if the inner condition l Pre i l GT i is true, otherwise zero. The range of MAE values is from zero to R − 1, and that of MZE values is from zero to 1. Thus, we can compare an average error by using MAE and accuracy without considering the order by using MZE. The lower their values are, the higher the performance is. In [36] , it has been shown that SVORIM is one of the most effective ordinal regression methods in terms of computation time, MAE and MZE † . Thus, we apply SVORIM to predict evaluation scores.
Next, we explain how to predict evaluation scores for a video based on SVORIM. This classifier is trained by the integrated canonical video features V obtained in the previous section. First, we define pairs of integrated canonical video feature vectors and evaluation scores of the training video (u i , l i ) (i = 1, 2, · · · , N), where l i ∈ {1, 2, · · · , R}. Then u i are mapped into a high-dimensional Reproducing Kernel Hilbert Space (RKHS) to obtain φ(u i ). The prediction of evaluation scores for new test video vectors u (new) can be calculated by the following discriminant function:
where · denotes the inner product in the RKHS, u is a mapping direction, and τ i are thresholds between classes. In order to obtain the optimal u and τ i , we solve the following primal problem: min u,τ,ξ,ξ *
u · φ(uˆr i ) − τ r ≤ −1 + ξ r ri , ξ r ri ≥ 0, † Among 16 kinds of methods, it has been reported in [36] that SVORIM recorded the sixth fastest computation time, the third lowest MAE and the second lowest MZE. forr = 1, · · · , r and i = 1, · · · , Nˆr;
(19) u · φ(uˆr i ) − τ r ≥ 1 − ξ * r ri , ξ * r ri ≥ 0, forr = r + 1, · · · , R and i = 1, · · · , Nˆr, where C > 0 is a constant variable to suppress over-learning from the small number of samples, Nˆr is the number of samples in classr, and uˆr i ∈ R D is the canonical video feature vector belonging to classr. Furthermore, ξ r ri and ξ * r ri are slack variables corresponding to the left and right parts for the rth parallel hyperplane, respectively. The first group of constraints corresponds to the left part of therth hyperplanes, and the second group of constraints corresponds to the right part. The schematic view of SVORIM is shown in the right side of Fig. 1 . In this figure, the horizontal axis is u · φ(u) in Eq. (18) . In addition, vertical solid lines and dotted lines are τ i and τ i ± 1 in Eq. (19) , respectively. Moreover, blue arrows are slack variables, and points flamed in green are support vectors. Next, the dual problem of Eq. (19) can be rewritten as the following maximization problem:
0 ≤ η r ri ≤ C ∀r andr ≤ r, 0 ≤ η * r ri ≤ C ∀r andr > r, where η r ri and η * r ri are Lagrangian multipliers, and K(uˆr i , uˆr i ) = φ(uˆr i ) · φ(uˆr i ) . Finally, the discriminant function in Eq. (18) can be rewritten as the following function by using the optimal η r ri and η * r ri :
arg min
In this way, we can predict the target user's evaluation scores for a video based on SVORIM using the integrated canonical video features.
Experimental Results
In this section, we show experimental results to confirm the effectiveness of our method. First, we explain the experimental conditions. In this experiment, three keywords, "movie", "news" and "sports", were given as queries to YouTube. Five video clips were obtained for each keyword; that is, 15 video clips (65 seconds for each video) in total were prepared for the experiment. The subjects were eight men and two women of about 22 years of age. We set the above experimental conditions using [18] , [19] as references.
The subjects watched all of the video clips in a sitting position. A 15-inch display was set at a distance of one meter from the subjects, and a Kinect sensor to extract their viewing behavior was set on the display. Then the subjects evaluated all of the video clips by five ordinal grades, i.e., 5 (high preference), 4 (preference), 3 (undecided), 2 (low preference) and 1 (very low preference), by a console input using a keyboard. Note that three features (video, viewing behavior, label) used in our method were extracted by 10 fps, and we did not extract features for five seconds immediately after watching each video to avoid noise by the user. In this way, a dataset including the three features could be obtained.
Next, we explain the parameter settings. First, the time width s in Eq. (1) was set as one second, and the threshold in 3.1 was set as Th α = 10 −3 . In this experiment, we empirically set Dv = min{D v 1 , D v 2 , D v 3 } = 64, = 0.01, D p = 4 < min{Dv, D b , D l } for all subjects, and the number of users to integrate the canonical video features in Eq. (16) was set as P = 10 (all users including the target user). Moreover, the constant variable C in Eq. (19) was chosen by searching the following parameters: C ∈ [2 −5 , 2 −3 , 2 −1 , · · · , 2 5 , 2 7 ]. Additionally, we adopted the Gaussian kernel in Eq. (20) as follows:
where the kernel width σ 2 was chosen by searching the following parameters: σ 2 ∈ [2 −15 , 2 −13 , 2 −11 , · · · , 2 1 , 2 3 ]. We then decided an optimal set of two parameters by a grid search [37] . In this experiment, we conducted 15-fold crossvalidation and compared the performance of our method with the performances of comparative methods by using MAE and MZE described in the previous section.
Next, we explain the comparative methods. We compared the Proposed Method (PM) with five Comparative Methods (CMs) as shown in Table 2 . Note that "Vector concat." means the vector concatenation of the three kinds of features used as video features (Audio, HSVCH and SURF-Bof). CM1 is a method based on [28] , which is the latest method in our previous work. CM3 is a method using not multiple users' viewing behavior but only the target user's viewing behavior [23] . CM4 and CM5 are methods not using any user's viewing behavior, and the methods maximize correlations between video features and label features based on Canonical Correlation Analysis [8] . Note that SMSE was used in CM4 but was not used in CM5. Moreover, we adopted Welch's t-test to determine whether the difference between "MAE and MZE of the PM" and "those of CMs" was significant or not.
The results presented in Table 3 show the effectiveness of the PM since we can see that MAE and MZE of the PM are lower than those of all CMs for the most part. In addition, we confirmed that the PM met the significance level of 5% from Welch's t-test compared to all of the CMs for both MAE and MZE. Specifically, by comparing CM3 with CM5 and comparing CM2 with CM4, it was confirmed that the target user's viewing behavior is effective. Next, by comparing CM4 with CM5 and comparing CM2 with CM3, it was confirmed that SMSE is also effective. Moreover, a comparison of CM1 and CM3 showed that the use of multiple users' viewing behavior is effective. Finally, we could confirm the effectiveness of our method by comparing the PM with CM1. The results indicate that our method can more accurately extract video features that reflect the target user's preference.
Next, we discuss the reason why SMSE and multiple users' viewing behavior contributed to good performance. First, we discuss the contribution of using SMSE. In our method, video features (Audio, HSVCH and SURF-Bof) are integrated by SMSE before integration of three kinds of fea- Second, we discuss the contribution of using multiple users' viewing behavior. Our method uses viewing behavior obtained from multiple users, not just a target user. By comparing PM with CM2 and comparing CM1 with CM3 in the experiment, it was confirmed that the collaborative use of viewing behavior obtained from multiple users was effective for the most part. Specifically, it is conceivable that the viewing behavior of other users was supportive for viewing behavior of the target user when much viewing behavior for specific videos was not caused by the target user.
Moreover, we discuss which of video features and viewing behavior features is the most important features. Actually, which of these features is important depends on each user. Our method uses sMVCCA for correlation analysis, which maximizes the sum of all pair correlations including video features and viewing behavior features. By using the correlation analysis method, our method can automatically concern about the differences depending on each user.
In Sect. 3, sMVCCA was used for correlation analysis, which integrated the following three kinds of features: video, viewing behavior and label. Besides sMVCCA, we conducted experiments using supervised locality preserving CCA (SLPCCA) [38] and discriminative locality preserving CCA (DLPCCA) [39] . SLPCCA and DLPCCA are one of the state-of-the-art methods of supervised multimodal CCA as well as sMVCCA. SLPCCA is a supervised version of locality preserving CCA (LPCCA) [40] , which introduces locality preserving projection (LPP) [41] to CCA. LPP calculates the projections preserving the neighborhood structure between two kinds of features. On the other hand, DLPCCA is the method extending LPCCA by Fisher discriminant analysis (FDA) [9] , which minimizes intra-class variance and maximizes inter-class variance. Experiment conditions are same as CM3. From a comparison of CM3 in Table 3 and Table 4 , we can confirm that the method using sMVCCA is superior to the methods using SLPCCA and DLPCCA. In addition, it was confirmed that the sMVCCAbased method met the significance level of 1% from Welch's t-test. Therefore, it is appropriate to use sMVCCA for supervised multimodal correlation analysis in this method.
Conclusions
A method for accurate estimation of personalized video preference was presented in this paper. In order to estimate the target user's preference more accurately, the proposed method uses not only the target user's viewing behavior but also multiple users' viewing behavior. We showed the effectiveness of the proposed method from experimental results since estimation with a high level of accuracy was achieved by our method compared to the conventional methods.
Finally, we discuss remaining issues and future works. First, it is necessary to construct a framework to select users who will give viewing behavior that contributes to accuracy for the target user. Our method proposed in this paper is a framework using all other users, which is not realistic when used in actual applications. Next, hand-crafted features such as HSVCH and SURF-Bof are used as video features. However, since videos are time-series data, we have an idea using features generated from a framework that is suitable for time change like recurrent neural network (RNN) [42] .
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