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概要
本論文では標準単体上における 亀損失関数と正則化項の和の最小化問題を考える.この問題に対する正







における混合比の推定 (Tanaka et \mathrm{a}\mathrm{J}. , 2017) やハイパースペク トル画像の解析 (Heinz and Chang, 2001;
Bioucas‐Dias and Figueiredo, 2010; Heylen et al., 2011, 2013; Chouzenoux et al., 2014; Condat, 2017) な
どが応用例として挙げられる.




minimize \displaystyle \frac{1}{2}\VertAx ‐  b\Vert_{2}^{2}+r(x) (1)
subject to 1^{\mathrm{T}}x=1, x\geq 0,
ここで, A \in \mathbb{R}^{m\times n} と b \in \mathbb{R}^{m} は定数, x \in \mathbb{R}^{n} は決定変数, 1 \in \mathbb{R}^{n} はすべての要素が1のベク トル,
r : \mathbb{R}^{n}\rightarrow \mathbb{R}\cup\{+\infty\} は正則化項である.問題 (1) における正則化項 r としてなにを用いるかを考えることは
本論文の主たる目的の1つである.
Lasso (Tibshirani, 1994) などにおいてスパースな解を得るためによ く用いられる正則化に \ell_{1} 正則
化 r(x)= $\gamma$\Vert x\Vert_{1} がある.しかしながら, \ell_{1} 正則化は問題 (1) に対しては意味がない.それは, x が標準単体
上の点であるときは常に  r(x)= $\gamma$ となり,定数を足しているにすぎないためである.
リ ッジ回帰などにおいて悪条件な問題を良条件な問題にするためによ く用いられる正則化に  P_{2} 正則
化 r(x)=( $\gamma$/2)\Vert x\Vert_{2}^{2} がある. \ell_{2} 正則化を施すことにより,問題 (1) の目的関数の条件数が改善されるため,
最適解が安定化することが期待できる.亀正則化を施した問題は箱型制約と 1本の線形制約をもつ凸2次最






いて解く ことができる.ハイパースペクトル画像の解析の文脈では,いくつかの研究において \ell_{2} 正則化が導
入されている (Settle and Drake, 1993; Li and Du, 2015). しかしながら,制約条件の一部またはすべてを
無視して問題を解くなどしており,その扱いは十分であるとはいえない.その理由の1つは,最適化アルゴリ
ズムが存在するものの,応用分野の研究者がすぐに使えるようなソフトウェアが存在しないためかもしれな
い.Chouzenoux et al. (2014) は正則化を施さない標準単体上での最小2乗問題に対する内点法を提案して
いる.彼らは正則化の重要性も指摘しており,彼らの手法が正則化付きの問題にも拡張できると述べている.
しかしながら,具体的な定式化やアルゴリズムについては述べられておらず,計算機実験の結果も存在しない.
Tanaka et al. (2017) は \ell_{2} 正則化付きの問題を商用ソフトウエアを用いて解いている.
\ell_{1} 正則化と \ell_{2} 正則化は制約のない最小2乗問題でよく使われる正則化項だが,後述するように Bayes 的
解釈に基づいて考察すると問題 (1) に対しては不自然であるといえる.具体的には, \ell_{1} あるいは \ell_{2} 正則化を
施した問題を最大事後確率推定問題とみなしたときに,対応する事前分布の台が実行可能領域と整合的でない.
本論文では,問題 (1) の制約条件と整合的な正則化を提案する.提案する正則化は  r(x)=-\displaystyle \sum狙  $\gamma$ j\log xj
であり,これを本論文では対数正則化と呼ぶ.ここで,  $\gamma$=($\gamma$_{1}, \ldots, $\gamma$_{n})^{\mathrm{T}} は正のパラメータを並べたベクトル
である.対数正則化は多重共線性の問題を回避することができる.具体的には,問題 (1) の目的関数の条件数
を向上させ,最適解を安定させることができる.さらにこの正則化は Bayes的な解釈をもつことを示すことが
できる.対数正則化問題は Dirichlet 分布を事前分布とする最大事後確率 (MAP) 推定問題に対応しており,
事前分布の台が問題 (1) の制約条件と整合的である.さらに,対数正則化はKullback‐Leibler (KL) 擬距離に
基づく罰則ともみなすことができる.これらの解釈は \ell_{1} 正則化や \ell_{2} 正則化が持たないものである.
対数正則化は Weston et al. (2003); Cmdes et al. (2008); Mazumder et al. (2011) などによって研究さ
れ,Larsson and Ugander (2011) によって混合モデルに応用されている.しかしながら,これらの文脈で用い
られている対数正則化は r(x) = \displaystyle \sum_{j=1}^{n} $\gamma$ j\log(Xj+ $\xi$) という正則化である.ここで,  $\xi$ > 0 は目的関数を有
界にするための微小な定数である.これはわれわれが考える対数正則化 r(x)=-\displaystyle \sum_{j=1}^{n} $\gamma$ j\log_{X\mathrm{j}} とパラメー






















の推定問題は問題 (1) として定式化できる.具体的には,混合物の物性 i の測定値を b_{i} , 純物質 j の物性 i の
参照値を a_{ij} とし,残差の2乗和を最小化することで純物質 j の混合比率吻 を推定することができる.混
合比率 x は非負であり,各比率の総和は1 となるため,標準単体制約を課す必要がある. x に対する正則化
項 r(x) を付け加えると問題 (1) を得る.







問題 (1) において r(x) =0 としたものはハイパースペクトル画像の解析の文脈でよ く研究されている





端成分のスペクトルの凸結合となっていることを仮定する.すなわち,端成分 j の波長 i の強さ a毎 の端成
分 j の存在比率吻 による重み付き平均にノイズ $\nu$_{i} が加わった b_{i}=\displaystyle \sum_{j=1}^{n}a_{ij^{X}j}+$\nu$_{i} を観測するものとす
る.存在比率は非負かつ総和は1であるため,端成分のスペクトルをあらかじめ知っている場合,存在比率を
推定するためには問題 (1) を解けばよい.実際,正則化を施さない問題に対してはいくつかのアルゴリズムが
提案されている (Heinz and Chang, 2001; Bioucas‐Dias and Figueiredo, 2010; HeyÌen et al., 2011, 2013;
Chouzenoux et al., 2014; Condat, 2017).
ハイパースペクトル画像の解析では,近い種類の端成分が存在する場合に存在量の推定が不安定になること
が知られている (Price, 1994). これは多重共線性の問題に対応する.この問題を回避するために \ell_{2} 正則化を
導入した研究はいくつか存在する.黎明期にはSettle and Drake(1993) が \ell_{2} 正則化を用いた解析を行なっ
ているものの,制約条件をすべて無視しており,扱いは十分とはいえない.近年では Li and Du (2015) が制約
条件 1^{\mathrm{T}}x=1 を罰則化することで凸正則化の扱いをより正確なものにしているが,非負制約を無視してお






Dirichlet 分布を事前分布とする MAP 推定問題とみなすことができ,それと同時に KL 擬距離を罰則化した
問題ともみなすことができることを示す.
3.1 Dirichlet 分布を事前分布とする MAP 推定問題
ここでは,問題 (1) に対する \ell_{1} 正則化, \ell_{2} 正則化,対数正則化を Bayes 的な観点から比較する.具体的に
は,残差 $\nu$_{i}=b_{i}-a_{i}^{\mathrm{T}}x がホワイ トノイズであるとして問題 (1) と等価な MAP 推定問題を導出し,各正則化
項に対応する事前分布を比較する.次の定理はそれぞれの正則化項に対応する事前分布を導く.
定理1. 残差 \{$\nu$_{i}\}_{i=1}^{m} =\{b_{i}-a_{i}^{\mathrm{T}}x\}_{i=1}^{m} がそれぞれ独立に正規分布 \mathrm{N}(0, $\sigma$^{2}) に従うことを仮定し,問題 (1)
における正則化項 r が次のいずれかであるものとする:
1. r(x)=0 (正則化なし),
2. r(x)= $\gamma$\Vert x\Vert_{1} (  $\gamma$>0, \ell_{1} 正則化),
3. r(x)=( $\gamma$/2)\Vert x\Vert_{2}^{2} (  $\gamma$>0, \ell_{2} 正則化),
4.  r(x)=-\displaystyle \sum_{j_{=1} $\gamma$ j}^{n}\log xj (  $\gamma$>0 , 対数正則化).
このとき,問題 (1) はそれぞれ次の事前分布に対応する MAP 推定問題である:
1. x が n 次元標準単体上の一様分布に従う ;
2. \{x_{j}\}_{j=1}^{n} がそれぞれ独立に Laplace 分布 Laplace (0, $\sigma$^{2}/ $\gamma$) に従う;
3. \{x_{j}\}_{j=1}^{n} がそれぞれ独立に正規分布 \mathrm{N}(0, $\sigma$^{2}/ $\gamma$) に従う ;
4. x が次数 n のDirichlet 分布 Dirichlet ( $\gamma$/$\sigma$^{2}+1) に従う.
証明.問題 (1) は次の最適化問題と等価である:
subjecttomaXimize 1\displaystyle \geq 0(\prod_{X}^{m}\frac{1}{=1,x\sqrt{2 $\pi$} $\sigma$}\mathrm{e}\mathrm{x}\mathrm{p}.(-\frac{(a_{i}^{\mathrm{T}}x-b_{i})^{2}}{2$\sigma$^{2}}))\exp(-\frac{r(x)}{$\sigma$^{2}})
目的関数の前半部分 \displaystyle \prod_{i=1}^{m}\exp(-(a_{i}^{\mathrm{T}}x-b_{i})^{2}/2$\sigma$^{2})/\sqrt{2 $\pi$} $\sigma$ は残差 \{b_{i}-a_{i}^{\mathrm{T}}x\}牲1の尤度を表す.そのため,
各 r に対して後半部分 \exp(-r(x)/$\sigma$^{2}) が対応する事前分布の確率密度関数に比例することを示せばよい.
1. r(x)=0 のとき, \exp(-r(x)/$\sigma$^{2})\propto 1/V_{n} が成り立つ.ここで V_{n} は n 次元標準単体の体積を表す.こ
の式の右辺1/琉 は n 次元標準単体上の一様分布の確率密度関数に他ならない.
2. r(x)= $\gamma$\Vert x\Vert_{1} のとき,次が成り立つ :
\displaystyle \exp(-\frac{r(x)}{$\sigma$^{2}})\propto\prod_{j=1}^{n}\frac{1}{2$\sigma$^{2}/ $\gamma$}\exp(-\frac{|x_{j}|}{$\sigma$^{2}/ $\gamma$}) .
この右辺は \{Xj\}_{j=1}^{n} がそれぞれ独立に Laplace 分布 Laplace (0, $\sigma$^{2}/ $\gamma$) に従うときの確率密度関数に一
致する.
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3. r(x)=( $\gamma$/2)\Vert x\Vert_{2}^{2} のとき,次が成り立つ:
\displaystyle \exp(-\frac{r(x)}{$\sigma$^{2}}) \propto\prod_{j=1}^{n}\frac{1}{\sqrt{2 $\pi$} $\sigma$/\sqrt{}}\exp(-\frac{x_{j}^{2}}{2$\sigma$^{2}/ $\gamma$}) .
この右辺は \{x_{j}\}_{j=1}^{n} がそれぞれ独立に正規分布 \mathrm{N}(0, $\sigma$^{2}/ $\gamma$) に従うときの確率密度関数に一致する.
4. r(X)=-\displaystyle \sum_{j_{=1}$\gamma$_{j}\log_{X}j}^{n} のとき,次が成り立つ:
\displaystyle \exp(-\frac{r(x)}{$\sigma$^{2}}) \propto\frac{ $\Gamma$(\sum_{j--1}^{n}$\gamma$_{j}/$\sigma$^{2})}{\prod_{j=1}^{n} $\Gamma$($\gamma$_{\mathrm{j}}/$\sigma$^{2})}\prod_{j=1}^{n}x_{j}^{$\gamma$_{j/$\sigma$^{2}}}
ここで  $\Gamma$ はガンマ関数である.この右辺は Dirichlet 分布 Dirichlet ( $\gamma$/$\sigma$^{2}+1) の確率密度関数に他な
らない.
口
この定理は,正則化を施さない問題と対数正則化を施した問題は自然だが, \ell_{1} 正則化や \ell_{2} 正則化を施した
問題は不自然であることを意味する.具体的には,正則化を施さない問題と対数正則化を施した問題に対応す
る事前分布の台は標準単体またはその内部であって,問題 (1) の制約条件と一致するのに対し, \ell_{1} 正則化や
\ell_{2} 正則化を施した問題に対応する事前分布の台は \mathbb{R}^{n} 全体であって,問題 (1) の制約条件と一致しない.さら
に, \ell_{1} 正則化や \ell_{2} 正則化に対応する事前分布は \{Xj\}_{j=1}^{n} が独立に同じ分布に従うことや \mathrm{E}(xj)=0 である
ことを仮定する.しかしながら, x は 1^{\mathrm{T}}x=1 と x\geq 0 を満たさなければならないため, \{Xj\}_{j=1}^{n} は独立に








対数正則化は決定変数 x と定数金 との間の KL 擬距離の罰則化とみなすこともできる.これはあら
かじめ事前情報として 金 があり,それに近い x を求めたい場合に有効である. \ell_{2} 損失関数と KL 擬距
離D@ |\models ) =\displaystyle \sum_{j=1}^{n}(\hat{x}_{j}\log\hat{x}_{j}-\hat{x}_{j}\log xj) の和を最小化するためには問題 (1) に  $\gamma$= 金 とした対数正則化
を施した問題を解けばよい.
D@ ||x) の代わりに x と \overline{x} とを入れ替えた D(x\displaystyle \Vert\hat{x})=\sum_{j=1}^{n}(xj \log xj -xj\log\hat{x}j) を用いることも考え
られる.これはエントロピー罰則化 (Koltchinskii, 2009) に対応する.しかしながら,対数正則化とは違って
対応する近接写像の計算を陽に行なうことができないため,この罰則化を導入した問題を解く ことは難しい.
KL 擬距離の代わりに \ell_{1} 距離 \Vert x 一 \hat{x}\Vert_{1} や2乗 \ell_{2} 距離 \Vert x 一金 \Vert_{2}^{2} を用いることもできる.これらは明らか
に \ell_{1} 正則化や \ell_{2} 正則化と関係がある.しかしながら,例えば2乗る距離と \ell_{2} 正則化との間には線形関数
の差があるなど,これらは完全に一致するものではない.したがって, \ell_{1} 正則化や \ell_{2} 正則化は対数正則化のよ
うな x と \hat{x} との間の (擬) 距離の罰則化という解釈をもたない.
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4 近接分離法
本節では,問題 (1) に対数正則化 r(x) = -\displaystyle \sum_{j=1}^{n} $\gamma$ j\log吻 を導入した次の問題を効率よく解く方法を考
える:
minimlze \displaystyle \frac{1}{2}\VertAx—b \displaystyle \Vert_{2}^{2}-\sum_{j=1}^{n} $\gamma$ j\log xj (2)
subject to  1^{\mathrm{T}}x=1, x>0.





Parikh and Boyd (2014); Boyd et al. (2011) やその参考文献を参照されたい.
4.1 加速近接勾配法
加速近接勾配法を適用するための準備として以下の関数を定義する:
f(x)=\displaystyle \frac{1}{2}\Vert Ax-b\Vert_{2}^{2},  g(x)=-\displaystyle \sum_{j=1}^{n}$\gamma$_{j}\log x_{j}+ $\iota$(1^{\mathrm{T}}x=1)+ $\iota$ ( x 〉 0 ). (3)
ここで  $\iota$ は指示関数である.関数  f, g は閉真凸関数で,特に f は微分可能で dom f=\mathbb{R}^{n} である.そのため,
問題 (2) と等価な f(x)+g(x) の最小化に加速近接勾配法を用いることができる.加速近接勾配法の擬似コー
ドをアルゴリズム 1に示す.このアルゴリズムは2つのパラメータをもつ.1つはステップサイズパラメー
タ $\lambda$^{(k)} であり,もう 1つは加速パラメータ $\omega$^{(k)} である.ステップサイズパラメータ $\lambda$^{(k)} は例えば Beck and
Teboulle (2009) で用いられているようなバックトラッキングにより定めることができる.また,加速パラメー
タ $\omega$^{(k\rangle} は Nesterov (1983) が提案した $\omega$^{(k)} = ($\theta$^{(k)}-1)/$\theta$^{(k+1)} を用いることができる.ここで, \{$\theta$^{(k)}\} は
漸化式 $\theta$^{(k+1)} =(1/2)(1+\sqrt{1+4($\theta$^{(k)})^{2}}) , $\theta$^{(1)}=1 で定義される数列である.
アルゴリズム 1問題 (2) に対する加速近接勾配法
初期点 x^{(0)} とパラメータ \{$\omega$^{(k)}\}_{k=1}^{\infty} を設定する.
for k=0 , 1, 2, . . . , (収束するまで):
y^{(k+1)}=x^{(k)}+$\omega$^{(k)}(x^{(k)}-x^{(k-1)}) と更新する.
パラメータ $\lambda$^{(k)} を適切に設定する.
x^{(k+1)}=\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{x}_{ $\lambda$ g}(k)(y^{(k+1)}-$\lambda$^{(k)}\nabla f(y^{(k+1)})) と更新する.




補題1. 正の定数  $\gamma$ j,  $\lambda$ と各  j=1 , . . . , n に対して関数吻 (  $\mu$) を
 x_{j}( $\mu$)=\displaystyle \frac{1}{2}(v_{j}- $\lambda \mu$+\sqrt{(v_{j}- $\lambda \mu$)^{2}+4 $\lambda \gamma$_{j}}) (4)
で定める.このとき,非線形関数 \displaystyle \sum_{j=1}^{n}x_{j}( $\mu$) は連続な単調減少関数である.さらに,非線形方程
式 \displaystyle \sum_{j=1^{X}}^{n}j( $\mu$)=1 には唯一の解が存在する.
証明.連続性については明らかなので,単調性を示す.そのために,各 j について x_{j}( $\mu$) が単調であることを
示す.いま,
\displaystyle \frac{\mathrm{d}x_{j}}{\mathrm{d} $\mu$}( $\mu$)=-\frac{ $\lambda$}{2}(1+\frac{v_{j}- $\lambda \mu$}{\sqrt{(v_{j}- $\lambda \mu$)^{2}+4$\gamma$_{j} $\lambda$}}) =\frac{-2$\gamma$_{j}$\lambda$^{2}/\sqrt{(v_{j}- $\lambda \mu$)^{2}+4$\gamma$_{j} $\lambda$}}{\sqrt{(v_{j}- $\lambda \mu$)^{2}+4$\gamma$_{j} $\lambda$}-(v_{j}- $\lambda \mu$)}
が成り立つ. $\gamma$_{j}>0 であるためこの分子は負であり,分子は
\sqrt{(v_{j}- $\lambda \mu$)^{2}+4$\gamma$_{j} $\lambda$}>\sqrt{(v_{j}- $\lambda \mu$)^{2}}\geq v_{j}- $\lambda \mu$
であることから正である.以上より, \mathrm{d}_{Xj}( $\mu$)/\mathrm{d} $\mu$<0 であるため, x_{j}( $\mu$) は単調減少.
連続性と単調性から非線形方程式 \displaystyle \sum_{j=1}^{n}x_{j}^{*}( $\mu$)=1 の解は存在するとすれば唯一である.ここで,  $\mu$\rightarrow-\infty
のとき \displaystyle \sum_{j=1}^{n}x_{j}( $\mu$)\rightarrow+\infty であることと  $\mu$\rightarrow+\infty のとき \displaystyle \sum_{j=1^{X}}^{n}j( $\mu$)\rightarrow 0 であることを示す.前者は明ら
かで,後者は次のように示すことができる:
\displaystyle \sum_{j=1}^{n}x_{j}( $\mu$)=\sum_{j=1}^{n}\frac{2$\gamma$_{j}$\lambda$^{2}}{\sqrt{(v_{j}- $\lambda \mu$)^{2}+4$\gamma$_{j} $\lambda$}-(v_{j}- $\lambda \mu$)}\rightarrow 0.
したがって,中間値の定理から非線形方程式 \displaystyle \sum_{j=1}^{n}x_{j}^{*}( $\mu$)=1 の解が存在することがわかる.□
定理2. 関数 g と 紛 をそれぞれ式 (3) と式 (4) で定義されるものとする.このとき,近接写像 prox  $\lambda$ g(v) は
半閉形式解 (prox  $\lambda$ g(v))_{j}=Xj($\mu$^{*}) (j=1, \ldots, n) をもつ.ここで $\mu$^{*} は非線形方程式 \displaystyle \sum_{j=1}^{n} xj ( $\mu$)=1 の唯
一の解である.
証明.点 v における近接写像の値 prox  $\lambda$ g(v) は次の最適化問題の解である:
minimize -\displaystyle \sum_{j=1}^{n}$\gamma$_{j}\log x_{j}+\frac{1}{2 $\lambda$}\Vert x-v\Vert_{2}^{2} (5)
subject to 1^{\mathrm{T}}x=1, x>0.
この最適化問題において不等式制約を無視し,等式制約に対する Lagrange乗数を  $\mu$ したときの最適性条件
は, \displaystyle \sum_{j=1}^{n}Xj=1 と同時に各 j=1 , . . . , n に対して
x_{j}^{2}-(v_{j}- $\lambda \mu$)x_{j}- $\lambda \gamma$_{j}=0 (6)
を満たすことである.  $\lambda \gamma$_{j} > 0 であるため,式 (6) は常に唯一の正の根を持つ.各 j lこ対してその正の根をと










ん (x)=\displaystyle \frac{1}{2}\Vert Ax-b\Vert_{2}^{2}+ $\iota$(1^{\mathrm{T}}x=1) , l(x)=-\displaystyle \sum_{j=1}^{n}$\gamma$_{j}\log x_{j}+ $\iota$(x>0) . (7)
関数 h, l は閉真凸関数なので,問題 (2) と等価な h(x)+l(x) の最小化に交互方向乗数法を適用することがで
きる.交互方向乗数法の擬似コードをアルゴリズム 2に示す.このアルゴリズムはステップサイズパラメー
タ $\lambda$^{(k)} をもつ.この値は He et al. (2000); Wang and Liao (2001) が提案した方法を用いて適応的に決める
ことができる.また, \Vert x^{(k)}-z^{(k)}\Vert_{2} は主問題の実行不能性, \Vert z^{(k)}-z^{(k-1)}\Vert_{2} は双対問題の実行不能性に対応
するため,これらがともに十分小さくなったときにアルゴリズムを終了すれば,そのときの解は最適解に十分
近いといえる.
アルゴリズム 2問題 (2) に対する交互方向乗数法
初期点 z^{(0)} と初期パラメータ $\lambda$^{(0)} を適当に決める.




必要があればパラメータ $\lambda$^{(k+1)} を更新し, u^{(k+1)} , を適当にスケーリングする.
アルゴリズム 2に現れる近接写像prox $\lambda$ h(v) , prox  $\lambda$ l(v) は陽に計算することができる.実際, l の近接写
像は (prox  $\lambda$ l(v))_{j} = (1/2)(v_{j}+\sqrt{v_{j}^{2}+4 $\lambda \gamma$_{\mathrm{j}}}) (j= 1, \ldots, n) であることがよく知られている.次の定理は
prox  $\lambda$ h(v) の計算式を陽に与えるものである.
定理3. 関数 h を式 (7) で定められるものとする.このとき,近接写像 prox  $\lambda$ h(v) は次のようにかける:
\displaystyle \mathrm{p}\mathrm{r}\mathrm{o}\mathrm{x}_{ $\lambda$ h}(v)= (A^{\mathrm{T}}A+\frac{1}{ $\lambda$}I)^{-1}(A^{\mathrm{T}}b+\frac{1}{ $\lambda$}v- $\mu$ 1) . (8)
ここで,
 $\mu$= \displaystyle \frac{1^{\mathrm{T}}(A^{\mathrm{T}}A+(1/ $\lambda$)I)^{-1}(A^{\mathrm{T}}b+(1/ $\lambda$)v)-1}{1^{\mathrm{T}}(A^{\mathrm{T}}A+(1/ $\lambda$)I)^{-1}1} (9)
である.
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証明.近接写像 prox  $\lambda$ h(v) は次の最適化問題の最適解である:
minimize \displaystyle \frac{1}{2}\VertAx—b \displaystyle \Vert_{2}^{2}+\frac{1}{2 $\lambda$}\Vert x-v\Vert_{2}^{2}
subject to 1x=1.
この問題に対する最適性条件は  $\mu$ を Lagrange乗数として
(A^{\mathrm{T}}A+\displaystyle \frac{1}{ $\lambda$}I)x+ $\mu$ 1=A^{\mathrm{T}}b+\frac{1}{ $\lambda$}v,
1^{\mathrm{T}}x=1
である.上の方程式を x について解く と次を得る:
x= (A^{\mathrm{T}}A+\displaystyle \frac{1}{ $\lambda$}I)^{-1}(A^{\mathrm{T}}b+\frac{1}{ $\lambda$}v- $\mu$ 1) .
この右辺は式 (8) の右辺に他ならない.さらに,これを下の方程式に代入すると次を得る:
1(A^{\mathrm{T}}A+\displaystyle \frac{1}{ $\lambda$}I)^{-1}(A^{\mathrm{T}}b+\frac{1}{ $\lambda$}v)- $\mu$ 1^{\mathrm{T}}(A^{\mathrm{T}}A+\frac{1}{ $\lambda$}I)^{-1}1=1.
この方程式を  $\mu$ について解く と,式(9)を得る.口
注意1. 式 (8)-(9) における (A^{\mathrm{T}}A+(1/ $\lambda$)I)^{-1} の計算は A の特異値分解 UDiag ($\sigma$_{1}, \ldots, $\sigma$_{p})V^{\mathrm{T}} を用いれ
ば効率よく行なうことができる.ここで p=\displaystyle \min\{m, n\} である.実際, m<n について $\sigma$_{m+1}=\cdots=$\sigma$_{n}=0
と定めると
(A^{\mathrm{T}}A+\displaystyle \frac{1}{ $\lambda$}I)^{-1}=V Diag (\displaystyle \frac{ $\lambda$}{ $\lambda \sigma$_{1}^{2}+1}, \ldots , \frac{ $\lambda$}{ $\lambda \sigma$_{n}^{2}+1})V^{\mathrm{T}}
である.したがって,あらかじめ A の特異値分解を計算し, $\sigma$_{1} , . . . , $\sigma$_{p} と V を記憶しておけば,任意の  $\lambda$ に
対して (A^{\mathrm{T}}A+(1/ $\lambda$)I)^{-1} の計算を効率よく行なうことができる.
4.2.2 線形化交互方向乗数法
前述の通り,交互方向乗数法では A の特異値分解をあらかじめ計算しておけば (A^{\mathrm{T}}A+ $\lambda$ I)^{-1} の計算を高
速に行なうことができる.しかしながら,特異値分解の計算量は O ( \displaystyle \min\{m^{2}n , mn2}) とみなすことができ,大
規模な問題例に対しては非常に大きくなる.そこで, (A^{\mathrm{T}}A+ $\lambda$ I)^{-1} の計算を避けるために,不正確なUzawa
法 (Zhang et al., 2010\mathrm{a},\mathrm{b} ) としても知られている線形化交互方向乗数法を用いることを考える.このアルゴ
リズムの各反復では次のように x を更新する:
x^{(k+1)}= argxmin \displaystyle \{h(x)+\frac{1}{2 $\lambda$(k)}\Vert x-z^{(k)}+u^{(k)}\Vert_{2}^{2}+\frac{1}{2}\Vert x-x^{(k)}\Vert_{G}^{2} : 1x=1\} . (10)
ここで \Vert x\Vert_{G}=\sqrt{x^{\mathrm{T}}}Gxは半正定値対称行列 G によって定まるノルムである.次の定理は G をうまく取れ
ば子問題 (10) を非常に簡単に解く ことができることを示している.
定理4. 実数  $\alpha$ を  $\alpha$ \geq $\sigma$_{\max(A)^{2}} 満たすようにとり, G=  $\alpha$ I-A^{\mathrm{T}}A とする.このとき, G は半正定値であ
る.さらに,子問題 (10) は次の閉形式の解をもつ:
x^{(k+1)}=\displaystyle \frac{$\lambda$^{(k)}}{ $\alpha \lambda$(k)+1}(r- $\mu$ 1) . (11)
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ここで r=A^{\mathrm{T}}b+(1/$\lambda$^{(k)})(z^{(k)}-u^{(k)})+ $\alpha$ x^{(k)}-A^{\mathrm{T}}Ax^{(k)} であり,
 $\mu$=\displaystyle \frac{1}{n}(1^{\mathrm{T}}r-\frac{1}{ $\lambda$(k)}- $\alpha$) (12)
である.
証明. \Vert v\Vert_{2}=1 であるような任意の v に対し,次が成り立つ :
v^{\mathrm{T}} Gv= $\alpha$-v^{\mathrm{T}}A^{\mathrm{T}}Av= $\alpha$-\Vert Av\Vert_{2}^{2}\geq $\alpha-\sigma$_{\max}(A)^{2}\geq 0.
したがって, G は半正定値.さらに,子問題 (10) は次の問題と等価である:




加速近接勾配法の最良の収束率が \mathrm{O}(1/k^{2}) であることはBeck and Teboulle (2009, Theorem 4.4) によっ
て示されている.また, f が強凸のときに線形収束することも Schmidt et al. (2011, Proposition 4) によって
示されている.一方で,交互方向乗数法と線形化交互方向乗数法の現時点での最良の収束率は O(1/k) である
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