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Re´sume´—Pour relever le de´fi du maintien a` domicile de la
population vieillissante, l’enjeu est d’ame´liorer la vie quotidienne
des personnes aˆge´es afin qu’elles soient toujours maitresses de
leurs choix et qu’elles utilisent la technologie pour continuer a`
vivre de manie`re autonome, a` apprendre et a` s’investir dans la
vie sociale. Les technologies du traitement de la parole peuvent
apporter une contribution importante. Dans cet article, nous
dressons un tour d’horizon des verrous et e´cueils techniques
a` re´soudre pour les rendre pleinement ope´rationnelles avant
de de´crire les travaux que nous avons accomplis et qui ont
permis d’appliquer ces techniques a` la commande vocale dans
un appartement intelligent e´quipe´ de mate´riel domotique et de
les e´valuer avec des utilisateurs aˆge´s ou malvoyants.
Keywords—reconnaissance automatique de la parole ; habitat
intelligent ; voix aˆge´e
I. INTRODUCTION
Les pays industrialise´s sont confronte´s aux de´fis impose´s
par le vieillissement de la population, qui est corre´le´ a` l’aug-
mentation du handicap, car il devient urgent de proposer des
solutions pour ame´liorer la vie quotidienne des personnes
aˆge´es afin qu’elles soient toujours maitresses de leurs choix
et qu’elles utilisent la technologie pour continuer a` vivre
de manie`re autonome, a` apprendre et a` participer a` la vie
sociale. Un des souhaits des personnes aˆge´es est de continuer
a` vivre confortablement dans leur propre maison en toute
se´curite´ meˆme si leur autonomie diminue. L’assistance a` la
vie autonome ou Ambient Assisted Living (AAL) permet
d’anticiper et de re´pondre aux besoins des personnes en perte
d’autonomie avec les Technologies de l’Information et de la
Communication.
Dans ce domaine, le de´veloppement des maisons intelli-
gentes est conside´re´ comme un moyen prometteur pour appor-
ter une assistance a` domicile [1]. Ce nouveau concept englobe
la domotique qui est l’ensemble des techniques utilise´es dans
le baˆtiment permettant de centraliser et piloter les diffe´rents
syste`mes ne´cessaires pour le confort, la se´curite´ ou les com-
munications. De nos jours, l’une des meilleures interfaces est
l’interface utilisateur vocale (VUI), dont la technologie est
mature et qui permet une interaction en langage naturel afin
que l’utilisateur n’ait pas besoin d’apprendre des proce´dures
Les travaux pre´sente´s ont e´te´ finance´s par les projets SWEET-HOME
(ANR-2009-VERS–011) et CIRDO (ANR-2010-TECS-012)
informatiques complexes [2]. Cette interface est aussi bien
adapte´e aux diffe´rents profils d’utilisateurs (personnes a` mo-
bilite´ re´duite ou a` faible compe´tence technique) et a` des
situations d’urgence (mains libre et interaction a` distance).
Actuellement, un nombre croissant de maisons intelligentes
et de projets prennent en conside´ration la Reconnaissance
Automatique de la Parole (RAP) dans leur conception.
Dans cet article, apre`s un bref e´tat de l’art en section II,
nous allons pre´senter en section III des re´sultats du projet
SWEET-HOME en ce qui concerne la commande vocale de
la domotique ainsi que ceux du projet CIRDO sur la de´tection
des appels a` l’aide dans la voix aˆge´e en section IV avant de
conclure.
II. LES E´TUDES EN COURS ET LES DE´FIS A` RELEVER
Les projets consacre´s a` l’utilisation des technologies de
reconnaissance de la parole sont assez nombreux, comme les
projets COMPANIONS [3], CompanionAble [4], ALADIN [5]
ou PIPIN [6]. Cependant, il subsiste beaucoup d’interrogations
sur l’impact re´el tant du point de vue assistance que couˆt d’ins-
tallation malgre´ des e´valuations re´elles dans des appartements
de test avec les projets PERS [7], DIRHA [8], car peu ont e´te´
e´value´s avec des personnes aˆge´es comme dans SWEET-HOME
[9] et a` notre connaissance aucun n’a e´te´ mis en place dans
leur habitat.
En effet, si les microphones sont positionne´s de
manie`re fixe dans l’appartement pour e´viter l’usage d’une
te´le´commande manipule´e par la personne, la reconnaissance
vocale sera rendue plus difficile a` cause des conditions dis-
tantes [10] ou` la re´verbe´ration et l’acoustique de la pie`ce
interviennent. Par ailleurs, l’environnement sonore sera lui-
meˆme perturbe´ par des sons non-langagiers [11]. Il faudra donc
pour chaque enregistrement eˆtre en mesure de distinguer entre
son et parole, seule cette dernie`re devant eˆtre traite´e par le
syste`me de RAP. Dans le cas ou` la parole est me´lange´e a` un
bruit de l’appartement, il faut de plus se´parer la parole du bruit
[12] ce qui ne´cessite des traitements complexes.
Il convient par ailleurs d’adapter les syste`mes de RAP a`
l’application vise´e. Cela concerne principalement le mode`le
acoustique (MA) utilise´. La voix aˆge´e est affecte´e par une
production moins pre´cise des consonnes, des tremblements,
des he´sitations et une articulation plus lente [13], certaines
de´ge´ne´rescences du conduit vocal, des cordes vocales et
des muscles du larynx ont aussi une influence [14]. En
conse´quence, les performances des syste`mes de RAP usuels
inde´pendants du locuteur de´croissent, ce qui a e´te´ constate´
pour diffe´rentes langues [15] [16].
III. COMMANDE VOCALE DE LA DOMOTIQUE
A. L’approche Sweet-Home
L’hypothe`se de base est que le syste`me sera utilise´ lors-
qu’une seule personne est pre´sente dans l’appartement, son
utilisation serait moins pertinente dans le cas contraire. Le
syste`me doit permettre d’ame´liorer le confort de la personne
graˆce a` une commande distante tre`s utile pour les personnes
ayant des difficulte´s a` se de´placer. Il doit aussi eˆtre capable
d’agir en cas de situation a` risque, soit lors d’un appel explicite
a` l’aide, soit lorsque le syste`me de´tecte lui meˆme une situation
a` risque.
La mise en place d’une analyse sonore permettant la
commande vocale de la domotique dans un habitat intelligent
ne´cessite d’eˆtre capable de discriminer entre son et parole,
seules les paroles devant eˆtre traite´es par le syste`me de RAP. Le
couplage entre le syste`me de RAP et la domotique permettra
une commande vocale en s’appuyant sur la connaissance du
 contexte  ne´cessaire pour une prise de de´cision a` partir
de donne´es incertaines pour comprendre l’implicite contenu
dans le langage naturel. Citons comme exemple la commande
 Allume la lumie`re  qui ne pre´cise ni quelle lampe e´clairer
ni l’intensite´ souhaite´e.
B. Le syste`me mis en œuvre
Le syste`me SWEET-HOME vise a` permettre une interaction
en contexte par un controˆle intelligent de la domotique s’ap-
puyant sur la commande vocale et la de´tection de situations
spe´cifiques, il a e´te´ de´crit dans [9].
Les diffe´rents constituants interagissent entre eux comme
montre´ sur la figure 1. Le cœur du dispositif est le controˆleur
intelligent qui est en charge de prendre des de´cisions a`
chaque instant a` partir des informations qu’il rec¸oit du re´seau
domotique et du syste`me d’analyse sonore PATSH et qui lui
permettent d’infe´rer le contexte (localisation et activite´ de
la personne dans l’appartement). Une de´cision peut eˆtre soit
conse´cutive a` un ordre de´tecte´ au niveau de la reconnaissance
de la parole (par exemple :  Nestor allume la lumie`re ), soit
suite a` la de´tection par le controˆleur lui-meˆme d’une situation
critique (par exemple : la porte d’entre´e est reste´e ouverte).
Il peut alors envoyer un ordre a` un actionneur domotique,
e´mettre une alarme vocale ou mettre l’utilisateur en liaison
avec un interlocuteur exte´rieur par exemple avec un dispositif
comme e-lio qui permet notamment une communication de
type vide´oconfe´rence entre la personne et sa famille 1.
Un ensemble de 7 a` 8 microphones place´s au plafond
dans les diffe´rentes pie`ces de l’appartement permet au syste`me
d’analyse sonore PATSH d’enregistrer au fil de l’eau les
commandes prononce´es. Le syste`me se´lectionne les phrases
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FIGURE 2. Imple´mentation des microphones et des capteurs dans le baˆtiment
intelligent DOMUS
envoyer au syste`me de reconnaissance de la parole (RAP). Le
controˆleur intelligent filtre ensuite l’hypothe`se reconnue pour
de´tecter la pre´sence e´ventuelle d’un ordre domotique ou d’un
appel de de´tresse.
L’appartement de test utilise´ est l’habitat intelligent DO-
MUS du laboratoire LIG qui est un appartement comple`tement
fonctionnel de 35m2 compose´ d’une cuisine, d’une chambre,
d’une salle de bain et d’un bureau. La figure 2 montre la
position des microphones dans les diffe´rentes pie`ces. L’appar-
tement est aussi e´quipe´ de plus de 150 capteurs domotiques
relie´s par un re´seau domotique.
C. Re´sultats du projet
L’inclusion des utilisateurs finaux a re´ve´le´ l’inte´reˆt de
l’approche et des perspectives de recherche (e´tudes d’usage
et validation finale) [2]. Le logiciel d’analyse sonore en
temps re´el PATSH (Plateforme d’Accueil de Traitement Sweet-
Home) a permis d’inte´grer les modules d’analyse sonore sur
une maquette fonctionnant dans un habitat re´el. Le controˆleur
intelligent s’est montre´ efficace pour le controˆle en contexte
de la domotique. Les e´valuations ont e´te´ re´alise´es dans l’ap-
partement DOMUS avec des utilisateurs jouant des sce´narios
reproduisant des activite´s de la vie quotidienne (AVQ ou
ADL), soit 25 personnes adultes jeunes et 11 personnes aˆge´es
et/ou malvoyantes. Enfin, les pre´cieux corpus multimodaux
(parole, son, capteurs domotique) permettront d’alimenter des
recherches ulte´rieures [17]. Ils ont e´te´ utilise´s re´cemment pour
de´velopper un nouveau syste`me de reconnaissance qui a permis
de baisser le taux d’erreur de de´tection des ordres domotiques
de 41% a` 13% [18].
IV. ETUDE DE LA RECONNAISSANCE AUTOMATIQUE DE
LA VOIX AˆGE´E
Le projet CIRDO 2, porte´ par le LIRIS, vise a` la re´alisation
d’un  Compagnon Intelligent Re´agissant au Doigt et a`
l’Œil  pour de´tecter les situations d’urgence et de de´tresse
auxquelles peut eˆtre confronte´e une personne aˆge´e vivant seule
a` domicile [19]. Ce syste`me utilise des donne´es audio et vide´o,
le traitement de ces dernie`res ne fait pas partie de cet article
et nous ne traiterons ici que de ce qui concerne le traitement
automatique de la parole. En ce qui concerne l’analyse et
la reconnaissance de la parole dans l’application envisage´e,
il s’agit d’analyser de manie`re automatique la voix d’une
personne qui non seulement sera aˆge´e mais aussi fortement
e´mue. Ce sont deux parame`tres rarement aborde´s dans les
e´tudes de reconnaissance automatique de la parole et dont on
sait qu’ils perturbent fortement les syste`mes de RAP. Dans
ce projet, la reconnaissance de parole permettra d’extraire les
appels a` l’aide lorsque la personne ne peut plus se de´placer
ou se sent en danger.
A. Les corpus enregistre´s
L’e´tude ne´cessite l’utilisation de corpus de parole particu-
liers a` ce contexte : type de phrases prononce´es, aˆge et e´tat
e´motionnel du locuteur. Ce genre de corpus e´tant inexistant,
nous nous sommes heurte´s a` certains proble`mes pour recueillir
ce corpus : difficulte´s dans le recrutement de personnes aˆge´es
volontaires, contraintes dues a` la fatigue rapide de ces per-
sonnes. Nous avons a` l’heure actuelle enregistre´ un corpus
de parole lue aussi bien par des personnes aˆge´es que des
personnes jeunes (AD80), un corpus de parole spontane´e avec
22 personnes aˆge´es (ERES38) et un corpus (VD) de voix
e´mues.
1) Anodin-De´tresse80: Le corpus AD80 est compose´ d’un
total de 95 locuteurs (59 femmes et 36 hommes). Le groupe
locuteurs aˆge´s est compose´ de 43 locuteurs (32 femmes et
11 hommes) aˆge´s de 62 a` 94 ans, qui ont lu au total 2663
phrases de de´tresse (52 minutes) et 434 phrases d’appels aux
aidants (16 minutes), et 3006 phrases anodines (1 heure et
6 minutes). Le groupe locuteurs jeunes est compose´ de 52
locuteurs (27 femmes et 25 hommes) aˆge´s de 18 a` 64 ans,
qui ont lu au total 3306 phrases de de´tresse (56 minutes), 961
phrases d’appels aux aidants (26 minutes), et 3897 phrases
anodines (1 heure et 12 minutes). Un locuteur de 62 ans, bien
qu’il soit sous notre seuil de personnes aˆge´es fixe´ a` 65 ans,
a e´te´ place´ dans le groupe de personnes aˆge´es du fait de sa
pre´sence en maison de retraite, sa perte d’autonomie et son
vieillissement physique avance´. Finalement, le corpus AD80
est constitue´ de 14 267 phrases annote´es, avec 4 heures et 49
minutes d’enregistrements.
Dix exemples de phrases de de´tresse, d’appels aux aidants
et de phrases anodines sont donne´s en table I.
2) ERES38: Le corpus ERES38 (Entretiens RESidences
38) a pour but d’eˆtre utilise´ pour l’adaptation des mode`les
acoustiques a` la voix des personnes aˆge´es et pour e´tudier les
caracte´ristiques de la voix des personnes aˆge´es. Ce corpus a
e´te´ enregistre´ en 2011 dans le lieu de vie des personnes aˆge´es
volontaires, qui e´taient re´sidentes de structures spe´cifiques
2. http ://liris.cnrs.fr/cirdo/
TABLE II. Taux d’erreur de mots moyens pour les diffe´rents groupes (29
locuteurs au total) en fonction des mode`les acoustiques (MA) standards ou
adapte´s au locuteur
Groupe MA standard MA adapte´
Voix hommes aˆge´s (8 loc.) 63,65% 22,80%
Voix femmes aˆge´es (21 loc.) 36,74% 15,21%
Moyenne (29 loc.) 44,17% 17,30%
pour personnes aˆge´es : foyers logements ou maisons de retraite
dans l’agglome´ration grenobloise.
Au final, le corpus ERES38 a e´te´ acquis aupre`s de 23
personnes aˆge´es (16 femmes et 7 hommes) de 68 a` 98 ans. Le
corpus inclut 48 minutes de lectures annote´es et 16 heures et
56 minutes d’interviews.
3) Voix-De´tresse: Ce corpus a e´te´ enregistre´ en 2013 et
2014 au laboratoire. Il a e´te´ demande´ aux locuteurs de lire
20 phrases de de´tresse de fac¸on neutre. Puis, nous avons
associe´ a` chaque phrase une photo repre´sentant une situation
montrant un personnage en e´tat de de´tresse, et avons demande´
aux locuteurs de se mettre dans la peau des personnages et
d’e´noncer les phrases de fac¸on tre`s expressive. Les e´motions
recherche´es e´tait principalement les e´motions ne´gatives telles
que la peur, la cole`re et la tristesse.
Nous avons constitue´ deux groupes, le groupe locuteurs
jeunes (20 participants) et le groupe locuteurs aˆge´s (5 partici-
pants).
Au total, 1742 phrases ont e´te´ prononce´es (521 phrases
neutres et 1221 phrases e´mues), soit 28 minutes d’enregistre-
ment (7 minutes et 30 secondes pour les phrases neutres et 20
minutes et 30 secondes pour les phrases e´mues).
B. Les re´sultats
Les performances de reconnaissance automatique obtenues
avec des syste`mes utilisant un mode`le acoustique standard,
c’est a` dire appris sur des voix adultes jeunes, montrent un
de´gradation forte des performances pour les locuteurs aˆge´s
(cf. table II). Une analyse plus comple`te des re´sultats montre
par ailleurs que la dispersion des re´sultats et bien plus grande
dans le cas des locuteurs aˆge´s [20], que les performances
de´croissent lorsque le score GIR diminue. En effet, le niveau
de de´pendance refle`te le niveau re´el de vieillissement physique
et psychique de la personne, ce vieillissement influenc¸ant la
production de la parole. D’une manie`re ge´ne´rale, les phone`mes
ne´cessitant plus d’e´nergie lors de leur production sont les plus
mal reconnus. Cependant, l’adaptation des mode`les acous-
tiques par des me´thodes classiques comme MLLR permet
d’ame´liorer les performances, sauf dans le cas des locuteurs
obtenant les re´sultats de reconnaissance les plus faibles.
Nous avons mis en e´vidence une augmentation des taux
d’erreur dans le cas des voix aˆge´es [21]. Ceci a e´te´ confirme´
par des e´tudes plus comple`tes et encore en cours utilisant le
corpus VD qui ont aussi permis de conclure que l’adaptation
des mode`les acoustiques avec des donne´es de paroles e´mues
permettait d’atte´nuer la perte de performance.
V. CONCLUSION
Dans cet article nous avons pre´sente´ deux projets visant a`
utiliser la reconnaissance de parole pour assister les personnes
TABLE I. Exemples de phrases du corpus AD80.
Phrases de de´tresse Appels aux aidants Phrases anodines
Aidez-moi ! e-lio appelle le SAMU ! Bonjour madame !
Au secours ! e-lio appelle les pompiers ! C¸a va tre`s bien.
Je me sens mal ! e-lio appelle les secours ! Ce livre est inte´ressant.
Je suis tombe´ ! e-lio appelle un docteur ! Il fait soleil.
Du secours s’il vous plaıˆt ! e-lio appelle une ambulance ! J’ai ouvert la porte.
Je ne peux plus bouger ! e-lio appelle une infirmie`re ! Je dois prendre mon me´dicament !
Je ne suis pas bien ! e-lio appelle ma fille ! J’allume la lumie`re !
Je suis blesse´ ! e-lio appelle mon fils ! Je me suis endormi tout de suite !
Je ne peux pas me relever ! e-lio tu peux te´le´phoner au samu ? Le cafe´ est bruˆlant !
Ma jambe ne me porte plus ! e-lio il faut appeler les secours ! Ou` sont mes lunettes ?
a` leur domicile. Le projet CIRDO a permis de confirmer que
les syste`me de reconnaissance classiques ne sont pas adapte´s
a` la voix aˆge´e et de montrer qu’il e´tait possible de de´velopper
un syste`me de reconnaissance adapte´ a` la voix aˆge´e.
Le projet SWEET-HOME a permis l’e´valuation d’un
syste`me de commande vocale de la domotique dans un ap-
partement par des personnes jeunes ou aˆge´es dont certaines
e´taient malvoyantes qui effectuaient des activite´s de la vie quo-
tidienne. Ces personnes ont appre´cie´ l’utilisation du syste`me
malgre´ ses imperfections et son temps de re´action, elles ont
en particulier regrette´ que le syste`me ne donne pas de retour
quand il est en train de traiter leur demande. Les personnes
aˆge´es veulent conserver leur autonomie et craignent de chuter
tandis que les personnes malvoyantes souhaitent recevoir des
informations sur l’e´tat courant de leur environnement de vie.
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