Abuaiadh and Kingston gave an e cient algorithm for the single source shortest path problem for a nearly acyclic graph with Om+n log t computing time, where m and n are the numbers of edges and vertices of the given directed graph and t is the numberofdelete-min operations in the priority queue manipulation. They use the Fibonacci heap for the priority queue. If the graph is acyclic, we have t = 0 and the time complexity becomes Om + n which is linear and optimal. They claim that if the graph is nearly acyclic, t is expected to besmall and the algorithm runs fast.
Introduction
Since the classical algorithms for shortest paths were published by Dijkstra 3 for the single source problem and Floyd 4 for the all pairs problem, there have been many variations and improvements in either analysis or special classes of the given graphs. To name just a few, Mo at and Takaoka 7 gave an On 2 log n expected time algorithm for the all pairs shortest path APSP problem, which is a considerable improvement from On 3 of Floyd, where n is the number of vertices of the given graph. Fredman and Tarjan 6 gave an Om + n log n time algorithm for the single source problem using the data-structure, called a Fibonacci heap, where m is the number of edges of the given graph. This is an improvement of On 2 of Dijkstra, when m is small. If the given graph is planar, Frederickson 5 gave a n On p log n time algorithm for the single source problem and On 2 time algorithm for the APSP problem. If the given graph is nearly tree, Chaudhuri and Zaroligas 2 gave an algorithm for the APSP problem with Ot 4 ntime where t is the tree width of the graph.
Recently Abuaiadh and Kingston 1 gave an interesting result by restricting the given graph to being nearly acyclic. When they solve the single source problem, they distinguish between two kinds of vertices in V , S where V is the set of vertices and S is the solution set, that is, the set of vertices to which the shortest distances from the source have been established by the algorithm. One is the set of vertices, easy" ones, to which there are no edges from V , S, e.g., only edges from S. The other is the set of vertices, di cult" ones, to which there are edges from V , S. To expand S, if there are easy vertices, those are included in S and distances to other vertices in V , S are updated. If there are no easy vertices, the vertex with minimum tentative distance is chosen to beincluded in S. If the numberof such delete-minimum operations is t, the authors show that the single source problem can besolved in Om + n log t time with use of a Fibonacci heap. If the graph is acyclic, t = 0 and we h a ve Om + n time. Since we h a ve Om+n log n when t = n, the result is an improvement o f F redman and Tarjan with use of the new parameter t. The authors claim that if the given graph is nearly acyclic, t is expected to be small and thus we can have a speed up.
The de nition of near acyclicity and the estimate of t under it is not clear, however.
Take up an example graph G = V;E such that V = fv 1 ; v 2 ; ; v n g for even n and E is de ned by E = fv i ; v i+1 j i = 1 ; 2; ; n , 1g f v i ; v i,1 j i = 2 ; 4; ; n g fv i ; v i+2 j i = 2 ; 4; ; n , 2g f v 1 ; v i j i = 3 ; 4; ; n g:
We give non-negative real numbers as edge costs to edges in such a way that v 1 ; ; v n are included in S in this order. Then the graph is nearly acyclic in the sense given below, but t = n=2 and hence the complexity i s Om + n log n.
In the present paper, we give a new de nition of near acyclicity b y the maximum size k of strongly connected components of the given directed graph. Under this de nition, we give a n Om+k 2 n time algorithm for the single source problem and an Omn+kn 2 time algorithm for the APSP problem in Section 2. Speci cally for the above example graph our time is Om + n, that is linear, whereas the time by 1 is Om + n log n. On the other hand, the e ciency of our algorithm worsens for a circular graph with E = fv i ; v i+1 j i = 1 ; ; n ,1g f v n ; v 1 g since k becomes n, whereas the algorithm in 1 performs well since t = 0 . In Section 4, we improve the above results by establishing Om + n log k time for the single source problem and mn + n 2 log k time for the APSP problem. In Section 5, we give a hybrid algorithm that inherits merits from the algorithms in this paper and in 1 .
Simple algorithms
Let G = V;E bea directed graph where V = fv 1 ; ; v n g and E V V . The nonnegative cost of edge v i ; v j is denoted by cv i ; v j . Let Tarjan's algorithm 9 compute strongly connected components sc-components V r ; V r,1 ; ; V 1 in this order. Let graph GṼ ; E be de ned byṼ = fV 1 ; ; V r g andẼ, where there is an edge from V i to V j inẼ if there is an edge v;w in E such that v 2 V i and w 2 V j . That is,G is the degenerated acyclic graph of G such that V i 's are degenerated into single vertices and edges from V i to V j are degenerated into a single edge. The setṼ = fV 1 ; ; V r g is topologically sorted in this order.
Let the graph G i = V i ; E i be de ned by E i = fv;w j v 2 V i and w 2 V i g. We solve the all pairs shortest path problem for each G i . Let Dv;w be the shortest distance from v to w in G i . Using this information, we solve the single source problem from source 
Analysis
To analyze the algorithm, we rst establish the following lemma.
Lemma 3 Let non-negative integer variables x 1 ; x 2 ; ; x n satisfy the following conditions for constant integers k and x such that 0 k x and x kn. Proof. The principle of optimality in dynamic programming is given by n x = max 0xnk ffx n + n,1 x , x n g: Let x 1 ; ; x n bethe solution for n x and we assume x 1 x 2 x n without loss of generality.
Case a. x k n , k. In this case k;k; ; k ; x , nk + k i s t h e solution, since redistribution of positive by setting x i x i , and x n x n + may decrease the value of the objective function due to convexity of f.
Case b. x kn,k. In this case, for any feasible solution x 1 ; ; x n w e can redistribute x n to x 1 ; ; x n,1 , since x kn , 1, and we may increase the value of the objective function because of convexity. Thus we have n x = n,1 x.
Repeating case b by setting x i 0 i = n; n , 1 We can say that the given directed graph is nearly acyclic, if cycG is small.
More e cient algorithms
In this section we improve Algorithm 2 by not solving APSP problems for G 1 ; G 2 ; ; G r .
We use a modi ed version of Fredman and Tarjan's algorithm 6 for the single source problem. Here we generalize the single source shortest path problem in the following way. We omit shortest path" for simplicity.
De nition 2 The generalized single source GSS problem for a directed graph G = V;E with the non-negative cost function cv;w for edge v;w and the initial distances Theorem 2 The single source and APSP problems for G = V;E can be solved in Om + n log k time and Omn + n 2 log k time respectively where k = cycG.
Further improvement
Our algorithm in the previous section and that in 1 work well for di erent kinds of nearly acyclic graphs. They are, however, not incompatible. We use the following algorithm, The priority queue Q is slightly modi ed in 1 from the Fibonacci heap in such a way that there is no delete-min operation, and no pointer to the minimum element in Q. Only delete operation is de ned and the minimum is found when the trees of equal rank are linked. It is shown in 1 that a sequence of n delete, m decrease-key and t nd-min operations is processed in Om+n log t time. The readers are referred to 1 for details. Now we give the following nal algorithm. 
Concluding Remarks
If we use a simple version of Dijkstra's algorithm where the priority queue is organized in a one-dimensional array, w e h a ve Om + kn time for the single source problem where k = cycG. When k is small, however, this version will be faster in practice.
When the degenerated acyclic graphG is a tree, we can solve the single source problem in Ok 2 n time since jẼj = On and hence m = Ok 2 n. Although this is optimal in terms of n, w e conjecture that the complexity is smaller. Whether it is Okn is open.
Since we no longer follow Dijkstra's thesis Compute shortest paths from shorter to longer," it will be hard to obtain a lower bound for the problem in this paper, based on the lower bound on sorting. We conjecture, however, our algorithm in Section 4 is optimal for the single source problem with k = cycG.
