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をそれぞれ n，mとすると計算量が O(nm logn)となる．
モジュラリティクラスタリングの高速化に関する研究ではこ
れまで多くの手法が提案されてきている．ノード集約に基づく



























で 1,100倍高速である（4. 2 節）．また，gScarf法が既存手法
より小さな計算量を持つことを証明した（定理 1）．


















2 事 前 準 備
本稿ではグラフ G = (V,E,W )を考える．ただし，V，E お
よびW はそれぞれノード集合，エッジ集合およびエッジの重
みからなる集合である．すなわち，各エッジ (i, j) ∈ E は重み
Wi,j を持ち，Wi,j = 1で初期化されているものとする．グラ
フクラスタリングは G を重複のない部分グラフ（クラスタ）
Ci = (Vi, Ei)に分割する操作である．ただし，V =
∪
i Vi であ












エッジ数を ei，クラスタ Ci に含まれる全ノードの次数和を ai
とする．このとき，m = |E|とすると，クラスタ Ci 内に存在
するエッジ数の割合は tp(i) = ei/2m，クラスタ Ci 内に存在す






i {tp(i)− ep(i)} (1)


































p)n−k である．すなわち，Pr(tp(i), ei, 2m)はグラフ Gにおけ
るクラスタCiの出現確率を示し，Pr(ep(i), ei, 2m)はランダム
グラフにおいてクラスタ Ci が出現する確率を表す．式 (2)は，































LRM-gainを理論的に導出する（3. 2 節）．この LRM-gainは
LRMと同様に，クラスタ対が構成する基調構造に対してその
値が決定的に定まる性質がある．そこで gScarf 法ではこの決

















イデアが LRM 最大化を行う CorMod と等価な処理を行うこ
とを理論的に証明している．これにより，gScarf法は本質的に
CorMod法と同程度のクラスタリング結果を出力する．
3. 2 LRMの差分計算法: LRM-gain
クラスタ対を統合した際の LRM変化量を次に定義する．
［定義 1］（LRM-gain △Li,j） クラスタ Ci と Cj を統合した
際の LRMの変化量 (LRM-gain) △Li,j を以下の式で定義する．
△Li,j = △Pi,j −△Qi,j . (3)
ただし，△Pi,j と△Qi,j はそれぞれ確率比とモジュラリティの
変化量であり，C(i,j) を Ci と Cj を統合してできたクラスタと
すると，次式で与えられる．
△Pi,j = P (C(i,j))− P (Ci)− P (Cj), (4)
△Qi,j = Q(C(i,j))−Q(Ci)−Q(Cj). (5)




ない場合 P (Ci) = 0である．
定義 1は次の性質を満たす．
［補題 1］ クラスタ Ciと Ck を統合したクラスタを C(i,k)，Cj
とCkを統合したクラスタをC(j,k)とするとき，LRM(C(i,k)) >=
LRM(C(j,k)) ⇐⇒ △Li,k >= △Lj,k.















ここで L(Ci) = 12m lnLRM(Ci)とおくと次式が成り立つ．
L(Ci) = tp(i) ln
tp(i)
ep(i)
− {tp(i)− ep(i)}. (7)
このとき明らかに△Li,k = L(C(i,k))−L(Ci)−L(Ck)である．
まず LRM(C(i,k)) >= LRM(C(j,k)) ⇒ △Li,k >= △Lj,k を示
す．LRM(C(i,k)) >= LRM(C(j,k))であるため，LRM(C(i,k))−







が 成 立 す る ．こ こ で L(Ci) =
1
2m
lnLRM(Ci) を用いると，L(C(i,k)) − L(Ci) − L(Ck) >=
L(C(j,k)) − L(Cj) − L(Ck) と表すことができる．ゆえに，
LRM(C(i,k)) >= LRM(C(j,k)) ⇒ △Li,k >= △Lj,k が成り立つ．
△Li,k >= △Lj,k ⇒ LRM(C(i,k)) >= LRM(C(j,k))について
も同様に証明可能であるが，紙面の都合により省略する． 2






［補題 2］ △Li,j の値は 5 つの変数 ei, ai, ej , aj , および ei,j
から決定的に定まる．ただし，ei,j はクラスタ Ci と Cj を接続
するエッジ数の総和である．
［証明 2］ tp((i, j)) = ei+2ei,j+ej
2m




であるため，△Pi,jは ei, ai, ej , aj ,および ei,jから一







であるため，△Qi,j も自明に ai, aj , および ei,j から一意に定
まる．したがって, 定義 1より補題 2が成り立つ． 2
［補題 3］ 任意のクラスタ対 ⟨Ci, Cj⟩に対して, △Li,j は O(1)
で計算できる．




補題 2 で示したように，LRM-gain △Li,j はクラスタ対を
構成する基調構造 si,j = ⟨ei, ai, ej , aj , ei,j⟩から一意に定まる．
すなわち，si,j と同型な si′,j′ があるとき，△Li,j = △Li′,j′ が






［定義 2］（LRM-gainキャッシング） h を su,v をキーとし対
応する △Lu,v を値に持つハッシュ関数とする．LRM-gain
キャッシング h(si,j) はクラスタ対 ⟨Ci, Cj⟩ を成す基調構造
si,j = ⟨ei, ai, ej , aj , ei,j⟩について以下のように定義する．
h(si,j)=
△Li′,j′ (si′,j′ ≡ si,jとなる si′,j′ がhに存在),null (上記以外). (8)
si′,j′ ≡ si,j は基調構造 si′,j′ が si,j と同型であることを示す．














［証明 4］ 議論を簡単にするため，すべてのノード i ∈ V につ
いて単純なクラスタCi = {i}を考える．このとき，ei = ej = 0
と ei,j = 1 が常に成り立つため，ai = ai′ かつ aj = aj′ であ
れば，si,j ≡ si′,j′ である．すなわち，si,j の構造は ai と aj の
値によって一意に定まる．仮定から次数 kのノードの出現確率
は p(k) ∝ k−γ であるため，グラフ G内に存在する基調構造が









) 種類の基調構造のみ LRM-gain を計算すればグラフ
全体をクラスタリング処理できる．補題 3より，LRM-gainの
計算は O(1) で求まる．ゆえに，LRM-gain キャッシングの時
間・空間計算量は O( 1
p(d)2
) = O(d2γ)となる． 2
一般的に実グラフの平均次数 dと γ は極めて小さくなること
















［定義 3］（部分グラフ集約） グラフ G = (V,E,W ) のクラス
タ Ci = (Vi, Ei) と Cj = (Vj , Ej) に属するノードをそれぞれ
i ∈ Ci，j ∈ Cj とする．ここで V \{Vi ∪ Vj}に属するノードを
そのノード自身もしくは新たなノード xに射影する関数 f を考
える．このとき，ノード iと j に対する部分グラフ集約は新た
なグラフ G′ = (V ′, E′,W ′)を構築する手続きである．ただし，




2Wu,v +Wu,u +Wv,v (f(u) = x, f(v) = x)
Wi,v +Wj,v (f(u) = x, f(v) |= x)
Wu,i +Wu,j (f(u) |= x, f(v) = x)
Wu,v (f(u) |= x, f(v) |= x)
.
定義 3より，部分グラフ集約は 2つのノード iと j を重み付き
エッジを用いて等価な 1つのノード xに変換する操作である．
部分グラフ集約はノード i，j を接続するエッジの本数を重み
Wx,x とする自己ループエッジ (x, x) ∈ E′ を新たなノード xに
与える．同様に，ノード x の隣接ノード k ∈ Γ(x) に対して，
部分グラフ集約は元のグラフ Gが持つエッジ (i, k)と (j, k)を
1つの重み付きエッジ (x, k)に変換する．これにより，部分グ
ラフ集約はグラフ内のノートとエッジを削減する．
［補題 5］ ノード i, j ∈ V が同一クラスタに所属するとき，
Algorithm 1 提案手法 gScarf法
Input: A graph G = (V,E,W );
Output: A set of clusters C;
1: T = ∅;
2: for each i ∈ V do
3: Ci = {i}, and T = T ∪ {Ci};
4: while T |= ∅ do
5: Get Ci from T;
6: Cbest = Ci;
7: for Cj ∈ Γ(Ci) do
8: si,j =
⟨
ei, ai, ej , aj , ei,j
⟩
;
9: if h(si,j) = null then h(si,j)← △Li,j ;
10: if h(si,j) > h(si,best) then Cbest = Cj ;
11: if h(si,best) > 0 then
12: C′ ← fold(Ci, Cbest) by Definition 3;
13: T = T\{Ci, Cbest} ∪ {C′};
14: else T = T\{Ci};
15: return C;
定義 3 によりノード i, j を新たなノード w に集約した場合，
LRM(Cw) = LRM(C(i,j))が成り立つ．




ep(w)} である．定義 3 より自明に ew = ei + ej + 2ei,j か
つ aw = ai + aj であるため，






























補題 1 より，L(Cw) = L(C(i,j)) のとき LRM(Cw) =
LRM(C(i,j))であり，式 (9)から補題 5が成立する． 2
補題 5より，部分グラフ集約は LRM-gainを正確に計算可能で
あることが言える．ゆえに，gScarf 法は CorMod の精度を損
なわずにノード・エッジ数を削減することができる．
定義 3 に基づき，gScarf 法は逐次的に部分グラフ集約を実
行する．gScarf法は任意のクラスタ Ci を選択し，そのすべて
の隣接のクラスタに対して定義 1に示した LRM-gain△Li,j を
計算する．このとき計算した LRM-gainの中で，最大の正数と
なったクラスタ対 ⟨Ci, Cj⟩に対して，即座に定義 3で示した部
分グラフ集約を適用する．gScarf法はこれを収束まで繰り返す．
本節で述べた逐次部分グラフ集約は次の理論的な性質を持つ．
［補題 6］ 平均次数 dのグラフに対して，部分グラフ集約（定
義 3）の時間・空間計算量は O(d)となる．
［証明 6］ 定義 3 より，部分グラフ集約はあるクラスタ
Ci に隣接するすべてのクラスタに対して更新処理を行
う．この処理は，クラスタ対 ⟨Ci, Cj⟩ に対して明らかに
O(min{|Γ(Ci)|, |Γ(Cj)|}) = O(d)を必要とする． 2
3. 5 gScarf法のアルゴリズム
gScarf法のアルゴリズムをAlgorithm 1に示す．まず gScarf




数となる LRM-gainを持つ Cbest を見つける（6-10行目）．計
算を高速化するため，この計算には定義 2で述べた LRM-gain
表 1 実グラフデータセットの概要
Name n m d γ Ground-truth Source
YT 1.13 M 2.98 M 2.63 1.93 ✓ com-Youtube [24]
WK 1.01 M 25.6 M 25.1 2.02 N/A itwiki-2013 [25]
LJ 3.99 M 34.6 M 8.67 2.29 ✓ com-LiveJournal [24]
OK 3.07 M 117 M 38.1 1.89 ✓ com-Orkut [24]
WB 118 M 1.01 B 8.63 2.14 N/A webbase-2001 [25]
TW 41.6 M 1.46 B 35.2 2.27 N/A twitter-2010 [25]
キャッシングを行い，既に計算したことのあるクラスタ対と同
型な基調構造を持つクラスタ対の計算を除外する（8-10行目）．
gScarf法は si′,j′ ≡ si,j となる基調構造を関数 h内に見つけた




理を繰り返し，T = ∅となったとき gScarf法は停止する．
最後に gScarf法の計算量を解析する．
［定理 1］ gScarf 法の計算量は O(m + d2γ) である．ただし，
mはグラフ Gの総エッジ数，dは平均次数，γ は次数分布の偏
りの強さを表す小さな正数である．






の計算量を要する．ゆえに計算量は O(m+ d2γ)となる． 2
1 節で述べた通り CorMod 法の計算量は O(nm logn) であ
り，提案手法 gScarf法は CorMod法よりも計算量が小さいこ
とがわかる．特に，実グラフでは dと γ が極めて小さくなると
なることが知られており [17]，この場合 d2γ ≪ mとなる．具
体的には，本稿で評価に用いた実グラフ（表 1）では dと γ は
高々d < 39 and γ < 2.3となり，エッジ数と比較して極めて小
さな値であることがわかる．その結果として gScarf法の計算量




ており [19,20]，実際の gScarf法の計算コストは定理 1よりも
さらに小さくなることが期待される．
4 評 価 実 験
本節では gScarf法の実行速度と精度を実験的に評価する．
4. 1 実 験 設 定
比較手法: 我々は gScarf法を以下の最新の手法と比較する．
• CorMod [14]: 尤度比相関に基づくモジュラリティを
用いたクラスタリング手法である．提案手法 gScarf 法と同様
に LRMを最大化するクラスタを貪欲法により検出する．
• Louvain [9]: 最も標準的なモジュラリティクラスタリ
ング手法である．この手法は式 (1)に示したモジュラリティQ
を貪欲法により最大化したクラスタを検出する．



















gScarf CorMod IncMod Louvain pSCAN CEIL MaxPerm TECTONIC
図 1 実グラフデータセットにおける実行時間の比較
図 2 計算されたエッジ数の比較（データセット：YT）




















• IncMod [16]: Louvain法の高速化手法であり，式 (1)
に示したモジュラリティQを貪欲法により最大化する．我々の
知る限り最も高速なモジュラリティクラスタリング手法である．
• pSCAN [21]: 密度ベースのクラスタリング手法であ
る．密な接続を持つクラスタをしきい値 ϵと µを用いて探索す
る．我々は文献 [21]に従い ϵ = 0.6および µ = 5とした．
• CEIL [12]: クラスタの内部と外部の接続密度比を考慮
することで解像度限界を解消したクラスタリング手法である．
• MaxPerm [22]: クラスタの頑健性に着眼することで，
解像度限界問題をを解消したクラスタリング手法である．
• TECTONIC [23]: モチーフベースのグラフクラスタ
リング手法である．この手法はしきい値 θ より少ない割合の 3
部クリークに属するエッジをトップダウンに削除することでク
ラスタを検出する．我々は文献 [23]に従い θ = 0.06とした．




データセット: 本稿では SNAP [24] および LAW [25] で公開
されている 6つの実グラフデータセットを用いる．表 1に詳細













法は他の手法よりも 273.7 倍高速である．また，gScarf 法は
LRM最大化手法である CorMod法と比較して最大で 1,100倍
































































(b) LFR benchmark （mu を変化させた場合）



















(c) LFR benchmark（n を変化させた場合）
図 4 実グラフおよび人工グラフにおける NMI 値の比較
表 2 平均クラスタサイズの比較
Ground-truth gScarf CorMod Louvain IncMod pSCAN CEIL MaxPerm TECTONIC
YT 13.5 13.3 13.3 66.1 50.4 24.3 5.6 11.4 8.2
LJ 40.6 44.2 45.1 111.4 104.5 81.9 11.3 33.3 10.7




とW/O-Folding はそれぞれ平均して 21.6 倍，10.4 倍高速で
ある．この結果は LRM-gainキャッシングが部分グラフ集約よ
りも高速化に大きく貢献していることを示唆している．3. 5 節
で述べたように，実グラフは一般的に小さな dと γ の値を持つ
ことが知られている．例えば，表 1に示したとおり，本稿で用
いたデータセットでも dと γ の値はそれぞれ高々d <= 38.1 and















4. 3. 1 実グラフにおける評価
図 4 (a) は実グラフデータセット YT，LJ，および OKにお
ける NMIの値を比較した結果である．本稿では SNAPで公開





















力したクラスタの平均ノード数を表 2 に示す．表 2 からわか












4. 3. 2 人工グラフにおける評価
次に人工グラフを用いて，グラフの特性に応じたクラスタリ
ング精度の検証を行う．図 4 (b)ではノード数 106，平均次数







それぞれ d = 20，mu = 0.5 に固定し，ノード数を 104 から
107 まで変化させたグラフに対して NMIの比較を行う．





















本研究の一部は JST ACT-I ならびに科研費 若手研究
(18K18057)の支援を受けたものである．
文 献
[1] Hiroaki Shiokawa, Toshiyuki Amagasa, and Hiroyuki Kita-
gawa. Scaling Fine-grained Modularity Clustering for Mas-
sive Graphs. In Proceedings of the 28th International Joint
Conference on Artificial Intelligence (IJCAI 2019), pages
4597–4604, 2019.
[2] M. E. J. Newman. Fast Algorithm for Detecting Commu-
nity Structure in Networks. Physical Review, E 69(066133),
2004.
[3] Tomokatsu Takahashi, Hiroaki Shiokawa, and Hiroyuki
Kitagawa. SCAN-XP: Parallel Structural Graph Clustering
Algorithm on Intel Xeon Phi Coprocessors. In Proc. ACM
SIGMOD Workshop on Network Data Analytics, pages 6:1–
6:7, 2017.
[4] Tomoki Sato, Hiroaki Shiokawa, Yuto Yamaguchi, and Hi-
royuki Kitagawa. FORank: Fast ObjectRank for Large Het-
erogeneous Graphs. In Companion Proceedings of The Web
Conference 2018, pages 103–104, 2018.
[5] Alireza Louni and K. P. Subbalakshmi. Who Spread That
Rumor: Finding the Source of Information in Large Online
Social Networks with Probabilistically Varying Internode
Relationship Strengths. IEEE Transactions on Computa-
tional Social Systems, 5(2):335–343, June 2018.
[6] Hiroaki Shiokawa, Tomokatsu Takahashi, and Hiroyuki
Kitagawa. ScaleSCAN: Scalable Density-based Graph Clus-
tering. In Proc. DEXA 2018, pages 18–34, 2018.
[7] Santo Fortunato and M Barthélemy. Resolution Limit
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