Abstract. Several contributions have been proposed in the past decades with the aim to set up a reliable quantification of suspended sediment transport on the basis of a depthaveraged closure relationships for the concentration profiles. However, a definitive answer to the problem in unsteady and non-uniform conditions has not been found yet. In this paper we compare a semi-analytical solution, based on a formally correct classical perturbative approach relying on small values of characteristic parameters, with the results of a numerical model. The aim is to understand to which extent the simplified solution is able to reproduce the most important features of the complete solution. In particular we analyze the behavior of vertical concentration profiles, depth-averaged concentrations and suspended sediment transport rates when temporal and spatial variations are imposed to the system. The comparison between the complete model and the perturbative approximation, pursued also with the aid of fully analytical solutions obtained in the case of constant eddy diffusivity, shows that the simplified solution is affected by some limits that are intrinsically related to the perturbative formulation itself. The main shortcoming of the perturbation approach lies in its failure to reproduce the inertia of the sedimentation process. This results in an amplification of the system response to high frequency external forcing, while the complete solution actually predicts a strong damping. Thus, applying the perturbative model to real cases should be carefully considered when the perturbation parameter is not sufficiently small, as a rigorous application of the perturbation approach would require.
Introduction
Suspended sediment dynamics is a complex phenomenon, whereby sediments undergo a sequence of processes such as erosion, deposition, advective and diffusive transport. In the case of fine sediments, a reliable quantification of the suspended load is necessary to estimate the total sediment transport, which is crucial in morphodynamic studies. While the bed load fraction rapidly reacts to bed shear stress variation and can be evaluated by means of algebraic relationships, the suspended load depends on the concentration of sediment suspended in the whole flow depth. Therefore, whenever the suspended load is dominant, there is a large delay in the adaptation process and bed stability and bedforms dynamics are consistently affected, as several authors have discussed for small scale bedforms [e.g. Engelund and Fredsøe, 1982] and meso-scale bedforms [e.g. Tubino et al., 1999; Seminara and Tubino, 2001] .
Suspended sediment motion is inherently a threedimensional process; nevertheless, most of the commonly used models for fluvial, estuarine and coastal morphodynamics are depth-integrated. Within the context of a two-dimensional approach, only the depth-averaged sediment concentration is known; however, since the concentration or the upward sediment flux at the bed are required to evaluate bottom evolution, these models need to refer to assigned vertical concentration profiles. Under uniform conditions these profiles can be represented through the well known Rouse distribution, which corresponds to the local and instantaneous hydrodynamic conditions. On the other hand, changes in the boundary conditions can modify such distribution significantly, as in the case of the transition from one equilibrium state to another due to an abrupt change of the bed boundary condition, a problem which has been investigated by Hjelmfelt and Lenau [1970] among others.
Models are usually based on the hypothesis that it is feasible to consider the profiles obtained under equilibrium conditions, thus assuming that the sediment dynamics instantaneously adapts to varying flow conditions. Therefore, these models can be safely applied only when the differences between the local instantaneous concentration profile and the equilibrium profile, computed in terms of the local instantaneous hydrodynamic conditions, are sufficiently small. Unfortunately, the adaptation of the concentration vertical profiles to the forcing conditions becomes much slower as the sediment grain size decreases. Moreover, the evaluation of the concentration profiles is very sensitive to the choice of the empirical relationships for the bed boundary condition, as pointed out by van Rijn [1984] .
Under non-uniform or non-stationary conditions, the deviations of the vertical profile from the local equilibrium profile can be fairly large in the case of fine sediments, since suspended sediment dynamics requires a relatively large distance to approach equilibrium. For this reason, some authors [e.g. Armanini and Di Silvio, 1988] introduced the concept of adaptation length as the distance needed to respond to changing hydraulic conditions. At present, few analytical formulations are available to account for the effect of flow non-uniformities on the concentration profiles [Galappatti and Vreugdenhil, 1985; Wang, 1989; Wang, 1992; Bolla Pittaluga and Seminara, 2003] . Most of the works dealing with this topic share the aim of finding reliable depth-integrated relationships for suspended load and of determining the phase lag of the actual solution with respect to the instantaneous adaptation relationships.
Suspended sediment transport under non-uniform conditions has also been recently analyzed through threedimensional numerical models [e.g. Lin and Falconer, 1996; Wu et al., 2000] . The large computational time requested by this kind of models limits their use to relatively simple cases, while two-dimensional (depthaveraged) models are preferred for the simulation of real cases. For instance, a three-dimensional model would require prohibitively long numerical simulations to describe the long term morphodynamic behavior of a river reach or an estuary. For this reason, an analytical formulation for the vertical concentration profile to be included within two-dimensional depth-integrated morphological models would be an important step forward.
In this paper we aim at understanding whether the proposed analytical solutions are able to reproduce the behavior of the complete solution. With this objective, we pursue a comparison between a perturbative solution and the results of a three-dimensional numerical model. We take as a reference the semi-analytical solution recently proposed by Bolla Pittaluga and Seminara [2003] (hereafter referred as BPS ), which relies on a formally correct perturbation analysis revisiting the solution proposed by Galappatti and Vreugdenhil [1985] and then modified by Wang [1992] . Moreover, BPS 's depthaveraged results have been recently applied [Federici and Seminara, 2006; Garotta et al., 2006] and hence merit a thorough analysis.
As for the numerical method, we refer to a threedimensional, finite-volume model [Vignoli, 2004] , which allows us to obtain accurate results for the concentration field due to its peculiar formulation. For the sake of simplicity, the comparison is performed with reference to a plane flow, i.e. the model is applied to a two-dimensional longitudinal-vertical context. In order to test the results of the analytical model, we mainly consider two aspects which are crucial for the morphological response of fluvial and tidal systems: (i) the phase lag (and the consequent typical delay) of the suspended load with respect to the bottom shear stress, which governs the growth and migration of bedforms; (ii) the value of the peak of the depth-integrated transport, which regulates the intensity of the bottom erosion and deposition processes.
One of the main points under discussion in previous contributions is the treatment of the bottom boundary condition. Several possibilities have been explored, assuming instantaneous adaptation of the reference bottom concentration to the hydrodynamic conditions, assuming instantaneous adaptation of the vertical upward flux or replacing the bottom boundary condition with an integral condition. In particular, a practically used model has been derived on the basis of the latter condition [Galappatti and Vreugdenhil, 1985; Wang, 1992] (concerning this possibility and the differences with BPS 's approach, see also the discussion between Wang and De Vriend [2004] and Bolla Pittaluga and Seminara [2004] ). The thorough analysis of the features of the two models are beyond the scope of the present paper. Thus, in our analysis we assume the so-called gradient boundary condition and follow the lines of the perturbation analysis proposed by BPS. In order to perform a fair and complete comparison with the numerical solution, we try to avoid any unnecessary simplifications; thus we slightly modify BPS 's formulation of the problem by including the effect of the variation of the vertical structure of the concentration profile. Moreover, we extend the perturbation development up to the second order, which is shown to play a controversial role in reproducing the behavior of the complete solution.
The rest of the paper is organized as follows: after the formulation of the problem (Section 2), we derive the analytical solution (Section 3) following the guidelines of BPS and we propose a simplified model amenable to a fully analytical solution (Section 4). In Section 5 we briefly describe the numerical model used; then we compare the results in the case of time-varying flows, as in the case of tidal flows, and spatially-varying flows, considering a sinusoidal bottom profile for different values of its amplitude and wavelength (Section 6). Finally, we discuss the limitations that are implicit in the perturbative scheme and their consequences on the errors introduced in the quantification of the suspended sediment transport rate (Section 7).
Formulation of the problem
The problem is formulated as follows (for the basic notation see Figure 1 
where the longitudinal diffusion term has been neglected on the basis of the widely accepted assumption that it can be considered small in comparison with the longitudinal advection term, as it is usual in shallow water flows. The differential equation (1) is solved with the boundary conditions at the free surface h * and at a reference level z * r from the bottom η * :
where Ce is the equilibrium reference concentration. The free surface boundary condition prescribes a vanishing sediment flux through the free surface; the bottom boundary condition is the so-called 'gradient boundary condition', which assumes the upward sediment flux at the bottom to be equal to that under equilibrium conditions. In order to model the turbulent sediment fluxes we have chosen the common Fickian closure, by means of the eddy diffusivity ψ * T , expressed as
where D * = h * − η * is the water depth, U * f is the friction velocity and fT is a dimensionless function describing the vertical structure of ψ * T . Capital letters are used for the variables without a vertical variability.
The problem is made dimensionless by using the following scaling:
where the subscript 0 denotes reference values (constant in time and space) and the scale for the vertical velocity w * is chosen to balance the order of magnitude of the two terms of the continuity equation
We also need to mention the kinematic boundary condi-
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tions at the free surface and at the bottom
where z D * is the reference level for the velocity logarithmic profile; the flow field is solved assuming a vanishing shear stress on the free surface.
With these assumptions, the differential problem reads
having defined the dimensionless parameters
Note that κγ, where κ is the von Kàrmàn constant, is the inverse of the so-called Rouse number.
For the analysis it is convenient to introduce a boundary fitted vertical coordinate
so that we have to reformulate the system (9)-(11). The procedure to obtain the boundary fitted equations is quite long and complex; note that it also uses the kinematic boundary conditions (7)-(8), the continuity equation (6), its depth-integrated form and the hypothesis of self-similar velocity profiles. Since a completely analogous procedure is described in BPS, for sake of brevity we report only the final set of equations. Moreover, we consider only the case in which
since it retains all the features we want to analyze (the extension to the general case is straightforward). In particular, we assume that the free surface variations can be neglected also in non-stationary flows, like tidal flows; such assumption is commonly made in several works [e.g. Seminara and Tubino, 2001] by assuming that the tidal amplitude is small with respect to the depth, and lets us avoid unnecessary mathematical complications. In this case the system (9)-(11) becomes
γUfT ∂c ∂ζ
where (17) has been simplified assuming that, at the reference level ζr, the basic flow longitudinal velocity u can be neglected (see also BPS ). We note that the system (15)-(17) corresponds to the final form of the differential problem solved in BPS (their equations 45-47), when the assumptions (14) and the above simplifications are introduced.
Closure relationships
The closure relationships adopted herein are the same as in Seminara and Tubino [2001] . The flow field is described through the vertical profile of the longitudinal velocity deriving from the classical eddy viscosity structure suggested by Dean [1974] , which accounts for the wake effect. Consequently, the vertical profile of the longitudinal velocity, in dimensionless form, is
where κ = 0.41, A = 1.84 and B = −1.56; ζ0 is determined by imposing the depth-averaged velocity as unitary.
For the vertical profile fT of the eddy diffusivity given by (4), we adopt the structure proposed by McTigue [1981] :
Finally, we estimate the reference concentration following van Rijn [1984] :
where z * r is the reference level, d * s is the characteristic sediment size,
is the particle Reynolds number, and θ cr is the lower threshold of the effective Shields number ϑ, which, according to Engelund and Fredsoe [1982] , modifies the Shields number
when dunes develop on the bottom; ∆ = ρ s /ρ − 1 is the relative density, with ρs sediment density and ρ water density; θ0 is the reference Shields number.
In (19) and (20) we implicitly assume that the adaptation of the eddy viscosity profile and of the reference concentration to the local hydrodynamic conditions can be considered as instantaneous. This simplification is commonly accepted for the parameters characterizing the slowly-varying flow field, admitting self-similar vertical profiles. In fact, the flow field adapts more rapidly than the sediment concentration profile, whose variation has been retained in (15) and in the following perturbative solution.
The fall velocity of sediments is expressed in the form
where, for the function f (Rp), we have chosen Parker 's [1978] expression. Using (22) and (23), we can relate γ to the reference Shields parameter and the particle Reynolds number Rp with the formulation γ = √ θ0/f (Rp).
Analytical solution
The system (15)-(17) admits analytical treatment in terms of the perturbation of the concentration
with respect to a small parameter δ 1. We will distinguish two cases: non-stationary and spatially constant (δ = α, λ = 0) and spatially-varying and steady (δ = λ, α = 0).
Introducing (24) in the set of equations, at the leading order we obtain the classic Rouse's problem
At any following order k, which considers the O(δ k ) terms, the problem is forced by the variations at the order k-1:
The analytical solution c 0 in the case of uniform flow (λ = 0, α = 0) is the well-known Rouse profile
When the solution at one generic order is known, it can be used to obtain the higher order approximation. In general, the solution of the system (27)- (28) is not obtainable in closed form since the coefficients depend on x and t. However, we can simplify the first order problem by considering separately temporal and spatial variations and then by splitting the derivatives of c0 in two terms. Let us consider the non-stationary case (δ = α, λ = 0; in the spatially-varying case the spatial derivative behaves in the same manner as the temporal derivative here); from the solution (29) we have
where we have introduced the vertical structures
T dξ (31) and we have neglected the temporal variation of the reference level ζ r since its evaluation is uncertain; the functions f r and f s depend on time t only through the parameter U. The first term on the right hand side of (30) accounts for the variation of the reference concentration at the bottom, whereas the second term accounts for the variation of the vertical structure of the Rouse's profile. For the first order of the perturbation, given the basic state (30), the differential problem (27) can be splitted in two independent problems by introducing the decomposition
which gives rise to the differential problems
which can be easily solved with the corresponding boundary conditions (28), rewritten in terms of c 1r and c 1s according to (32), for every time step. Once we have determined the two unknowns c 1r and c 1s , we can use them to force the second order problem
which has to be solved through suitable numerical integration. The extension to higher orders of approximation is straightforward.
As a final annotation, we need to point out some differences between the model described above and that proposed by BPS. Firstly, we note that (32) differs from their equation 56 (without considering the terms associated to spatial variation and temporal variation of free surface and bottom elevation) because in (30) we consider the variation of Ce instead of the variation of the depth-averaged concentration. Moreover, BPS neglect the effect of the variability of the vertical structure of c0 that, in our formulation, is related to the shape function fr(ζ, U) and is felt in (32) through the variation of U. The latter contribution, associated with c1s, is always smaller than the contribution proportional to c1r, which depends on the variation of the reference concentration Ce; however, since the order of magnitude of the two terms results to be the same, the evaluation of c1s should not be neglected in an accurate analysis. Finally, we also note that the second order has not been considered in BPS ; its effect is discussed in the following sections.
The case of stationary spatial non-uniformity (δ = λ, α = 0) can be treated exactly in the same way as done before. The only difference comes from the forcing terms in the systems (33) and (34), where the right hand sides should read u(ζ) f r (ζ) and u(ζ) f s (ζ), respectively.
The overall aim of the analysis is to obtain suitable vertically averaged closures. For this reason, we define the depth-averaged concentration as X -9
and the suspended load as
where the velocity profile u is given by (18). For a more accurate solution, since the variation of both sediment concentration and longitudinal velocity are stronger near the bottom, we introduce the logarithmic coordinate ζ = ln(ζ), so that ∂/∂ζ = (1/ζ) · ∂/∂ ζ. In this case the computational domain [ζ r , 1] corresponds to the transformed interval [ln(ζ r ), 0]. The same applies to the complete numerical model.
Constant diffusivity solution
In order to illustrate some basic features of the behavior of the concentration profile at the various orders of approximation of the perturbation analysis, we can easily derive a simplified solution. In fact, the solution can be explicitly obtained when the eddy diffusivity is constant (f T = 1). For sake of simplicity, in this section we consider only the dependence on time and denote the approximate solution as c; moreover, we assume for the dimensionless depth D = 1. The governing equation becomes
with the boundary conditions (16) and (17), where c should be replaced with c. Moreover, we assume that the reference concentration depends only on the friction velocity following a power law C e = βU n , such that
Introducing a perturbative development for c as in (24) for c, the concentration profile at the leading order is
where the intrinsic coordinate
has been introduced; note that ξ varies with t (or, equivalently, x) because of its dependence on the parameter U (we neglect the dependence of ζ r ). We also introduce the value of ξ at the free surface
representing the characteristic vertical scale of the basic state solution (40).
In the intrinsic coordinate system, recalling that the temporal derivative gives rise to two terms, the first order problem reads
where the apex indicates differentiation along ξ. The solution can be written as
where k 11 can be determined by solving the system
with f 11 = (n + ξ) e −ξ . Analogously, forcing the second order problem with the solution (45) we can write the differential system
which can be solved by decomposing the solution in the form
to obtain two differential systems of the type (46), where f 21 = nk 11 − ξ ∂k 11 /∂ξ − Ξ ∂k 11 /∂Ξ and f 22 = k 11 . The coefficients k ij of the solutions (45) and (49) are reported in the Appendix (A1, A3). In order to point out the role of the main parameters on the solution at the different orders of approximation, we use the depth-averaged values of the concentration; in the new variable ξ the definition (36) reads
Then, the solutions (40), (45) and (49) can be averaged to give
where capital letters stand for depth-averaged values of c and k ij . The averaged coefficients are reported in the Appendix (A2, A4). Note that K 11 is negative for every Ξ; K 21 and K 22 are always positive. We are interested in comparing the solution of the simplified problem obtained using a perturbative approach with that evaluated solving the complete problem (38) with the given boundary conditions. In order to do so, we can discretize the temporal derivative by means of a finite difference ∂ c/∂t = c − c (t −1 ) /∆t, where c (t −1 ) is the concentration profile known at the previous time and ∆t is the time step. In this way, (38) becomes
which can be solved with its boundary conditions at each time step to give
where the coefficients I1, I2, ic1, ic2, J1, J2, f1, f2 are reported in the Appendix (A5). Note that the effect of the concentration profile c (t −1 ) is felt through the first four coefficients. The depth averaged solution is then
In this way we can compare the perturbative solution and the complete one within the framework of such simplified model. We express the reference concentration C e with the above mentioned power law with n = 3, corresponding to a simplified version of (20); without loss of generality, we also set β = 1. Moreover, we impose a quadratic sinusoidally varying friction velocity in the form U = cos 2 (2πt). The two important parameters in such analysis are the inverse Rouse number γ and the variability parameter α. The former quantifies the relative importance of sediment resuspension (related to U ) with respect to deposition process (proportional to falling velocity); small values of the parameter (γ 1) indicate that the concentration profile is flattened towards the bottom because the sediments in suspension rapidly settle down and the present analysis does not apply. The second parameter, α, gives an idea of the temporal scale of the variability of the phenomenon in comparison with the typical scale for sedimentation and has been assumed as the small parameter in the perturbation analysis; thus we expect that for relatively large values of α such approach fails. In Figure 2 we compare the solutions for the depthaveraged concentration derived by the perturbation analysis (51)- (53) with the solution of the complete equation (56) in a relatively simple case (γ = 0.5, α = 0.05; the results are shown when the system reaches a periodic behavior with clean water as initial condition); in particular we consider both the solution truncated at the first order, C 0+1 = C 0 + α C 1 , and at the second order, C0+1+2 = C0+1 + α 2 C2. It is easy to see that C0+1 overestimates the peak, while C 0+1+2 tends to reduce it. If we strengthen the intensity of suspension by increasing γ to 2, we can see in Figure 3 that the bad behavior worsens and unrealistic negative concentrations become more evident after the slack period. The picture becomes even worse if we slightly increase the rapidity of the variation (α = 0.1), as it immediately appears in Figure 4 ; note that C0+1+2 is not plotted since it rapidly diverges. The reasons and the consequences of such behavior are discussed in section 7. Here it suffices to say that the perturbative approach looses memory of the immediately preceding state.
Numerical solution
We now briefly describe the numerical scheme for the solution of the differential system (15)-(16); for more details on the three-dimensional numerical model we refer to Vignoli [2004] . Here it suffices to recall that the flow field is solved using finite-difference technique and the concentration field is solved using a finite-volumes approach; the numerical model is semi-implicit. For the solution of the flow field the Eulerian-Lagrangian approach is adopted, in the form proposed by Casulli and Cattani [1994] , though it has been suitably modified to account for the no slip condition at the bed.
A novel feature was introduced in the model to deal with the problem of large concentration gradients at the bottom and large vertical advection terms in a variable grid. Due to the effect of settling velocity W * s , the vertical advection term in the advection-diffusion equation (1) for the suspended sediments leads to relatively high values of the vertical Courant number. In particular the Courant number is fairly large close to the bed, where the vertical grid spacing is small. Under these conditions numerical schemes do not perform satisfactorily, as typically occurs when advection is dominant. To overcome the above difficulty a semi-analytical procedure for the solution of the advection-diffusion equation for the suspended sediment is introduced, in which the concentration field is splitted into two parts:
similarly to what has been done for the perturbation solution (24), where the symbol s1 represents the sediment concentration evaluated numerically and s 0 = c 0 is the Rouse solution (29). Hence s 0 represents the contribution of the concentration field in phase with the local shear stress. Note that, differently from the perturbation analysis, in the numerical solution we do not make any assumption about the order of magnitude of the s 1 contribution. Substituting equation (57) in the advection-diffusion equation, rewritten in conservative form that is the most suitable for numerical solution, we obtain the following equation and boundary conditions for the component s 1 :
It is worth noticing that, through the right hand side of (58), the component s0 produces a forcing term for s1 and this forcing term can be computed analytically. The component s1 quantifies the spatial or temporal delay of the sediment concentration with respect to the bed shear stress, and is related to the advection and diffusion processes. Numerically, it is determined through a mixed algorithm. In the horizontal directions we adopt the Lax scheme, in the form proposed by Leveque [1996] ; this numerical scheme is explicit, conservative and second order accurate in space.
In the vertical direction an explicit scheme cannot be used because the vertical advection term leads to very high values of the vertical Courant number, as pointed out before. Hence, an implicit scheme is required. In the present work, due to the relatively high contribution of the vertical advective term, a linear combination of up-wind and central-difference algorithms is adopted in order to guarantee the stability, according to the following scheme
The weighting coefficient Θ is locally prescribed, according to Casulli and Greenspan [1988] , in order to warrant the stability of the scheme, though reducing the accuracy of the computation. This procedure allows one to include the up-wind correction only where it is strictly necessary. When Θ = 1 the proposed scheme reduces to a second order central difference, while the condition Θ = 0 implies a first-order up-wind differencing. Results of computational tests suggest that in our case Θ is always very close to 1. Smaller values of Θ can be expected for large values of sediment diameter, which leads to high value of the settling velocity W * s , or for low values of flow velocity, which may be the case for example of tidal flows during flow reversal.
The use of the explicit scheme for the horizontal fluxes and of the implicit procedure for the vertical flux leads to the solution of simple three-diagonal algebraic systems, one for each water column. The solution for each system is obtained using the standard LU decomposition algorithm.
The above numerical procedure has been tested under different conditions, along with the validation of the model for the flow field [Vignoli and Tubino, 2002; Vignoli, 2004] . Note that the standard test that checks the ability of the model to reproduce the equilibrium concentration profiles in uniform flow, is here unnecessary because the proposed decomposition (57) automatically satisfies the above condition. In fact, in the case of uniform flow the contribution of s 1 vanishes and the concentration profile s=s 0 coincides with that evaluated analytically without any numerical approximation.
We note that the subdivision of the numerical unknown s into two terms as in (57) somehow recalls the perturbative approach introduced for the analytical solution in section 2. However, the difference is clear: the numerical solution for s 1 accounts for spatial and temporal variabilities, also for high degree of non-uniformities and non-stationarity, without approximations, except those related to the precision and accuracy of the numerical scheme, which has been kept sufficiently small using a large number of grid points.
In analogy with the analytical solution, we indicate the depth-averaged concentration with capital letters as
where S0 = C0 and S1 is a suitable numerical average of the perturbation of the concentration s1(ζ).
Results
In this section we compare the results of the analytical model with the numerical solution in two cases of nonuniformity, temporal and spatial respectively. Since the spatial variability is formally similar to the temporal variability, we will examine the situation of a time-oscillating flow in major detail and then we will extend the remarks in the case of the spatially-varying flows. The bed altimetry is assigned and is kept fixed during the simulations.
The comparison with the analytical solution has been conducted as follows. For each numerical simulation, we have found the semi-analytical solution using a RungeKutta 4 th order method (note that the integration of the differential system (33), (34) and (35) requires a numerical integration, which is rather time-consuming). The depth averaged hydrodynamic variables needed within the analytical approach have been obtained directly by the numerical simulations; the vertical profiles of velocity and eddy diffusivity are given by (18) and (19).
According to (57), S0 = C0 by definition and the perturbation S1 should be compared with δC1 and eventually higher order terms (see also Table 1 ). Similarly, the numerical evaluation Ss corresponds to the analytically determined suspended load Qs, at the various orders. In particular, the perturbative development of the analytical solution reads
where
. Accordingly, we indicate the numerical solution as
us i dζ (i = 0, 1) and S s0 = Q s0 . In the following it will prove useful to summarize the results of the analysis in the case of longitudinal variation, considering the difference of phase and amplitude between the numerical and the analytical solutions. For this aim, we use a Fourier analysis of the periodic signals of the suspended load Qs and Ss in the form
where A j and Φ j are the amplitude and phase of the j-th component, respectively, and (a) and (n) stand for 'analytical' and 'numerical'.
Temporary-varying case
Let us first consider the case of spatially uniform flow with a temporal variation (δ = α, λ = 0); according to (14) , water depth D is assumed constant in time and only a variation of velocity is considered. In order to make clear the dimensional variables involved in the problem, we can rewrite (24), using the definition (12a) and the X -15 decomposition (32), as
Note that the solutions c 1r and c 1s , obtained by solving (33) and (34), depend only on the product γU and on the reference level ζ r . The second order term is determined through (35). Two major cases of temporal oscillations can be recognized in natural environments, depending upon the period of the wavy forcing. The short period waves, like those associated to the effect of wind, are mainly investigated in coastal studies (for a review of different models see, for instance, Davies et al. [2002] ). On a longer time scale, we can consider the tidal waves with their main constituent, the semi-diurnal component M 2 , which has a period T * 0 of about 12.4 hours. This might appear a relatively large period, for which instantaneous equilibrium could be reached; however, this is not always the case.
The method used to obtain the numerical results in the case of a periodic temporal variability can be described as follows. We start the simulations with an initial condition of still water over the horizontal bed; we impose periodic boundary conditions at the upstream and downstream domain end. We reproduce the oscillatory behavior by imposing a sinusoidally varying artificial slope σ in the longitudinal momentum equation, in the form σ = σ 0 sin(2πt * /T * 0 ), where σ 0 corresponds to a peak velocity U * 0 and Shields number θ 0 . In this way we can easily reproduce a spatially constant (thanks to the periodic boundary conditions) flow with an oscillating velocity and an assigned flow depth, which satisfies the assumption (14). Note that the sinusoidal variation of the channel slope implies a variation of the dimensionless friction velocity of the type U 2 = sin(2πt). Then we run the simulation for a sufficient number of temporal cycles to obtain a periodic flow field.
Let us now illustrate the behavior of the solution with some examples, focusing the attention on the role of sediment characteristics. In Figure 5 we examine the vertical profiles of sediment concentration at different times during a tidal cycle in a relatively deep channel (D * 0 = 10 m, somehow resembling a medium value of the depth in estuaries); the forcing condition follows the common semidiurnal sinusoidal M2 tide.
Given the same value of the Shields number θ0 = 1, a very different behavior can be observed depending upon the particle Reynolds number Rp. For Rp = 10 (left plot of Figure 5 , corresponding to d * s 0.18 mm), the sediments tend to accumulate towards the bottom and the profiles evaluated analytically are close to those computed numerically. On the contrary, for Rp = 4 (right plot of Figure 5 , corresponding to finer sediments with d * s 0.10 mm) the settling velocity W * s is smaller and the sediments tend to remain in suspension for a longer time. This reflects in an appreciable difference in the comparison between analytical and numerical profiles. For sake of clarity, we note that the same value of θ corresponds to different scales of velocity (defined as the maximum during the tidal cycle): U * 0 0.72 m/s for Rp = 4, U 0.93 m/s for Rp = 10. The same difference between analytical and numerical solutions can be noted considering the vertically averaged solution C as plotted in Figure 6 in the case R p = 4. The analytical solution C (basic flow corrected with first and second order) is compared with the numerical solution S. Despite of a relatively small deviation of the solution from the instantaneous equilibrium solution C0, the analytical solution at the first order (C0 + αC1) shows a relatively remarkable deviation from the numerical solution S0 +S1, as can be seen in better detail in the zoomed part of the plot represented in Figure 6 (right). On the other hand, the second order solution C0 + αC1 + α 2 C2 determines a noticeable improvement of the agreement with the numerical solution. Unfortunately, this is not always true because, for larger values of α, the second order terms tend to introduce larger errors than the first order terms do (an example is given in Figure 8 for the spatial variation).
The same considerations can be obtained considering the correction of the concentration with respect to the basic state C 0 . In Figure 7 , for the same parameters as above (R p = 4), we compare the first order analytical correction αC 1 with the second order αC 1 + α 2 C 2 and the numerical correction S 1 . The zoom in Figure 7 (right) covers the same range in time t of that in Figure 6 (right).
Finally, we note that in the case R p = 10 all the solutions become closer to the instantaneous equilibrium solution C 0 (t). An example is given in the comparison between the vertical profiles shown in Figure 5 : for R p = 10 (left) the profiles, and then the depth averaged concentration, do not differ significantly from that at equilibrium in comparison with those obtained for R p = 4 (right). This depends on the fact that a larger R p implies larger values of W * s and a decrease of α. On the other hand, it is obvious that decreasing the period of tidal oscillation has the consequence to increase the value of α and therefore the discrepancy among the approximate analytical solution and the complete numerical solution.
Spatially-varying case
From a formal point of view, the case of spatial nonuniformity can be treated exactly in the same way as done before. The only difference is due to the forcing terms in the systems (33) and (34), where the right hand sides in this case should read u(ζ) fr(ζ) and u(ζ) fs(ζ), respectively. The corresponding c1r and c1s give the dimensional solution
In the remaining part of the analysis, we aim at reproducing the effect of large scale one-dimensional bottom perturbations on the spatial delay between the bed shear stress and the sediment transport. To this end, we adopt a purely sinusoidal variation of the bed elevation,
where we use the wavelength of the perturbation as the longitudinal length scale L * 0 . In dimensionless terms, (67) then reads
In order to cover most of the different cases that are common in natural channels when suspended load is dominant, we have done a large number of numerical simulations (2160 runs) and we have found the corresponding analytical solutions. The wide range of the parameters representative of common conditions has been chosen as follows: Rp=(4, 10), θ0=(0.5, 0.75, 1.0, 1.25, 1.5), D * 0 =(2.5, 5.0, 7.5, 10) m, for finite amplitude bottom perturbations (η0=(0.1, 0.2, 0.3), L * 0 =(250, 500, 750, 1000, 1250, 1500, 2500, 5000, 7500, 10000, 12500, 15000) m) and for small amplitude perturbations (η 0 =(0.01, 0.02, 0.03), L * 0 =(250, 500, 750, 1000, 1250, 1500) m). The numerical simulations in the case of spatial variations are run in a different way with respect to the case of temporal variability. In fact, we impose the sinusoidal bed altimetry (68) with an average channel slope corresponding to the assigned Shields number θ 0 . The channel length is 3L * 0 and we have imposed periodic longitudinal boundary conditions. The initial condition is given by a uniform flow and the simulation is continued until the flow field and the concentration profiles attain a stationary condition.
The most interesting factor for the morphodynamic analysis is given by the variation of the sediment transport with respect to the bed elevation and the bottom shear stress distribution. For this reason we consider two variables: the suspended load Q s determined analytically, along with its perturbative components Q s0 , Q s1 , Q s2 ; and the suspended load S s determined numerically, considering the basic state S s0 = Q s0 and the correction S s1 . In the following plots, we scale the results for both Q s and S s using the average value
along the sinusoidal bed profile. It is worth noticing that the results for Qs are strictly related to those for C because the velocity profile u(ζ), which gives the difference between (36) and (37), is more or less the same. Moreover, the spatial variations of the vertical profiles of c(ζ) are qualitatively analogous to those described in the case of temporal oscillation of the flow. Thus we focus our attention only on the behavior of Qs for different values of the wavelength of the perturbation and of the other parameters of the flow.
In general, the non-uniform character of the flow induces a phase lag in the sediment transport rate with respect to the undisturbed solution. We illustrate the basic features of non-uniform sediment transport referring to Figure 8 , where the suspended load Qs is plotted as a function of x along with its perturbation (Qs − Qs0) with respect to the local equilibrium solution; the case is characterized by small amplitude (η0 = 0.01) and relatively short wavelength (L * 0 = 500 m, for a depth D * 0 = 5 m) of the bottom perturbation.
The phase lag of Q s (x) relative to η(x), imposed by the sinusoidal law (68), can be related to two different factors. The first one is the effect of the phase lag of the bottom shear stress, associated with the behavior of U(x): given the closure relationship (20)- (22) for the reference concentration, the peaks of the local equilibrium solution Q s0 are in general anticipated with respect to the bottom perturbation η. This behavior can be seen in Figure 9 , where Φ (0) j denotes the phase of the basic state sediment transport Q s0 with respect to the sinusoidal forcing. This phase depends only on hydrodynamics.
The second factor is associated to the delay of the adaptation of the sediment concentration to the local con-ditions of bottom shear stress. This is the feature that the perturbative part of the solution tries to describe. In Figure 8 (right), we have plotted the correction of the numerical solution (Ss1) and the perturbation of the analytical solution at the first order (λQs1) and at the second order (λQs1 + λ 2 Qs2). The phase of Ss1 is smaller than the phase of λQs1 and the amplitude is smaller as well. On the other hand, the perturbation corrected at second order shows a phase more similar to that of the numerical solution, but the amplitude is even larger. This behavior influences, in a complex manner that will be examined in Section 7 in more detail, the behavior of the total sediment transport Q s (Figure 8, left) . The peaks of the corrected solutions (both analytical and numerical) are shifted with respect to the local equilibrium solution Q s0 , but in a different way depending on the kind of solution. The analytical solution tends to overestimate the peak value, whereas the numerical correction always shows a peak which is lower than that of the local equilibrium solution, as explained in section 7. The validity of the analytical second order correction strongly depends on the importance of the inertial terms: as one might expect, for smaller values of λ the numerical solution is fitted more closely (see Figure 10 ), but increasing λ the analytical solution rapidly diverges towards a non-acceptable solution.
In fact, in Figure 10 we present a case with small λ (=0.077), obtained considering bottom waves that are longer than in Figure 8 (the same depth D * 0 = 5 m as in previous figure, but L * 0 = 5000 m), with a larger amplitude of the bed height (η 0 = 0.1 instead of η 0 = 0.01). In this case the analytical solution behaves satisfactorily, reproducing the phase shift correctly (both at the first and at the second order) and the peak amplitude, at the second order; the peak at the first order is inevitably larger than the correct one.
Decreasing the wavelength of the bottom perturbation from L * 0 = 5000 m to L * 0 = 500 m, which is not an unrealistic value, with the same other parameters, we obtain the results shown in Figure 11 ; the corresponding perturbation parameter is λ = 0.77. Here we can see that the analytical correction completely misses the behavior of the numerical solution, since the peak amplitude is an order of magnitude larger than the correct one; moreover, it estimates a negative sediment load, which is not physically reasonable in this kind of problem. Note that the second order correction is not plotted in the figure because it introduces even larger differences. It is interesting to see that the numerical solution tends to be almost constant; this is the correct behavior, because the delay in the adaptation determines a longitudinal scale of variation that is larger than the scale of variation of the forcing condition (i.e. the wavelength of the bottom perturbation η). In other words the combination of vertical advection-diffusion and longitudinal advection has a global dispersive effect in the longitudinal direction. As a consequence when the external forcing has a small scale of variation, the solution is almost constant.
We examine the difference between the analytical and the numerical results by defining the differences of amplitude and phase of the j-th Fourier mode, according to (64), as
The amplitude amplification ∆a j and the phase variation ∆Φ j are plotted in Figures 12 and 13 for the first two modes (j=1,2). Each point in the plots represents a comparison between a numerical simulation and the corresponding analytical solution, for the range of parameters already shown. Since the errors for λ > 1 rapidly become very large, the plots are limited to a range of λ ∈ [0, 1]. Some interesting conclusions can be drawn from the analysis of the above figures. In particular, from Figure  12 we can observe that the relative difference of amplitude ∆a j grows with λ both for the first and the second mode. From Figure 13 it is clear that the difference of phase increases as well, until values of [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] o which can be relevant for some kinds of analysis, like those involving the criteria of formation of large scale bedforms (e.g. bars).
Discussion
In this section we try to shed some light on the differences between the analytical perturbative solution and the complete numerical solution.
As a first analysis, we consider the temporal position of the peaks of the concentration (the considerations regarding the spatial position are analogous). Preliminarily we note that Ce depends on θ, and hence on the friction velocity U , by means of (20) and (22), so that the maximum of the reference concentration occurs at the same time as for U; we define this time as tp0. Moreover, we note that the sign of ∂Ce/∂t is the same as ∂U/∂t.
Without loss of generality, we consider the simplified solution (marked with a tilde) derived in Section 4 in the case of constant diffusivity, since it allows for some fully analytical treatment. If we consider the depth-averaged solution, it is straightforward to examine the properties of the perturbations C1 and C2 with respect to the basic state C 0 . In fact, (51) implies that C 0 is maximum at t p0 . Moreover, since at the same time ∂U/∂t = 0, the first order perturbation (52) gives C 1 = 0 and the solution at the first order ( C 0+1 = C 0 + α C 1 ) coincides with the basic state.
We are also interested in what happens just before and after tp0. Given that K11 < 0, C1 < 0 before tp0 (i.e. for increasing friction velocity, ∂U/∂t > 0) and C1 > 0 after tp0 (∂U/∂t < 0). Thus, the solution at the first order C 0+1 increases after the peak of C 0 until it reaches a maximum at a later time t p0+1 > t p0 . Obviously, the maximum of the perturbation C1 occurs at a different time tp1 (> tp0).
These properties of the constant-diffusivity simplified solution are not different from those of the more complex semi-analytical solution, as it clearly emerges from Figures 6 and 7. In fact, the perturbative solution fails to reproduce the behavior of the numerical solution, in particular for the amplitude of the peak, because the structure of the analytical solution implies that the peak of the first order solution is always larger than that of the equilibrium solution (basic state), whereas the peak of the numerical complete solution is always smaller. The latter property can be predicted on the basis of the differential system (58) governing the complete model, which can be given a simplified version if the assumptions introduced in section 2 are applied:
The basic state solution S 0 = C 0 is obtained analytically averaging the Rouse profile s 0 (ζ) and the correction S 1 is the average of the solution of the system (71)-(72). Numerical results show that the temporal behavior of the depth-averaged solution S 0 + S 1 corresponds with an acceptable approximation to the vertically monotonic behavior of s 0 + s 1 (see also Figure 5 ). Thus, we can associate the peak of the complete numerical solution S 0 + S 1 (let us denote this time as t pn ) with the condition ∂(s 0 + s 1 )/∂t 0 over the whole depth. When the latter condition is satisfied, the right hand side of (71) vanishes and it is easy to find that the correction s 1 vanishes as well (together with S 1 , at least approximately): thus the complete solution equals the equilibrium one. This condition corresponds to the point of approximate intersection of the peak of S 0 + S 1 with the curve of the basic state C 0 in Figure 6 . Since the correction s 1 is negative and growing around t p0 (which is exactly the time of the peak of the analytical equilibrium solution C 0 = S 0 ), the maximum of S 0 + S 1 must occur at t pn > t p0 , when the solution C 0 is obviously smaller than its value at the peak. Thus, given that at t pn the two curves coincide and S 1 = 0, we obtain that S 0 + S 1 C 0 (t pn ): the peak of the complete solution is smaller than the peak of the equilibrium relationship C 0 (t p0 ). It is important to note that this behavior is opposite to that of the analytical perturbative solution, which predicts a peak of C 0 + αC 1 that is larger than C 0 (t p0 ).
A possible correction may come from the second order perturbation of the analytical solution. For sake of simplicity, we return to analyze the properties of the solution with constant coefficient (53); however, the following considerations are valid also in the case of the variable-coefficient solution, as it is clearly shown in Figure 7 . In proximity of the peak of U, we have that ∂U/∂t 0 and ∂ 2 U/∂t 2 < 0; then, (53) gives C 2 < 0 around t p0 . Moreover, the differential system (35) with homogeneous boundary conditions suggests that C 2 = 0 when ∂ C1/∂t = 0 (i.e. at t = tp1): since C2 < 0 at tp0 < tp1 and C2 vanishes at tp1, the maximum of C2 realizes at tp2 > tp1 > tp0. Then, the maximum of C1+α C2 is larger than the peak of C 1 .
The consequences on the second order solution C0+1+2 = C0 + α C1 + α 2 C2 can be summarized as follows: the value of this solution at tp0 is smaller than the value of C0 and the peak of C0+1+2 occurs at a later time tp0+1+2 > tp0+1. The picture is similar for the variablecoefficient solution, as it can be seen in Figure 6 . In the same figure, we can see that for small values of α, the second order solution is very close to the numerical complete solution. However, if the value of the perturbation parameter grows (e.g. see Figure 8 in the case of spatial variations), the second order solution gives worse results than the first order solution.
Another unwanted feature of the analytical solution can be enlightened by considering the simplified constantcoefficient solution and temporal variations: during slack period, when the velocity is close to zero, unrealistic negative concentrations ( C0 + α C1 < 0) can arise. In fact, when the velocity increases starting from a vanishing value, ∂U/∂t > 0. Being K11 negative (see the Appendix), C1 is negative and, when its absolute value is larger than C 0 , the first order solution can give a negative concentration; this can also happen in the case of variable eddy diffusivity.
A second aspect of the problem that is worth to be analyzed is the influence of the temporal and spatial variabilities upon the delay with which the sediment transport reacts to hydrodynamics variations. In order to clarify some basic features of the problem, we turn to the case of spatial variations (identified by the perturbation parameter λ and dimensionless amplitude η0), which allows for a Fourier analysis since it avoids the occurrence of slack period and vanishing sediment transport associated with flow reversal occurring in the case of tidal oscillations. In particular, it is interesting to consider the phase lag of the sediment transport in non-uniform conditions with respect to the equilibrium basic state.
When the bottom varies in space, the inertial delay tends to shift the peak of the correction (Q s1 or S s1 ) of an angle depending upon the hydrodynamic conditions and the longitudinal scale of variation. Such an angle is in general larger than π/2 (90 o ), as can be seen in Figure  14 (let us consider only the first component of the Fourier development), where the phases of Q s1 (a) and S s1 (n), relative to the phase of the basic state Q s0 , are plotted as a function of λ. The phase of the analytical perturbation is almost constant around a value of ∆Φ
(1−0) 1
90
o . On the other hand, the phase of the numerical correction tends to grow with λ until it becomes in antiphase (∆Φ
o ), thus producing the effect of reducing the peaks of the total sediment transport, as noted in the comments of Figure 11 . This behavior gives the phase difference ∆Φ
(1) 1 between the corrections Q s1 and S s1 shown in Figure 15 , which is nothing but the synthesis of the information of Figure 14 .
However, if one compare ∆Φ
1 for the corrections (always < 0) with the phase difference ∆Φ 1 (= Φ
between the total sediment transport of Figure 13 (always > 0), it immediately emerges that the final result is opposite. In particular, the analytical solution imposes a phase lag for the total sediment transport that is larger than that of the numerical result.
This fact can be further illustrated considering amplitude and phase of a specific case, for instance that of Figure 11 (λ=0.77). In Figure 16 we plot Aj and Φj, as defined by (64), for the first 4 modes of the Fourier development of the normalized analytical (Qs/Qm) and numerical (Ss/Qm) solutions. We easily see that the harmonic content of the analytical solution is richer and the amplitudes of all modes are much larger than those of the numerical result. Moreover, in spite of the larger phase lag of the numerical correction Ss1 with respect to Qs1 (see Figure 14) , the phase lag of the numerical total load Ss becomes smaller than that of the analytical total load Qs = Qs0 + λQs1.
This kind of behavior, which might seem rather surprising, can be explained by looking at a simpler model. Consider a generic quantity f = f0 + f1, for which both the basic state f0 = cos(x) and the first order correction f1 = k1 cos(x − Φ1) have sinusoidal behavior; note that the correction is out of phase of an angle Φ1, which we assume in the range 0-π. It is easy to demonstrate that it is possible to rewrite f in a sinusoidal form as
where the total amplitude and phase are respectively
The wave f resulting from (73) has a phase Φ and an amplitude k that are in general different from the basic state f0 (amplitude 1 and phase 0). Thus, we can look for those values of k1 and Φ1 that determine an amplitude k < 1; from (74a) we easily find that this condition is satisfied if cos(Φ1) < −k1/2 or, equivalently, if Φ1 > arccos(−k1/2). This condition reduces to Φ1 > π/2 + k1/2 in the limit of small amplitude k1 of the perturbation. Since it is valid also the opposite, namely an amplitude k > 1 is associated with a phase Φ 1 < arccos(−k 1 /2), in this simplified approach we find an explanation why the analytical solution (having k > 1 for the reasons discussed above) has a phase smaller than arccos(−k 1 /2) π/2 + k 1 /2 relative to the basic state, as shown in Figure 14 .
Furthermore, this simple model clarifies also the reason that determines an inversion of the sign of the relative phase between the analytical and numerical corrections and between the total loads. In fact, introducing a multivariate Taylor expansion of (74b) for small values of k 1 and Φ 1 , where Φ 1 = Φ 1 − π/2 (as suggested from Figure  14) , we find that Φ k 1 − 1 2
. Thus we see that, as a first approximation, the phase depends mainly on the amplitude k 1 and only higher order terms retains the effect of the phase Φ 1 of the perturbation. This consideration is able to explain why the total load Q s , determined analytically, has a phase lag that is larger than S s , given that the amplitude of the correction Q s1 is much larger than the amplitude of S s1 , even if the phase is smaller.
Finally, Figure 16 also suggests that the pronounced peak shown by the analytical solution in Figure 11 is determined by the presence of harmonics higher than the first one.
Conclusions
In this paper we have tackled the problem of establishing the applicability of analytical solutions based on perturbative methods for the determination of the vertical profiles of sediments in suspension in non-uniform flows. In order to test the limits of the perturbative approach we have compared the most recent analytical solution [Bolla Pittaluga and Seminara, 2003] with the numerical simulations for a wide range of the parameters involved. The problem is quite relevant because the knowledge of the vertical concentration profiles as a function of temporal and spatial variations allows one to estimate the suspended sediment load within a depth-averaged framework, which is the common choice for the study of real cases. Moreover, the recent discussion on the best analytical approach [Wang and De Vriend, 2004; Bolla Pittaluga and Seminara, 2004] and the strong practical implications attest the need for a thorough investigation of this subject.
We have divided the analysis in two parts, first considering the temporal variation, with a special attention to the tidal oscillations, and then trying to draw more general considerations for the spatial variation. Briefly, in the case of a semidiurnal tide, the parameter α quantifying the importance of local acceleration, according to (12), is small and the corrected solution is close to the undisturbed solution (equilibrium with the instantaneous values of the hydrodynamic parameters). However, we have shown that the analytical solution at the first order suffers from unavoidable errors because it always overestimates the peak of the concentration and, in particular situations, it determines non-physical negative values of the concentration after flow reversal; on the other hand, a correct downstream phase shift is reproduced by the perturbative model, though the precision of its quantification decreases when α becomes larger. The second order analytical correction, not considered in Bolla Pittaluga and Seminara [2003] , can be used to reproduce the complete numerical results more satisfactorily only for very small values of the perturbation parameter; otherwise, the second order solution rapidly diverges, so it is not suitable to be included in a general algorithm.
In the case of spatial variations we have shown some characteristic examples of the sediment transport behavior over a sinusoidally varying bottom topography. A more general picture has been illustrated by applying a Fourier analysis to the results of a large number of simulations. Such results suggest that when λ, the parameter quantifying the inertial effects according to (12), is not sufficiently small, the analytical solution becomes useless due to the errors introduced both in the phase and in the amplitude of the quantification of the sediment transport. Using a simplified model, we have discussed some general properties of the solution. We have then demonstrated how the analytical approach, in the formulation presented herein but more generally when the concentration is perturbated in a standard form, is affected by intrinsic problems which can be avoided only for small values of the perturbation parameter, for which the corrected solution is not far from that of the basic state.
These considerations suggest that this kind of approach can be applied to real cases, like the study of the formation of bed forms, only if the imposed degree of variability is sufficiently slow. The limits of applicability to longitudinal perturbations of the channel bed can be relatively strict: for instance, wavelengths of the order of a few hundreds of meters (like in Figure 11 ) can be too large if the fine fraction of sediments is dominant. With respect to temporal variability, the model can be used to study tidal flows if the depth is not too large and the sediments not too fine (both these factors tend to increase the value of the perturbation parameter α). We did not expect that the perturbative model could be applied to rapidly varying flows (e.g. the study of the sediment transport in coastal zones under the effect of short waves, like those generated by wind), but we stress the fact that the limits of the model's applicability must be considered carefully.
Recent applications of the classical perturbative model proposed by BPS seem to give appreciable results [Federici and Seminara, 2006; Garotta et al., 2006] when studying the stability of free bars in rivers and tidal channels; the results presented are characterized by relatively small values of the perturbation parameter (λ ∼ 10 −1 ) and hence the phase shift obtained with the depthaveraged formulation is estimated correctly enough for the aims of the analysis. However, in several real cases λ can be larger than 0.5; moreover, the practical estimation of the sediment transport can be influenced also by the amplitude of the bed non-uniformities when they are not infinitesimal.
As a final general remark, we want to point out that the problem of the perturbative approach mainly relies upon the lack of memory of the past configuration. This fact cannot be ignored when dealing with problems characterized by strong inertia, such as the evolution of the concentration profile of suspended sediments.
In the end, it is important to note that the analytical model is based on the assumption that all vertical profiles and boundary conditions, except the concentration profile, adapt instantaneously and locally to the hydro-dynamic conditions; in the numerical model, the vertical profiles of eddy diffusivity and viscosity and the closure at the bottom are given in these terms as well. These hypotheses are not likely to be strictly correct and further research is needed in this respect, in particular for the validity of the gradient boundary condition applied at the bottom. Nevertheless, the comparison between a linearized analytical model and a complete numerical model, both based on the same schematization, allowed us to point out the peculiarities involved in the method of solution. 
