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We investigate, firstly, the effects of the Rashba SOC on the band structrue of the Kane-Mele
model. The competition between the Rashba SOC and the intrinsic SOC can lead to the rich
phenomenology. The Rashba SOC can drive the indirect and direct energy gap to close successively,
but maintain the band touching between the valence band and the conduction band when the Rashba
SOC is large enough to dominant the competition. We find that these touching points are located at
K and K′ or/and some 2pi/3 rotationally symmetric points around K and K′ in the Brillouin zone.
The indirect and direct energy gap closings correspond to the topologically trivial and non-trivial
phase transitions respectively. For the small intrinsic SOC, the topologically non-trivial transition
occurs when the ratio of the Rashba SOC to the intrinsic SOC is equal to the classical result, i.e.
2
√
3. For the large intrinsic SOC, however, we find that the ratio decreases with the increasing
intrinsic SOC. Secondly, using the slave-rotor mean field method we investigate the influences of the
correlation on the Rashba SOC-driven topologically trivial and non-trivial transition in both the
charge condensate and Mott regions. The topological Mott insulator with gapped or gapless spin
excitations can arise from the interplay of the Rashba SOC and correlations.
Key words: Kane-Mele model; Rashba SOC-driven transition; strong correlations; slave-rotor mean field
method.
PACS numbers: 73.20.At, 71.27.+a, 71.30.+h, 71.10.Fd
I. INTRODUCTION
Over the past few decades, topological insulators have
attracted a lot of attentions from the condensed mat-
ter community, owing to its topologically nontrivial in-
sulating band1,2. From a mathematical perspective, the
novel structure of bands stems from the non-zero (actu-
ally an integer) consequence of the integral of the Berry
curvature over half the Brillouin zone (BZ) or the integral
winding number of the mapping from the Brillouin torus
onto the space of Bloch Hamiltonians (a 2-sphere)3–6.
The non-trivial consequence of the insulating band im-
plies that with the change of their Hamiltonian systems
belong to the same topological class in which these sys-
tems are adiabatically interconnected as long as the gap
of their bands keeps opened. In other words, when the
direct energy gap of a system loses, a topologcial insu-
lating class possessed by the system can turn into the
another one and the topological transition occurs. A sig-
nificant toy model of topological insulators is the famous
Kane-Mele (KM) model on the honeycomb lattice pro-
posed by Kane and Mele in 20057, and soon after its
nontrivial band structure was characterized by the Z2
topological invariant8. The nontrivial band structrue of
the model arises from the intrinsic spin-orbit coupling
(SOC) of next-nearest neighbor electrons which is added
to the tight-binding (TB) Hamiltonian of electrons in the
graphene sheet to get the KM model. Although the time-
reversal symmetry of the model is guaranteed by the in-
trinsic SOC, for each spin the symmetry is actually bro-
ken, i.e. the KM model can be thought of as two copies
of the Haldane model9 with opposite Chern numbers. It
is the time-reversal symmetry breaking of each spin sec-
tor that leads to a non-trivial consequence of the integral
of the Berry curvature over the BZ for bands in the KM
model. Although the experimental observation of the
topologically non-trivial insulating band possessed by the
KM model has not been achieved due to the tiny magni-
tude of the intrinsic spin-orbit gap of graphene11, the one
possessed by the Bernevig-Hughes-Zhang model has been
experimentally realized in the CdTe/HgTe/CdTe quan-
tum well12,13.
Besides the intrinsic SOC, there is a so-called extrin-
sic SOC in 2D mesoscopic systems, i.e. the Rashba
SOC14,15. It can have different origins, among which is
the presence of external electric fields15, a substrat16 or
neutral impurities17,18. The effects of the Rashba SOC
on the band of electrons in the graphene sheet have been
investigated in detail19,20. The extrinsic SOC can’t open
a gap in the energy band and maintains Dirac nodes of
the original TB model of electrons in the graphene sheet.
However, the spin degeneracy of each band is lifted due
to the breaking of mirror symmetry, and then the Rashba
SOC can force the electron in the graphene sheet to pos-
sess two zero-gap bands and two gapped bands. Further-
more, it is clear that the electron spin polarizations of all
bands are in (kx, ky)-plane of momentum and they are
perpendicular (or not) to momentum k depend on the
Rashba SOC is isotropic (or not). Thus, It is interesting
to observe what happens when the Rashba SOC is in-
troduced into the the KM model—the electron model in
2the graphene sheet with intrinsic SOC which always pos-
sesses gapped spin-degenerate bands. Besides the split-
ting of bands, the Rashba SOC can remove the direct
band gap caused by the intrinsic SOC if its strength
is large enough21. This remarkable consequence of the
competition between the intrinsic SOC and the Rashba
SOC is the destruction of the topologically non-trivial
insulating band8,22,23, i.e. the Rashba SOC can drive
the KM model into a topologically trivial state from the
Z2 topological insulator. However, we suppose that the
competition between the two SOCs in the KM model has
not been explored fully. For example, the deformation of
the band of the KM model caused by the Rashba SOC
can lead to the shift of the touching point of the valence
band and conduction band where the direct band gap
closes and then the topological non-trivial transition oc-
curs. Furthermore, the splitting of this touching point
due to the crossing of the valence band and the conduc-
tion band have not been investigated yet. In this work,
the effects of Rashba SOC on the band structure of KM
model which have not been exposed entirely will be dis-
cussed in detail and the Rashba SOC-driven topologically
trivial or non-trivial phase transition will be a main focus
in the first part of our study.
For the topologically non-trivial insulating band, a nat-
ural and important question is to what extent is its struc-
ture stable with respect to electron correlations and then
what kinds of novel states can arise from the interplay
between topology and electron correlations? Effects of
electron correlations on topologically non-trivial insulat-
ing bands had already been investigated by several au-
thors in the early years of topological insulators7,24,25.
The conclusion is that the topologically non-trivial insu-
lating band is stable against the weaker electron corre-
lation or disorder as long as they keep the gap opened.
The two earlier investigations of the stronger electron
correlation in topologically non-trivial insulating band
were, in our opinion, given by Young et al.26 using
the slave-rotor mean field theory and Cai et al.27 us-
ing the Hartree-Fock mean field method. Since then,
there have been a great deal of discussions on the effects
of strong correlations on topological bands28–30. Let us
focus on the aspect of effects of strong correlations on
the KM model on the honeycomb lattice. It has been
investigated by various analytical or numerical meth-
ods, e.g. slave-particle/spin mean field theories26,31,32,
Schwinger boson/fermion approaches33, the cellular dy-
namical mean field theory (DMFT)34, the variational
cluster approach (VCA)35 and the quantum Monte Carlo
(QMC) simulation36–38. In general, the topologically
non-trivial insulating band of the KM model is stable
against the weaker correlations and the magnetic insu-
lating phase which may destroy the topological structure
of bands can emerge when the correlations become suf-
ficiently strong. In the case of intermediate correlations,
the topologically non-trivial structure of bands is main-
tained and various exotic states which stem from the in-
terplay of topology and correlations, e.g. the topological
Mott insulator (TMI), the quantum spin liquid (QSL),
and the quantum spin Hall (QSH) state coupled to a dy-
namical Z2 gauge field (QSH
∗), can emerge. Some of the
phase transitions in the correlated KM model have been
investigated by Hohenadler et al.38 using the QMC sim-
ulation and Griset and Xu39 from the viewpoint of field
theory. Furthermore, Bercx et al.40 have investigated ef-
fects of strong correlations on the KM model on the hon-
eycomb lattice with a magnetic flux of ±pi through each
hexagon. They found that the antiferromagnetic order
develops above a critical value of the correlation, which
similar to the case of the ordinary correlated KM model,
and there is a correlation-induced gap in the edge states
as a result of umklapp scattering at half-filling.
Let’s return to Rashba SOC in the case of electron cor-
relations. At present, the investigations focus mainly on
effects of the Rashba SOC on the edge states of topo-
logical insulators with correlation, e.g on the electron
backscattering41–43, and spin correlations and spectral
gap44 in correlated helical edge states. For the bulk of
topological insulators, Laubach et al.45 reported, apply-
ing the variational cluster approach, a new topological-
semiconductor phase which stems from the Rashba SOC
in the Kane-Mele-Hubbard (KMH) model, and Mishra et
al.46 sketched out the effects of the Rashba SOC on the
phase diagram of interacting KM model at quarter fill-
ing. In the first part of our study here, the competition
between the intrinsic SOC and the Rashba SOC has been
investigated. We want to know more effects of electron
correlations on the bulk of topological insulators with
the Rashba SOC, especially on the Rashba SOC-driven
topologically trivial or non-trivial phase transition. It
is well known that the strong correlation can lead to a
spin-charge separation where the charge degree of free-
dom is uncondensed and the spin degree of freedom may
form a spin liquid state. In this work, focussing on the
correlated KM model with the Rashba SOC, we will con-
sider both of the spin-charge separation caused by the
strong correlation and the topologically trivial or non-
trivial phase transition driven by the Rashba SOC, and
then investigate the influences of electron correlations on
the Rashba SOC-driven phase transition in the conden-
sated and Mott region of charge degree of freedom re-
spectively.
Our paper is organized as follows. In sec. II, we revisit
the KM model with the Rashba SOC. The competition
between the two SOCs is investigated in detail and the
Rashba SOC-driven topologically trivial and non-trivial
phase transition will be obtained from the energy spec-
trum. The value of the Rashba SOC at which the phase
transition occurs is critical to the following discussion
about the effects of correlation. In sec. III, the Hubbard
interaction is introduced into the model and the metal-
insulator transition of the charge degree of freedom is
obtained by slave-rotor mean field method. In this sec-
tion, we investigate in detail the phase transition driven
by the Rashba SOC and Hubbard interaction. Finally,
we conclude in sec. IV.
3II. THE KM MODEL WITH THE RASHBA SOC
A. The model
The KM model with the Rashba SOC (R-KM model)
on the honeycomb lattice is
H0 = −t
∑
<ij>
∑
σ
cˆ†iσ cˆjσ + iλ
∑
≪ij≫
∑
σσ′
νij cˆ
†
iσσ
z
σσ′ cˆjσ′
+iα
∑
<ij>
∑
σσ′
cˆ†iσ(σσσ′ × dij)z cˆiσ. (1)
Here the first term is the nearest neighbor (NN) electrons
hopping term with the hopping strength t. The second
term represents the intrinsic SOC between next-nearest
neighbor (NNN) electrons with the coupling strength λ.
σz
σσ
′ is the z component of Pauli matrices and the pa-
rameter νij = −1 if the orientation of the NNN sites i, j
is right turn while νij = +1 if left turn. The third term
is the Rashba SOC term of NN electrons with coupling
strength α and dij is the connected vector from site i
to site j. Lattice vectors of the honeycomb lattice are
a1 = (3a/2,
√
3a/2) and a2 = (3a/2,−
√
3a/2), as shown
in Fig.1. In the concrete calculation, we set the lattice
constant a = 1 and the strength of NN hopping t = 1.
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FIG. 1. (Color online)(a) The honeycomb lattice. Red
solid arrows represent the lattice vectors a1 = (3a/2,
√
3a/2)
and a2 = (3a/2,−
√
3a/2). Blue solid arrows represent the
NN bonds in three directions: δ1 = (a/2,
√
3a/2), δ2 =
(a/2,−
√
3a/2) and δ3 = (−a, 0). (b) The BZ of the model.
In momentum space, the Hamiltonian of the KMmodel
with the Rashba SOC can be obtained as
H0 =
∑
k
Ψ†
k
H0kΨk. (2)
Here Ψk = (cˆ
A
k↑, cˆ
B
k↑, cˆ
A
k↓, cˆ
B
k↓)
T is the matrix of electron
operators in the momentum-spin space and the Bloch
Hamiltonian H0k is

λγ −tg 0 α(wx−iwy)
−tg∗ −λγ α(w∗x−iw∗y) 0
0 α(wx+iwy) −λγ −tg
α(w∗x+iw
∗
y) 0 −tg∗ λγ

 ,(3)
where A, B represent the sublattice of the honeycomb lat-
tice as shown in Fig. 1, g =
∑3
i e
ik·δi , wx = i
√
3a(eik·δ1−
eik·δ2)/2, wy = ia(−eik·δ1 − eik·δ2 + 2eik·δ3)/2 and γ =
2[− sin(√3aky) + 2 cos(3akx/2) sin(
√
3aky/2)].
B. The competition between the intrinsic and
Rashba SOC and Rashba SOC-driven transitions
It is the non-zero elements at counter-diagonal of
Hamiltonian matrix H0k that mix the up-pin and down-
spin and violate mirror symmetry, and then lift the spin
degeneracy of bands and break the particle-hole symme-
try of bands. Although these terms prevent us from di-
agonalizing the Hamiltonian by hand easily, the band
energy and eigenstates of bands can be obtained numer-
ically or analytically by computer.
For λ = 0 and α = 0, the energy band is just the one
of electrons in the graphene sheet with the spin, which
is gapless and has Dirac nodes at K(2pi/3a, 2pi/3
√
3a)
and K ′(0, 4pi/3
√
3a) in the BZ. For λ = 0 and α 6= 0,
the Rashba SOC lifts the spin degeneracy of bands and
keeps the gapless of the energy spectrum. For λ 6= 0 and
α = 0, bands of the KM model have the spin degeneracy
and the intrinsic SOC always opens energy gaps atK and
K ′. The previous results are well known in the graphene
research community. The case of λ 6= 0 and α 6= 0 where
the Rashba SOC competes with the intrinsic SOC will
be investigated as follows. In our discussions, a ratio χ
is defined as α/λ.
Firstly, let us focus on the case of the small intrin-
sic SOC. When the Rashba SOC increases gradually at
λ 6= 0, besides the lifting of the spin degeneracy of bands,
the band gap decreases and the touching of the valence
band and the conduction band occurs eventually. It is
clear that, at the smaller intrinsic SOC, the touching
points are located at K and K ′ in the BZ due to the C3
symmetry and Dirac cones form at these touching points.
The famous result8 of the critical value of Rashba SOC at
which the band touching or the topologically non-trivial
transition from the Z2 topological insulator to a trivial
matter occurs is α = χtopo ·λ , where χtopo = χ0 def= 2
√
3.
We find that, before χ reaches the critical value χ0, the
indirect band gap had already closed at some critical val-
ues of the Rashba SOC α = χntopo · λ. When the χ
exceeds the critical value χntopo, the indirect overlap of
bands occurs as shown in Fig.2. It leads to a density
of holes in the “valence band” and electrons in the “con-
duction band”, and then provides charge carriers for elec-
trical condutivity at low temperatures. In the case, the
phase is a semi-metal (SM) state47. On the other hand,
the Z2 topological invariant is still well-defined because
of the non-contact of the bands. Thus, the closing of the
indirect gap indicates a topologically trivial metal-band
insulator transition47 driven by the Rashba SOC and we
call the semi-metal a “topological semi-metal”(TSM).
To further observe the competition between Rashba
and intrinsic SOC, it is valuable to let the larger Rashba
SOC to dominate. We find that the gapless of bands
maintains and there are more touching points of the
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FIG. 2. (Color online)Effects of Rashba SOC on energy band
structure of the KM model at the strength of intrinsic SOC
λ = 0.1. The path in the BZ is taken as shown in the Fig.1(b).
(a) χ = 0; (b) χ < χntopo ≈ 3.273; (c) χ > χntopo; (d)
χ = χtopo = χ0 (χ0 = 2
√
3).
valence band and the conduction band in the BZ, be-
sides the ones at K and K ′ where the topologically non-
trivial transition occurs. The splitting of original touch-
ing pionts at K and K ′ is shown in Fig.3. Around each
point K or K ′, there are three additional touching points
which have 2pi/3 rotational symmetry possessed by the
graphene lattice of the KM model with the Rashba SOC.
Furthermore, the locations of these additional points will
deviate from the K or K ′ with the increasing Rashba
SOC. The splitting of touching point is the consequence
of crossings of valence and conduction bands when the
Rashba SOC dominates in the competition. The split-
ting of the touching point caused by crossings of the two
bands is actually an extension of effects of the Rashba
SOC on the Dirac point of graphene energy spectrum as
disscussed by Zarea and Sandler19.
So far, we have a basic scenario about the competition
between the intrinsic SOC and the Rashba SOC by in-
creasing gradually the Rashba SOC at some small intrin-
sic SOCs (e.g. λ = 0.1). When the intrinsic SOC domi-
nates, the KM model with Rashba SOCs is a Z2 topologi-
cal insulator. At a critical Rashba SOC, i.e. α = χntopo·λ
(χntopo ≈ 3.273 for λ = 0.1) the indirect gap of the va-
lence band and conduction band closes and a Rashba
SOC-driven topologically trivial transition from the Z2
topological insulator to the TSM occurs. The topologi-
cally non-trivial phase keeps until the band touching oc-
curs at points K and K ′. The Rashba SOC-driven topo-
logically non-trivial transition (or band touching) occurs
when the Rashba SOC reaches the second critical value
α = χtopo ·λ, where χtopo = χ0 = 2
√
3. Beyond the tran-
sition, the system stays in a topologically trivial metal
phase because of the gapless of energy band and has more
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FIG. 3. (Color online)Locations of touching points of the
valence band and the conduction band in BZ at λ = 0.1. (a)
The case of χ = χtopo = χ0 (χ0 = 2
√
3). The black points
represent the locations of touching points, i.e. K and K′.
(b) The case of χ > χ0. The purple, blue and red points
represent the locations of touching points when χ = 5, 6 and
8 respectively. Points K and K′ are both the locations of
touching points for all of the three χs.
band touching points which split from the ones at K and
K ′ due to the dominance of the Rashba SOC.
However, this is not the full story. The missing piece
can be retrieved from the investigation of band touching
of the valence and conduction bands at large intrinsic
SOCs. It is also a fact that the band touching at K
and K ′ always occurs when the Rashba SOC α = χ0λ
(χ0 = 2
√
3). Therefore, the larger the intrinsic SOC is,
the larger Rashba SOC is needed to develop this type
of band touching. On the other hand, the large Rashba
SOC can greatly “enhance” the crossing of bands which
causes the additional band touching. Thus it is possible
that the additional band touching which differs from the
one atK or K ′ can occur before the Rashba SOC reaches
the critical value of χ0λ. The procees in the case of λ =
0.4 is shown in the Fig.4. At the critical Rashba SOC α =
χtopo · λ (χtopo ≈ 2.903 < χ0), the band touching occurs
at the some points who differ from the K and K ′. These
locations of band touching points in BZ also possess the
2pi/3 rotational symmetry as shown in Fig.4(a). Here we
assign the critical χ as χtopo, because the band touching
accompanies a topologically non-trivial transition due to
the closing of the direct band gap. Beyond this critical
Rashba SOC, the model stays in the topologically trivial
metal state and the effect of the Rashba SOC is just to
split and shift the touching points (see below). When
the Rashba SOC increases further (χ > χtopo), touching
points are split because of the band crossing as shown in
Fig.4(b). The inside points move towards the K or K ′
with the increasing Rashba SOC. Eventually, a touching
point forms at K or K ′ when χ = χ0 and there are three
satellite touching points around the single point, which is
similar to the case of small intrinsic SOCs, e.g. λ = 0.1.
The case of χ = χ0 is shown in Fig.4(c). The further
increasing Rashba SOC enforces satellite touching points
to move away from points K or K ′ and maintains the
single touching point at theK orK ′ as shown in Fig.4(d).
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FIG. 4. (Color online)Locations of touching points of the
valence band and the conduction band in BZ at λ = 0.4 in the
case of χ ≥ χtopo ≈ 2.903. (a) χ = χtopo, (b) χtopo < χ < χ0,
(c) χ = χ0 and (d) χ > χ0. The blue dotted triangles are
used to mark out the locations around the K and K′.
For the small Rashba SOC (χ < χtopo), the intrinsic
SOC dominates and the model possesses topologically
non-trivial states. There is also a Rashba SOC-driven
topologically trivial transition from the Z2 topological
insulator to the TSM at a critical value χ = χntopo
(χntopo ≈ 2.384 in the case of λ = 0.4) and the Rashba
SOC also causes the indirect overlap between the valence
band and the conduction band when χ > χntopo. The
band structures are very similar to the ones at λ = 0.1
as shown in Fig.2(a)–(c) and we do not draw them here.
The above investigations on the competition between
the intrinsic SOC and the Rashba SOC can be carried out
in principle for all of the intrinsic SOC. Rashba SOC-
driven phase transitions can also be obtained from the
closing of the indirect band gap or/and the direct band
gap (corresponding to the band touching). The critical
values of ratio χ at which the topologically trivial or non-
trivial transition occurs for various intrinsic SOCs are
shown in Fig.5. Here, we also draw the phase diagram of
the R-KM model as shown in Fig.6.
III. THE R-KM MODEL WITH STRONG
CORRELATIONS
In the section, the strong correlation represented by
the on-site Hubbard interaction is introduced into the R-
KM model (called R-KMH model). Strongly correlated
systems can display the spin-charge separation. It pos-
tulates that electrons in these systems can be viewed as
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FIG. 5. (Color online)Critical value of ratio χ = α/λ at which
the topologically trivial or non-trivial transition occurs. For
small enough intrinsic SOC, the χtopo = 2
√
3 as the classical
result.
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FIG. 6. (Color online)The phase diagram of the R-KMmodel.
Z2TI: Z2 topological insulator, TSM: topological semi-metal
and M: metal. The critical value χtopo =χ0 = 2
√
3 for the
smaller intrinsic SOC and χtopo < χ0 for the larger one. The
variation of χntopo or χtopo with the increasing intrinsic SOC
was shown in Fig.5.
composites of chargons and spinons. The slave-rotor rep-
resentation of the physical electron operators can treat
economically the spin-charge separation and describe ap-
propriately the Mott transition of the charge degree of
freedom in the region of intermediate correlations48–50. It
is well known that the correlation can renormalize model
parameters of a system and then change the physical
quantities of the system. In the slave-rotor mean field
method the benefit is that the spin degree of freedom
(i.e. the spinon) inherits the Hamiltonian of physical elec-
trons, but with the renormalized model parameters, e.g.
the renormalized intrinsic or Rashba SOC in our studied
model here. In the preceding section we obtained the
Rashba SOC-driven topologically trivial and non-trivial
transition. Therefore, it is interesting to observe what
happens to the Rashba SOC-driven transition when the
R-KM model is renormalized by the correlation. Here
we capture the Mott transition of the charge degree of
freedom at the intermediate Hubbard interaction using
the slave-rotor mean field method. The boundary of the
Mott transition is obtained numerically from the mean
field self-consistency equations in this section. Further-
more, the slave-rotor mean field method will be applied
to obtain Rashba SOC-driven topologically trivial and
non-trivial transitions in both cases of condensed and un-
6condensed charges. We will compare these results with
the ones in the case of non-interacting limit. The in-
fluences of correlations on the Rashba SOC-driven topo-
logically trivial and non-trivial transitions in regions of
charge condensate (i.e. for physical electron) and charge
uncondensate (i.e. for spinon only) are discussed in detail
here.
A. The slave-rotor mean field method for
correlated R-KM model
1. Slave-rotor representation for the correlated model
When the on-site Hubbard term is introduced, the
Hamiltonian of the R-KMH model reads
H = H0 +
U
2
∑
i
(∑
σ
niσ − 1
)2
. (4)
HereH0 is given by Eq.(1) and niσ = cˆ
†
iσ cˆiσ is the number
operator of electrons with spin-σ.
The slave-rotor representation48–50 decomposes the
physical electron annihilation operator as
cˆiσ = e
iθi fˆiσ. (5)
Here eiθi is the U(1) rotor operator that describes the
charge degree of freedom and fˆiσ is the spinon operator
that describes the spin degree of freedom of the electron.
There is a constraint that recover the Hilbert space of
the electron ∑
σ
fˆ †iσ fˆiσ + Lˆi = 1. (6)
Where the canonical angular momentum Lˆi = i∂θi asso-
ciated with the angular θi is introduced.
The model Hamiltonian can be written in the rotor
and spinon operators as
H = −t
∑
<ij>σ
e−iθij fˆ †iσ fˆjσ
+iλ
∑
≪ij≫
∑
σσ′
νije
−iθij fˆ †iσσ
z
σσ′ fˆjσ′
+iα
∑
<ij>
∑
σσ′
e−iθij fˆ †iσ(σσσ′ × dij)z fˆjσ′
+
U
2
∑
i
Lˆ2i − µ
∑
iσ
fˆ †iσ fˆjσ. (7)
Here, θij = θi − θj , and µ is the chemical potential. The
partition function of the system is written as a path in-
tegral of e−SE over fields f , f∗ and θ, where
SE =
∫ β
0
dτ
[∑
i
−iLi∂τθi +
∑
iσ
f∗iσ∂τfiσ +H
+
∑
i
hi
(∑
σ
f∗iσfiσ + Li − 1
)]
(8)
is the action in imaginary time (τ = it). Here the last
term is introduced into the action to satisfy the con-
straint of Eq.(6). From the canonical equation of motion
in imaginary time, i.e. i∂τθi = ∂H/∂Li, we can obtain
the relation of L and θ as Li = (i/U)∂τθi. Therefore,
considering the Hamiltonian Eq.(7) the action of the R-
KMH model becomes
SE =
∫ β
0
dτ
[∑
iσ
f∗iσ(∂τ − µ+ hi)fiσ +
∑
i
(−hi + h
2
i
2U
)
+
1
2U
∑
i
(∂τθi + ihi)
2 − t
∑
<ij>σ
e−iθijf∗iσfjσ
+iλ
∑
≪ij≫
∑
σσ′
νije
−iθijf∗iσσ
z
σσ′fjσ′
+iα
∑
<ij>
∑
σσ′
e−iθij fˆ †iσ(σσσ′ × dij)z fˆjσ′
]
. (9)
It is more convenient to introduce a new field Xi = e
iθi
to represent the charge degree of freedom. The new field
satisfies the constraint |Xi|2 = 1 due to its complex ex-
ponential form. Furthermore, to express the action in
quadratic form of X-field and f field five mean field pa-
rameters should be introduced:
QX =
〈∑
σ
fiσfjσ
〉
<ij>
, (10)
Qf =
〈
e−iθij
〉
<ij>
=
〈
X∗i Xj
〉
<ij>
, (11)
Q′X =
〈∑
σσ′
iνijf
∗
iσσ
z
σσ′fjσ′
〉
≪ij≫
, (12)
Q′f =
〈
e−iθij
〉
≪ij≫
=
〈
X∗iXj
〉
≪ij≫
, (13)
Q′′X =
〈∑
σσ′
i(f∗iσ(σσσ′ × dij)zfjσ′
〉
<ij>
. (14)
Then, the action can be obtained as
SE =
∫ β
0
dτ
[ 1
2U
∑
i
i∂τX
∗
i (−i∂τ )Xi +
∑
i
ρi|Xi|2 +HX
+
∑
iσ
f∗iσ∂τfiσ +H
f + · · ·
]
. (15)
Here, the symbol “ · · · ” denotes constant terms of mean
field decomposition and we have set hi ≡ h = −µ = 0
for half-filling at the mean field level. ρi is the Lagrange
multiplier for constraint |Xi|2 = 1 and ρi ≡ ρ in the
mean field treatment. In the above expression,
HX = −tQX
∑
<ij>
X∗iXj + λQ
′
X
∑
≪ij≫
X∗iXj
+αQ′′X
∑
<ij>
X∗iXj (16)
and
Hf = −tQf
∑
<ij>σ
f∗iσfjσ + iλQ
′
f
∑
≪ij≫
∑
σσ′
νijf
∗
iσσ
z
σσ′fjσ′
+iαQf
∑
<ij>
∑
σσ′
f∗iσ(σσσ′ × dij)zfjσ′ . (17)
7The action of Eq.(15) can be transformed into frequency-
momentum space via Fourier transforms
Xi(τ) =
1√
βNΛ
∑
k,n
′
ei(k·Ri−vnτ)Xk(ivn) +
√
x0, (18)
fiσ(τ) =
1√
βNΛ
∑
k,n
ei(k·Ri−ωnτ)fkσ(iωn). (19)
Here NΛ denotes the number of unit cells and x0 is
the density of the condensate of charges. vn = 2npi/β
are the Matsubara frequencies for bosons and ωn =
(2n + 1)pi/β for fermions and the summation excludes
the point (iv0n,k
0) at which the condensate of charges
occurs. Finally, we can write the action in matrix form
as
SE =
∑
k,n
ΨX†η
[( v2n
2U
+ ρ
)
δηκ +HXηκ
]
ΨXκ
+
∑
k,n
Ψf†η
[(− iωn)δηκ +Hfηκ]Ψfκ + · · · (20)
Here ΨX =
(
XA
k
(ivn), X
B
k
(ivn)
)T
and Ψf =
(
fA
k↑(iωn),
fB
k↑(iωn), f
A
k↓(iωn), f
B
k↓(iωn
)T
. Hamiltonian matrices of
the X-field and f -field are respectively
HX =
(
λQ′XγX (−tQX + αQ′′X)g
(−tQX + αQ′′X)g∗ λQ′XγX
)
(21)
and
Hf =


λQ′fγf −tQfg 0 αQf (wx − iwy)
−tQfg∗ −λQ′fγf αQf (w∗x − iw∗y) 0
0 αQf (wx + iwy) −λQ′fγf −tQfg
αQf (w
∗
x + iw
∗
y) 0 −tQfg∗ λQ′fγf

 . (22)
In the Eq.(21) and (22), two new functions are γX =
2[cos(
√
3aky) + 2 cos(3akx/2) cos(
√
3aky/2)] and γf = γ.
The expressions of γ, g, wx and wy are listed below the
Eq.(3).
2. Green’s functions and self-consistency equations of two
degrees of freedom
The Green’s function of the charge degree of freedom in
the lower band (i.e. valence band) can be obtained from
the action of Eq.(20) using the standard formulae51. We
get
GlX =
1
v2n/U + ρ+ E
l
X
. (23)
Here ElX = −| − tQX + αQ′′X ||g| + λQ′XγX is the lower
eigenenergy of the Hamiltonian matrixHX of the X-field.
Similarly, the Green’s functions of the spinon in the two
lower bands can be obtained as
G
1(2)
f =
1
iωn − E1(2)f
. (24)
Here E1f and E
2
f (E
1
f ≤ E2f ) are the two lower eigenener-
gies of Hamiltonian matrix Hf . Although it is actually
not so easy to diagonalize the matrix Hf by hand, the
eigenenergy Ef and eigenvectors required for the mean
field equations (see below) can be obtained more eas-
ily by computer both analytically and numerically. The
pole of the Green’s function in the imaginary frequency
domain gives the energy spectrums of bands. Therefore,
energy spectrums of the charge and spin degree of free-
dom (spinons) in the lower bands can be obtained respec-
tively as
ξl(k) =
√
U(ρ+ ElX) (25)
and
Ξ1(2)(k) = E
1(2)
f . (26)
Comparing Eq.(22) with Eq.(3), it is obvious that the
energy spectrum Ξ(k) of the spinon in the case of inter-
acting is quite the same as the one of the non-interacting
electron, but the model parameters t, λ and α are renor-
malized by the interactions. There are three definitions
of these renormalized model parameters as follows
tR = Qf t, λ
R = Q′fλ and α
R = Qfα. (27)
The similarity between the two spectrums of spinons and
non-interacing electron has important consequences for
the Rashba SOC-driven topologically trivial and non-
trivial transition that will be discussed later.
The definitions of five mean field parameters, i.e.
Eq.(10)–(14) and the constraint equation of the X-field,
i.e. |Xi|2 = 1 are actually the six self-consistency equa-
tions in the slave-rotor mean field method. We obtain
8these self-consistency mean field equations as
1
2NΛ
∑
k
′
√
U
2
√
ρ+ ElX
+ x0 = 1, (28)
Qf =
1
6NΛ
∑
k
′ Sgn(tQX − αQ′′X)|g|
√
U
2
√
ρ+ ElX
+ x0, (29)
Q′f =
1
12NΛ
∑
k
′
γX ·
√
U
2
√
ρ+ ElX
+ x0, (30)
QX =
1
6NΛ
∑
k
[(u∗11u12 + u
∗
21u22 + u
∗
13u14 + u
∗
23u24)g + c.c], (31)
Q′X =
1
12NΛ
∑
k
(|u11|2 + |u14|2 + |u21|2 + |u24|2 − |u12|2 − |u13|2 − |u22|2 − |u23|2)γf , (32)
Q′′X =
1
6NΛ
∑
k
[(wx − iwy)(u∗11u14 + u∗21u24) + (w∗x − iw∗y)(u∗12u13 + u∗22u23) + c.c]. (33)
Here u11,u12,· · · , u24 are the components of vectors
u1 and u2. u1 = (u11, u12, u13, u14)
T and u2 =
(u21, u22, u23, u24)
T are the eigenvectors of the Hamilto-
nian matrix Hf , corresponding to the two lower eigenen-
ergies E1f and E
2
f (E
1
f ≤ E2f ) respectively and can be
obtained analytically or numerically by computer.
B. The Mott transition of the charge degree of
freedom
In the slave-rotor mean field method, the gap of the
charge degree of freedom is closed when the interaction
U is small. The condensed charge combines the spinon to
form the conventional physical electron. In the larger-U
region, the gap of the charge degree of freedom can be
opened and a spin-charge separation occurs. There is a
Mott transition of the charge degree of freedom. At the
Mott transition, the density of the condensate of charges
x0 = 0 and ρ = −min(ElX) derived from Eq.(25). Under
the two conditions, we can solve numerically the six mean
field self-consistency equations i.e. Eq.(28)–(33) and ob-
tain the boundary of Mott transition as shown in Fig.7.
From Eq.(3) and Eq.(22), the spinon has the same band
structure as the one of conventional physical electron of
the R-KM model which is topologically non-trivial in the
case of small Rashba SOCs χ < χtopo. Therefore, be-
low the boundary of the Mott transition the combined
phase may be a correlated Z2 topological insulator which
connect adiabatically to the one possessed by the R-KM
model. It have been investigated that the Rashba SOC
can drive the R-KMmodel into a topologically non-trivial
SM or trivial metal state from Z2 topological insulators.
λ 0.4
λ 0.1
λ 0.2
λ 0.5
charge condensed phase
charge uncondensed phase
0.0 0.5 1.0 1.5 2.0
0.0
0.5
1.0
1.5
2.0
2.5
3.0
α
U
FIG. 7. (Color online)Boundaries of the Mott transition of
charge degree of freedom for various intrinsic SOC. The black
points represent the special points on the boundaries of Mott
transition at which the topologically trivial or non-trivial
transition occurs (see section III C). The charge condensed
and uncondensed phase are discussed in the main text.
Therefore, the charge condensed phase may also be a
topologically non-trivial semi-metal or trivial metal state
when the strength of the Rashba SOC beyond some crit-
ical values at which the indirect band gap of the spinon
closes or the valence and conduction band can touch with
each other. Above the boundary of the Mott transition,
i.e. in the region of the charge uncondensed phase, it is
a Mott insulator (MI) for the charge degree of freedom,
while a quantum spin liquid (QSL) state for the spinon.
There are also Rashba SOC-driven topologically trivial
or non-trivial phase transitions of the spinon and novel
9quantum phases can emerge, as discussed below.
C. influences of correlation on Rashba SOC-driven
phase transitions in the region of charge condensed
phase
As observed from Eq.(3) and (22), the energy band
of the spinon has the same structure as the one of non-
interacting electrons of R-KM model but with the renor-
malized electron hopping t, intrinsic SOC λ and Rashba
SOC α, as defined in Eq.(27). In the model without
strong correlations, topologically trivial and non-trivial
transitions of electrons occur at α = χntopo · λ and
α = χtopo · λ respectively. It is obvious that, for spinons,
the topologically trivial or non-trivial transition can oc-
cur at αR = χntopo ·λR or αR = χtopo ·λR. Moreover, the
density of the condensate of charges x0 6= 0 at the point
(iv0n,k
0) and the gap of the charge degree of freedom
is closed, i.e. ρ = −min(ElX) when charges condense.
Thus, we obtain the conditions
x0 6= 0, ρ = −min(ElX), α = χntopo · λ
Q′f
Qf
(34)
for topologically trivial transition of spinons and
x0 6= 0, ρ = −min(ElX), α = χtopo · λ
Q′f
Qf
(35)
for topologically non-trivial transition of spinons in the
region of the charge condensed phase. The Rashba SOC-
driven topologically trivial and non-trivial transition in
the charge condensed phase can be obtained by solving
numerically the self-consistency equations (28)–(33) un-
der the conditions (34) and (35) respectively. The results
are shown in Fig.8. For U = 0, we reproduce the earlier
result of non-interacting limit that is α = χntopo · λ and
α = χtopo · λ for the topologically trivial and non-trivial
transition respectively, because of Qf = 1 and Q
′
f = 1 at
U = 0. The behavior of Qf and Q
′
f is shown in Fig.9.
An important investigation we want to make is the in-
fluence of strong correlations on the Rashba SOC-driven
transition. From our numerical results, it can be seen
that the critical α for both topologically trivial and non-
trivial transition shifts to the smaller value with increas-
ing U for each λ. There is a narrow window where a
topological SM exists. It is similar to the case of non-
interacting limit. For topologically trivial transition, the
region of correlated Z2 topological insulator is shrank
and the correlation destabilize the correlated topologi-
cal phase. The correlation has the similar behavior on
the topologically non-trivial transition, i.e. it destabilize
the correlated topological SM phase. As a consequence,
the region of topological SM phase shrinks slightly with
the increasing correlation. Furthermore, the larger in-
trinsic SOC can lead to the wider region of topological
SM phase. For the small intrinsic SOC the region is very
narrow, e.g. the case of λ = 0.1 as shown in Fig.8(a).
χχ
χ
n 
3
M	
 t
 0
(a)
0.0 0.1 0.2 0.3 0 0.5 fffi
0.0
0.5
1.0
1.5
2.0
α
U
= 2.903topo
Mott transition
ntopo = 2.384
(b) 
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
0.0
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1.0
1.5
2.0
2.5
α
U
FIG. 8. (Color online)Boundaries of topologically trivial and
non-trivila transitions of the spinon below the Mott tansition
of the charge degree of freedom. (a) λ = 0.1, (b) λ = 0.4. The
black points represent the special points on the boundaries of
Mott transition at which the topological trivial or non-trivial
transition occurs (see main text).
In particular, when the phase boundary of spinon
reaches the Mott boundary, the topologically trivial or
non-trivial transition of spinons and the Mott transi-
tion of charge degree of freedom occur simultaneously.
This can also be obtained from self-consistency equa-
tions under the condition as x0 = 0, ρ = −min(ElX) and
α = χ(n)topo · λQ
′
f
Qf
and the special transition points are
marked out by black points in Fig.7 and 8.
Along the toplogically trivial or non-trivial phase
boundary, the condensate density x0 should decrease
with the increasing correlation. The behavior of the
condensate density is shown in Fig.10. The condensate
density has the maximum value x0 = 1 at U = 0 and
is equal to zero when the phase boundary reaches the
Mott boundary. In our numerical calculation, for each in-
trinsic SOC, the condensate density along the boundary
of the topologically non-trivial transition shifts slightly
compared to the one along the boundary of the topolog-
ically trivial transition. So we don’t draw it here.
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FIG. 9. (Color online)Numerical results of Qf and Q
′
f along
the boundary of the topologically trivial transition. Black
points represent the special points corresponding to Mott
transition of charge degree of freedom. Along the boundary
of topologically non-trivial transition Qf and Q
′
f shift slightly
and we don’t draw them here.
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λ = 0.4
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FIG. 10. (Color online)The decreasing charge condensate den-
sity x0 with the increasing correlation along the boundary of
topologically trivial transition of spinons. Black points rep-
resent the special points corresponding to Mott transition of
charge degree of freedom.
D. influences of correlation on Rashba SOC-driven
phase transitions in the charge Mott region
In the Mott region of the intermediate strength of cor-
relations, there is no condensate of the charge degree of
freedom, i.e. x0 = 0 and the gap of charge degree of free-
dom is opened, i.e. ρ 6= −min(EX− ). The conditions that
the topologically trivial and non-trivial transition occur
in the Mott region of charge degree of freedom can be
obtained respectively as
x0 = 0, ρ 6= −min(ElX), α = χntopo · λ
Q′f
Qf
, (36)
and
x0 = 0, ρ 6= −min(ElX), α = χtopo · λ
Q′f
Qf
. (37)
Under the condition (36) or (37) for the Rashba SOC-
driven transition, the altered self-consistency equations
are solvable. Boundaries of the topologically trivial and
non-trivial transition in the Mott region of charge degree
of freedom are shown in Fig.11.
(a) 
χχ =topo 0
χ =  !"#
Mott transition
ntopo
0.0 0.1 0.2 0.3 0.4 0.5 0.6
1.5
2.0
2.5
3.0
α
U
χ
χ
= 2.903topo
Mott transition
= 2.384ntopo
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FIG. 11. (Color online)Boundaries of topologically trivial and
non-trivila transitions of the spinon in the Mott region of the
charge degree of freedom. (a) λ = 0.1, (b) λ = 0.4. The
black points represent the special points on the boundaries of
Mott transition at which the topological trivial or non-trivial
transition occurs.
The influences of correlations on the Rashab SOC-
driven topologically trivial or non-trivial transition in the
charge Mott region are similar to the case of condensed
charges. For topologically trivial transition, the correla-
tion destabilizes the insulating phase of the spinon which
possesses the same band structure as the Z2 topological
insulator in the region of condensed charges. Before the
topologically trivial transition, the phase is a mixed state
of the Mott insulator of charges and the QSL of spinons
with the topologically non-trivial band structure, which
is actually a topological Mott insulator (TMI)31,52. Af-
ter the topologically trivial transition, the indirect energy
gap of spinons is closed and the mixed state becomes
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a TMI with gapless spin excitations (we call it TMI∗).
For the topologically non-trivial transition, the correla-
tion also destabilizes the topologically non-trivial phase
(TMI∗). After this transition, the QSL component in the
mixed phase becomes a topologically trivial state due to
the band touching of valence and conduction bands of
spinons, but maintains the gapless spin excitation.
To consider the stability of the QSLs or TMI and TMI∗
associated with quantum fluctuations, our zeroth-order
mean-field method should be extented to the first-order
mean-field theory via the introduction of the U(1) or
SU(2) gauge field coupled to the spinon53. To obtain
a stable mean-field QSL or TMI (or TMI∗), we should
give gauge fluctuations a finite energy gap. Young et
al.26 have supposed that when another coupled honey-
comb lattice layer is added one can open up a gap for
gauge field. This suppresses the gauge fluctuation, and
then the QSLs or TMI and TMI∗ are stable in this situa-
tion. So we are not concerned with quantum fluctuations
and assume that these mean-field QSLs are stable in this
work.
We can summarize above discussions to obtain the
phase diagram of the R-KMH model as shown in Fig. 12.
IV. CONCLUSIONS AND OUTLOOK
The Rashba SOC has dramatic effects on the original
KM model which possesses the intrinsic SOC. It can lift
the spin degeneracy of bands and break the mirror sym-
metry of KM model. Besides, the competition between
the Rashba and intrinsic SOCs can lead to the band
touching or the direct gap closing. For the small intrin-
sic SOC, the band touching occurs at χtopo = χ0 = 2
√
3
that is independent of the intrinsic SOC. This is the clas-
sical result at which topologically non-trivial transition
occurs. When χ > χtopo, the Rashba SOC can’t open
the gap, but maintains touching points at K and K ′ and
adds three satellite touching point around the K or K ′.
For the large intrinsic SOC, the critical χtopo at which
topologically non-trivial transition or the band touching
occurs decreases with the increasing intrinsic SOC due to
the deformation of the band caused by the Rashba SOC.
There are three touching points which are located around
K and K ′. When χtopo < χ < χ0, the three points are
split into six touching points. The inside three points
move towards the K or K ′ and eventually shrinks into a
single point at K or K ′ when χ = χ0. The phenomenon
when χ > χ0 is the same as the one when χ > χtopo in
the case of small intrinsic SOCs. Furthermore, there is an
indirect gap closing before the band touching occurs for
all the intrinsic SOC where the topologically tivial tran-
sition occurs. The two Rashba SOC-driven transitions
lead to three distinct phases possessed by R-KM model,
i.e. the Z2 TI, the TSM phase and the Metal phase.
We investigate effects of correlation using slave-rotor
mean field method. There is a Mott transition of charge
Z2 TI TSM M
Magnetically ordered phase
MI + QSLTMI*TMI
(a) 
0.0 0.1 0.2 0.3 0.4 0.5 0.6
0
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TMI* MI + QSL
MTSM
(b) 
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FIG. 12. (Color online)Phase diagrams of the R-KMH model
at (a) λ = 0.1 and (b) λ = 0.4. The magnetically ordered
phase at the larger U have been discussed in Ref.[45]. The
red dashed line in (b) corresponds to the χ0(= 2
√
3) and
does not the boundary of topologically trivial or non-trivial
transition at λ = 0.4.
degree of freedom and the band topology of the electron
in the non-interacting model is inherited by the spinon.
Below the Mott boundary, the condensed charge com-
bines spinon to form the physical electrons. Correlations
can let the smaller Rashba SOC to drive the topolog-
ically trivial and non-trivial transition of spinons (also
physical electrons) and destabilize correlated Z2 TI and
TSM phase. Above the Mott transition, the correlation
has the similar behavior on the two Rashba SOC-driven
transition of spinons. Because of the uncondensed charge
in the Mott region, the correlation destabilizes two topo-
logical mixed phases of the charge degree of freedom and
the spinon (not the physical electron now), i.e. TMI
and TMI∗. The effects of correlations are summarized
in phase diagrams of the R-KMH model (see Fig.(12)).
The breaking of both mirror and hexagonal symme-
tries can lead to the anisotropic Rashba SOC, effects of
which on the energy spectrum of the two-dimensional
electron gas54, metallic surface states55 or electrons in
graphene sheet56 have been investigated. The spin po-
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larization can be influenced by the anisotropic Rashba
SOC and there is a Lifshitz transition. The effects of
the anisotropy of the Rahsba SOC may make the com-
petition between the Rashba SOC and the intrinsic SOC
more interesting. Furthermore, the correlation may also
have important influences on the competition in the case
of the anisotropic Rashba SOC.
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