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For a closed quantum system, a dynamical invariant is defined as an operator whose expectation
value is a constant. In this paper, we extend the concept of dynamical invariants from closed systems
to open systems. A dynamical equation for invariants (the dynamical invariant condition) is derived
for Markovian dynamics. Different from dynamical invariants of closed quantum systems, the time
evolution of dynamical invariants of open quantum systems is no longer unitary, and eigenvalues
of any invariant are time-dependent in general. Since any hermitian operator which can fulfill the
dynamical invariant condition is a dynamical invariant, we construct a type of special dynamical
invariants of which a part of the eigenvalues is still constant. The dynamical invariants in the
subspace spanned by these eigenstates thus evolve unitarily.
PACS numbers: 03.65.Yz, 03.67.Pp, 02.30.Yy
I. INTRODUCTION
Dynamical invariants of a closed system, defined as
hermitian operators with time-independent expectation
values, were proposed by Lewis half a century ago[1].
This theory was designed to investigate the time evo-
lution of dynamical systems with an explicitly time-
dependent Hamiltonian[2]. Thereafter, the dynamical
invariants are successfully applied to investigate time-
dependent problems in quantum mechanics[3] such as
the Berry phase[4], and the connection between quan-
tum theory and classical theory[5] was established with
the help of these invariants. Recently, this theory has at-
tracted attention again due to its application in shortcuts
to adiabaticity to speed up adiabatic and quantum control
processes [6, 7]. Such scheme is also known as the inverse
engineering technology, which has been widely used in a
number of quantum controls and quantum information
processings[8–11].
Although the theory of dynamical invariants is pow-
erful in the study of closed quantum systems, the def-
inition of dynamical invariants for open quantum sys-
tems is still rarely studied. In this paper, we generalize
the dynamical invariants from closed systems to open
systems. Noticing that the dynamical invariants are in
fact hermitian operators whose expectation values re-
main constant in time evolution[1], we then can define
a dynamical invariant for open systems and derive the
dynamical equation of those invariants (the dynamical
invariant condition) based on this spirit. We should em-
phasize that the dynamics of open quantum systems can
be described in many ways, e.g., master equation[12–14],
Kraus representation[15] and so on. This fact may make
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the definition of dynamical invariants for open systems
different with respect to that of closed systems. Dynami-
cal invariants are not unique even for a given description
of open systems, as we show later.
As well known, when a quantum state is initially in
a decoherence-free subspace (DFS), the quantum state
would evolve unitarily [16–18]. For a quantum system
governed by a Markovian master equation in the Lind-
blad form
ρ˙(t) = −i[H(t), ρ(t)] + Lρ(t),
Lρ(t) =
∑
α
[
Fαρ(t)F
†
α −
1
2
{F †αFα, ρ(t)}
]
, (1)
with Lindblad operator Fα(t), a subspace spanned by
HDFS := {|Φ1〉, |Φ2〉, ..., |ΦD〉} is a D-dimensional deco-
herence free subspace inside the N -dimensional Hilbert
space, if and only if the following conditions are
fulfilled[16–18]: (1) All of the bases of HDFS are the
degenerated eigenstates of all Lindblad operators Fα(t)
with common eigenvalues cα(t), i.e.,
Fα(t)|Φj(t)〉 = cα(t)|Φj(t)〉 (2)
for ∀j, α, and (2) HDFS is invariant under the following
operator
Heff = G(t) +H(t)
+
i
2
∑
α
(
c∗α(t)Fα(t)− cα(t)F †α(t)
)
, (3)
in which
G(t) = i

 D∑
j=1
|Φj(t)〉〈Φ˙j(t)|+
N−D∑
n=1
|Φ⊥n (t)〉〈Φ˙⊥n (t)|

 .
Here we use the notation |Φ⊥n (t)〉(n = 1, ..., N − D) as
the basis of complimentary subspace H⊥ of DFS [19].
2Actually, the condition (2) requires that any quantum
state in the DFSs must still be a quantum state of the
DFS after the action of Heff, i.e.,
〈Φ⊥n (t)|Heff|Φj(t)〉 = 0, ∀n, j. (4)
This is also known as the DFS condition.
Since any hermitian operator which satisfies the dy-
namical invariant condition is a dynamical invariant of
the system[8, 20], the following questions are interesting:
whether there exists a kind of dynamical invariants whose
evolution is unitary? What are the conditions for such
dynamical invariants? In this paper, we will answer those
questions by looking for a sort of dynamical invariants
which is block-diagonal. The upper block evolves uni-
tarily, and the lower block decouples to the upper block.
Our results show that this type of dynamical invariants
exists, if a DFS can be found in the dynamics of quantum
systems.
This paper is structured as follows. We begin by defin-
ing a dynamical invariant and presenting the dynami-
cal invariant condition for an open system described by
the Markovian master equation in Sec.II A. After deter-
mining the dynamical invariant condition, in Sec.II B, we
construct a type of dynamical invariants in which a part
of it that belongs to the decoherence free subspace decou-
ples to the other part. In Sec.III, a pure dephasing model
is considered to illustrate how to construct the dynam-
ical invariants proposed in this paper. Finally, Sec.IV
summarizes the results and presents the conclusions.
II. GENERAL FORMALISM
A. Dynamical Invariants of an Open Quantum
System
Let us start with the Lewis-Riesenfeld’s dynamical in-
variant theory for closed quantum systems[1]. A dynam-
ical invariant I(t) is defined as a time-dependent her-
mitian operator, which satisfies the von Neumann-like
equation,
∂I(t)
∂t
+ i[H(t), I(t)] = 0, (5)
where H(t) is a time-dependent Hamiltonian. Obviously,
the dynamical invariants comply with the following prop-
erties: (a) The expectation values of the dynamical in-
variants are constant. (b) The eigenvalues of a dynamical
invariant are constant, while the eigenstates are time-
dependent. (c) Any time dependent hermitian operator
which satisfies Eq.(5) is a dynamical invariant for closed
quantum systems. Each dynamical invariant corresponds
to a symmetry of the closed quantum system.
From the definition of dynamical invariants for closed
systems, we find that the dynamical invariants for open
quantum systems cannot be obtained by generalizing
the Lewis-Riesenfeld’s theory directly. Nevertheless, the
essence of the dynamical invariants is the conservation
quantity of quantum systems. Therefore, we define a dy-
namical invariant for open systems as follows,
Definition 1. A dynamical invariant I(t) of a quan-
tum open system is a time-dependent hermitian operator,
whose expectation value is a constant, i.e.,
d
dt
〈I(t)〉 = 0. (6)
On the one hand, when the quantum system is closed,
the dynamical invariants are back to that for closed sys-
tems, i.e., it satisfies the von Neumann-like equation.
Therefore, the definition we proposed here covers the
Lewis’s definition [1]. Actually, Eq.(6) is nothing but
the dynamical equation of the invariants. So in the later
discussions, we name the dynamical equation of the in-
variants as dynamical invariant condition. On the other
hand, once the dynamics of an open quantum system is
given, the dynamical invariant condition can be derived.
To give an explicit dynamical invariant condition, we
need to specify open quantum systems. An open sys-
tem described by a Lindblad Markovian master
equation is a good example, see Eq.(1). By the
definition of the dynamical invariants, the expectation
value of a dynamical invariant satisfies
d
dt
〈I(t)〉 = Tr{I˙(t)ρ(t) + I(t)ρ˙(t)} = 0. (7)
After the consideration of the dynamical equation Eq.(1),
we rewrite the above equation as,
Tr
((
I˙(t) + i[H(t), I(t)]
+
1
2
∑
α
(2F †αI(t)Fα − {F †αFα, I(t)})
)
ρ(t)
)
= 0.(8)
Therefore, the dynamical invariants for open quantum
systems must obey
∂I(t)
∂t
+ i[H(t), I(t)]
+
∑
α
(F †αI(t)Fα −
1
2
{F †αFα, I(t)}) = 0. (9)
This is the dynamical invariant condition for the open
system described by Eq.(1). Different from the dynam-
ical invariants of closed quantum systems, the evolution
of the dynamical invariants of open quantum systems is
not unitary, but it is still trace-conserving.
Since the dynamical invariants are hermitian as we as-
sumed earlier, they can be written in spectral decompo-
sition,
I(t) =
∑
k
λk|ψk(t)〉〈ψk(t)|, (10)
where λk is the k-th eigenvalue of I(t) and |ψk(t)〉 is the
corresponding eigenstate. Because the evolution of the
3dynamical invariants is not unitary, the eigenvalues might
be time-dependent. This can be seen by substituting
Eq.(10) into the dynamical invariant condition Eq.(9).
After simple algebra, the evolution of the eigenvalue λk
follows,
∂
∂t
λk = 〈ψk(t)| ∂
∂t
I(t)|ψk(t)〉.
= 〈ψk(t)|
∑
α
(λkF
†
αFα − F †αI(t)Fα)|ψk(t)〉.(11)
A proof of this statement can be found in Appendix A.
Note that the eigenvalues are only affected by the deco-
herence process. One may wonder whether the dynami-
cal invariants can be designed properly, such that some
of the eigenvalues are time-independent. For instance,
when |ψk(t)〉 is the degenerate eigenstate of Fα (∀α), the
corresponding eigenvalue λk remains constant. This is
possible as will show later, a type of dynamical invari-
ants for open quantum systems, in which a part of the
eigenvalues is constant, can be constructed.
B. Decoherence Free Subspace and Dynamical
Invariants
Generally speaking, any hermitian operator fulfilling
Eq.(9) is a dynamical invariant of open quantum sys-
tems. In this subsection, we propose a type of dynamical
invariants with part of its eigenvalues being constant. As
discussed earlier, the eigenvalues would be constant, if
the corresponding eigenstates are in DFSs. Thus, we
may construct the dynamical invariants in the form,
I(t) =
(
ID(t) 0
0 IC(t)
)
. (12)
In Eq.(12), ID(t) is the part of this dynamical invariant
belonging to the DFS, i.e.,
ID(t) =
∑
i,j
IDij (t)|Φi(t)〉〈Φj(t)|; (13)
IC(t) is the other part of the dynamical invariants be-
longing to the complementary subspace, which can be
decomposed by the bases of the complementary subspace,
IC(t) =
∑
mn
ICmn(t)|Φ⊥m(t)〉〈Φ⊥n (t)|. (14)
There are three key features for this kind of dynamical
invariants: (1) the eigenvalues of ID(t) are constant; (2)
ID decouples to IC ; (3) ID and IC can both be used
as the dynamical invariants of open quantum systems
independently.
The Lindblad operators can also be rewritten in block
form by the same merit as in Ref.[21],
Fα =
(
cαID Aα
0 Bα
)
(15)
where ID is the identity operator in the DFS. The upper
(lower) block acts entirely inside HDFS (H⊥); the off-
diagonal block Aα mixes HDFS and H⊥. The presence of
Aα is permitted since the DFS condition Eq.(2) that gives
no information about the invariant ofHDFS acted byHeff.
Likewise, it is convenient to rewrite the Hamiltonian H
and G as
H =
(
HD HN
HN† HC
)
(16)
and
G =
(
GD GN
GN† GC
)
(17)
with the blocks on the diagonal corresponding once again
to the operators restricted to HDFS and H⊥. Here we do
not restrict the discussion to whether the DFS is time
dependent (t-DFS) or not (traditional DFS). When the
DFS is time independent, the basis |Φj〉 and |Φ⊥n 〉 (∀j, n)
are constant vectors, i.e., G = 0.
After putting Eq.(12) into the general dynamical in-
variant condition Eq.(9), the dynamical invariants ID
and IC are governed by the following equations,
I˙D +i[GD +HD, ID] = 0, (18)
I˙C +i[GC +HC +
i
2
∑
α
A†αAα, I
C ] +
∑
α
A†αI
DAα
−1
2
∑
α
({B†αBα, IC} − 2B†αICBα) = 0, (19)
ID (i(GN +HN )−
∑
α
c∗α
2
Aα)
−(i(GN +HN)−
∑
α
c∗α
2
Aα)I
C = 0. (20)
Here we suppose that the bases of DFSs and comple-
mentary subspaces are time-dependent. The operator G
results from the time dependent bases of the DFS and its
complementary subspace.
On the one hand, Eq.(20) is nothing but the decou-
pling condition of ID and IC . If the decoupling condi-
tion fulfills, the dynamical invariants we proposed would
exist and the off-diagonal element of Eq.(12) would van-
ish permanently. It is easy to check that the decoupling
condition is satisfied when the decoherence free subspace
emerges: As mentioned in the DFS condition, HDFS is in-
variant under the operator Heff. In other words, the van-
ishing off-diagonal element of Heff guarantees the invari-
ant of HDFS, which is presented as Eq.(4). Considering
block form of the invariants, the vanishing off-diagonal
element can be written as
i(GN +HN )−
∑
α
c∗α
2
Aα = 0. (21)
After taking the DFS condition into Eq.(20), the decou-
pling condition is always held. Therefore, the decoupling
condition is nothing but the DFS condition.
4On the other hand, the evolution of ID (IC) is gov-
erned by Eq.(18) (Eq.(19)). Firstly, we may observe
from Eq.(18) that the evolution of ID is unitary and
not related to IC , which is the very dynamical invari-
ant condition for the closed quantum system (Eq.(5)).
In other words, the evolution of ID is decoherence free,
hence we would like to name it decoherence free dynam-
ical invariants. As a result, as soon as Eq.(2) is placed
into Eq.(11), we can immediately find that λDj is con-
stant due to ∂λDj /∂t = 0, where λ
D
j is the j-th eigen-
value of ID. As mentioned above, the eigenstates as-
sociated with the constant eigenvalues construct a basis
set of the DFS. Therefore, it is easy to design ID in ac-
cordance with the common eigenstates of the Lindblad
operators. Secondly, the evolution of the dynamical in-
variants IC is governed by Eq.(19). The dynamics of
IC is similar to the Markovian-Lindblad master equa-
tion with the Lindblad operators Bα and the Hamilto-
nian GC +HC − i∑α A†αAα/2 except for an extra term∑
αA
†
αI
DAα. The extra term determines that the evo-
lution of IC is not closed, but is impacted by ID. In
consideration of Eq.(15), the eigenvalues of IC satisfy
∂
∂t
λCn =
∑
j
(λCn − λDj )|〈ψj |Aα|ψ⊥n 〉|2
+
∑
m
(λCn − λCm)|〈ψ⊥m|Bα|ψ⊥n 〉|2. (22)
Note that all of the eigenvalues λCn are time-dependent.
Furthermore, the evolutions of λCn are not self-
determined, but affected by the eigenvalues of ID.
III. DYNAMICAL INVARIANTS FOR A
DEPHASING SYSTEM
As an example, we consider a quantum system consist-
ing of n physical qubits, which interacts collectively with
a dephasing environment [22]. The Hamiltonian of the
quantum system can be written as,
H0 =
∑
i<j
(gxij(t)O
x
ij +B
z
i (t)O
z
i ), (23)
in which gxij(t) and B
z
i (t) denote controllable coupling
strengths, and
Oxij =
σxi σ
x
j + σ
y
i σ
y
j
2
,
Ozi =
n∑
i=1
σzi
2
. (24)
The operator Oxij is the XY interaction between the i-
th qubit and the j-th qubit, where σxi and σ
y
i are Pauli
operators for the i-th qubit. This Hamiltonian can be
used to describe a number of quantum systems, such as
trapped ions and quantum dots [24–27]. The source of
decoherence in the quantum system considered here is
a dephasing environment. The interaction between the
quantum system and the environment can be described
by,
HI =
∑
j
σzj ⊗ Bˆ, (25)
where Bˆ is the environment operator. The reduced dy-
namics of the quantum system is described by the follow-
ing master equation [23],
ρ˙(t) = −i[H0, ρ(t)] + L(ρ). (26)
Here the dephasing is characterized by
L(•) = γ(F • F − •),
with
F =
∑
j
σzj . (27)
It is well known that this master equation is a Lindblad
mater equation and F is the corresponding Lindblad op-
erator. The symmetry of the master equation implies
that there exists a DFS. Our aim is to find the dynam-
ical invariants of this open quantum system which are
block-diagonal as in Eq.(12).
To simplify the problem, we assume that the quantum
system consists of two qubits, i.e., N = 2. The case
with qubits more than two can be studied by the same
process as that presented below. For a two-qubit system,
the corresponding DFS is spanned by {|01〉, |10〉} which
are the degenerate eigenstates of F with zero eigenvalue.
The bases of the complementary subspace are chosen as
{|00〉, |11〉}. According to Eq.(27), the Lindblad operator
F can be written in block from as in Eq.(15) with c = 0,
and
A =
(
0 0
0 0
)
, B =
( −2 0
0 2
)
. (28)
The Hamiltonian H0 also has a matrix representation as
Eq.(16) with
HD =
(
0 gx12(t)
gx12(t) 0
)
, (29)
HC =
( −Bz(t) 0
0 Bz(t)
)
, (30)
HN =
(
0 0
0 0
)
. (31)
In order to verify the dynamical invariants I(t) which
can be expressed as Eq.(12), it is necessary to check if
the decoupling condition (Eq.(20)) is satisfied. Since the
DFS is time-independent, G always vanishes in Eq.(20).
Moreover, we have already shown that the off-diagonal
elements of both the Lindblad operator and the Hamilto-
nian are trivial. Namely, A = HN = 0, where 0 denotes
5the zero matrix (all elements of the matrix are zero).
Therefore, the dynamical invariants I(t) can be written
in the form of Eq.(12).
Next, let us derive the upper and lower nonzero block
elements of I(t), i.e., ID and IC . The evolution of ID is
unitary, which is governed by Eq.(18),
I˙D +i[HD(t), ID] = 0. (32)
The Hamiltonian HD(t) can be rewritten in the form of
the pauli matrixes,
HD(t) = gx12(t)σx. (33)
By SU(2) algebra of the pauli matrixes, a dynamical in-
variant that is hermitian can also be expended by the
pauli matrixes,
ID = xDσx + y
Dσy + z
Dσz. (34)
with coefficients xD, yD, zD to be derived. Substituting
HD and ID into Eq.(18), the equations of motion for
those expansion coefficients are given by,
˙xD = 0,
˙yD = 2gx12(t)z
D,
˙zD = −2gx12(t)yD. (35)
The solutions of these equations subject to the given ini-
tial conditions xD0 , y
D
0 , z
D
0 can be easily obtained,
xD(t) = xD0 , (36)
yD(t) = yD0 cos (2Λ(t)) + z
D
0 sin (2Λ(t)) , (37)
zD(t) = zD0 cos (2Λ(t))− yD0 sin (2Λ(t)) , (38)
where Λ(t) =
∫ t
0 g
x
12(t
′)dt′. The process of obtaining
these solution is shown in Appendix B. Consequently we
confirm all of the parameters in ID. When the initial
conditions for those parameters are given, the dynamical
invariants ID can be constructed.
For the lower diagonal-block of the dynamical invari-
ants Eq.(15), the evolution is governed by Eq.(19). Be-
cause of the vanishing off-diagonal block of F , i.e., A = 0,
the dynamical invariants IC can be simplified into,
I˙C + i[HC , IC ]− γ
2
({B†B, IC} − 2B†ICB) = 0,
(39)
where
HC = −Bz(t)σz , B = −2σz.
As an hermitian operator, IC can be written in the fol-
lowing form,
IC = xCσx + y
Cσy + z
Cσz . (40)
where xC , yC and zC are real time-dependent parame-
ters. Substituting IC in Eq.(39), the time development
of those parameters is governed by,
x˙C = −2Bz(t)yC + 8γxC , (41)
˙yC = 2Bz(t)xC + 8γyC , (42)
˙zC = 0. (43)
On the one side, as we expected, zC is not affected by
the dephasing environment. On the other side, xC and
yC satisfy a set of coupled differential equations. Here,
we may introduce new parameters as follows,
x′(t) = xC(t) exp(−8γt),
y′(t) = yC(t) exp(−8γt), (44)
which fulfill
x˙′ = −2Bz(t)y′, (45)
y˙′ = 2Bz(t)x′. (46)
The new parameters x′ and y′ satisfy the following second
order differential equations,
x¨′ − B˙
z(t)
Bz(t)
x˙′ + 4Bz2(t)x′ = 0, (47)
y¨′ − B˙
z(t)
Bz(t)
y˙′ + 4Bz2(t)y′ = 0. (48)
And the solutions can be expressed as,
x′(t) = xC0 cos (2Θ(t))− yC0 sin (2Θ(t)) ,
y′(t) = yC0 cos (2Θ(t)) + x
C
0 sin (2Θ(t)) , (49)
where Θ(t) =
∫ t
0 B
z(t′)dt′. Taking the solutions of x′
and y′ into Eq.(46) and considering the initial condition
of IC , the solution of IC can be written as a function of
xC(t) =
(
xC0 cos (2Θ(t))− yC0 sin (2Θ(t))
)
exp(8γt),
yC(t) =
(
yC0 cos (2Θ(t)) + x
C
0 sin (2Θ(t))
)
exp(8γt),
zC(t) = zC0 , (50)
where xC0 , y
C
0 , z
C
0 are the initial values of x
C , yC , zC .
With the assistance of the analytic solution of I(t), we
can further discuss the eigenvalues and the eigenstates .
The eigenvalues of ID and IC have the same structure,
λo± = ±
√
xo2 + yo2 + zo2, (51)
which is associated with the eigenstate as follows,
|ψo±〉 =
(
(λo± + z
o)/po±
(xo − iyo)/po±
)
, (52)
where po± =
√
2λo±(λ
o
± + z
o) is the normalized coeffi-
cient, and o ∈ (D,C). Examining Eq.(36), Eq.(37) and
Eq.(38), we find that the eigenvalues of ID are constant,
6even though yD and zD are time-dependent, whereas the
corresponding eigenstates are time-dependent. This re-
sult is very similar with the that for a dynamical invariant
of closed quantum systems, which reduces to the unitary
dynamics of ID. Besides, IC is affected by the dephas-
ing noise. The eigenvalues of it are not time-independent
anymore, but depend on the decoherence process. After
putting the solution of IC into Eq.(51), we obtain the
following eigenvalues
λC±(t) = ±
√
(xC20 + y
C2
0 ) exp(16γt) + z
C2
0 . (53)
Note exp(16γt) in the solution.
The eigenstates of IC can also be written as a function
of time,
|ψC±(t)〉 =

 (λ
C
±(t)+z
C
0
)
pC
±
(t)
(xC
0
−iyC
0
)
pC
±
(t)
exp(−2iΘ(t) + 8γt)

 , (54)
in which the normalized constant is also time-dependent
pC± =
√
2λC±(t)(λ
C
±(t) + z
C
0 ). If we set z
C
0 = 0, the eigen-
values and eigenstates can be further simplified to,
λC±(t) = ±
√
(xC2 + yC2) exp(8γt), (55)
and
|ψC±(t)〉 =
( ±√2/2√
2/2 exp(−2iΘ(t))
)
, (56)
In this special case, the time-dependence of the eigen-
values is dominated by the decoherence process, but the
eigenstates can be only determined by the external pa-
rameters of the open quantum system.
IV. CONCLUSION
This work answers the question regarding the condition
required for a dynamical invariant of an open quantum
system. According to the definition, the expectation val-
ues of dynamical invariants are constant, thus we derive
the condition for these invariants. We further construct
a type of dynamical invariants in an explicit form when
the open system obeys the Lindblad master equation (as
shown in Eq.(12)). Furthermore, a relation between the
dynamical invariants and the decoherence free subspaces
is established.
Practically speaking, the dynamical invariants of an
open quantum system provide us with both an intu-
itive physical framework and a set of tools to under-
stand and manipulate quantum states, especially for
quantum systems with time-dependent Hamiltonian[28]
and described by Markovian master equation[29]. These
tools are proven useful in theoretical formulations of the
decoherence-free subspaces and further experimental de-
velopments of quantum control[7, 30].
Note added: When we finished this Manuscript, we had
noticed that in a recent paper, arXiv:1510.00518, the au-
thors developed a method to find the dynamical invariants
for open systems based on the non-Markovian quantum
state diffusion equation.
Appendix A: The Evolution of the Eigenvalues of
Dynamical Invariants
In Appendix A, we derive the evolution equation for
the eigenvalues of the dynamical invariants. Obviously,
the eigenvalue can be obtained by
λk(t) = 〈ψk(t)|I(t)|ψk(t)〉. (A1)
By differentiating the eigenvalue with respect to time, we
obtain
λ˙k(t) = 〈ψ˙k(t)|I(t)|ψk(t)〉 + 〈ψk(t)|I(t)|ψ˙k(t)〉
+ 〈ψk(t)|I˙(t)|ψk(t)〉. (A2)
By considering that I(t)|ψk(t)〉 = λk|ψk(t)〉 and
∂
∂t
(〈ψk(t)|ψk(t)〉) = 0, we find
λ˙k(t) = 〈ψk(t)|I˙(t)|ψk(t)〉. (A3)
Substituting Eq.(9) into the above equation, the evolu-
tion of the eigenvalue can be rewritten as
λ˙k(t) = −
∑
α
〈ψk(t)|(F †αI(t)Fα −
1
2
{F †αFα, I(t)})|ψk(t)〉.
We immediately obtain the equation in the maintext of
Sec.II A, i.e.,
λ˙k(t) =
∑
α
〈ψk(t)|(λkF †αFα − F †αI(t)Fα)|ψk(t)〉. (A4)
Here that |ψk(t)〉 is the eigenstate of I(t) with the eigen-
value λk being used.
Appendix B: The solution of time-dependent second
order differential equation
In Appendix B, we present the details to solve the
time-dependent second order differential equation used
in Sec.III. As shown in Eq.(35), the parameters yD and
zD satisfy the following second order differential equa-
tion,
y¨D − g˙
x
12(t)
gx12(t)
y˙D + 4gx12(t)y
D = 0, (B1)
z¨D − g˙
x
12(t)
gx12(t)
z˙D + 4gx12(t)z
D = 0. (B2)
We can find that yD and zD satisfy similar differential
equations, so do the parameters x′ and y′ in Eq.(48).
7Without loss of generality, we take Eq.(B2) as an ex-
ample. In order to obtain the solution of Eq.(B2), we
introduce a new parameter u, which can be written as
u = − z˙
D
gx12(t)z
D
. (B3)
Taking the first and second order time derivative of zD
into Eq.(B2), we immediately obtain a first order differ-
ential equation about the new parameter u(t),
u˙(t) = gx12(t)(u(t)
2 + 4). (B4)
By separating the variables, we rewrite the above equa-
tion as,
du(t)
u(t)2 + 4
= gx12(t)dt. (B5)
Thus the solution of u can be obtained,
u(t) = 2 tan(2Λ(t) +A). (B6)
Here A = arctan(z˙D(0)/2gx12(0)z
D(0)). After we apply
the solution of u(t) into Eq.(B3), the solution of zD can
finally be determined,
zD(t) = zD(0) cos(2Λ(t) +A). (B7)
By considering z˙D(0) = −2gx12(0)yD(0), we rewrite the
solution of Eq.(B2) as
zD(t) = zD(0) cos (2Λ(t))− yD(0) sin (2Λ(t)) , (B8)
which is Eq.(38).
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