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Abstract Macroscopic brain networks have been widely
described with the manifold of metrics available using
graph theory. However, most analyses do not incorporate
information about the physical position of network nodes.
Here, we provide a multimodal macroscopic network
characterization while considering the physical positions of
nodes. To do so, we examined anatomical and functional
macroscopic brain networks in a sample of twenty healthy
subjects. Anatomical networks are obtained with a graph
based tractography algorithm from diffusion-weighted
magnetic resonance images (DW-MRI). Anatomical con-
nections identified via DW-MRI provided probabilistic
constraints for determining the connectedness of 90 dif-
ferent brain areas. Functional networks are derived from
temporal linear correlations between blood-oxygenation
level-dependent signals derived from the same brain areas.
Rentian Scaling analysis, a technique adapted from very-
large-scale integration circuits analyses, shows that func-
tional networks are more random and less optimized than
the anatomical networks. We also provide a new metric
that allows quantifying the global connectivity arrange-
ments for both structural and functional networks. While
the functional networks show a higher contribution of
inter-hemispheric connections, the anatomical networks
highest connections are identified in a dorsal–ventral
arrangement. These results indicate that anatomical and
functional networks present different connectivity organi-
zations that can only be identified when the physical
locations of the nodes are included in the analysis.
Keywords Brain connectivity  Resting state fMRI 
Diffusion tensor tractography  Graph theory  Rentian
scaling
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TE Echo time
FoV Field of view
GM Grey matter
CSF Cerebrospinal fluid
WM White matter
ACP Anatomical connection probability
tRS Topological rentian scaling
pRS Physical rentian scaling
mRS Minimum rentian scaling
rtRE Random topological rentian scaling
rpRE Random physical rentian scaling
IH Inter-hemispheric
AP Anterior–posterior
DV Dorsal–ventral
ROI Region of interest
EEG Electroencephalography
MEG Magnetoencephalography
Introduction
There has been recent emphasis in the neurosciences in
determining how large scale brain networks process
information in an integrated manner (Bullmore and Sporns
2009). Functional connectivity (FC), commonly defined as
the statistical dependence between clusters of neuronal
activity, is considered to be an information transfer
mechanism (Singer 1993). This FC is physically instanti-
ated via distributed anatomical connectivity (AC) which
can be non-invasively quantified by means of diffusion
weighted MRI (Hagmann et al. 2006). Although it is clear
that FC relies upon AC, the exact relation that exists
between the anatomical and FC in networks is still an open
question (see Damoiseaux and Greicius 2009; Guye et al.
2010; Rykhlevskaia et al. 2008 for reviews). Early research
on this topic focused on relating FC to AC within few
regions in the brain (Koch et al. 2002; Guye et al. 2003;
Boorman et al. 2007; Cohen et al. 2008; Zhou et al. 2008;
Takahashi et al. 2008). There is also strong evidence that
anatomical networks support the formation of functional
patterns of resting state connectivity (van den Heuvel et al.
2008; Skudlarski et al. 2008; Greicius et al. 2009; van den
Heuvel et al. 2009; Teipel et al. 2010). Disruption of this
FC–AC dependence has been thought to result in signifi-
cant behavioural deficits related to disconnection syn-
dromes such as schizophrenia (Skudlarski et al. 2010;
Camchong et al. 2011).
Networks science provides a framework to examine FC
and AC topologies for the whole brain (Rubinov and
Sporns 2010). From a local network perspective it has been
found that there is a ‘‘rich club’’ of nodes, i.e. a group of
nodes that present high strength and centrality within the
macroscopic brain networks (e.g., superior frontal cortex,
insula). This group of nodes has been identified in both
modalities (FC–AC) of networks (Hagmann et al. 2008),
and is responsible for a disproportionate consumption of
energetic resources (Collin et al. 2013). From a global
network perspective some investigations have related a
large manifold of network properties between anatomical
and functional networks (Honey et al. 2007; Guye et al.
2010; Hosseini and Kesler 2013). Hosseini and Kesler
demonstrated that AC networks obtained from cortical
volume correlations were more small-world than the FC
networks from linear correlations, and hence AC networks
tended to be more random. Although these descriptions of
multi-modal brain networks in terms of graph metrics are
not uncommon in the literature, most studies characterize
the networks topologically, without considering the
embedding space for these models. Because macroscopic
brain networks are composed of physically separate nodes,
we think that it is necessary to consider these variables (e.g.
three dimensional coordinates) in order to achieve a full
network characterization. Furthermore we hypothesize that
the inclusion of another dimension, i.e. the physical loca-
tion of the nodes, in the characterization of brain networks,
will lead to a better understanding of the organization in
AC and FC networks.
Here we characterize FC–AC networks in the same set
of subjects. FC was computed through Pearson linear
correlations between pairs of fMRI temporal oscillations in
resting state. AC was determined using a graph based
tractography method (Iturria-Medina et al. 2007). We
defined a set of 90 nodes using the automated anatomical
labelling atlas (Tzourio-Mazoyer et al. 2002), and we used
these 90 regions as nodes in our networks. These multi-
modal, FC–AC, networks were then characterized in a new
framework, i.e. including the spatial coordinates of the
network’s nodes in the analyses.
We applied an adapted methodology from VLSI (‘‘very
large scale integration’’) circuits, i.e. Rentian Scaling (RS),
to the study of the brain networks organization. RS ana-
lysis, which was first applied to the characterization of
anatomical networks, (Bassett et al. 2010), allows one to
quantify the degree of optimization of a network. The
current study is the first to examine the RS for both FC–AC
networks in the same sample of subjects.
It was a second goal to outline a procedure for quanti-
fying the directionality of the network’s links. Jbabdi and
colleagues have argued that the spatial arrangements of the
anatomical networks provide complementary information
to the one provided by traditional graph metrics (Jbabdi
et al. 2013). Although they focused on microscopic and
histological arrangements, features of the macroscopic
spatial arrangement have been related to brain maturation
(Fair et al. 2008) and ageing (Andrews-Hanna et al. 2007).
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Based upon this literature we provide a characterization of
this spatial arrangement in healthy macroscopic anatomical
networks, and compare it with the rsFC arrangements and
propose a metric called network directionality (ND). ND
quantifies the magnitude of the network strength in the
three main axes, inter-hemispheric (IH), dorsal–ventral and
anterior-posterior providing a vector of three weights that
represent the influence of the global connectivity on each
of these main axes.
Materials and Methods
Data Acquisition
The sample comprised twenty right-handed young females
(mean age: 18.9, S.D.: 2.6). They were psychology
undergraduates and presented no history of psychiatric or
neurological illness. Written informed consent was
obtained in accordance with regulations of Fundacio´n
CIEN-Fundacio´n Reina Sofı´a (Madrid). The local ethical
committee approved the study.
Each participant was scanned on a 3T General Electric
MR scanner (General Electric Healthcare, Farfield, CT),
using a whole-body radiofrequency coil for signal excitation
and quadrature 8-channel brain coil for reception. The
acquisition protocol consisted of: (A) high resolution 3D T1-
weighted Gradient Echo-SPGR with TR = 9.2 ms,
TE = 4.2 ms, flip angle 80, matrix = 260 9 260, slice
thickness = 1 mm, preparation time = 650 ms, obtaining a
complete volume with 154 sagittal slices, (B) six minutes
resting state fMRI scan with Gradient-Echo EPI sequence
with TR = 3,000 ms, TE = 28.1 ms, flip angle = 90,
NEX = 1, matrix = 128 9 128, FoV = 24 cm, slice
thickness = 2.4 mm, interslice gap = 0.3 mm, yielding to
120 fMRI volumes, and (C) 26 diffusion weighted images
(DWI) and two b = 0 s/mm2 (b0) images with single-shot
echo planar sequence with TR = 8,200 ms, TE = 89.8 ms,
NEX = 2, matrix = 128 9 128, FoV = 24 cm, slice
thickness = 2.4 mm, interslice gap = 0.3 mm, in-plane
resolution = 2 mm2, b value = 1,000 s/mm2.
Data Preprocessing
Parcellation
The T1-weighted images were automatically segmented
using the IBASPM toolbox (available at http://www.fil.ion.
ucl.ac.uk/spm/ext/ #23IBASPM). IBASPM uses the ana-
tomically labeled template image (Tzourio-Mazoyer et al.
2002), and segments each brain hemisphere into 45 gray
matter (GM) regions of interest (ROI). IBASPM provides
outputs regarding the probabilistic tissue maps for GM,
cerebro-spinal fluid (CSF) and white matter (WM) proba-
bilistic maps that were obtained using the segment function
from SPM8 (available at http://www.fil.ion.ucl.ac.uk/spm/
software/spm8/). The T1-weighted images were then co-
registered to the b0 and average fMRI images using a
normalized mutual information method (Ashburner 2007).
Thus, we obtained the affine transformations from T1 to
DWI and from T1 to fMRI native spaces. These transfor-
mations were applied for the 90 ROIs and to the probabi-
listic tissue maps for both DWI and fMRI datasets.
Anatomical Connectivity
DWI 4D images were pre-processed using FMRIB’s Dif-
fusion Toolbox (FDT). Correction for Eddy currents dis-
tortion and head motion was performed with the
eddycorrect function in FDT, taking as reference image the
first b0 volume. Non-brain tissue from the average b0 image
was removed using the FMRIB’s Brain Extraction Tool-
box, BET (Smith 2002). The brain mask was applied to the
rest of the DWI images. Diffusion tensor images (DTI)
were built with the dtifit function from FDT. We chose a
weighted least squares regression for the tensor fitting.
DTI’s together with GM-WM probabilistic maps were set
up as inputs to the tracking algorithm defined in (Iturria-
Medina et al. 2007). This algorithm characterizes AC
between different brain GM structures. It consists on the
following steps (see Iturria-Medina et al. (2007) for a
deeper description of the method)
• The brain is defined as a non-directed weighted graph
where each GM or WM voxel represents a node.
• The link weight between two adjacent nodes is
determined by the integral of the diffusion tensor in
the solid angle around the direction that connects the
two nodes.
• The most likely paths (maximum sequence of weights)
for all pair of nodes are identified using Dijkstra
algorithm (Dijkstra 1959).
• The connectivity between every two nodes is finally
defined as the minimum link weight that is found in the
most probable path between them. In this manner
connectivities are not biased by distance. As illustra-
tion, Fig. 1 shows the AC map using the left supple-
mentary motor area as seed region.
• For each node in the boundary of an ROI we compute
its connectivity with all the nodes in all the boundaries
of the remaining’s ROIs.
• The anatomical connection probability (ACP) (Iturria-
Medina et al. 2007) between two ROIs is defined as the
maximum node to node connectivity between the
boundaries of the ROIs.
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Following this pipeline and using the 90 ROIs previ-
ously defined we built one ACP matrix (90 9 90 weighted
network) per subject. ACP will be referred to as AC for the
remainder of the paper.
Resting-State Functional Connectivity
Each fMRI data set was initially corrected for slice timing
and for image displacements due to motion with SPM8
(http://www.fil.ion.ucl.ac.uk/spm/software/spm8/). The
time series for the 90 regions were obtained by averaging the
fMRI time series over all voxels in each ROI, thus making a
smoothing step unnecessary in the pre-processing. These
regional time series were band-pass filtered (0.01–0.09 Hz)
and linearly detrended. The time series of the WM and CSF
were averaged and, together with the six motion correction
estimation residuals, regressed out linearly from the GM
regional time series. Twenty functional networks were
obtained performing Pearson linear correlations between all
90 residuals from the linear regression. We include only
positive correlations with statistical significance of p \
1e-03 consistent with prior experiments (Honey et al. 2009).
Data Analysis
Networks Definition
Graph theory was used to create macroscopic brain net-
works. Each network constitutes a non-directed weighted
graph. N represents the 90 brain GM ROIs. W represents
the weights of the connections between the nodes in the
network. rsFC networks just considered the significant
positive correlations as functional links.
Rentian Scaling
The optimization of the organization of the networks has
been studied by computing the topological (tRS) and
physical Rentian Scaling (pRS) of the networks (Christie
and Stroobandt 2000). First, the networks were threshol-
ded, leaving just the 10 % of the higher weights. This
threshold was selected in agreement with Gong et al.
(2009), which reported a stable density of around *11 %
of the possible links for DTI-tractography anatomical net-
works. For the sake of comparability we applied this
threshold to both AC and rsFC networks
The pRS quantification is performed in two steps (see
Fig. 2a, b):
• The three-dimensional space of the brain network is
covered with a random sized cube. The maximum size
for this cube is the smallest size that covers the whole
network, whereas the minimum size is not constrained.
• The number of links, W, that cross (only once) the
walls of the cube and the number of inside nodes, K, are
counted.
This iterative process was repeated L = 5000 times.
pRS exists if the function W(K) follows a power law as
WðKÞ  KB (see Fig. 2c). In this case B is called physical
Rent’s Exponent, pRE (Christie and Stroobandt 2000). pRE
is the slope of W(K) in the log–log scale in the linear
regime using least-squares fitting.
tRS is calculated similarly to pRS. In this case the net-
work is iteratively divided into M sub-networks, where M
varies from two to a maximum number of sub-networks,
which we defined to be 30. The sub-networks are defined in
such a way that the inner connectivity within each of them
is maximized and the connectivity between sub-networks is
minimized (see Fig. 2d, e). The difference between this
procedure and a traditional modularity algorithm is that the
sub-networks that are identified in here must have a similar
number of nodes, instead of optimal sub-networks identi-
fication. The partition of the network was performed using
gpmetis (Karypis and Kumar 1998) from the Metis 5.0.2
software (http://glaros.dtc.umn.edu/gkhome/metis/). Metis
is a serial graph partitioning software from the Karypis
Lab. This software allows partitioning a graph by maxi-
mizing the inner communities connectivity.
Fig. 1 Anatomical connectivity
map with seed in the left-
supplementary-motor area. The
color overlaid in the T1 image
indicates the maximum
probability of being connected
to any of the nodes (voxels) of
the seed region
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In each network partition, for each sub-network, the
W(K) relation is computed as for pRS. In contrast with the
computation of pRS, for tRS W represents the number of
links that cross the boundary of the sub-network, and K
represents the number of nodes within the sub-network. A
power-law distribution indicates the existence of a tRS (see
Fig. 2f). B is called topological Rent’s Exponent (tRE)
which is calculated as the slope of W(K) in the log–log
scale in the linear regime, using least-squares fitting.
The computation of tRE follows an optimization process
that maximizes the within sub-network connectivity and
minimizes the between sub-networks connectivity. Thus
the W(K) relation has minimum slope, and therefore tRE is
the minimum reachable value for pRE. Having this in
consideration, for a given network topology, the minimum
Rent’s Exponent (mRE) is defined as the most efficient
possible physical placement of the networks’ nodes and is
theoretically related to tRE, as follows (Verplaetse et al.
2001):
mRE ¼ maxð1  1
DE
; tREÞ
The Euclidean dimension (DE) is three, and hence mRE is
equal to tRE when the latter is larger than 1  1
DE
¼ 0:67, or
0.67 otherwise. pRE provides a tool for quantifying the wiring
efficiency of a network in the Euclidean space: the closer pRE
is to the minimum expected value (mRE), the more optimized
the network of connections is (Bassett et al. 2010).
Furthermore, network randomization allows computing
random Rent’s Exponents. These exponents will be used to
estimate how far is the organization of our networks from
that of a random network. The networks were one hundred
times randomized in order to compute the random physical
(rpRE) and topological (rtRE) Rent’s Exponents. The
randomization consisted on a rewiring of the links with a
preservation of the nodes degree, i.e. the number of links
connected to a node remains the same after the
randomization.
Network Directionality
The ND ðNDijÞis a network metric proposed here, which
quantifies the magnitude of the strength of the networks’
connections in the three axes X, Y, Z. Each of the axes
represents one orientation in the brain network. X is the IH
orientation, Y is anterior–posterior (AP), and Z is dorsal–
ventral (DV). The ND is based on a weighted average of
the direction cosines of the existent connections in the
network. The ND between two nodes ðNi; NjÞ with Carte-
sian coordinates½xi; yi; zi and ½xj; yj; zj, and with a con-
nection weight wij is computed as follows:
NDij ¼
IHij
APij
DVij
2
64
3
75
¼
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The result of this equation is a vector of three components
½IHij;APij;DVij that represents the contribution of each link
to each of the Cartesian direction of this link. It is important
to mention that this metric does not measure causality in the
connection between nodes ðNi;NjÞ, but just the orientation
of the vector that links these two nodes weighted by wij.NDij
was averaged for all links in the network as:
ND ¼ 1
NðN  1Þ=2
X
i;j2N;j [ i
NDij
metric permits to integrate the position of the networks’
nodes in the space with the strength of the connections in a
framework that allows us to observe the brain as a unique
oriented vector. ND was computed for different network
densities by performing proportional thresholds.
Results
Rentian Scaling
The Rent’s Exponents that were described in the ‘‘Materials
and Methods’’ section were obtained for both AC and rsFC
networks. In the distribution of tRE, two subjects of the
sample were rejected. The reason for that was that the graph
partitioning software did not succeed in finding optimal
topological sub-network partitions for the rsFC networks of
both subjects, which resulted in tRE larger than pRE.
Table 1 shows the Rent’s Exponents obtained for the eigh-
teen subjects in the remaining sample (mean values and
standard deviations). Unpaired t test showed non-significant
differences between network modalities in tRE, mRE, rpRE
and rtRE. The pRE showed significant differences between
AC and rsFC networks (p \ 0.05 Bonferroni-corrected),
being higher for the rsFC networks. Although this result
already points out to a better embedding optimization in the
AC networks, the pRE by itself must be handled carefully,
as it is necessary to compare it with the mRE and rpRE for
providing confidence in the result. We computed the dis-
tances between these parameters (see Table 1) and observed
that the distributions of these distances were significantly
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different for the different networks (p \ 0.05 Bonferroni-
corrected). The distance between pRE and mRE was lower
for the AC networks confirming or previous hypothesis that
the organization for the AC networks was more optimized in
the embedding space than rsFC networks.
Another factor of interest is that from the less efficient
organization of the networks, i.e. random organization. We
computed the distances between tRE and rtRE and between
pRE and rpRE. We observed that there were non-signifi-
cant differences between AC-rsFC networks for the former
distances (tRE-rtRE) (p = 0.3119), whereas for the latter
(pRE-rpRE) the AC networks showed a higher distance
from a random configuration, indicating that AC networks
were in a state of organization further from random com-
pared to the rsFC networks (p \ 0.05).
Network Directionality
The arrangement of the network’ connections was analysed
with the ND metric, which was described in the ‘‘Materials
and Methods’’ section. In Fig. 3a, b are depicted AC and
rsFC networks from a single subject over a brain template.
The networks were proportionally thresholded, leaving just
for representation the ten per cent of the links. It can be
appreciated that both networks (AC and rsFC) differ in
their spatial arrangement of connections. While most of the
connections in the AC networks are contained within brain
hemispheres, in the rsFC there is a higher number of IH
connections. For quantifying this observation we computed
the ND for both AC and rsFC networks.
The ND was computed for a range of proportional
thresholds and the results are represented in Fig. 3c, d. It is
observed that the major orientation of the connections in
rsFC is IH, the second major orientation is AP and then
DV. When the 80 % of the connections is eliminated the
contribution of IH connections in the arrangement of the
network starts growing exponentially, and contributions
from AP and DV orientations are diminished. In the AC
networks, contributions from the AP and DV orientations
to the ND were the highest. The three components of the
ND evolved at the same rate for the different proportional
thresholds.
The number of slices in AP is larger than it is in IH or
DV directions, thus the probability of finding a larger
contribution to AP in the ND metric is the highest. In order
to control this effect we computed a normalized variation
of the ND metric, the normalized ND (NDn). The com-
putation of the NDn consisted on dividing the original ND
by a constant vector. This vector is the ND obtained for a
fully connected network of equal weights, which indicates
that all connections in the brain exist with equal probability
(e.g.wij ¼ 1; i; j 2 N. After correcting for this dimensional
limitation, the NDn show a more realistic spatial arrange-
ment of the connections. In Fig. 3e, f is represented the
evolution of the NDn for AC and rsFC networks for a range
of proportional thresholds. We observed that AP and DV
contributions have been interchanged. However, the IH
contributions remain unaltered, reinforcing the robustness
of this result.
Discussion
Traditionally, in macroscopic brain networks character-
ization, concepts such as orientation of links or position of
nodes are not considered as relevant, but it seems clear that
these features must be of high importance in the description
of the organization. In this paper different communication
mechanisms considering the embedding dimensions of the
brain networks were studied.
The existence of RS in a complex network is a repre-
sentation of a cost-efficient spatial embedding or wiring
efficiency (Bassett et al. 2010). Our results indicated that
AC networks presented a higher wiring efficiency com-
pared to rsFC networks. However, both AC and rsFC
networks showed a degree of optimization, as their pRE
and tRE were lower than their random counterparts rpRE
and rtRE. The organization in rsFC networks was closer to
random than in AC networks. In biological networks,
randomness is a signature of homogeneity, since it indi-
cates that all nodes had, in principle, equal probability of
acquiring a certain property (e.g., degree, clustering,
Table 1 Rentian scaling with 10 % of the highest connections
AC networks rsFC networks p value
tRE 0.7066 (0.0245) 0.7180 (0.0419) 0.3381
mRE 0.7066 (0.0245) 0.7207 (0.0360) 0.1889
pRE 0.7930 (0.0276) 0.8614 (0.0683) 4.0308e-4a
rtRE 0.8660 (0.0069) 0.8648 (0.0064) 0. 6158
rpRE 0.8997 (0.0136) 0.8984 (0.0098) 0.7411
pRE-mRE 0.0864 (0.0376) 0.1407 (0.0666) 0.0052a
rpRE-pRE 0.1067 (0.0348) 0.0370 (0.0677) 4.7866e-4a
rtRE-tRE 0.1594 (0.0252) 0.1468 (0.0439) 0.3119
Bold values are statistically significant (p \ 0.01) after unpaired t test
The Rent’s Exponents are the result of the Rentian Scaling analyses.
The results for the AC (rsFC) networks are included in the first
(second) column of the table. The third column shows the p values of
an unpaired t test for rejecting the null hypothesis where the Rentian
metrics are equally distributed for AC and rsFC networks
tRE topological Rent’s exponent, mRE minimum Rent’s exponent,
pRE physical Rent’s exponent, rtRE random topological Rent’s
exponent, rpRE random physical Rent’s exponent
a p value survives Bonferroni correction for multiple comparisons
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Fig. 2 Process of finding the physical (a–c) and topological (d–
f) Rentian Scaling (RS) and Rent’s exponents. a and d depict one
single iteration of the physical and topological RS computation
respectively. Three iterations of the scaling are performed in (b, e). c,
f depict the resulting RS after L iterations with log–log scaling. Grey
dots represent a non-linear region, which is not considered for
determining the Rent’s exponent. Brain network’s plots were
generated using the BrainNet Viewer (Xia et al. 2013)
Fig. 3 Network directionality. a, b Graphs with the 8 % of the
strongest links of AC (a) and rsFC (b). c, d Plots of the Network
Directionality (ND) for AC (c) and rsFC (d) networks versus the
proportional thresholds (percentage of links deleted) that have been
applied to the matrices. e, f Plots of the normalized Network
Directionality (NDn) for AC (e) and rsFC (f) networks versus the
proportional thresholds that have been applied to the matrices. IH
inter-hemispherical, AP anterior–posterior, DV dorsal–ventral. Brain
network’s plots were generated using the BrainNet Viewer (Xia et al.
2013)
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shortest path…). Therefore, any deviation from a random
structure is indicating an additional driving force that
promotes/reduces the role that certain nodes play in the
network, thus introducing heterogeneity. This is somehow
logical, as the only limitation for the creation of a func-
tional connection is the existence of an anatomical con-
nection. All nodes, directly or indirectly connected by an
anatomical link, will have a non-zero probability of being
functionally connected. Thus, making the functional net-
work to be driven by random forces.
These findings are not consistent with prior studies
which concluded that the anatomical networks obtained by
cortical volume were more random than the rsFC networks
(Hosseini and Kesler 2013). One possible explanation for
this difference is that the anatomical networks described by
Hosseini and Kesler (2013) were obtained using cortical
volume correlations, a more indirect measure than diffu-
sion MRI tractography. The estimation of AC through
correlations in such a sample size (36 subjects) may lead to
an inaccurate representation of the AC. That is, this sample
size could yield an increase in the false positive rate,
resulting in spurious anatomical connections, and thus
increasing the randomness in the network topology.
It is clear that the physical arrangement of neural nodes
and their associated edges influences the effectiveness and
spatial pattern of their dynamics at all scales. Thus, we
consider that a quantitative characterization of the spatial
arrangement of the connections could be of great interest.
The ND metric that we are proposing here, demonstrates
important differences in the properties of AC and rsFC
networks. While the former shows a higher contribution of
AP and DV connections, the latter shows a clearly higher
contribution of IH connections. These results are in con-
cordance with previous findings (Hermundstad et al. 2013),
where IH rsFC was found to present strong weights inde-
pendently of the AC, which they attributed to a high
myelinization in the IH anatomical streamlines. They also
found that long intra-hemispheric connections presented
weak values of rsFC. (Skudlarski et al. 2008) also observed
these strong rsFC, and they attributed it to the vascular
symmetry of the brain.
Fair et al. (2008) observed that functional IH connec-
tions between homotopic cortical regions were stronger in
children than in adults, but other linkages were signifi-
cantly weaker. In another study of ageing and connectivity,
Andrews-Hanna et al. (2007) showed a reduced rsFC
between anterior and posterior components of the default
mode network in older subjects. These findings indicate
that spatial arrangement of rsFC is related to maturation
(Fair et al. 2008) and to degeneration (Andrews-Hanna
et al. 2007), and hence we postulate that the use of the ND
could help to characterize these developmental processes
(Dosenbach et al. 2010).
Here, the proposed organizational characterization tools
point to the necessity of including the location of the brain
nodes in the network analysis. By doing this, we are
revealing different properties between AC and rsFC net-
works, showing a better spatial embedding for AC net-
works and differences in the orientation of the higher
weighted links. These results represent, apart from being
complementary, a more complete description of the net-
work’s organization, than the characterization of the net-
works topologies (Hosseini and Kesler 2013).
Nevertheless, there are limitations to the current results.
First, the quantification of AC using DTI-tractography is
prone to errors. Fiber crossing, bending or kissing are
unresolved issues when using single DTI as a model of
water diffusion. More complex models, such as q-ball
(Tuch 2004) or spherical deconvolution (Tournier et al.
2004) are potentially useful alternatives. However, the
limited number of encoding directions in our data hinders
this estimation. Future MRI protocols will include higher
angular resolution diffusion schemes in order to achieve a
better characterization of the structural connectivity. Sec-
ond, the estimation of the topological Rent’s exponents is
very sensitive to artifactual connectivity values. In the
sample under study, after establishing a specific connec-
tivity threshold, we rejected two of twenty subjects because
the topological RS of their functional networks wasn’t
sensible. If the sub-network topological partitioning algo-
rithm does not succeed, the connectivity between sub-
networks will be very high and thus the slope in the RS
power law, i.e. the Rent’s exponent, might also take larger
values than the physical Rent’s exponent. This result is
theoretically impossible (Christie and Stroobandt 2000;
Bassett et al. 2010). Future research should study the effect
of using different pre-processing pipelines in the estimation
of the topological RS. Third, the results that were obtained
with the ND in macroscopic networks must be interpreted
with caution. The ND metric assumes that the connection
between two nodes follows a linear trajectory connecting
the centroids of two regions. This is indeed not true, as the
flow of information will follow the pathways defined by the
WM tracts. This assumption is made in order to simplify
the study of the organization of the brain networks, and
further analyses are required to study the contribution of
the real pathways into the ND metric. Additionally to the
study of macroscopic brain networks, the ND could also be
applied to the analysis of microscopic neural networks
(functional or anatomical), allowing the study of brain
hierarchies through definition of a net flow of connectivity
in partitions of the network. Fourth the analysis of rsFC is
very sensitive to physiological noise, such as respiratory, or
cardiac and to head motion. Here we have modeled these
noise sources by extracting the mean time series in CSF
and WM masks, and together with the motion correction
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residuals we have regressed it out from the regional time
series. However more accurate pre-processing techniques
such as Independent Component Analysis artifacts identi-
fication or the use of physiological-noise regressors (Chang
and Glover 2009) obtained from gating acquisitions will be
tested in future analyses. In addition, fMRI is less repre-
sentative of neural activity than other functional techniques
such as electroencephalography (EEG) or magnetoen-
cephalography (MEG), which also provide a higher tem-
poral resolution. Therefore, remains to reproduce these
results for rsFC networks, with those obtained with EEG/
MEG data.
Conclusion
Characterization of brain networks is not a unique modality
approach. Both anatomical and functional networks must be
studied simultaneously for a deeper understanding of brain
evolving processes: maturation, plasticity and degeneration.
Also, knowledge about disconnection syndromes such as has
been hypothesized for Alzheimer’s Disease, ADHD or
Schizophrenia will benefit from a multi-modal study (Bassett
and Bullmore 2009; Fornito and Bullmore 2010). We have
demonstrated here that healthy AC and rsFC networks are
different in the organization profiles. While the AC networks
are more efficient in terms of links placement, the rsFC
shows a more random configuration. The current evidence
states that randomness and organization in the macroscopic
brain networks are representative of cognition and pathology
(Sporns 2011; Bullmore and Sporns 2012). Future studies
should provide a deeper characterization with larger and
more heterogeneous samples.
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