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Abstract
Consider the stochastic Du&ng–van der Pol equation
0x =−!2x − Ax3 − Bx2x˙ + 2x˙ + xW˙ t
with A¿ 0 and B¿ 0. If =2 + 2=8!2 ¿ 0 then for small enough ¿ 0 the system (x; x˙) is
positive recurrent in R2 \ {0}. Let ˜ denote the top Lyapunov exponent for the linearization of
this equation along trajectories. The main result asserts that
˜ ∼ 2˜ as  → 0;
where ˜ is the top Lyapunov exponent along trajectories for a stochastic di;erential equation
obtained from the stochastic Du&ng–van der Pol equation by stochastic averaging. In the course
of proving this result, we develop results on stochastic averaging for stochastic =ows, and on the
behavior of Lyapunov exponents and invariant measures under stochastic averaging. Using the
rotational symmetry of the stochastically averaged system, we develop theoretical and numerical
methods for the evaluation of ˜. We see that the sign of ˜, and hence the asymptotic behavior
of the stochastic Du&ng–van der Pol equation, depends strongly on !B=A. This dimensionless
quantity measures the relative strengths of the nonlinear dissipation Bx2x˙ and the nonlinear
restoring force Ax3.
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1. Introduction
The noisy Du&ng–van der Pol equation has recently been the object of much study
in the theory of stability and bifurcations for stochastic dynamical systems. See for
example Arnold [1], Arnold et al. [5], Keller and Ochs [14], and Schenk-HoppNe [26].
In this paper we will restrict attention to the system with multiplicative white noise.
To be speciOc we consider the stochastic Du&ng–van der Pol equation
0x =−!2x + x˙ − Ax3 − Bx2x˙ + xW˙t
with !¿ 0 and A¿ 0 and B¿ 0. Here − represents friction and  is the intensity
of the white noise forcing. Putting y = −x˙=! we get the 2-dimensional stochastic
di;erential equation
dxt =−!yt dt;
dyt = (!xt + yt + (A=!)x3t − Bx2t yt) dt − (=!)xt dWt:
(1)
Linearizing this system along the trajectory {(xt ; yt): t¿ 0} in R2 gives the equation
dvt =
[
0 −!
!+ (3A=!)x2t − 2Bxtyt  − Bx2t
]
vt dt − (=!)
[
0 0
1 0
]
vt dWt: (2)
Writing vt = ‖vt‖
[
cos t
sin t
]
we obtain
dt =
(
!+
(
3A
!
x2t − 2Bxt yt
)
cos2 t
+( − Bx2t ) sin t cos t −
2
!2
sin t cos3 t
)
dt
− 
!
cos2 t dWt: (3)
The (top) almost sure Lyapunov exponent  = (; ; !) for system (1) linearized at
0 is deOned as the almost sure limit
(; ; !) = lim
t→∞
1
t
log ‖vt‖;
where {vt : t¿ 0} is a solution of (2) with xt =yt =0 for all t¿ 0. It is easy to show
that the limit exists almost surely and does not depend on v0 so long as v0 = 0. An
exact formula for (; ; !) is given by Imkeller and Lederer [13]; earlier numerical
calculations by Kozin and Prodromou [19] gave criteria in terms of ,  and ! for
(; ; !) to be positive or negative.
If (; ; !)¡ 0 then all solutions {(xt ; yt): t¿ 0} of (1) converge to 0 almost surely
as t → ∞. Thus the Oxed point 0 is almost surely stable. However if (; ; !)¿ 0
then the solution {(xt ; yt): t¿ 0} of (1) is positive recurrent on R2 \ {0} with a
unique invariant probability measure (; ; !; A; B), say. (See Proposition 5.2 and the
remark thereafter.) In this case we would like to describe the measure (; ; !; A; B).
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Also we are interested in the question of stability along trajectories. If (x0; y0) and
(x˜0; y˜ 0) are distinct starting points in R2={0}, and if {(xt ; yt) : t¿0} and {(x˜t ; y˜ t): t¿0}
are the corresponding solutions of (1) generated by the same noise {Wt : t¿ 0}, then
we are interested in the behavior of ‖(x˜t ; y˜ t)−(xt ; yt)‖ as t →∞. In this paper we shall
consider the distinct but closely related question of linearized stability along trajectories.
Instead of considering the behavior of (x˜t ; y˜ t) − (xt ; yt) we consider the behavior of
the solution vt of (2) when {(xt ; yt) : t¿ 0} is stationary in R2={0}. In particular
we consider the (top) almost sure Lyapunov exponent ˜(; ; !; A; B), say, for system
(1) linearized along a stationary trajectory {(xt ; yt): t¿ 0} in R2={0}. The Lyapunov
exponent ˜(; ; !; A; B) exists only when (; ; !)¿ 0, and then it is deOned as the
almost sure limit
˜(; ; !; A; B) = lim
t→∞
1
t
log ‖vt‖;
where {(xt ; yt ; vt): t¿ 0} is a solution of (1), (2) with {(xt ; yt): t¿ 0} stationary in
R2 \ {0}.
In addition to the issue of stability along trajectories, the Lyapunov exponent
˜(; ; !; A; B) has signiOcance for the (forward) stochastic =ow generated by the
stochastic di;erential equation (1). The sign of ˜(; ; !; A; B) should determine whether
or not the random invariant measure for the (forward) stochastic =ow generated by (1)
is a random Dirac measure. This in turn has consequences for the random attractors
associated with the stochastic =ow. From the point of view of stochastic bifurcation
theory it is of particular interest to know about the sign of ˜(; ; !; A; B) near a point
in parameter space (; ; !) where (; ; !) changes sign. When the stable Oxed point
0 becomes unstable, and a new (stable) random invariant measure appears on R2 \{0},
it is important to know whether or not this new measure is atomic. For more details
of these issues we refer the reader to Arnold [1, Chapter 9] and references therein.
The methods of Khasminskii [16] and Carverhill [11] (see Sections 4 and 5) give
the formula
˜(; ; !; A; B) =
∫
(R2\{0})×S1
Q(x; y; ) dP(x; y; );
where
Q(x; y; ) =
(
3A
!
x2 − 2Bxy
)
sin  cos + ( − Bx2) sin2 
+
2
2!2
cos 2 cos2 
and P is the unique invariant probability measure for the di;usion {(xt ; yt ; t): t¿ 0}
on (R2 \{0})×S1 given by (1), (3). The existence of P is guaranteed by the existence
of (; ; !; A; B) for (; ; !)¿ 0, and the uniqueness of P can be veriOed using the
results of Arnold and San Martin [4]. To date there is no closed form formula for
˜(; ; !; A; B), and numerical evaluation is unreliable when attempting to distinguish
very small positive values from very small negative values.
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In this paper we adapt the stochastic averaging method used by Arnold et al. [5]
to obtain rigorous asymptotic results for the invariant measure (; ; !; A; B) and the
Lyapunov exponent ˜(; ; !; A; B) for small friction − and small noise intensity .
We replace  by 2 and  by  to obtain
dxt =−!yt dt
dyt =
(
!xt + 2yt +
A
!
x3t − Bx2t yt
)
dt − 
!
xt dWt:
(4)
In order to obtain a system which is a small perturbation of a rigid rotation we rescale
the spatial variables by putting x˜ = x= and y˜ = y=. Notice that this spatial rescaling
will have no e;ect on the Lyapunov exponents, and involves a simple rescaling of
invariant measures. Dropping the tildes, we get
dxt =−!yt dt;
dyt = !xt dt + 2
(
yt +
A
!
x3t − Bx2t yt
)
dt − 
!
xt dWt:
(5)
Let  denote the unique invariant measure for the one-point motion of (5), if it exists.
Then (2; ; !; A; B)(C) = (−1C) for all Borel subsets C of R2 \ {0}.
Using a stochastic averaging method, we associate with system (5) the 2-dimensional
stochastic di;erential equation
dzt =
(

2
− B‖zt‖
2
8
)
zt dt − 3A‖zt‖
2
8!
Jzt dt
+

2
√
2!
K1zt dW 1t +

2
√
2!
K2zt dW 2t +

2!
Jzt dW 3t ; (6)
where
J =
[
0 1
−1 0
]
and K1 =
[
1 0
0 −1
]
and K2 =
[
0 1
1 0
]
:
System (6) is obtained by applying a rigid rotation through −!t radians to the solutions
of (5), rescaling time t → t=2, and then letting  → 0. Details are given in Section
3. Since the rotation does not a;ect distances in R2 it is reasonable to believe that
the asymptotic behavior of (6) as t → ∞ will give information about the asymptotic
behavior of (5) as t →∞ for small ¿ 0. In this paper we convert this act of faith into
rigorous mathematical results for the invariant probability measure for the one-point
motion on R2\{(0; 0)}, and for the almost sure Lyapunov exponent for the linearization
along trajectories in R2 \ {(0; 0)}.
Let  denote the almost sure Lyapunov exponent for the linearization of (6) at 0. If
¿ 0 let  denote the invariant probability measure for the one-point motion of (6) on
R2 \ {(0; 0)}, and let ˜ denote the almost sure Lyapunov exponent for the linearization
of (6) along trajectories in R2 \ {(0; 0)}. Our main result is the following.
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Theorem 1.1. Assume A¿ 0 and B¿ 0.
(i) (2; ; !) ∼ 2 as  → 0, where = =2 + 2=8!2.
(ii) If ¿ 0 then  converges weakly to  as  → 0, where with respect to
2-dimensional Lebesgue measure
d(x; y) = cr8!
2=2exp
(
−B!
2r2
2
)
dx dy:
Here r =
√
x2 + y2 and the normalizing constant c is given by
c−1 = 4
(
2
B!2
)!2=22+1=8

(
!2
22
+
1
8
)
:
(iii) If ¿ 0 then ˜(2; ; !; A; B) ∼ 2˜ as  → 0.
The estimate in (i) is an old result of Auslender and Milstein [6]. It implies that if
¿ 0 then  and ˜(2; ; !; A; B) exist for all su&ciently small ¿ 0. The results
(ii) and (iii) are applications of Theorems 5.1 and 5.2 to the stochastic di;erential
equation (5). The veriOcation that (5) satisOes the conditions of Theorems 5.1 and 5.2,
and the derivations of (6) and the formula for  are carried out in Section 6.
The advantage of using the new system (6) is that it has rotational symmetry. The
symmetry is a direct consequence of the method used to obtain (6), and it implies
that any calculation done for the system (6) will involve one dimension less than the
corresponding calculation for (5). This is why we can give explicit formulas for 
and .
We do not have an exact formula for ˜, since the symmetry of (6) enables us only to
reduce a 3-dimensional integral expression to the 2-dimensional one given in (44). In
Section 6 we use scaling arguments show that ˜ is a function of =! and  and !B=A
only. Therefore the e;ect of the nonlinear terms Ax3 and Bx2x˙ in the original equation
shows up only in the dimensionless quantity !B=A. The reduction in dimension from
3 to 2 makes numerical techniques much more feasible, and in Section 7 we report the
results of Monte Carlo simulation using a Orst order Euler scheme to generate solutions
of a 2-dimensional stochastic di;erential equation. The calculations indicate that in the
range −2=4!2 ¡¡ 0 we have
˜¿ 0 if !B=A6 1;
˜¡ 0 if !B=A¿ 1:5:
See Fig. 1. Thus if the coe&cient B involved in the nonlinear dissipation term x2x˙ is
large enough relative to the coe&cient A involved in the nonlinear restoring term x3
we have stability along trajectories for (1) for small enough ¿ 0. Conversely if B
is too small relative to A then we have instability along trajectories for (1) for small
enough ¿ 0.
The numerical calculations shown in Fig. 2 suggest the following bifurcation scenario
for system (6) with !B=A=1:24 when  is increased from −∞ to 0. (Recall that − is
the friction coe&cient.) For ¡−2=4!2 all trajectories converge to 0 almost surely,
and so the Oxed point is almost surely stable. For −2=4!2 ¡¡ − 02=!2 the
240 P.H. Baxendale / Stochastic Processes and their Applications 113 (2004) 235–272
Oxed point 0 is almost surely unstable and we have stability along positive recurrent
trajectories in R2 \{0}. For −02=!2 ¡¡ 0 the Oxed point 0 remains almost surely
unstable and we have instability along the positive recurrent trajectories in R2 \ {0}.
Here the constant 0 depends on the ratio !B=A= 1:24. The numerical value of 0 is
approximately 0.17.
The results above use the fact that B¿ 0. Suppose instead that B = 0 and A¿ 0
and ¡ 0. Part (i) of Theorem 1.1 remains valid since it ignores the nonlinearities.
However, as soon as ¿ 0 the process zt given by (6) almost surely goes to ∞
exponentially quickly and the invariant probability measure  fails to exist, although for
¿ 0 the invariant probability measures  exist. Moreover, when B=0 the Lyapunov
exponent ˜(2; ; !; A; 0) is not of order 2 as  → 0. A recent result of Baxendale
and Goukasian [9] shows that
˜(2; ; !; A; 0) ∼ 2=3 R
for some R¿ 0. In [9] the system (4) is regarded not as a small perturbation of a
rotation but as a small perturbation of the nonlinear Hamiltonian system corresponding
to H (x; y) = !(x2 + y2)=2 + Ax4=4!.
We have three major tasks in this paper. The Orst is to describe the stochastic
averaging algorithm by which the stochastic di;erential equation (6) was obtained from
(5). The second is to obtain rigorous results relating the asymptotic and equilibrium
behaviors of (5) and (6). The Onal task is to describe the asymptotic and equilibrium
behavior of (6).
The Orst and second tasks will be carried out in the more general setting described at
the beginning of Section 2. This setting includes not only our system (5) but also sys-
tems perturbed by small additive white noise. The passage from the general version of
(5) to the general version of (6) is carried out in Section 3. It is important to be aware
that the stochastic averaging is carried out for the n-point motions of the stochastic dif-
ferential equations. See Theorem 3.1. Stochastic averaging is most commonly done just
for the one-point motion. The information obtained as a result of stochastic averaging
for the one-point motion of (5) is the generator for the one-point motion {zt : t¿ 0},
and it is well known that there are many di;erent choices of a stochastic di;eren-
tial equation which generate the same one-point motion. These choices will all be
equally useful when we look for a result such as Theorem 1.1(ii) which involves just
one-point motions. But these choices may produce very di;erent limiting behavior for
the 2-point motion, and for the motion linearized along trajectories. In particular these
di;erent choices may produce many di;erent values of ˜. However when stochastic
averaging is done for the n-point motions the resulting information uniquely determines
the local characteristics (see Kunita [20]) for the stochastic di;erential equation (6).
In particular the law of the linearized process of (6) is uniquely determined, and so
the Lyapunov exponent along trajectories for (6) is uniquely determined.
In Sections 4 and 5 we obtain results on the convergence of invariant measures and
Lyapunov exponents. The results on convergence of Lyapunov exponents are proved
via convergence of the measures in the Khasminskii–Carverhill formula. The majority
of existing results on stochastic averaging deal with convergence on Oxed time inter-
vals 06 t6T as  → 0. Thus they cannot be applied directly to questions involving
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invariant measures and behavior as t → ∞. In this paper we take early stochastic
averaging results of Khasminskii [15], including results about convergence of invari-
ant measures, and adapt them to our setting. The most important extension involves
the replacement of boundedness conditions on the coe&cients by an assumption of
the existence of suitable Lyapunov functions. These results appear in a self-contained
appendix (Appendix A). The result (Theorem A.3) on convergence of invariant mea-
sures is applied in various slightly di;erent settings to obtain Theorems 4.1, 4.2, 5.1
and 5.2. Section 4 deals with stochastic di;erential equations where 0 is not Oxed, and
then Section 5 adapts the results of Section 4 to the case when 0 is Oxed. Thus Section
4 is relevant for systems with additive noise, and Section 5 is relevant for systems with
multiplicative noise.
In Section 6 we return to the speciOc case of the stochastic Du&ng–van der Pol
equation with multiplicative noise. We derive (6) in the manner described in Section
3 and we verify that the assumptions of Section 2 are satisOed. We obtain the formula
for the density of the invariant measure , and we discuss the Lyapunov exponent ˜.
Numerical results for ˜ are given in Section 7.
2. Small perturbations of a rigid rotation
Much of the material in the paper applies to a wide class of systems dealing with
small perturbations of a rigid rotation. From here until the end of Section 5 we will
consider the system
dxt =−!Jxt dt + 2V0(xt ) dt + 
k∑
#=1
V#(xt ) dW
#
t ; (7)
where now xt ∈R2 and V0; V1; : : : Vk are vector Oelds on R2. We shall assume throughout
Sections 3 through 5 that the vector Oelds are C3, although the interested reader will
be able to identify places where C2 or C1 is su&cient.
Let L denote the generator of the one-point motion associated with (7). Then
Lf(x) =−!Df(x)(Jx) + 2Lf(x);
where
Lf(x) =
1
2
k∑
#=1
D2f(x)(V#(x); V#(x)) + Df(x)(V0(x)):
The unperturbed system x˙=−!Jx has solution xt=R!tx0 where Rs=[cos ssin s −sin scos s ] denotes
rigid rotation through s radians. DeOne the “averaged” operator RL by
RLf(x) =
1
2
∫ 2
0
L(f ◦ R−s)(Rsx) ds: (8)
The deOnition of RL implies that it is rotation invariant in the sense that
RL(f ◦ R−s)(Rsx) = RLf(x):
In particular if f is a function of ‖x‖ only, then so is RLf.
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At various stages in Sections 3 through 5 we will assume one or more of the
following hypotheses.
A1. V#(0) = 0 for 06 #6 k and there exists #¿ 1 and u∈R2 such that 〈u; DV#(0)u〉
= 0.
A2. There exists c¡∞ and 0 ¿ 0 and C2 functions F(x) for 0¡6 0 satisfying
inf 0¡60F(x) → ∞ as ‖x‖ → ∞ and sup0¡60 supx∈K F(x)¡∞ for any compact
K ⊂ R2 and
LF(x)6 2cF(x) for all 0¡6 0:
A3. There exists c¡∞ and a C2 function F0(x) satisfying F0(x)→∞ as ‖x‖ → ∞
and
RLF0(x)6 cF0(x):
A4. There exists a continuous function G(x)¿ 0 and constants c¡∞ and 0¡R1 ¡
R2 ¡∞ and 0 ¿ 0 with the following properties:
(i) G(x)→∞ as ‖x‖ → ∞,
(ii) for each 0¡6 0 there exists a non-negative C2 function F(x) such that
sup
R16‖x‖6R2
(
|F(x)|+
k∑
#=1
|(V#:F)(x)|
)
6 c
and
LF(x)6− 2G(x) whenever ‖x‖¿R1;
Remarks. (i) In A4 the notation V#:F denotes the vector Oeld V# acting as a Orst order
di;erential operator on the function F. At the cost of replacing G(x) by min{G(y):
‖y‖= ‖x‖} we can and will assume that G(x) is a function of ‖x‖ only.
(ii) The assumption A3 ensures that the di;usion with generator RL does not explode,
see Khasminskii [17, Theorem III.4.1]. The assumption A2 is a “uniform non-explosion”
condition. The assumption A4 is a “uniform positive recurrence” condition, see Khas-
minskii [17, Theorems III.7.3 and IV.4..1].
(iii) Except for part of hypothesis A1, we have not included non-degeneracy condi-
tions in our list of assumptions. As a consequence we will have to include assumptions
about uniqueness of certain invariant measures as part of the statements of our results.
Easily veriOable conditions for the uniqueness of invariant probability measures are
given in Arnold and Kliemann [3].
3. Stochastic averaging and ows
In this section we describe the passage from (7), the generalized version of (5), to
a new stochastic di;erential equation (9), the generalized version of (6).
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DeOne a(x; y)∈R2 ⊗ R2 and U0(x)∈R2 by averaging as follows
a(x; y) =Ms
{
k∑
#=1
R−sV#(Rsx)⊗ R−sV#(Rsy)
}
;
U0(x) =Ms{R−sV0(Rsx)};
where Ms is the averaging operator Ms{f(s)} = (1=2)
∫ 2
0 f(s) ds. Notice that the
operator RL deOned in (8) is given by
RLf(x) =
1
2
D2f(x)(a(x; x)) + Df(x)(U0(x)):
The function a is a non-negative deOnite kernel with values in R2⊗R2, and so it is the
reproducing kernel for some separable Hilbert space H consisting of vector Oelds on
R2. Moreover the function a(x; y) is C3 in each of its variables. Therefore H consists
of C3 vector Oelds. If U, ¿ 1, is an orthonormal basis for this Hilbert space, then
we can write
a(x; y) =
∑
¿1
U(x)⊗ U(y):
Now consider the stochastic di;erential equation in R2
dxt = U0(xt) dt +
∑
¿1
U(xt) dW

t ; (9)
where the {Wt : t¿ 0} are independent standard Brownian motion processes. If the
basis U is inOnite this equation should be interpreted in the sense of Kunita [20],
using the vector space valued Wiener process Zt =
∑
q¿1 UW

t . In this case the local
characteristic (or covariance function) associated with Zt is exactly a(x; y). Notice
however that if all the vector Oelds V#(x) for 16 #6 k have coe&cients which are
polynomial functions of the coordinates of x of degree at most N , then the same will
be true of all the vector Oelds in the reproducing kernel Hilbert space H. Thus in this
case H will be Onite dimensional and the basis U will be Onite.
For future reference we list the following formulas relating the coe&cients of the
original system (7) and the new system (9). Eqs. (10) and (12) are essentially restate-
ments of the deOnitions of U0 and the U, ¿ 1. The remaining equations are then
obtained by di;erentiation of (10) and (12).
〈U0(x); u〉=Ms{〈V0(Rsx); Rsu〉}; (10)
〈DU0(x)u˜; u〉=Ms{〈DV0(Rsx)Rsu˜; Rsu〉}; (11)
∑
¿1
〈U(x); u〉〈U(y); v〉=Ms
{
k∑
#=1
〈V#(Rsx); Rsu〉〈V#(Rsy); Rsv〉
}
; (12)
∑
¿1
〈DU(x)u˜; u〉〈U(y); v〉=Ms
{
k∑
#=1
〈DV#(Rsx)Rsu˜; Rsu〉〈V#(Rsy); Rsv〉
}
; (13)
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∑
¿1
〈DU(x)u˜; u〉〈DU(y)v˜; v〉
= Ms
{
k∑
#=1
〈DV#(Rsx)Rsu˜; Rsu〉〈DV#(Rsy)Rsv˜; Rsv〉
}
: (14)
It follows that each of the terms on the left sides above are unchanged if all of the
variables x; y; u; v; u˜; v˜ are simultaneously rotated through the same angle.
Our construction of the stochastic di;erential equation (9) has been based on the
observation that the stochastic di;erential equation (7) consists of a fast motion, the
rotation R!t , and that everything else is moving slowly relative to this rotation. Let 2t
denote the (local) stochastic =ow associated with (7), and deOne 2˜t =R−!t2

t . Then 2˜

t
is the =ow along the time dependent SDE
dx˜t = 
2R−!tV0(R!tx˜t ) dt + 
k∑
#=1
R−!tV#(R!tx˜t ) dW
#
t : (15)
Theorem 3.1. Assume A2 and A3. For any n¿ 1, let the R2n-valued process {(x˜;1t ;
x˜;2t ; : : : ; x˜
;n
t ): t¿ 0} denote the n-point motion determined by Eq. (15). For any
T ¡∞ the time-rescaled process {(x˜;1t=2 ; x˜;2t=2 ; : : : ; x˜;nt=2 ) : 06 t6T} converges weakly
in C([0; T ];R2n) to the n-point motion of Eq. (9).
Proof. We generalize the construction of (15) as follows. DeOne a process ’t ∈S1 =
R=2Z by
d’t = ! dt (16)
and then consider 2˜t = R−’t 2

t . This leads to the system
dx˜t = 
2R−’tV0(R’t x˜

t ) dt + 
k∑
#=1
R−’tV#(R’t x˜

t ) dW
#
t : (17)
Notice that (15) is the special case of (17) corresponding to ’0 =0. Henceforth in this
proof for ease of notation we write x˜t = yt . Let y
(1); : : : ; y(n) be n points in R2 and let
y˜ be the corresponding vector in R2n. The equation for the n-point motion associated
to (17) can be written
dy˜ t = 2
→
V0(’t; y˜ t) dt + 
k∑
#=1
→
V#(’t; y˜ t) dW#t ; (18)
where the (2i−1; 2i) entries of →V#(’; y˜) are R−’V#(R’y(i)) for 06 #6 k and 16 i6 n.
We now apply Theorem A.2 from the appendix to the process (’t; y˜ t)∈S1×R2n given
by (16) and (18). The (2i− 1; 2i) block of the drift vector for (18) is R−’V0(R’y(i)).
When this is averaged over ’ we obtain U0(y(i)), which is the (2i − 1; 2i) block of
the drift vector for the n-point motion of (9). The (2i − 1; 2i)× (2j − 1; 2j) block of
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the di;usion matrix corresponding to (18) is
k∑
#=1
R−’V#(R’y(i))⊗ R−’V#(R’y(j)):
When this is averaged over ’ we obtain a(y(i); y(j)) =
∑
 U(y
(i))⊗U(y(j)), which
is the (2i − 1; 2i) × (2j − 1; 2j) block of the di;usion matrix for the n-point motion
of (9). Therefore the operator which corresponds to the RL appearing in Theorem A.2
is exactly the generator for the n-point motion of (9). It remains only to verify the
conditions B2 and B3 of Theorem A.2. The condition B2 can be checked by direct
calculation using the function V(’; y˜) =
∑n
i=1 F(R’y
(i)) where F is the function
which appears in assumption A2. Similarly, the condition B3 can be checked using the
function V0(y˜) =
∑n
i=1 F0(y
(i)) where F0 is the function which appears in A3.
With stronger boundedness assumptions on the coe&cients, Theorem 3.1 would be-
come a special case of Kunita’s results on the convergence of stochastic =ows under
stochastic averaging, see [20] Section 5.6. Notice that Kunita has results on “conver-
gence as di;usions” dealing with the n-point motions for all n¿ 1, as well as results
on “convergence as =ows”. The results on convergence as =ow would need stronger
assumptions on the coe&cients. In particular it would be necessary to ensure that Eqs.
(15) and (9) have stochastic =ows which exist for all time. Our result is most closely
related to Theorem 5.5.1 of [20], but we have replaced boundedness assumptions on
the coe&cients by the assumptions A2 and A3.
Notice that stochastic averaging applied to the one point motion t → 2˜t=2 (x) de-
termines the vector Oeld U0(x) and the values a(x; x), and hence it determines the
generator RL, but it does not determine the values a(x; y) for x = y. It is easy to check
that RL is the generator of the one-point motion of (9), but RL is insu&cient to determine
the law of the n-point motion of (9). When 0 is a Oxed point, RL does determine the
law of the process {ut : t¿ 0} in R2 obtained by linearizing (9) at 0. In the presence
of enough noise, this is enough to determine the top (almost sure) Lyapunov exponent
and the moment Lyapunov exponent. It is not enough to determine the remainder of
the Lyapunov spectrum for the linearization of (9) at 0. More signiOcantly RL is insu&-
cient to determine the law of the process obtained by linearizing (9) along non-trivial
stationary trajectories. In particular it is insu&cient to determine the top Lyapunov
exponent for the linearization of (9) along trajectories.
Theorem 3.1 deals with the behavior of solutions of (7) and (9) over Onite intervals
of time. In the next two sections we study the equilibrium behavior and the behavior
as t →∞ of solutions of these two systems.
4. Additive noise
In Sections 2 and 3 we have made no assumptions as to whether or not the vector
Oelds V# Ox 0. Suppose now that V#(0) = 0 for some #¿ 1. Clearly 0 is not a Oxed
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point for system (7). Since
a(0; 0) =
1
2
k∑
#=1
‖V#(0)‖2
([
1
0
]
⊗
[
1
0
]
+
[
0
1
]
⊗
[
0
1
])
;
we deduce that 0 is not a Oxed point for the averaged system (9). Typically in these
circumstances there is at most one invariant probability measure  for the one point
motion of system (9). This will be the setting for the results in this section. Therefore
this section is relevant for systems perturbed by additive noise. In particular it will
apply to the case of the stochastic Du&ng–van der Pol equation with additive noise.
In Section 5 we will consider the case when V#(0) = 0 for all #¿ 0. Although this
is the case which includes our system (5), the fact that we need to work on R2 \ {0}
rather than R2 causes some extra technical complications. Thus we have chosen to
postpone this case until after we have presented the main ideas in Section 4. Notice
that we will not consider the case when V0(0) = 0 and V#(0)= 0 for all #¿ 1. In this
case 0 is Oxed for the averaged system (9) but not for the original system (7).
We consider Orst invariant measures for the one point motions of (7) and (9).
The one point motions of (7) and (9) are di;usions in R2 with generators L and RL
respectively.
Lemma 4.1. Assume A2 and A4. There is 0 ¿ 0 such that for 0¡6 0 there exists
an invariant probability measure  for the di<usion with generator L. Moreover
there exists c1 ¡∞ such that any invariant probability measure  for 0¡6 0
satis=es∫
G(x) d(x)6 c1:
Proof. Note Orst that assumption A2 implies that the di;usion with generator L is
non-explosive. Let 0 and F and 0¡R1 ¡R2 be as in assumption A4. Henceforth
in this proof we take 0¡6 0. Let h(x) be a smooth radially symmetric function
R2 → [0; 1] with the properties that h(x) = 0 if ‖x‖6R1 and h(x) = 1 if ‖x‖¿R2.
DeOne the function F˜(x) = h(x)F(x). Then F˜(x)¿ 0 and
LF˜(x) = h(x)LF(x) + 2Lh(x)F(x) + 2
k∑
#=1
(V#:h)(x)(V#:F)(x):
We can estimate the right side above using the facts that h(x)= 0 when ‖x‖6R1 and
that Lh(x) = 0 and (V#:h)(x) = 0 except when R16 ‖x‖6R2. Using the assumption
A4 we get
LF˜(x)6− 2h(x)G(x) + 2c1
for some constant c1 ¡∞. It follows from Meyn and Tweedie [21, Theorem 4.5] that
the di;usion with generator L has an invariant measure , and that any invariant
measure  satisOes∫
h(x)G(x) d(x)6 c1:
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Therefore∫
G(x) d(x)6 c1 + sup{G(x) : ‖x‖6R2}
and we are done.
Theorem 4.1. Assume A2, A3 and A4. Suppose the di<usion with generator RL has at
most one invariant probability measure. Then the di<usion with generator RL has a
unique invariant probability measure , say, and  converges weakly to  as  → 0.
Moreover, if f(x) is any continuous function such that f(x)=G(x)→ 0 as ‖x‖ → ∞
then f∈L1() and∫
f(x) d(x)→
∫
f(x) d(x)
as  → 0.
Proof. We restrict to 0¡6 0 where 0 is as in Lemma 4.1, and let  be an invariant
probability measure for L. DeOne the probability measure ˜ on S1 × R2 by∫
f(’; x) d˜(’; x) =
∫
f(’; R−’x) d(x) dm(’);
where m denotes the uniform probability measure (Haar measure) on S1. Equivalently,
˜ is the joint law of (’; R−’x) when ’ and x are chosen independently with distri-
butions m and  respectively. It follows directly that ˜ is an invariant probability for
the process (’t; x˜t )∈S1 × R2 given by (16), (17) in the proof of Theorem 3.1. As-
suming without loss of generality that the function G(x) in assumption A4 is radially
symmetric, Lemma 4.1 gives∫
S1×R2
G(x) d˜(’; x) =
∫
R2
G(x) d6 c1:
This gives tightness of the ˜. We now apply Theorem A.3 to obtain the existence of
the unique  for the di;usion with generator RL and also the weak convergence of ˜
to m ×  as  → 0. Given bounded continuous h :R2 → R, deOne f(’; x) = h(R’x).
The weak convergence above gives∫
h(x) d(x) =
∫
f(’; x) d˜(’; x)
→
∫ (∫
h(R’x) d(x)
)
dm(’) =
∫
h(x) d(x);
where the last equality uses the fact that  is rotation invariant. This gives the weak
convergence  ⇒ . The last statement is now a direct consequence of this weak
convergence together with the fact that
∫
G(x) d is bounded as  → 0.
Remark. The averaged system (9) has rotational symmetry. If the one-point motion
of (9) has an invariant measure , then it must have a rotationally invariant measure.
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So if  is unique, it must be rotationally invariant. Thus  can be obtained by solving
a 1-dimensional problem.
We now consider the issue of stability along trajectories. If we linearize system (7)
along a trajectory xt we get the linear stochastic di;erential equation
dvt =−!Jvt dt + 2DV0(xt )vt dt + 
k∑
#=1
DV#(xt )v

t dW
#
t : (19)
We write vt in polar coordinates ‖vt‖ and t ∈R=2Z. For any ∈R=2Z let R denote
the corresponding unit vector R= [cos sin  ]. Itoˆ’s formula gives
dt =! dt − 2〈Jt ; DV0(xt )t 〉 dt
+ 2
k∑
#=1
〈Jt ; DV#(xt )t 〉〈t ; DV#(xt )t 〉 dt
− 
k∑
#=1
〈Jt ; DV#(xt )t 〉 dW#t (20)
and
d log ‖vt‖= 2〈t ; DV0(xt )t 〉 dt +
2
2
k∑
#=1
‖DV#(xt )t e‖2 dt
− 2
k∑
#=1
〈t ; DV#(xt )t 〉2 dt + 
k∑
#=1
〈t ; DV#(xt )t 〉 dW#t : (21)
We see that the process {(xt ; t ) : t¿ 0} given by (7) and (20) is a di;usion process
on R2 × S1. Under assumptions A2 and A4 the process {xt : t¿ 0} on R2 has at
least one invariant probability measure . The compactness of S1 and the fact that
{(xt ; t ): t¿ 0} is a Feller process then implies that it has an invariant probability
measure :, say, on R2 × S1 with R2 marginal .
Proposition 4.1. Assume A2 and A4. Assume also that
lim sup
‖x‖→∞
‖DV0(x)‖+
∑k
#=1 ‖DV#(x)‖2
G(x)
¡∞; (22)
and that the process {(xt ; t ) : t¿ 0} on R2 × S1 given by (7) and (20) has at most
one invariant probability measure. Then the process given by (7) and (20) has a
unique invariant probability measure :, say. Let  denote the R2 marginal of :.
The almost sure Lyapunov exponent for system (7)
˜ = lim
t→∞
1
t
log ‖vt‖ (23)
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exists with probability 1 for -almost all x0 and all v

0 = 0, and is given by the
formula
˜ = 2
∫
QV (x; ) d:(x; ); (24)
where
QV (x; ) = 〈 R; DV0(x) R〉+
k∑
#=1
(
1
2
‖DV#(x) R‖2 − 〈 R; DV#(x) R〉2
)
:
Proof. As discussed above, Lemma 4.1 gives the existence of :. Let ;t denote
the fundamental matrix solution for the linear stochastic di;erential equation (19).
The assumption (22) together with Lemma 4.1 implies that ‖DV0(x)‖∈L1() and
‖DV#(x)‖2 ∈L1() for all #¿ 1. It follows (see Arnold [1] Theorem 4.2.13) that the
integrability condition in the multiplicative ergodic theorem for {;t : t¿ 0} is satis-
Oed. Therefore the limit in (23) exists with probability 1 for -almost all x0, although
at this stage in the argument the value may depend on v0. Eq. (21) gives
log ‖vt‖= log ‖v0‖+ 2
∫ t
0
QV (xs; 

s) ds+Mt
for a continuous martingale Mt . Assumption (22) together with Lemma 4.1 gives
:-integrability conditions on QV and on the quadratic variation of Mt . So by the
usual Khasminskii–Carverhill argument (see [16, 11]) we obtain (24) with probability
1 for :-almost all (x0; 

0). Finally we use the uniqueness of :. The argument used
in Carverhill [11] Proposition 4.2 for the linearization about a Oxed point applies also
in our present setting for the linearization along trajectories. We deduce that formulas
(23) and (24) are both valid with probability 1 for -almost all x0 and all v

0 = 0.
Similarly we can linearize the averaged system (9) along a trajectory xt to obtain
dvt = DU0(xt)vt dt +
∑
¿1
DU(xt)vt dW

t : (25)
Passing to polar coordinates ‖vt‖ and t we get
dt =−〈Jt ; DU0(xt)t〉 dt +
∑
¿1
〈Jt ; DU(xt)t〉〈t ; DU(xt)t〉 dt
−
∑
¿1
〈Jt ; DU(xt)t〉 dWt (26)
and
d log ‖vt‖= 〈t ; DU0(xt)t〉 dt + 12
∑
¿1
‖DU(xt)t‖2 dt
−
∑
¿1
〈t ; DU(xt)t〉2 dt +
∑
¿1
〈t ; DU(xt)t〉 dWt : (27)
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We see that the process {(xt ; t) : t¿ 0} given by (9) and (26) is also a di;usion
process on R2×S1. If  is an invariant probability measure for xt on R2 then there is at
least one invariant probability measure :, say, for (xt ; t) on R2×S1 with R2 marginal
. In the same way that  is rotation invariant on R2, the measure :, if unique, must
be invariant under the rotations (x; ) → (Rsx; + s) of R2 × S1.
Theorem 4.2. Assume A2, A3 and A4.
(i) Suppose the di<usion (xt ; t) on R2 × S1 given by (9) and (26) has at most
one invariant probability measure. Then it has a unique invariant probability
measure :, say, and : converges weakly to : as  → 0. Moreover, if F(x; ) is
any continuous function on R2 × S1 such that F(x; )=G(x) → 0 as ‖x‖ → ∞
then F ∈L1(:) and∫
F(x; ) d:(x; )→
∫
F(x; ) d:(x; )
as  → 0.
(ii) Assume additionally that
lim
‖x‖→∞
‖DV0(x)‖+
∑k
#=1 ‖DV#(x)‖2
G(x)
= 0: (28)
The almost sure Lyapunov exponent for system (9)
˜= lim
t→∞
1
t
log ‖vt‖
exists with probability 1 for -almost all x0 and all v0 = 0, and is given by the
formula
˜=
∫
QU (x; ) d:(x; ); (29)
where
QU (x; ) = 〈 R; DU0(x) R〉+
∑
¿1
(
1
2
‖DU(x) R‖2 − 〈 R; DU(x) R〉2
)
:
(iii) In addition to the assumptions in (i) and (ii) suppose that the process {(xt ; t ) :
t¿ 0} on R2 × S1 given by (7) and (20) has at most one invariant probability
measure, for su>ciently small ¿ 0. Then
˜ ∼ 2˜ as  → 0:
Proof. To prove (i) we extend the methods used in the proofs of Theorems 3.1 and
4.1. DeOne ’t and x˜t as in (16) and (17) and deOne v˜

t = R−’t v

t . Then the direction
(in polar coordinates) of v˜t is ˜

t = 

t − ’t . The method of proof of Theorem 3.1
can easily be adapted to show that the process {(x˜t=2 ; ˜t=2 ) : 06 t6T} converges in
distribution to the process {(xt ; t) : 06 t6T} given by (9) and (26). This involves
an application of Theorem A.2 to the process {(’t; x˜t ; ˜t ) : t¿ 0}; the calculation of
the generator for the limit process uses Eqs. (10)–(14). Furthermore, the tightness of
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the  given by Lemma 4.1 implies tightness of the family :. The proof of Theorem
4.1 can now be extended, using the measures :˜ on S1 × R2 × S1 deOned by∫
f(’; x; ) d:˜e(’; x; ) =
∫
f(’; R’x; + ’) d:(x; ) dm(’):
Theorem A.3 can be applied to give the existence of the unique :, and also the weak
convergence of :˜ to m× :. Then, as in the proof of Theorem 4.1, we get∫
h(x; ) d:(x; )→
∫ (∫
h(R’x; + ’) d:(x; )
)
dm(’)
and the weak convergence : ⇒ : follows using the rotation invariance of :. The proof
of (i) is completed using the uniform integrability estimate from Lemma 4.1. To prove
(ii) notice Orst that
‖DU0(x)‖6Ms{‖DV0(Rsx)‖}
and
∑
¿1
‖DU(x)‖26Ms
{
k∑
#=1
‖DV#(Rsx)‖2
}
:
Since we may assume that G(x) has rotational symmetry, condition (28) implies that
lim
‖x‖→∞
‖DU0(x)‖+
∑
¿1
‖DU(x)‖2
G(x)
= 0:
The method of proof of Proposition 4.1 can now be applied to complete the proof of
(ii). To prove (iii) we Orst take F(x; ) = QV (x; ) in part (i) to obtain∫
QV (x; ) d:(x; )→
∫
QV (x; ) d:(x; )
as  → 0. Since the measure : is unique, it is invariant under rotations (x; ) →
(Rsx; + s) of R2 × S1, and so∫
QV (x; ) d:(x; ) =
∫
QV (Rsx; + s) d:(x; )
for any s. Now we average over the rotation parameter s and use Fubini’s theorem to
obtain∫
QV (x; ) d:(x; ) =Ms
{∫
QV (Rsx; + s) d:(x; )
}
=
∫
Ms{QV (Rsx; + s)} d:(x; ):
Recalling the deOnitions of QV (x; ) and QU (x; ) given below (24) and (29), and
using relations (11) and (14), we obtain
Ms{QV (Rsx; + s)}= QU (x; ):
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Together we have∫
QV (x; ) d:(x; )→
∫
QV (x; ) d:(x; )
=
∫
Ms{QV (Rsx; + s)} d:(x; )
=
∫
QU (x; ) d:(x; ):
Finally the assumptions of uniqueness of the measures : and : imply that we can use
formulas (24) and (29), so that
1
2
˜ =
∫
QV (x; ) d:(x; )→ QU (x; ) d:(x; ) = ˜
as  → 0, and we are done.
Remark. The calculation of ˜ using (24) is a 3-dimensional problem. The rota-
tional symmetries in : and QU (x; ) imply that the evaluation of ˜ using (29) is a
2-dimensional problem.
5. Multiplicative noise
Throughout this section we will assume that V#(0) = 0 for all #¿ 0. Then 0 is a
Oxed point for the one point motions of both (7) and (9). We will study the behavior
of systems (7) and (9) on the state space R2 \ {0}. The results in this section will
be similar to those in Section 4, except that the invariant probability measures  and
 will be on R2 \ {0} and the invariant probability measures : and : will be on
(R2 \ {0})× S1.
We begin by studying the behavior of the one-point motions of (7) and (9) near 0.
Linearizing the original system (7) at 0 gives the linear stochastic di;erential equation
dut =−!Jut dt + 2DV0(0)ut dt + 
k∑
#=1
DV#(0)ut dW
#
t : (30)
Notice that this is simply equation (19) with xt ≡ 0. The (top) almost sure Lyapunov
exponent  and moment Lyapunov exponent g(p) for (30) are deOned by
 = lim
t→∞
1
t
log ‖ut‖ and g(p) = limt→∞
1
t
logE‖ut‖p;
where the limits exist and do not depend on the non-zero initial vector u0. Similarly
we can linearize (9) to obtain
dut = DU0(0)ut +
∑
¿1
DU(0)ut dW

t (31)
with its corresponding almost sure Lyapunov exponent  and moment Lyapunov expo-
nent g(p). Applying Itoˆ’s formula to (31) and making use of the rotational symmetry
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in DU0(0) and the DU(0), ¿ 1, we get
d log ‖ut‖= 〈e; DU0(0)e〉 dt +
∑
¿1
(
1
2
‖DU(0)e‖2 − 〈e; DU(0)e〉2
)
dt
+
∑
¿1
〈e; DU(0)e〉 dWt ;
where e = [10 ]. Therefore
= 〈e; DU0(0)e〉+
∑
¿1
(
1
2
‖DU(0)e‖2 − 〈e; DU(0)e〉2
)
= QU (0; 0) (32)
and
g(p) = p+
1
2
R2p2; (33)
where R2 =
∑
¿1〈e; DU(0)e〉2. Notice that assumption A1 implies that R2 ¿ 0.
The following result is a direct application of results of Auslender and Milstein
[6] (see also Pardoux and Wihstutz [24]) for the almost sure Lyapunov exponent and
Khasminskii and Moshchuk [18] for the moment Lyapunov exponent.
Proposition 5.1. Assume A1. Then as  → 0
 ∼ 2
g(p) ∼ 2g(p):
We go on to consider the relationship between the Lyapunov exponents ,  and
the behavior near 0 of the di;usions with generators L, RL. First we need a technical
lemma.
Lemma 5.1. Assume A1 and ¿ 0, and let 0¡>¡ 2= R2. Then there exists c¡∞
and 0¡r0 ¡r1 ¡∞ and 0 ¿ 0 such that for each 0¡6 0 there exists a C2
positive function f(x) on R2 \ {(0; 0} with the properties
sup
r06‖x‖6r1
(
|f(x)|+
k∑
#=1
|(V#:f)(x)|
)
6 c
and
Lf(x)6− 2‖x‖−> whenever 0¡ ‖x‖6 r1:
Remark. The value −2= R2 is the stability index (see Arnold and Khasminskii [2])
for system (9).
Proof. Let T RL denote the generator for the linearized process {ut : t¿ 0} given by
(31). Then
T RL(‖u‖−>) = g(−>)‖u‖−>:
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Our choice of > ensures that g(−>)¡ 0. Let TL denote the generator of the process
{vt : t¿ 0} given by
dvt = DV0(0)vt dt +
k∑
#=1
DV#(0)vt dW#t :
Then
TL(‖v‖−>) = F()‖v‖−>
for some smooth function F :S1 → R, where we use polar coordinates v = ‖v‖[ cos sin  ].
Analogously to the way that RL was obtained from L in (8) we have
T RLh(v) =
1
2
∫ 2
0
TL(h ◦ R−s)(Rsv) ds:
This can be veriOed directly using the symmetry relations (11) and (14). Taking h(v)=
‖v‖−> we get
g(−>) = 1
2
∫ 2
0
F(s) ds
and so there exists smooth F˜ :S1 → R such that !F˜ ′()=g(−>)−F(). Now we switch
from the linearization TL to L, and switch from the variable v to the variable x∈R2\{0}
with polar coordinates r and @. DeOne f(x)=r−>(1+2F˜(@)). The condition f(x)¿ 0
will be satisOed so long as 0 is chosen to satisfy 06 1=sup@ |F˜(@)|. We obtain
Lf(x) = 2r−>!F˜
′
(@) + 2L(r−>) + 4L(r−>F˜(@))
= 2r−>g(−>) + 2[L(r−>)− TL(r−>)] + 4L(r−>F˜(@)):
Now by Baxendale and Stroock [10] Corollary 3.10, see also Arnold and Khasminskii
[2], there exists c1 ¡∞ such that
|L(r−>)− TL(r−>)|6 c1r1−>
and
|L(r−>)F˜(@)|6 c1r−>
for 0¡r¡ 1. Thus
Lf(x)6 2r−>[g(−>) + c1(r + 2)]
for 0¡r¡ 1. Since g(−>)¡ 0 there exist r1 ∈ (0; 1) and 0 ¿ 0 such that such g(−>)+
c1(r + 2)6 (1=2)g(−>)¡ 0 for r6 r1 and 6 0. The result now follows by scaling
f by a factor −2=g(−>). Notice that r0 can be chosen arbitrarily in (0; r1) and then
the existence of c is guaranteed by the explicit form of f.
Proposition 5.2. Assume A1, A2 and A4.
(i) If ¡ 0 then for all su>ciently small ¿ 0 the di<usion {xt : t¿ 0} with
generator L satis=es
Px(‖xt ‖ → 0 as t →∞)→ 1 as x → 0:
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(ii) If ¿ 0 there is 0 ¿ 0 such that for 0¡6 0 there exists an invariant prob-
ability measure  on R2 \ {0} for the di<usion L. Moreover, if 0¡>¡ 2= R2
there exists 1 ∈ (0; 0] and c1 ¡∞ such that any invariant probability measure
 for 0¡6 1 satis=es∫
(‖x‖−> + G(x)) d(x)6 c1:
Proof. The result (i) is a direct consequence of Proposition 5.1 and the local stable
manifold theorem (see Ruelle [25]). To prove (ii) we adapt the proof of Lemma 4.1.
Let f and 0¡r0 ¡r1 be as in Lemma 5.1, and let F and 0¡R1 ¡R2 be as in
assumption A4. It is clear from the proof of Lemma 5.1 that we may assume r1 ¡R1.
We can assume the same 0 and c. Let h1(x) and h2(x) be smooth functions R2 → [0; 1]
so that h1(x)=1 for ‖x‖6 r0, and h1(x)=0 for ‖x‖¿ r1, and h2(x)=0 for ‖x‖6R1,
and h2(x) = 1 for ‖x‖¿R2. DeOne the function
F˜(x) = h1(x)f(x) + h2(x)F(x):
Then F˜(x)¿ 0 for ‖x‖ = 0 and (arguing as in the proof of Lemma 4.1)
LF˜(x)6− 2[h1(x)‖x‖−> + h2(x)G(x)] + 2c1
for some c1 ¡∞. The remainder of the proof is repeat of the methods used in the
proof of Lemma 4.1.
Remark. Suppose in Proposition 5.2 we make the extra assumption that for each r ¿ 0
there exists #¿ 1 and x with ‖x‖= r so that 〈x; V#(x)〉 = 0. Then in (i) we can apply
Theorem 2.12 of Baxendale [7] and assert that for small enough ¿ 0
Px(‖xt ‖ → 0 as t →∞) = 1
for all x = 0. In (ii) we can apply Theorem 5 of Arnold and Kliemann [3] and assert
that  is unique.
We have obtained results on the existence and tightness of invariant probability
measures  for the one point motion of (7) on R2 \ {0}. The rest of this section is
now essentially a repeat of Section 4 with R2 replaced R2 \ {0} and using Proposition
5.2 in place of Lemma 4.1.
Theorem 5.1. Assume A1, A2, A3 and A4, and ¿ 0. Suppose that the di<usion with
generator RL has at most one invariant probability measure on R2 \ {0}. Then it has
a unique invariant probability measure , say, on R2 \ {0} and  converges weakly
to  as  → 0. Moreover, if f(x) is any continuous function on R2 \ {0} such that
f(x)=G(x)→ 0 as ‖x‖ → ∞ and f(x)‖x‖> → 0 as ‖x‖ → 0 for some >¡ 2= R2 then
f∈L1() and∫
f(x) d(x)→
∫
f(x) d(x)
as  → 0.
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Proof. The proof is essentially the same as for Theorem 4.1. The only essential di;er-
ence is that we work with R2 \ {0} in place of R2. Proposition 5.2 gives the required
tightness condition for the . In the proof of Theorem A.3, if the ˜e are tight as
probability measures on S1 × (R2 \ {0}), then any weak limit ˜ of a subsequence of
them is also a probability measure on S1×(R2\{0}). The method of proof of Theorem
A.3 implies that ˜=m×  for some invariant probability measure  on R2 \ {0}, and
the uniqueness of  on R2 \ {0} completes the argument.
We now consider the linearizations of systems (7) and (9) along trajectories. These
are given by Eqs. (19)–(21) and (25)–(27) in Section 4. By Proposition 5.2, for ¿ 0
and su&ciently small ¿ 0 there exists an invariant probability measure  for xt on
R2 \{0}, and hence there exists also an invariant probability measure : for (xt ; t ) on
(R2 \ {0})× S1.
Proposition 5.3. Assume A1, A2 and A4, and ¿ 0. Assume also that
lim sup
‖x‖→∞
‖DV0(x)‖+
∑k
#=1 ‖DV#(x)‖2
G(x)
¡∞;
and that the process {(xt ; t ) : t¿ 0} on (R2 \ {0})× S1 given by (7) and (20) has
at most one invariant probability measure. Then it has a unique invariant probability
measure :, say, on (R2 \ {0})× S1. Let  denote the R2 \ {0} marginal of :. The
almost sure Lyapunov exponent for system (7)
˜ = lim
t→∞
1
t
log ‖vt‖
exists with probability 1 for -almost all x0 and all v

0 = 0, and is given by the
formula
˜ = 2
∫
QV (x; ) d:(x; );
where
QV (x; ) = 〈 R; DV0(x) R〉+
k∑
#=1
(
1
2
‖DV#(x)Re‖2 − 〈 R; DV#(x) R〉2
)
:
Proof. This result is proved using the same method as in the proof of Proposition
4.1.
Theorem 5.2. Assume A1, A2, A3 and A4, and ¿ 0.
(i) Suppose that the di<usion (xt ; t) on (R2={0})×S1 given by (9) and (26) has at
most one invariant probability measure. Then it has a unique invariant proba-
bility measure :, say, on (R2={0})×S1, and : converges weakly to : as  → 0.
Moreover, if f(x; ) is any continuous function on (R2 \ {0}) × S1 such that
f(x; )=G(x) → 0 as ‖x‖ → ∞ and f(x; )‖x‖> → 0 as ‖x‖ → 0 for some
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>¡ 2= R2 then f∈L1(:) and∫
f(x; ) d:(x; )→
∫
f(x; ) d:(x; )
as  → 0.
(ii) Assume additionally that
lim
‖x‖→∞
‖DV0(x)‖+
k∑
#=1
‖DV#(x)‖2
G(x)
= 0: (34)
The almost sure Lyapunov exponent for system (9)
˜= lim
t→∞
1
t
log ‖vt‖
exists with probability 1 for -almost all x0 and all v0 = 0, and is given by the
formula
˜=
∫
QU (x; ) d:(x; ); (35)
where
QU (x; ) = 〈 R; DU0(x) R〉+
∑
¿1
(
1
2
‖DU(x)Re‖2 − 〈 R; Du(x) R〉2
)
:
(iii) In addition to the assumptions in (i) and (ii) suppose that the process {(xt ; t ) :
t¿ 0} on (R2 \ {0}) × S1 given by (7) and (20) has at most one invariant
probability measure, for su>ciently small ¿ 0. Then
˜ ∼ 2˜ as  → 0:
Proof. The proof combines the method of proof used in Theorem 4.2 above with
the tightness estimate from Proposition 5.2. The argument involving the restriction to
(R2 \ {0})× S1 is essentially the same as in the proof of Theorem 5.1.
6. Stochastic Du)ng–van der Pol equation
In this section we return to the system

dxt =−!yt dt
dyt = !xt dt + 2
(
yt +
A
!
x3t − Bx2t yt
)
dt − 
!
xt dWt:
Now x and y are scalars and we write z = [ xy ] and z˜ = [
x˜
y˜ ]. We will carry out
the averaging process described in Section 3. Consider Orst the evaluation of a(z; z˜).
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Since V1(z) =− ! [ 01 00 ]z we obtain
R−sV1(Rsz) =− ! R−s
[
0 0
1 0
]
Rsz
=− 
!
[
(sin s)(cos s) −sin2 s
cos2 s −(sin s)(cos s)
]
z
=
−
2!
(J − Ds)z;
where
Ds =
[
sin 2s cos 2s
cos 2s −sin 2s
]
:
Identifying u⊗ v∈R2 ⊗ R2 with the 2× 2 matrix uvT we obtain
a(z; z˜) =
2
4!2
Ms{(J − Ds)zz˜T(J T − DTs )}:
Now Ms{Ds}= 0 and Ms{DTs }= 0 and
Ms{Dszz˜TDTs }=Ms
{[
sin 2s cos 2s
cos 2s −sin 2s
][
x
y
] [
x˜ y˜
] [ sin 2s cos 2s
cos 2s −sin 2s
]}
=
1
2
[
1 0
0 −1
][
x
y
] [
x˜ y˜
] [ 1 0
0 −1
]
+
1
2
[
0 1
1 0
][
x
y
] [
x˜ y˜
] [ 0 1
1 0
]
=
1
2
K1zz˜TKT1 +
1
2
K2zz˜TKT2 :
Therefore
a(z; z˜) =
2
4!2
(Jz)(J z˜)T +
2
8!2
(K1z)(K1z˜)T +
2
8!2
(K2z)(K2z˜)T:
In this form we can easily read o; the three vector Oelds U1, U2 and U3. In matrix
form we get
a(z; z˜) =
2
8!2
[
xx˜ + 3yy˜ −xy˜ − yx˜
−xy˜ − yx˜ 3xx˜ + yy˜
]
:
Now we evaluate U0(z). Using polar coordinates z = r[
cos@
sin @ ] = rR@e we have
V0(z) =
[
0
r sin@+ (A=!)r3 cos3 @− Br3 cos2 @ sin@
]
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and so
U0(z) =Ms{R−sV0(RsrR@e)}
= R@Ms{R−sV0(rRse)}
= R@Ms
{
(r sin s+ (A=!)r3 cos3 s− Br3 cos2 s sin s)
[
sin s
cos s
]}
= R@
[
r=2− Br3=8
3Ar3=8!
]
=
(

2
− Br
2
8
)
z − 3Ar
2
8!
Jz:
The second line above was obtained by replacing s + @ with s. Therefore for the
stochastic Du&ng–van der Pol equation the stochastically averaged system is
dzt =
(

2
− B‖zt‖
2
8
)
zt dt − 3A‖zt‖
2
8!
Jzt dt
+

2
√
2!
K1zt dW 1t +

2
√
2!
K2zt dW 2t +

2!
Jzt dW 3t
which is exactly our Eq. (6).
Remark. The paper [5] by Arnold et al. contains a stochastic averaging calculation for
a version of the stochastic Du&ng–van der Pol equation with a more general mixture of
white and colored noise. The one-point motion of (6) is consistent with the one-point
motion of the system obtained by [5]. However in [5] the stochastic averaging is done
for the one-point motion only. There are many possible stochastic di;erential equations
for which the one-point motion agrees with that of (6). In [5] the arbitrary choice is
made to use the stochastic di;erential equation
dzt =
(

2
− B‖zt‖
2
8
)
zt dt − 3A‖zt‖
2
8!
Jzt dt
+

2
√
2!
zt dW 1t +
√
3
2
√
2!
Jzt dW 2t : (36)
This system is easier to analyze than (6) since there is more decoupling between the
radial and angular parts of the motion. In particular, for system (36) when ¿ 0 there
is the exact result ˜=0. In contrast, for system (6) we will have to rely on numerical
methods to evaluate ˜, see Section 7. However the results of Section 5 tell us that it
is the Lyapunov exponent ˜ for (6), not for (36), which gives the correct asymptotic
behavior for the Lyapunov exponent ˜ of the original stochastic Du&ng–van der Pol
equation.
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Clearly system (5) satisOes A1. It is easy to check that it satisOes A2 and A3, using
the functions F(x; y) = !2(x2 + y2)=2 + 2Ax4=4 and F0(x; y) = !2(x2 + y2)=2. Now
we verify the condition A4. Fix A¿ 0 and deOne
H(x; y) =
!2 − 4A2
2
x2 +
24A+ 4AB
12
x4 +
1
2
(
!y + 2( + A)x − 2B
3
x3
)2
:
Then
LH(x; y) = 2
[
−!2Ay2 − 2AB
3
x6 −
(
!2B
3
− 2A( + A)
)
x4
+
(
2
2
+ !2 + !2A
)
x2 − 2!A xy
]
:
Assuming that B¿ 0 it is easy to see there exist 0 ¿ 0 and constants K1, K2 and R0
such that
H(x; y)6K1(x6 + y2);
LH(x; y)6− 2K2(x4 + y2);
whenever 0¡6 0 and ‖(x; y)‖¿R0. Then on the set ‖(x; y)‖¿R0 we have
L(exp(#H
1=3
 ))(x; y)
exp(#H(x; y)1=3)
=
#
3
H(x; y)−2=3LH(x; y)
+
(
#2
9
H(x; y)−4=3 − 2#9 H(x; y)
−5=3
)
22x2
!2
(
@H(x; y)
@y
)2
6
#
3
H(x; y)−2=3LH(x; y) +
2#2
9
22x2H(x; y)−1=3
6− 
2#
3H(x; y)2=3
[
K2(x4 + y2)− 2K
1=3
1 #
2
3
x2(x6 + y2)1=3
]
:
Therefore if # is su&ciently small (depending only on K1, K2, 2 and R0) we obtain
the estimate
L(exp(#H 1=3 ))(x; y)6− 2K3 exp(#H(x; y)1=3)
for x2 + y2¿R1 for some constants K3 and R1. Finally, since
!2
2
(x2 + y2)6
!2
2
x2 +
(
!y + 2( + A)x − 
2B
3
x3
)2
+ 4
(
B
3
x3 − ( + A)x
)2
6
(
!2
2
+ 24( + A)2
)
x2 +
(
!y + 2( + A)x − 
2B
3
x3
)2
+ 4
2B2
9
x6
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it follows that there are positive constants c1 and c2 such that x2 + y26 c1H(x; y) +
c2H(x; y)3=2 for all 6 0, for su&ciently small 0. In particular x2 + y26 (c1 +
c2)H(x; y)3=2 whenever x2 + y2¿ c1 + c2. Replacing R1 with max(R1; c1 + c2) and #
with #=(c1 + c2) we have the estimate
L(exp(#H 1=3 ))(x; y)6− 2K3 exp(#(x2 + y2)2=9)
whenever 6 0 and x2+y2¿R21. Therefore A4 is satisOed with G(x; y)=K3 exp(#(x
2+
y2)2=9) and F(x) = exp(#H(x; y)1=3).
We have veriOed conditions A1–A4 for Eqs. (5) and (6). Moreover, since G(x; y)
grows faster than any polynomial, it is clear that condition (34) in Theorem 5.2 is
satisOed.
From Eqs. (32) and (33) we obtain
=

2
+
2
8!2
and g(p) =
(

2
+
2
8!2
)
p+
2p2
16!2
:
Part (i) of Theorem 1.1 follows by Proposition 5.1. Writing (6) in polar coordinates
z = r[ cos@sin @ ] we obtain
drt =
(
rt
2
− Br
3
t
8
+
32rt
16!2
)
dt +

2
√
2!
rt cos 2@t dW 1t
+

2
√
2!
rt sin 2@t dW 2t (37)
and
d@t =
Ar2t
8!
dt − 
2
√
2!
sin 2@t dW 1t +

2
√
2!
cos 2@t dW 2t −

2!
dW 3t : (38)
The uniqueness of any invariant measure  on R2 \{0} follows immediately. Moreover
from (37) we see that the process rt is a di;usion with generator
L=
2r2
16!2
d2
dr2
+
(
r
2
+
32r
16!2
− Br
3
8
)
d
dr
:
So, when ==2+2=8!2 ¿ 0 the process rt has invariant measure C, say, with density
cr1+8!
2=2exp
(
−B!
2r2
2
)
with respect to Lebesgue measure on (0;∞), where the normalizing constant c is given
c−1=2( 
2
B!2 )
!2=22+1=8(!
2
22 +
1
8 ). Then the invariant measure  on R
2\{0} has density
c
2
r8!
2=2exp
(
−B!
2r2
2
)
with respect to 2-dimensional Lebesgue measure, where r =
√
x2 + y2. Part (ii) of
Theorem 1.1 follows by Theorem 5.1.
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Eqs. (26) and (27) for the linearization of (5) become
dt =
(
Ar2t
8!
+
Br2t
8
sin 2(t − @t) + 3Ar
2
t
4!
cos2(t − @t)
)
dt
− 
2
√
2!
sin 2t dW 1t +

2
√
2!
cos 2t dW 2t −

2!
dW 3t (39)
and
d log ‖vt‖=
(

2
+
2
8!2
− Br
2
t
8
− Br
2
t
4
cos2(t − @t) + 3Ar
2
t
8!
sin 2(t − @t)
)
dt
+

2
√
2!
cos 2t dW 1t +

2
√
2!
sin 2t dW 2t : (40)
From Eqs. (37)–(39) we see that the generator for the di;usion {(rt ; @t ; t) : t¿ 0}
on (R2 \ {0})×S1 is elliptic at all points where @ = . Since d(t −@t)= 3Ar2t =4! dt
whenever t = @t , it follows that the di;usion {(rt ; @t ; t): t¿ 0} has at most one
invariant measure : on (R2 \ {0}) × S1. (Here is where we use the assumption that
A¿ 0.) Part (iii) of Theorem 1.1 follows by Theorem 5.2.
We proceed with the calculation of the Lyapunov exponent ˜ for the averaged system
(6). Let  t =t−@t , so that  t gives the angle between the vectors [ xtyt ] and vt . DeOne
new Brownian motion processes
dB1t = (cos 2@t) dW
1
t + (sin 2@t) dW
2
t ;
dB2t =−(sin 2@t) dW 1t + (cos 2@t) dW 2t :
Then B1t and B
2
t are independent standard Brownian motions and the equations for rt ,
 t and log ‖vt‖ become
drt =
(
rt
2
− Br
3
t
8
+
32rt
16!2
)
dt +

2
√
2!
rt dB1t (41)
and
d t =
(
B
8
r2t sin 2 t +
3Ar2t
4!
cos2  t
)
dt
− 
2
√
2!
sin 2 t dB1t +

2
√
2!
(−1 + cos 2 t) dB2t (42)
and
d log ‖vt‖=
(

2
+
2
8!2
− Br
2
t
8
− Br
2
t
4
cos2  t +
3Ar2t
8!
sin 2 t
)
dt
+

2
√
2!
cos 2 t dB1t +

2
√
2!
sin 2 t dB2t : (43)
These three equations display explicitly the facts that rt is a di;usion, that the pair
(rt ; t − @t) is a di;usion, and that the drift term QU in the equation for log ‖vt‖ is a
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function of r and −@ only. All of these facts are direct consequences of the rotational
symmetry in the averaged system (6).
Suppose ==2+2=8!2 ¿ 0, and let R: be the unique invariant probability measure
on (0;∞) for the process {(rt ;  t) : t¿ 0} given by (41), (42). The existence of R:
follows from the existence of its (0;∞) marginal C, and its uniqueness is proved using
the same arguments as for the uniqueness of : above. From Eq. (43) we obtain
˜=
∫
Q(r;  ) d R:(r;  ); (44)
where
Q(r;  ) =

2
+
2
8!2
− Br
2
8
− Br
2
4
cos2  +
3Ar2
8!
sin 2 :
Notice that this formula can equally well be obtained from (35) using the rotational
symmetry of the integrand QU and the measure :. From our explicit formula for C we
can calculate∫
Br2
8
dC(r) =

2
+
2
8!2
= :
Therefore we obtain
˜=−+
∫
RQ(r;  ) d R:(r;  );
where
RQ(r;  ) =−Br
2
8
cos 2 +
3Ar2
8!
sin 2 :
Our stochastic averaging method has obtained the integral formula above for ˜ which
involves just two variables r and  , rather than the three original variables r, @ and
. We do not have an exact expression for ˜. In the next section we will present the
results of numerical calculations for ˜.
In the original stochastic Du&ng–van der Pol equation (4), in addition to  there
are Ove constants: , , !, A and B. In the averaged system (6) we have just four
constants: , =!, A=! and B. Let us consider how the Lyapunov exponents  and ˜
for (6) depend upon these constants. The Orst result is simple. We have the explicit
formula
= ave
(
;

!
)
=

2
+
2
8!2
:
Now suppose ¿ 0 and write
˜= ˜ave
(
;

!
;
A
!
; B
)
:
Rescaling (6) in time and space (by putting z˜t =CzDt for suitable C and D) we obtain
˜ave
(
;

!
;
A
!
; B
)
=
2
!2
˜ave
(
!2
2
; 1; 1;
!B
A
)
;
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valid for !2=2 ¿ − 1=4. Therefore in our numerical computations in Section 7 it
su&ces to take ! =  = 1 and ¿−1=4. We note that in Eq. (4) A has dimension
(length)−2(time)−2 and B has dimension (length)−2(time)−1 and ! has dimension
(time)−1 so that !B=A is a dimensionless quantity. It measures the size of the nonlinear
dissipation term Bx2x˙ relative to the size of the nonlinear restoring force Ax3.
Now consider the bifurcation scenario for Eq. (6) where the coe&cients are varied in
such a way that  ↘ 0. Suppose for example that  and ! are Oxed and  ↘ −2=4!2.
By Baxendale [8] Theorem 5.1 the limit

(

!
;
A
!
; B
)
≡ lim
↘−2=4!2
˜ave(; ! ;
A
! ; B)
ave(; !)
exists. By the results above we get

(

!
;
A
!
; B
)
= lim
↘−2=4!2
˜ave(
!2
2 ; 1; 1;
!B
A )
!2
22 +
1
8
= lim
↘−1=4
˜ave(; 1; 1; !BA )

2 +
1
8
= 
(
1; 1;
!B
A
)
so that the value of  at the bifurcation point depends only on the ratio !B=A. Clearly,
if ¿ 0 then we have ˜¿ 0 for small positive , while if ¡ 0 we have ˜¡ 0 for
small positive .
7. Numerical results
DeOne E∈ (0; =4) so that tan 2E=3A=!B. Write s=1=r2 and R =  + E. Then Eqs.
(41) and (42) give
dst =
(
−st + B4
)
dt − √
2
st dB1t (45)
and
d R t =
1
8!st
(
3A+
√
9A2 + !2B2 sin 2 R t
)
dt
− 
2
√
2!
sin 2( R t − E) dB1t +

2
√
2!
(−1 + cos 2( R t − E)) dB2t : (46)
Also
RQ(r;  ) =−
√
9A2 + !2B2
8!
cos 2 R 
s
:
The following numerical results use a Orst order Euler scheme to solve system (45)–
(46). The discrete time average of (cos 2 R t)=st is then used to give an estimate for the
integral of RQ with respect to the invariant measure R:.
The computations used values ! = 1 and  = 1. The parameter  was varied from
−0:245 to −0:005 in steps of 0.005. In Figs. 1 and 2 the dotted line shows the exact
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Fig. 1. Lyapunov exponent as a function of  when 2=!2 = 1. Dotted line:  = =2 + 1=8. Solid lines: ˜
for !B=A = 0:5, 1, 1.5, 2 and 3.
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Fig. 2. Lyapunov exponent as a function of  when 2=!2 = 1. Dotted line:  = =2 + 1=8. Solid lines: ˜
for !B=A = 1, 1:24 and 1:5 with h = 0:001. Dashed line: ˜ for !B=A = 1:24 with h = 0:0005.
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value ==2+1=8. The solid lines show the results of simulation of ˜ with time step
h=0:001 and number of iterations M =7:8×108 (so that total time =Mh=7:8×105).
The dashed line shows the results of simulation of ˜ with time step h = 0:0005 and
number of iterations M =15:6× 108. Fig. 1 shows ˜ for the values !B=A=0:5, 1, 1.5,
2 and 3. Fig. 2 shows ˜ for the values !B=A= 1, 1.24 and 1.5.
We see from the numerical data in Fig. 1 that ˜¿ 0 (instability along trajectories for
(6)) when !B=A6 1 and −1=4¡¡ 0. Also we have ˜¡ 0 (stability along trajec-
tories for (6)) when !B=A¿ 1:5 and −1=4¡¡ 0. Notice that the data is consistent
with the existence of the limits (1; 1; !B=A) as  ↘ −0:25.
Finally consider the numerical data in Fig. 2 for !B=A=1:24. (Notice the expanded
vertical scale in Fig. 2.) The apparent randomness in the data is caused by the Oniteness
of the number of iterations M . But even in the theoretical limit as M →∞ there is an
error in our calculations because of the Onite time step h in the Euler scheme. Here
we are dealing with values of ˜ which are of the same order as the time step h, and
a theoretical analysis (see Talay [28]) shows that the possible error in the computed
value of ˜ is of order h. Thus we cannot be sure of the sign of the true value of ˜
when !B=A= 1:24. However, Fig. 2 shows that halving the time step (from 0.001 to
0.0005) has little e;ect on the data. Thus it is reasonable to believe that the graph of
the true value of ˜ will be close to a smoothed out version of the solid (or dashed)
line. Therefore our calculations strongly suggest the following:
Conjecture. There exists a value c, approximately equal to 0.17 such that ˜ave(; 1;
1; 1:24)¡ 0 for −1=4¡¡ − 0 and ˜ave(; 1; 1; 1:24)¿ 0 for −0 ¡¡ 0. Now
consider the change in behavior of system (6) with !B=A=1:24 as  is increased from
−∞ to 0. (Recall that − represents friction, so we are decreasing the dissipation
due to friction.) For ¡ − 2=4!2 the Oxed point 0 is almost surely stable. For
−2=4!2 ¡¡02=!2 the Oxed point 0 is almost surely stable, but the system is
positive recurrent on R2={0} and has stability along trajectories. The random invariant
measure for the =ow on R2={0} is a random Dirac measure. For −c2=!2 ¡¡ 0
the system loses stability along its trajectories, and the random invariant measure now
becomes non-atomic and has Hausdor; dimension greater than 1. Thus we observe two
qualitative changes in the dynamic behavior (or “dynamic bifurcations”) for system (6),
the Orst at  =−2=4!2 and the other at  =−02=!2.
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Appendix A. Stochastic averaging
In this appendix we extend some stochastic averaging results of Khasminskii [15].
The main novelty is the replacement of global boundedness assumptions on the
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coe&cients by assumptions of the form of B2 and B3 below. Since our main con-
cern is Theorem A.3 which deals with the convergence of invariant measures, we
follow the methods of Khasminskii, concentrating on the Markov semigroups, instead
of using the powerful martingale methods of Papanicolaou et al. [23].
Consider for ¿ 0 the process (’t ; x

t ) with values in S
1×Rd given by the equations
d’t = ! dt + 
2b0(’t ; x

t ) dt + 
k∑
#=1
0#(’

t ; x

t ) dW
#
t ;
dx; it = 
2bi(’t ; x

t ) dt + 
k∑
#=1
i#(’

t ; x

t ) dW
#
t for 16 i6d:
(A.1)
Write aij(’; x) =
∑k
#=1 
i
#(’; x)
j
#(’; x). With the convention that @=@’= @=@x0, let L
denote the operator
LF(’; x) =
d∑
i=0
bi(’; x)
@F
@xi
(’; x) +
1
2
d∑
i; j=0
aij(’; x)
@2F
@xi@xj
(’; x):
Then (’t ; x

t ) has generator L =!@=@’+ 
2L. Denote by L˜ the operator obtained from
L by averaging all of its coe&cients over ’. Thus
L˜F(’; x) =
d∑
i=0
Rbi(x)
@F
@xi
(’; x) +
1
2
d∑
i; j=0
Raij(x)
@2F
@xi@xj
(’; x);
where
Rbi(x) =
1
2
∫ 2
0
bi(’; x) d’
and
Raij(x) =
1
2
∫ 2
0
aij(’; x) d’:
Restricting to the x variable only we get the di;erential operator RL, say, given by
RLF(x) =
d∑
i=1
Rbi(x)
@F
@xi
(x) +
1
2
d∑
i; j=1
Raij(x)
@2F
@xi@xj
(x):
At this point we list the assumptions:
B1. The functions bi and i#, 06 i6d, 16 #6 k, are C
2 functions of (’; x).
B2. There exists c¡∞ and 0 ¿ 0 and C2 functions V(’; x) for each 0¡6 0
such that inf inf’V(’; x)→∞ as ‖x‖ → ∞ and sup sup’;x∈K V(’; x)¡∞ for each
compact K ⊂ Rd and
LV(’; x)6 2cV(’; x) for all ¿ 0
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B3. There exists c¡∞ and a C2 function V0(x) such that V0(x) → ∞ as ‖x‖ → ∞
and
RLV0(x)6 cV0(x):
The assumption B1 implies that the process (’t ; x

t ) given by (A.1) has a solution up
to some explosion time, and then the assumption B2 implies that the explosion time is
almost surely inOnite, see Khasminskii [16, Theorem III.4.1]. We shall use Pt to denote
the Markov semigroup associated with (A.1). Notice that B1 also implies that L˜ has
C2 coe&cients. This together with B3 gives the existence of a non-explosive Markov
semigroup (;t; Xt), say, with generator L˜ and associated Markov semigroup P˜t .
The following Theorem and Corollary are extensions to a wider class of coe&cients
of Theorem 2 and the discussion in Section 4.4 of Khasminskii [15].
Theorem A.1. Assume B1–B3. For any bounded continuous F(’; x) and T ¿ 0 and
any compact K ⊂ R we have
lim
→0
sup
t6T
sup
’; x∈K
|Pt=2F(’; x)− P˜tF(’+ !t=2; x)|= 0: (A.2)
Proof. First we will prove the result under the extra assumptions that F is C2 and that
there exists a compact K1 ⊂ Rn such that bi and i# and F all have compact support
inside S1 × K1. For 06 s6T=2 deOne
u(’; x; s) = E[F(’T=2 ; x

T=2 )|’s = ’; xs = x]:
Then lims→T=2 u(’; x; s) = F(’; x) and
@u
@s
+ !
@u
@’
+ 2Lu = 0:
Write v(’; x; s) = u(’+ !(s− T=2); x; s). Then lims→T=2 v(’; x; s) = F(’; x) and
@v
@s
(’; x; s) + 2
d∑
i=0
bi(’+ !(s− T=2); x)@v
@xi
(’; x; s)
+
2
2
d∑
i; j=0
aij(’+ !(s− T=2); x) @
2v
@xi@xj
(’; x; s) = 0:
For 06 t6T deOne v(’; x; t) = E[F(;T ; XT )|;t = ’; Xt = x]. Then limt→T v(’; x; t) =
F(’; x) and
@v
@t
(’; x; t) + L˜v(’; x; t) = 0:
The functions u and v and v are all zero when x ∈ K1. Also, by a result of
Oleinik [22] (see also Stroock and Varadhan [27, Appendix]), the function (’; x) →
v(’; x; t) is C2 for each t ∈ [0; T ] with bounded second derivatives. The method of proof
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of [15, Theorem 2] now gives
lim
→0
sup
t∈[0;T ]
sup
’; x
|v(’; x; t=2)− v(’; x; t)|= 0:
Recalling the deOnitions of v and v, and replacing t with T − t, we get
lim
→0
sup
t6T
sup
’;x
|Pt=2F(’− !t=2; x)− P˜tF(’; x)|= 0:
Result (A.2) follows by replacing ’ with ’+ !t=2.
Now we remove the extra assumptions that F is C2 and that bi and i# and F have
compact support. Let Gn, n¿ 1, be compact sets with Gn ⊂ int(Gn+1) and ∪n¿1Gn =
Rd. Then an ≡ inf  inf’;y ∈Gn V(’; y) ↗ ∞ as n → ∞. For the process (’t ; xt )
given by (A.1) let Jn = inf{t¿ 0 : xt ∈ Gn}. The condition LVe6 2cV implies
that e−
2c(t∧Jn)V(x(t∧Jn)) is a supermartingale, and this in turn implies P
(’;x)(Jn6 t)6
e−
2ctV(’; x)=an. It follows that
sup
¿0
sup
t6T
sup
’;x∈K
P(’;x)(Jn6 t=
2)→ 0 as n→∞ (A.3)
for each T ¿ 0 and compact K ⊂ Rd. Similarly, for the process (;t; Xt) let n =
inf{t¿ 0: Xt ∈ Gn}. The estimate RLV0(x)6 cV0(x) implies that
sup
t6T
sup
’;x∈K
P(’;x)(n6 t)→ 0 as n→∞ (A.4)
for each T ¿ 0 and compact K ⊂ Rd.
For any n¿ 1 let bin(’; x) and 
i
#;n(’; x) be compactly supported functions which
agree with bi(’; x) and i#(’; x) on the set S
1 × Gn. Let Pt;n and P˜t;n be the Markov
semigroups determined by the functions bin and 
i
#;n in the same way that P

t and P˜t
were determined by the functions bi and i#. Moreover, there exists c1 ¡∞ and for
each n¿ 1 there exists a compactly supported C2 function Fn with the properties that
sup’;x∈Gn |Fn(’; x)− F(’; x)|6 1=n and sup’;x |Fn(’; x)− F(’; x)|6 c1. Then for any
compact K ⊂ Gn we have
sup
t6T
sup
’;x∈K
|Pt=2 ; nFn(’; t)− Pt=2F(’; t)|6
1
n
+ c1 sup
t6T
sup
’;x∈K
P(’;x)(Jn6 t=
2): (A.5)
Similarly
sup
t6T
sup
’;x∈K
|P˜t;nFn(’+ !t=2; x)− P˜tF(’+ !t=2; x)|
6
1
n
+ c1 sup
t6T
sup
’;x∈K
P(’;x)(n6 t): (A.6)
The estimates (A.3) and (A.4) imply that the right sides of (A.5) and (A.6) tend to 0
as n→∞ uniformly in . Our earlier calculations showed that
lim
→0
sup
t6T
sup
’;x
|Pt=2 ; nFn(’; x)− P˜t;nFn(’+ !t=2; x)|= 0
for each n¿ 1. Putting together the last three estimates gives the required result.
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Corollary A.1. Assume B1–B3. For any continuous bounded F(’; x) and 06T1 ¡T2
and any compact set K ⊂ Rd we have
lim
→0
sup
’;x∈K
∣∣∣∣∣
∫ T2
T1
Pt=2F(’; x) dt −
∫ T2
T1
(
1
2
∫ 2
0
P˜tF( ; x) d 
)
dt
∣∣∣∣∣= 0:
Proof. By Theorem A.1, it su&ces to show that
lim
→0
sup
’;x∈K
∣∣∣∣∣
∫ T2
T1
P˜tF(’+ !t=2; x) dt −
∫ T2
T1
(
1
2
∫ 2
0
P˜tF( ; x) d 
)
dt
∣∣∣∣∣= 0;
and this estimate is an elementary consequence of the fact that P˜tF(’; x) is a continuous
function of t and (’; x).
Since all the coe&cients of L˜ depend only on x, it follows that Xt is itself a Markov
process with generator RL and corresponding semigroup RPt , say. Also, the joint law
of ;t − ;0 and Xt is independent of ;0. It follows that for any bounded continuous
F(’; x) we have∫
P˜tF(’; x) dm(’) = RPt RF(x);
where m denotes the uniform probability measure (Haar measure) on S1 and RF(x) =∫
F(’; x) dm(’).
The following result gives the more usual statement of stochastic averaging in terms
of the convergence in law of certain processes. In this result we consider only the slow
variable xt .
Theorem A.2. Assume B1–B3. For any ’∈S1 and x∈Rd and T ¡∞ the process
{xt=2 : 06 t6T} given by (A.1) with ’0=’, x0=x converges weakly in C([0; T ];Rd)
to the process {Xt : 06 t6T} with generator RL started at X0 = x.
Proof. This is an application of Ethier and Kurtz [12, Chapter 4, Corollary 8.7]. The
condition (8.35) of [12] is guaranteed by (A.3), and the condition (8.37) of [12] is
exactly Theorem A.1 with F a function of x only. Notice Onally that for continuous
processes, weak convergence in the topology of D([0; T ];Rd) implies weak convergence
in the topology of C([0; T ];Rd).
The result above is a statement about convergence on Oxed Onite time intervals
and cannot be used directly to make assertions about limiting behavior as time goes
to inOnity. The following result, based on Section 5 of Khasminskii [15], deals with
convergence of invariant probability measures.
Theorem A.3. Assume B1–B3. Assume also
(i) the process (’t ; x

t ) given by (A.1) has an invariant probability measure ˜ and
the measures ˜, 0¡6 0, are tight for some 0 ¿ 0; and
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(ii) the process Xt with generator RL has at most one invariant probability
measure.
Then the process Xt with generator RL has a unique invariant probability measure ,
say, and the probability measures ˜ on S1 × Rd converge weakly to the product
measure m× , where m denotes Haar measure on S1.
Proof. Suppose that ˜i converges weakly to a probability measure ˜ for some sequence
i → 0. For any bounded continuous function F on S1×Rd, let RF(x)=
∫
F(’; x) dm(’).
The functions Pt=2F(’; x) and RPt RF(x) are bounded continuous functions of t and (’; x).
Therefore for any T ¿ 0 the functions (1=T )
∫ T
0 P

t=2F(’; x) dt and (1=T )
∫ T
0
RPt RF(x) dt
are bounded continuous functions of (’; x). Corollary A.1 implies that
1
T
∫ T
0
Pt=2F(’; x) dt →
1
T
∫ T
0
(∫
P˜tF( ; x) dm( )
)
dt =
1
T
∫ T
0
RPt RF(x) dt
uniformly on compact subsets of S1 × Rd as  → 0. The weak convergence ˜i → ˜
then gives
lim
i
∫ (
1
T
∫ T
0
Pit=2i
F(’; x) dt
)
d˜i(’; x) =
∫ (
1
T
∫ T
0
RPt RF(x) dt
)
d˜(’; x):
Then ∫
F(’; x) d˜(’; x) = lim
i
∫
F(’; x) d˜i(’; x)
= lim
i
∫ (
1
T
∫ T
0
Pit=2i
F(’; x) dt
)
d˜i(’; x)
=
∫ (
1
T
∫ T
0
RPt RF(x) dt
)
d˜(’; x):
Since replacing F(’; x) by RF(x) on the left side above does not change the right side,
it follows that ˜ = m ×  for some probability measure  on Rd. Then the equation
above gives∫
f(x) d(x) =
∫ (
1
T
∫ T
0
RPtf(x) dt
)
d(x)
for all bounded continuous functions f on Rd. It follows that  must be invariant
for the Xt process. By assumption  is unique, and so the limit probability measure
˜ = m×  is unique. The result now follows by the tightness of the ˜.
Remark. All the results in this section remain true if the space Rd is replaced by the
space Rd1 × Td2 , where Td denotes the d-dimensional torus.
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