Abstract. We prove compactness of solutions to some fourth order equations with exponential nonlinearities on four manifolds. The proof is based on a refined bubbling analysis, for which the main estimates are given in integral form. Our result is used in a subsequent paper to find critical points (via minimax arguments) of some geometric functional, which give rise to conformal metrics of constant Q-curvature. As a byproduct of our method, we also obtain compactness of such metrics.
Introduction
Consider a compact four-dimensional manifold ðM; gÞ with Ricci tensor Ric g and scalar curvature R g . The Q-curvature and the Paneitz operator, introduced in [7] , [41] and [42] , are defined respectively by
where j is any smooth function on M, see also the survey [19] .
The Q-curvature and the Paneitz operator arise in several contexts in the study of four-manifolds and of particular interest is their role, and their mutual relation, in conformal geometry. In fact, given a metricg g ¼ e 2w g, the following equations hold:
Pg g ¼ e À4w P g ; P g w þ 2Q g ¼ 2Qg g e 4w : ð3Þ
A first connection to the topology of a manifold is a Gauss-Bonnet type formula. If W g denotes the Weyl's tensor of M, then one has
where dV g stands for the volume element in ðM; gÞ and wðMÞ is the Euler characteristic of M. In particular, since jW g j 2 is a pointwise conformal invariant, it follows that Ð M Q g dV g is a global conformal invariant.
To mention some geometric applications we recall three results proven by Gursky, [31] , and by Chang, Gursky and Yang, [13] , [14] (see also [30] Ð M jW g j 2 dV g , M must be di¤eomorphic to the four-sphere or to the projective space. In particular the last result is a conformally invariant improvement of a theorem by Margerin, [39] , which assumed pointwise pinching conditions on the Ricci tensor in terms of W g .
Finally, we also point out that the Paneitz operator and the Q-curvature (together with their higher-dimensional analogues, see [5] , [6] , [27] , [29] ) appear in the study of Moser-Trudinger type inequalities, log-determinant formulas and the compactification of locally conformally flat manifolds, see [4] , [7] , [8] , [15] , [16] , [17] .
As for the uniformization theorem, one can ask whether every four-manifold ðM; gÞ carries a conformal metricg g for which the corresponding Q-curvature Qg g is a constant. Writingg g ¼ e 2w g, by (3) the problem is equivalent to finding a solution of the equation
where Q is a real constant. In view of the regularity results in [47] , solutions of (4) can be found as critical points of the following functional:
where we are using the notation
g ' g u; ' g vÞ dV g ; u; v A H 2 ðMÞ;
and where
Problem (4) has been solved in [17] for the case in which P g is a positive operator and k P < 8p 2 (8p 2 is the value of k P on the standard sphere). Under these assumptions by the Adams inequality, see (16) , the functional II is bounded from below and coercive, hence solutions can be found as global minima. The result has also been extended in [9] to higherdimensional manifolds (regarding higher-order operators and curvatures) using a geometric flow. A first su‰cient condition to ensure these hypotheses was given by Gursky in [31] . He proved that if the Yamabe invariant is positive and if k P > 0, then P g is positive definite and moreover k P e 8p 2 , with the equality holding if and only if M is conformally equivalent to S 4 . Other more general su‰cient conditions are given in [32] . The solvability of (4) also turns out to be useful in the study of some interesting class of fully non-linear equations, as it has been shown in [14] , with the remarkable geometric consequences mentioned above.
We are interested here in the more general case when P g has no kernel and k P 3 8kp 2 for k ¼ 1; 2; . . . : These conditions are generic, and in particular include manifolds with negative curvature or negative Yamabe class, for which k P can be bigger than 8p 2 .
In the case under investigation the functional II can be unbounded from below, and hence it is necessary to find extrema which are possibly saddle points. As we shall explain later, in order to find these critical points it is useful to study compactness of solutions to perturbations of (4).
Therefore we consider the following sequence of problems:
where ðk l Þ l are constants and where
Without loss of generality, we can assume that the sequence ðu l Þ l satisfies the volume normalization
4u l dV g ¼ 1; for all l; ð9Þ which implies that we must choose k l ¼ Ð M Q l dV g .
Our main result is the following. Theorem 1.1. Suppose ker P g ¼ fconstantsg and that ðu l Þ l is a sequence of solutions of (7), (9) , with ðQ l Þ l satisfying (8) . Assume also that
Then ðu l Þ l is bounded in C a ðMÞ for any a A ð0; 1Þ.
The main application of Theorem 1.1 concerns the case Q 0 ¼ Q g . Indeed, if a sequence of solutions to (7)-(9) can be produced, its weak limit will be a critical point of the functional II and a solution of (4) . This is indeed verified in [26] under the assumptions of Theorem 1.1 (with Q 0 ¼ Q g ). As a consequence one finds conformal metrics with constant Q-curvature for a large class of four manifolds. We have indeed the following result, announced in the preliminary note [25] with some sketch of the ideas of the proof.
Theorem 1.2 ([26]
). Suppose ker P g ¼ fconstantsg, and assume that k P 3 8kp 2 for k ¼ 1; 2; . . . : Then equation (4) has a solution.
The proof requires a minimax scheme which becomes more and more involved as k increases and when P g possesses negative eigenvalues. This scheme extends the one in [24] , which in our case would correspond to P g f 0 and k 0 A ð8p 2 ; 16p 2 Þ.
The way we use Theorem 1.1 in [26] is the following. First, for r in a neighborhood of 1, we introduce the modified functional
and, using the minimax scheme, we prove existence of Palais-Smale sequences at some level c r . It turns out that the function r 7 ! c r is a.e. di¤erentiable and, following an idea in [45] (used also in [24] , [33] , [46] ), we prove existence of critical points of II r for those values of r at which c r is di¤erentiable. Then we are led to consider (7) for Q l ¼ r l Q g , where ðr l Þ l is a suitable sequence tending to 1. Theorem 1.1 applies also to any sequence of smooth solutions of (4). Therefore, as another application, we have the following result, which extends a compactness theorem in [17] . Corollary 1.3. Suppose ker P g ¼ fconstantsg and that k p 3 8kp 2 for k ¼ 1; 2; . . . : Suppose ðu l Þ l is a sequence of solutions of (4) satisfying (9). Then, for any m A N, ðu l Þ l is bounded in C m ðMÞ. Corollary 1.3 has a counterpart in [35] (see also [21] ), where compactness of solutions is proved for a mean field equation on compact surfaces.
The case when k P is an integer multiple of 8p 2 is more delicate, and should require an asymptotic analysis as in [3] , [20] , [21] , [35] (see also the references therein). An interesting particular case of this situation is the standard sphere. Being an homogeneous space, the Q-curvature is already constant and indeed all the solutions of (4) on S 4 , which have been classified in [18] , arise from conformal factors of Mö bius transformations. Henceforth, a natural problem to consider is to prescribe the Q-curvature as a given function f on S 4 . Some results in this direction are given in [10] , [38] and [48] . Typically, the methods are based on blow-up or asymptotic analysis combined with Morse theory, in order to deal with a possible loss of compactness.
The Paneitz operator and the Q-curvature can be considered as natural extensions to four-manifolds of, respectively, the Laplace-Beltrami operator D g and the Gauss curvature K g on two-dimensional surfaces. In fact, similarly to P g and Q g , these transform according to the equations
where, again,g g ¼ e 2w g. Hence, in the case of a flat domain W L R 2 , one is led to study equations of the form
In [12] ). In the latter case, they also proved that each a i is greater or equal than 4p. This result was specialized in [36] where, assuming that K l ! K 0 in C 0 ðWÞ and using the supþinf inequalities in [11] , [44] , the authors proved that each a i is indeed an integer multiple of 4p. Chen showed then in [23] that the case of a multiple bigger than 1 may indeed occur. On the other hand, if W is replaced by a compact surface (subtracting a constant term to the right-hand side, to get solvability of the equation), then each a i is precisely 4p, see [35] . The same result is obtained in [40] for approximate solutions in domains, but with an extra assumption on the L y norm of the error terms.
Our argument for the proof of Theorem 1.1, which we outline below, relies on proving a quantization result for the volume of blowing-up solutions as in [36] . The main idea is to show that at every blow-up point the volume is a multiple of 8p 2 =k 0 . Then, proving also that there is no residual volume amount, we reach a contradiction with (9) since we are assuming that k 0 is not an integer multiple of 8p 2 . However, instead of using pointwise estimates on the solutions, as in [12] or [36] , our results are mainly given in integral form, see Remark 1.4.
Except for the last subsection, we work under the assumption
since this case contains most of the di‰culties.
The plan of the paper (and the strategy of the proof ) is the following. In Section 2 we collect some preliminary facts including a modified version of the Adams inequality, to deal with the presence of negative eigenvalues, and some L p estimates on the first, second and third derivatives of the solutions.
In Section 3 we derive a compactness criterion based on the amount of concentration of the nonlinear term, see Proposition 3.1, and then we study the asymptotic profile of u l near the concentration points. In particular we prove that the minimal volume accumulation is 8p 2 =k 0 , see (39) .
In Section 4, which is the core of our analysis, we introduce the notion of simple blowup (adopting the terminology used by R. Schoen) and we show in Proposition 4.2 that at such blow-ups the accumulation is exactly 8p 2 =k 0 . In order to prove this we use some integral form of the Harnack inequality, see in particular Subsection 4.1, combined with a careful ODE analysis for the function r 7 ! u r; l . Here u r; l denotes, naively, the average of u l on an annulus A r of radii r and 2r centered near a concentration point.
Finally, in Section 5 we show how a general blow-up situation can be essentially reduced to the case of finitely-many simple blow-ups. In particular, we prove that at any general blow-up point the amount of concentration is an integer multiple of 8p 2 =k 0 . Recalling the normalization (9) and that k 0 3 8kp 2 for any integer k, we reach then a contradiction to the fact that ðu l Þ l is unbounded in some C a norm. In Subsection 5.2 we consider the case k 0 < 8p 2 , which is easier and requires only the analysis of Section 3.
In our proof we exploit crucially the fact that we are working on a compact manifold, since we often make use of the Green's representation formula. We also point out that our assumptions on M are generic and do not require the metric to be locally conformally flat or Einstein.
Remark 1.4.
It is an open problem to understand whether the functional II itself (see (5) ) possesses bounded Palais-Smale sequences, or equivalently if it is possible to find solutions of (4) without introducing the perturbed functional II r .
The reason why we kept most of our estimates in integral form is that many of them could be applied to functions of class H 2 only (not necessarily smooth or bounded) and we hope that some could be useful to understand the question. At the moment, in particular, the counterpart of Proposition 4.2 is missing for Palais-Smale sequences and we need the full rigidity of equation (7). For related topics see [40] .
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Notation and preliminaries
In this brief section we collect some useful preliminary facts, and in particular we state a version of the Moser-Trudinger inequality involving the Paneitz operator. In the following B r ðpÞ stands for the metric ball of radius r and center p. We also denote by jx À yj the distance of two points x; y A M. H 2 ðMÞ is the Sobolev space of functions on M which are in L 2 ðMÞ together with their first and second derivatives. Large positive constants are always denoted by C, and the value of C is allowed to vary from formula to formula and also within the same line.
As already mentioned, throughout most of the paper we will work under the assumption (13) . When the operator P g is positive definite, by the Poincaré inequality the H 2 norm is equivalent to the following one:
,! L p ðMÞ for all p > 1. We have indeed the following limit-case embedding, proved in [1] and [8] for the operator D 2 and extended in [17] for the Paneitz operator. Here we are interested in the case in which P g might possess some negative eigenvalues. We denote by V L H 2 ðMÞ the direct sum of the eigenspaces corresponding to negative eigenvalues of P g . Of course the dimension of V is finite, say k, and since P g has no kernel and is self-adjoint we can find an orthonormal basis of eigenfunctionsv v 1 ; . . . ;v v k of V with the properties
where the l i 's are the eigenvalues of P g . Having introduced the subspace V , we need a modified version of the Adams inequality.
Lemma 2.2. Suppose P g possesses some negative eigenvalues, that ker P g ¼ fconstantsg;
and let V denote the direct sum of the negative eigenspaces of P g . Then there exists a constant C such that Proof. The proof is a variant of the arguments of [8] and [17] . Ifv v 1 ; . . . ;v v k and l 1 ; . . . ; l k are as in (17), we introduce the following positive-definite pseudo-di¤erential operator P þ g :
Basically, we are reversing the sign of the negative eigenvalues of P g . The operator P þ g admits the following Green's function:
where Gðx; yÞ corresponds to P g . Then the arguments of [17] (see also [1] , [8] ), which are based on representations for pseudo-di¤erential operators, can be adapted to the case of P Applying the last formula to functions for whichû u ¼ 0, we obtain (18) . Finally, from the elementary inequality 4ab e 32p 2 a 2 þ 1 8p 2 b 2 , applied with a ¼ ðu À uÞ and b ¼ hP g u; ui, we also deduce (19) . r Theorem 1.1 is proved by contradiction. We claim that unboundedness in some C a norm is equivalent (under the assumption (13), which implies k l > 0 for l large) to the following condition:
In order to prove this we first notice that, by (9) and the Jensen inequality, u l is uniformly bounded from above. Assuming that ku l À u l k is uniformly bounded (which implies, in the above notation, that also ku l À u l Àû u l k is uniformly bounded), then by (19) the right-hand side of (7) is also uniformly bounded in L p ðMÞ for every p > 1. By elliptic regularity, then ðu l Þ l would be uniformly bounded in W 4; p ðMÞ, and hence in C a ðMÞ for any a A ð0; 1Þ by the Sobolev embeddings.
Hence from now on we assume that there exists a sequence ðu l Þ l satisfying (7)- (9) and (20) .
We prove now a preliminary integrability result on the first, second and third derivatives of u l . Lemma 2.3. Let ðu l Þ l be a sequence of solutions of (7)- (9), with ðQ l Þ l satisfying (8) , and let p f 1. Then there is a constant C depending only on p, M and k 0 such that, for r su‰ciently small and for any x A M there holds
where, respectively, p < 4=3, p < 2 and p < 4.
Proof. We write
where
We have the following representation formula:
Gðx; yÞ f l ðyÞ dV g ðyÞ; for a:e:
where, by the results in [17] , G : M Â Mndiag is symmetric and satisfies Gðx; yÞ À 1 8p 2 log 1 jx À yj e C; x; y A M; x 3 y; ð23Þ while for its derivatives there holds
The last two estimates in (24) are not shown in [17] but they can be derived with the same approach, by an expansion of G at higher order using the parametrix, see also [2] . Similarly (this formula will be used later in the paper), one also finds that
Recalling the definition of f l in (21), we obtain
Then, from the Jensen's inequality it follows that The last integral is finite provided 3p < 4, as in our assumptions, and can be estimated using polar coordinates, giving
This concludes the proof of the first inequality in the statement of the lemma. The remaining two follow similarly. r
The bubbling phenomenon
In this section we study the local behavior of unbounded sequences of solutions at a concentration point. In Subsection 3.1 we give compactness criteria when the amount of concentration is below a certain threshold. Then, in Subsection 3.2, we reduce ourselves to the preceding situation using a scaling argument. As a byproduct we describe the asymptotic profile of u l , proving that it has the form of a standard bubble, and we show that the amount of volume concentration at any blow-up point is greater or equal than 8p 2 =k 0 .
3.1. Concentration-compactness. In this subsection we give a concentrationcompactness criterion for solutions of the equation P g v ¼ h on M. In the case of the sphere a similar result has been shown in [9] , and our proof basically goes along the same line. However we prefer to write the details, since some of them will be needed in the following. Then by (29) 
jGðx; yÞj dV g ðxÞ:
By (23), there holds
The last integral is finite if
By (27) , this is satisfied for some a > 4 provided we take l su‰ciently large. We have shown that
Since M is covered by finitely many B i 's, the conclusion follows. r Remark 3.2. Using the same proof, it is possible to extend Proposition 3.1 to the case in which also the metric on M depends on l, and converges to some smooth g in C m ðMÞ for any integer m. We have to use this variant in the next subsection.
Asymptotic profile.
We consider now the alternative in Proposition 3.1 for which compactness does not hold, applied to the case h l ¼ 2k l e 4u l À Q l . We assume that there exist r A ð0; p 2 =k 0 Þ, radii ðr l Þ l , ðr r l Þ l and points ðx l Þ l L M with the following properties:
for every y A Br r l ðx l Þ: Remark 3.3. If the second alternative in Proposition 3.1 holds, an example of the situation described in (32) is the following. Choose r l , x l satisfying
Then r l ! 0 as l ! þy, and we can taker r l ¼ r 1 2 l .
Given a small d > 0, we consider the exponential maps
Now in R 4 we consider the dilation T l : x 7 ! r l x, and we define another sequence
Using a change of variables, one easily verifies that the functionũ u l solves the equation By (32), using a change of variables we obtain
where o l ð1Þ ! 0 as l ! þy. Note also that the sets 1
1 as l ! þy. Moreover, by the last inequality in (32) and by our choice of r, it is easy to derive that
Regarding the functionsû u l , we have the following convergence result. for some a A ð0; 1Þ, where the functionû u y is given bŷ u u y ðxÞ ¼ log 2l
Moreover, if b l ! þy su‰ciently slowly, one has
Proof. Given R > 0, we define a smooth cut-o¤ function C R satisfying C R ðxÞ ¼ 1; for jxj e R=2; C R ðxÞ ¼ 0; for jxj f R:
We also set
We notice that the functions v l coincide with a l outside B 
and hence by the Poincaré inequality (recall that thev v l 's have a uniform compact support) it follows that
By (35) there holds
Here ðL l Þ l are linear operators which contain derivatives of order 1 and 2 with uniformly bounded and smooth coe‰cients. Also, ðL L l Þ l are linear operators which contain derivatives of order 0, 1, 2 and 3 with uniformly bounded and smooth coe‰cients. As a consequence, by (40) and (41) one has
Hence using (37) and Remark 3.2 one finds
4qv v l dVĝ g l e C; for some q > 1 ð44Þ and for some fixed constant C. Remark 3.2 applies indeed to the case of a compact manifold while in the present situation we are working in R 4 (endowed with the metricĝ g l ). But since all the functionsv v l vanish identically outside B On the other hand, from (37) we deduce
and from (36) 
This implies a l f ÀC, and hence we find
As a consequence of this estimate and (44) we get the following uniform improved integrability forû u l (recall the definition of v l andv v l )
This estimate, joint with (40), (42), (43) Now we prove thatû u y has the form in (38) . First of all, we test equation (35) on a smooth function j with compact support. Integrating by parts we obtain
As l tends to infinity we get
Hence the limit functionû u y satisfies
and, by semicontinuity Ð
since by (9) and some scaling there holds Ð
The solutions of (45)- (46), with k 0 > 0, have been classified in [37] , and one of the following two possibilities occur:
(a)û u y is of the form (38), or (b) D R 4û u y has the following asymptotic behavior:
ÀD R 4û u y ðxÞ ! a > 0; for jxj ! þy: ð47Þ
Following [43] , we show that the second alternative does not happen. In fact, assuming (b), for R large we have
Taking R su‰ciently large, from (49) and (50) we reach a contradiction.
Hence the alternative (a) holds andû u y arises as a conformal factor of a stereographic projection of S 4 onto R 4 , which must satisfy
This concludes the proof. r
Simple blow-ups
In this section we consider an unbounded sequence of solutions ðu l Þ l and we examine a particular class of blow-up points, which we call simple, in analogy with a definition introduced by R. Schoen. In Proposition 4.2 below we give some quantitative estimate on the concentration at simple blow-up points. Then in the next section we show that every general blow-up phenomenon can be essentially reduced to the study of finitely many simple blow-ups. In the following iðMÞ denotes the injectivity radius of M. (7) and (9), we say that the three sequences
Er > 0 bC r > 0 s:t: if Ð 
The proof of Proposition 4.2 is based on the analysis of the next two subsections. In the first we prove some Harnack inequality in integral form while in the second, defining
we study the average of u l on A r; l as a function of r.
Integral Harnack-type inequalities.
In this subsection we prove some integral Harnack-type inequalities for the functions ðu l Þ l near simple blow-ups. Although it is maybe possible to get pointwise estimates on the solutions, for our purposes it is su‰cient to obtain integral volume estimates. We need first a preliminary result involving the average of the Green's function G on annuli. Given r A ð0; p 2 =k 0 Þ, let C r be the corresponding constant in (53) (which we can suppose bigger than 1), and we define the following sets:
L A r; l ; r A ðR l r l ; s l Þ; ð56Þ 
Proof. We first notice that the following inequality holds: f r ðyÞ À log 1 r e C; jyj e 4r; ð59Þ where
Here jA r j R 4 stands for the Lebesgue measure of A r and jz À yj R 4 denotes the Euclidean distance.
The inequality is indeed trivial for r ¼ 1 since f 1 ðyÞ is bounded on B 
Jointly with (59), this proves the first estimate in (58).
The second one is trivial for y A B 4r ðx l ÞnB B r ðxÞ, by the preceding argument. For y A MnB 4r ðx l Þ, we notice that
and we use again (23) . This concludes the proof. r
Next, we prove some inequality involving the integral of the function e 4u l and the average of u l on small annuli. We recall the definitions of A r; l and A Then, if l is su‰ciently large, there exists a positive constant C (independent of l and r) such that
4u l dV g e CjA r; l je 4u l; r ; R l r l < r < s l :
Proof. Using (22) and recalling the definition of f l (see (21) ) and that of f r; l (see Lemma 4.4), we have 
Now, the Fubini theorem and some elementary computations yield
In the last inequality we have used the fact that k f l k L 1 ðB B r ðxÞÞ is uniformly small since we are dealing with a simple blow-up, see (53), and since we have chosenB B r ðxÞ suitably. This implies that the last constant C is independent of r and l. From (61), (62) and (63) Now the assertion of the lemma follows from the last formula, (60) and the observation that, since This concludes the proof. r
Next we show some further estimates involving the Laplacian of u l . Recall that we have set f l ¼ 2k l e 4u l À Q l , see (21) .
and that ðu l Þ l satisfies (7) and (9) . Suppose also that Ð
Then, for any R > 0 su‰ciently large and any r A ½S l þ R; S l À R, one has
where o R ð1Þ ! 0 as R ! þy and o r ð1Þ ! 0 as r ! 0.
Proof. We can write (7) in the following form:
where F l is a linear expression in 'u l and ' 2 u l with uniformly bounded coe‰cients. IfĜ G is the Green's function for the (negative) Laplacian on M, then it is a standard fact that
where oð1Þ ! 0 as jx À yj ! 0, see for example [2] . Hence, using the representation formula, for a.e. x A A r; l we obtain where C is independent of r, and l. The last formulas imply
To study the integral of v 2; l , we use again the representation formula and we write
To estimate the first and the second integral, we notice that jx À yj f C À1 r and jx À yj f C À1 ffiffi r p for respectively y A B r 2 ðx l Þ and y A B ffi ffi r p ðx l Þ (recall that x A A r; l ). Hence using Lemma 2.3 it follows that
To estimate the third integral we use the Hö lder's inequality to find, for 
Then, choosing first R su‰ciently large and then l su‰ciently large, (65), (66) and (67) conclude the proof. r 4.2. Radial behavior. The next step consists in studying the dependence on r of the function u r; l defined in Lemma 4.5. It is well known that in geodesic coordinates the metric coe‰cients g ij have the expression
where R ikjl are the components of the curvature tensor, see for example [34] , and the volume element satisfies
Using the exponential map at x l , we can use coordinates r, y in a neighborhood of x l , where r ¼ jxj > 0 and y A S 3 . In these coordinates the volume element dV g and the surface element ds g take the form
f ðr; yÞ dr dy; ds g ¼f f ðr; yÞ dy; wheref f is a smooth bounded function on fr > 0g. Using these coordinates, considering a regular function h, and letting Ar r ¼ B 2r r ðx l ÞnBr r ðx l Þ, one has where n denotes the exterior unit normal to qBr r ðx l Þ.
We also use the coordinates z, y, where z ¼ log r. In these new coordinates we obtain 
By the last two formulas we finally get the following equation:
hðz; yÞe 4z qf qz ðz; yÞ dy dz
:
Next we want to apply (72) to the case of h ¼ u l , and derive a di¤erential equation involving the average u r; l of u l on the annuli A r; l .
f s l > 0, and that ðu l Þ l satisfies (7) and (9). Then, for every l and every r < s l we let
where A r; l is defined in (55). Then the functions W l ðzÞ solve the following equation:
for z A À logða l r l Þ; log s l Á :
We first notice that W l ðzÞ coincides with u r; l up to the change of variables r 7 ! z ¼ log r.
Proof. We first let
We have clearly 
We notice that, adding and subtracting the average of u r; l to u l , some cancellation occurs. Moreover, from (70) and (71) we get
Therefore, using these remarks we obtain
We next estimate the terms in the last three lines of this expression. We begin by noticing that ðDr 2 À 8Þ ¼ Oðr 2 Þ, which can be deduced from elementary computations in local coordinates. This and the Poincaré inequality imply
Similarly, using (70) and also the fact that
Reasoning in the same way for the remaining terms we finally deduce As a byproduct of this formula and the Poincaré inequality we deduce Then, applying Lemma 2.3, we find
In the next lemma we study the solutions of (73) in the case of a simple blow-up. When x 0 ¼ 0 and l ¼ 1, the functionû u y , see (38) , is of the form u u y ðxÞ ¼ log 2
From straightforward computations one finds
Scaling back to u l , using (52) and some elementary estimates one deduces (for t > 0 large and fixed)
where C is some explicit positive constant.
Now we prove some upper bounds for the function W l . Notice from (75) that W l at z ¼ log r l þ t (t large and fixed) has slope close to À2. Given g A ð1; 2Þ, we consider an a‰ne function h g t; l which coincides with W l for z @ log r l and which has slope Àg > À2. The next lemma asserts that indeed W l ðzÞ < h g t; l ðzÞ until z gets close to log s l . This is helpful to get integral estimates on e 4u l , which is done at the end of the section.
Lemma 4.9. Suppose ðx l Þ l , ðr l Þ l , ðs l Þ l are a simple blow-up for ðu l Þ l , and let ðW l Þ l be given by Lemma 4.7. Given g A ð1; 2Þ and t > 0, consider the following functions: h g t; l ðzÞ ¼ Àgðz À log r l À tÞ þ W l ðlog r l þ tÞ:
Then there exist t l ! þy arbitrarily slowly and C g > 0 such that for l large W l ðzÞ e h g t l ; l ðzÞ; z A ½log r l þ t l ; log s l À C g :
Proof. Recall that ðW l Þ l are solutions of (73) satisfying the initial conditions (75) for any large and fixed t. If t l ! þy su‰ciently slowly, we can also replace t by t l in (75), namely we can also assume that
Suppose by contradiction that there exist s l A ½log r l ; log s l , with log s l À s l ! þy such that W l intersects h g t l ; l for the first time. We notice that, by the asymptotics in (75), it must also be s l À log r l À t l ! þy if t l ! þy su‰ciently slowly. Then we have
We now choose a sequence of real numbers ðH l Þ l by means of the following condition:
By (75) it must be H l ! Ày as l ! þy (provided t l ! þy su‰ciently slowly), and there exists s l such that
Moreover, by (74) and (75),s s l satisfies js l Às s l j ! þy as l ! þy; js s l À log r l À t l j ! þy as l ! þy: ð78Þ
Next we claim that, for C > 0 su‰ciently large, the following property holds: 
e C r l r r l; j We can now apply Lemma 4.6 with S l ¼ e t l r l , S l ¼ e s l C , and log r ¼s s l . Also, by (78) and (79), we can choose e ¼ e l ! 0 and R ¼ R l ! þy su‰ciently slowly. Therefore, from Lemma 4.6 and Proposition 3.4 (see in particular (39)) we deduce that
On the other hand, from (73) and the last two conditions in (77) we find
e 4s s l :
Since g < 2, from the last two inequalities we get a contradiction. This concludes the proof of the lemma. r
We are finally in position to prove Proposition 4.2.
Proof of Proposition 4.2. It is su‰cient to apply Lemma 4.9 and to reason as for the proof of (79). In fact, in this way we get Ð B e s l C ðx l ÞnB e t l r l ðx l Þ e 4u l dV g ! 0 as l ! þy:
Moreover, choosing b l ¼ e t l in (39) and t l ! þy su‰ciently slowly, we also have
The last two formulas yield the conclusion. r
Proof of Theorem 1.1
We prove first the theorem under the assumption (13), and we postpone the remaining cases to a second subsection. (13) . In this subsection we show how a general blow-up phenomenon can be essentially reduced to the case of finitely-many simple blow-ups. We divide the proof into three steps, and we always assume that ðu l Þ l is a sequence satisfying (9) and (20) . We recall that the integer k is defined by the condition
Proof under the assumption
Step 1. There exist an integer j e k, sequences ðx 1; l Þ l ; . . . ; ðx j; l Þ l L M and radii ðr 1; l Þ l ; . . . ; ðr j; l Þ l ; ðr r 1; l Þ l ; . . . ; ðr r j; l Þ l ! 0 satisfying the properties (for some a A ð0; 1Þ) r r i; l r i; l ! þy ðslowlyÞ as l ! þy; Br r i; l X Br r h; l ¼ j for i 3 h; ð80Þ ð81Þ ER > 0û u l; i ! log 2 1 þ jxj jy À x i; l j. Hereû u l; j denotes the function obtained using the procedure in Section 3, but scaling around the point x i; l with dilation factor r i; l .
In order to prove Step 1, we consider a small number r > 0, say r A ð0; p 2 =k 0 Þ, and we define sequences
If (20) holds, it must be r 1; l ! 0 as l ! þy. In fact, if it were r 1; l f C À1 , we could apply Proposition 3.1 to get uniform L p bounds on e 4ðu l Àu l Þ for some p > 1. This fact and the Jensen inequality would yield
and hence uniform bounds on e 4u l in L p ðMÞ. This would imply, by elliptic regularity results, uniform bounds in H 2 ðMÞ on ðu l Þ l , which is a contradiction to our assumptions.
Then, ifr r 1; l =r 1; l tends to infinity su‰ciently slowly, ðr 1; l Þ l and ðr r 1; l Þ l satisfy (32), so Proposition 3.4 applies yielding the existence of a bubble, giving (81) for i ¼ 1 and
If (82) holds for j ¼ 1, Step 1 is proved.
If (82) does not hold, there exists r 1 > 0, which can be assumed belonging to ð0; p 2 =k 0 Þ, and there exist sequences
Now we define r 2; l and x 2; l such that By Proposition 3.4 it is easy to see that ifr r 1; l =r 1; l ! þy su‰ciently slowly, then we havẽ r r 1; l jx 1; l À x 2; l j ! 0; r 2; l jx 1; l À x 2; l j ! 0 as l ! þy; ð84Þ which in particular implies r 2; l ! 0 as l ! þy. Therefore, by the last formula we can find r r 2; l L R þ such that Ð B r 2; l ð yÞ e 4u l dV g e r 1 for every y A Br r 2; l ðx 2; l Þ;r r 2; l jx 1; l À x 2; l j ! 0 as l ! þy:
Then Proposition 3.4 applies yielding the existence of a second bubble.
Continuing in this way, we see immediately that j cannot exceed k, since every bubble contributes an amount of 8p 2 =k 0 to the volume and since we are assuming (9) . This concludes the proof of Step 1.
Step 2. If in Step 1 it is j ¼ 1, then there holds
If j > 1 we reason as in [36] , and we analyze the clustering of accumulation points. By relabelling the indices, we can assume that
Of course, if inf i3h jx i; l À x h; l j ! = 0, then we could reason as in Step 2 a finite number of times.
Assuming (90), we consider the set X 1; l L fx 1; l ; . . . ; x h; l g of accumulation points for which the distance from x 1; l is comparable to jx 1; l À x 2; l j, namely for which there exists C > 0 (independent of l ) such that jx i; l À x 1; l j e Cjx 1; l À x 2; l j; i ¼ 2; . . . ; h ¼ cardðX 1; l Þ:
By our choices of the points x 1; l ; . . . ; x h; l and by (90), one easily checks that the three sequences ðx i; l Þ l , ðr i; l Þ l and C À1 jx 1; l À x 2; l j, i ¼ 1; . . . ; h, are a simple blow-up if C is su‰-ciently large, and Proposition 4.2 applies yielding 
. . ; h: ð91Þ
Our next claim is that there is no further concentration in a neighborhood of X 1; l of size comparable to jx 1; l À x 2; l j. More precisely we have the following result. Proof. In order to prove this claim we use a variant of the argument in Step 2. First of all, for r small and fixed, we can cover the set B Cjx 1; l Àx 2; l j ðx 1; l Þn S i¼1;...; h B C À1 jx 1; l Àx 2; l j ðx i; l Þ with l l balls B r n; l ðy n; l Þ, n ¼ 1; . . . ; l l , with the following properties:
l l e C; C À1 jx 1; l À x 2; l j e r n; l e Cjx 1; l À x 2; l j; Ð B 2r n; l ð y n; l Þ e 4u l dV g e r; n ¼ 1; . . . ; l l :
Reasoning as in the proof of Proposition 3.1 one finds Ð B r n; l ð y n; l Þ e 4u l dV g e C Ð B r n; l ð y n; l Þ dV g ðxÞ exp 4 Ð M nB 2r n; l ð y n; l Þ Gðx; yÞ2k l e 4u l ð yÞ dV g ðyÞ ! Â Ð B 2r n; l ð y n; l Þ 1 jx À yj k l r p 2 e 4u l dV g ðyÞ:
From (23) and (91), after some computation we get d 1; l ¼ inffjx 1; l À x i; l j : x i; l B X 1; l g:
Note that, by our definition of X 1; l , we have d 1; l jx 1; l À x 2; l j ! þy as l ! þy. We prove next the following result, which improves the estimate in formula (92) to a larger set. Proof. The proof follows closely the arguments of Proposition 4.2, hence we will be sketchy. We use the same notation as in Section 4 for the functions ðW l Þ l and the annuli A r; l , except for the fact that now we take x 1; l as centers, hence replacing the points x l .
First of all we notice that, by the arbitrarity of C in Lemma 5.1, there exists Z l ! þy such that Ð for z A ½2Z l þ logjx 1; l À x 2; l j; 3Z l þ logjx 1; l À x 2; l j:
In order to show this, we notice that by the second formula in Remark 4.8 and by some manipulation (reasoning as in the proof of Lemma 4.7), there holds This formula, joint with (92), yields the conclusion of the lemma. r
