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GAUSS-MANIN SYSTEMS, BRIESKORN LATTICES
AND FROBENIUS STRUCTURES (II)
by Antoine Douai & Claude Sabbah
Dedicated to Yuri Manin
Abstract. — We give an explicit description of the canonical Frobenius structure at-
tached (by the results of the first part of this article) to the polynomial f(u0, . . . , un) =
w0u0 + · · · + wnun restricted to the torus U = {(u0, . . . , un) ∈ Cn+1 |
∏
i
u
wi
i
= 1},
for any family of positive integers w0, . . . , wn such that gcd(w0, . . . , wn) = 1.
Re´sume´ (Syste`mes de Gauss-Manin, re´seaux de Brieskorn et structures de Frobenius
(II))
Nous donnons une description explicite de la structure de Frobenius associe´e (par
les re´sultats de la premie`re partie de cet article) au polynoˆme f(u0, . . . , un) = w0u0+
· · · + wnun restreint au tore U = {(u0, . . . , un) ∈ Cn+1 |
∏
i
u
wi
i
= 1} pour toute
famille de poids w0, . . . , wn tels que pgcd(w0, . . . , wn) = 1.
1. Introduction
1.a. This article explains a detailed example of the general result developed
in the first part [3]. We were motivated by [1], where S. Barannikov describes a
Frobenius structure attached to the Laurent polynomial f(u0, . . . , un) = u0 +
· · · + un restricted to the torus U = {(u0, . . . , un) ∈ Cn+1 |
∏
i ui = 1}, and
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shows that it is isomorphic to the Frobenius structure attached to the quantum
cohomology of the projective space Pn(C) (as defined e.g., in [5]).
We will freely use the notation introduced in the first part [3]. A reference
like “§ I.3.c” will mean [3, §3.c].
In the following, we fix an integer n > 2 and positive integers w0, . . . , wn such
that gcd(w0, . . . , wn) = 1. It will be convenient to assume that w0 6 · · · 6 wn.
We put
(1.1) µ :=
n∑
i=0
wi.
We will analyze the Gauss-Manin system attached to the Laurent polynomial
f(u1, . . . , un) = w0u0 + w1u1 + · · ·+ wnun
restricted to the subtorus U ⊂ (C∗)n+1 defined by the equation
uw00 · · ·u
wn
n = 1.
The case µ = n + 1 (and all wi equal to 1) was considered in [1]. We will
not need any explicit use of Hodge Theory, as all computation can be made
“by hand”. We will use the method of § I.3.c to obtain information concerning
the Frobenius structure on any germ of universal deformation space of f . As
we have seen in [3], we have to analyze with some details the structure of the
Gauss-Manin system and the Brieskorn lattice of f .
1.b. Fix a Z-basis of {
∑
iwixi = 0} ⊂ Z
n+1. It defines a (n+1)×nmatrixM .
Denote by m0, . . . ,mn the lines of this matrix. We thus get a parametrization
of U by (C∗)n by putting ui = v
mi for i = 0, . . . , n and v = (v1, . . . , vn). The
vectors m0, . . . ,mn are the vertices of a simplex ∆ ⊂ Zn, which is nothing but
the Newton polyhedron of f when expressed in the coordinates v. Notice that
the determinant of the n× n matrix (m0, . . . , m̂i, . . . ,mn) is ±wi.
Lemma 1.2. — The Laurent polynomial f is convenient and nondegenerate
with respect to its Newton polyhedron.
Proof. — The nondegeneracy follows from the linear independence of any n
distinct vectors among m0, . . . ,mn. Clearly, 0 is contained in the interior of ∆.
We know then that f is M-tame (cf. § I.4) and we may therefore apply the
results of § I.2 to f . An easy computation shows that f has µ simple critical
points, which are the ζ(1, . . . , 1) with ζµ = 1, and thus µ distinct critical values
µζ. We hence have µ(f) = µ.
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1.c. Denote by Sw the disjoint union of the sets
{ℓµ/wi | ℓ = 0, . . . , wi − 1} ⊂ Q.
Hence #Sw = µ. Number the elements of Sw from 0 to µ − 1 in an in-
creasing way, with respect to the usual order on Q. We therefore have Sw =
{sw(0), . . . , sw(µ− 1)} with sw(k) 6 sw(k + 1). In particular, we have
sw(0) = · · · = sw(n) = 0, sw(n+ 1) =
µ
maxi wi
< n+ 1.
Moreover, using the involution ℓ 7→ wi− ℓ for ℓ > 1, one obtains, for k > n+1,
the relation
(1.3) sw(k) + sw(µ+ n− k) = µ.
We consider the function σw : {0, . . . , µ− 1} → Q defined by
(1.4) σw(k) = k − sw(k).
Hence σw(k) = k for k = 0, . . . , n. That sw(•) is increasing is equivalent to
(1.5) ∀ k = 0, . . . , µ− 1, σw(k + 1) 6 σw(k) + 1,
where we use the convention σw(µ) = σw(0) = 0. We will prove:
Theorem 1. — The polynomial
∏µ−1
k=0 (S+σw(k)) is equal to the spectral poly-
nomial SPf (S) attached to f (cf. § I.2.e).
For instance, if we take the Laurent polynomial f(u0, . . . , un) on the torus∏
ui = 1, i.e., w0 = · · · = wn = 1, we get SPf (S) =
∏n
k=0(S + k).
Notice that the symmetry property (1.3) is a little bit more precise than
the symmetry of the spectrum (cf. [9]), which would say that, for any j ∈
{0, . . . , n},
#{k | σw(k) = j} = #{k | σw(k) = n− j}.
Indeed, for k ∈ {n+1, . . . , µ− 1}, (1.3) means that σw(k)+ σw(µ+n− k) = n
and we clearly have σw(k) + σw(n− k) = n for k = 0, . . . , n.
1.d. Consider now the two µ× µ matrices
(1.6) A∞ = diag
(
σw(0), . . . , σw(µ− 1)
)
, A0 = µ

0 1
1 0 0
0 1 0 0
...
. . .
. . .
. . .
...
0 · · · 0 1 0
 .
Notice that A0 is semisimple with distinct eigenvalues µζ, where ζ is a µ-th
primitive root of 1. In the canonical basis (e0, . . . , eµ−1) of the space C
µ on
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which these matrices act, consider the nondegenerate bilinear form g defined
by
g(ek, eℓ) =

1
{
if 0 6 k 6 n and k + ℓ = n,
or if n+ 1 6 k 6 µ− 1 and k + ℓ = µ+ n,
0 otherwise,
with respect to which A∞ satisfies A∞+
tA∞ = n Id. The data (A0, A∞, g, e0)
define (cf. [4, Main Theorem p. 188], see also [5, § II.3] or [10, Th.VII.4.2]) a
unique germ of semisimple Frobenius manifold at the point (µ, µζ, . . . , µζµ−1) ∈
Cµ.
The main result of this article is then:
Theorem 2. — The canonical Frobenius structure on any germ of a universal
unfolding of the Laurent polynomial f(u0, . . . , un) =
∑
iwiui on U , as defined
in [3], is isomorphic to the germ of universal semisimple Frobenius structure
with initial data (A0, A∞, g, e0) at the point (µ, µζ, . . . , µζ
µ−1) ∈ Cµ.
Remark. — It would be interesting to give an explicit description of the
Gromov-Witten potential attached to this Frobenius structure.
2. The rational numbers σw(k)
Let us be now more precise on the definition of sw(k). Define inductively
the sequence (a(k), i(k)) ∈ Nn+1 × {0, . . . , n} by
a(0) = (0, . . . , 0), i(0) = 0
a(k + 1) = a(k) + 1i(k), i(k + 1) = min{i | a(k + 1)i/wi = minj a(k + 1)j/wj}.
It is immediate that |a(k)| :=
∑n
i=0 a(k)i = k and that, for k 6 n+1, we have
a(k)i = 1 if i < k and a(k)i = 0 if i > k. In particular, a(n+ 1) = (1, . . . , 1).
Lemma 2.1. — The sequence (a(k), i(k)) satisfies the following properties:
(1) for all k ∈ N,
a(k)i(k)
wi(k)
6
a(k + 1)i(k+1)
wi(k+1)
6
a(k)i(k) + 1
wi(k)
,
(2) a(µ) = (w0, . . . , wn) and for all k ∈ {0, . . . , µ − 1}, we have a(k)i(k) 6
wi(k) − 1,
(3) the map {0, . . . , µ − 1} →
∐n
i=0{0, . . . , wi − 1}, defined by k 7→
[i(k), a(k)i(k)] is bijective.
(4) For ℓ ∈ N, we have i(k+ ℓµ) = i(k) and a(k+ ℓµ)i(k) = ℓwi(k)+a(k)i(k).
We will then put sw(k) := µa(k)i(k)/wi(k). We have sw(k+ ℓµ) = ℓµ+sw(k)
for ℓ ∈ N.
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Proof
(1) By induction on k. If i(k + 1) = i(k), the result is clear. Otherwise,
we have a(k + 1)i(k+1)/wi(k+1) = a(k)i(k+1)/wi(k+1) and the first inequality
follows from the definition of i(k). Similarly, the second inequality is given by
the definition of i(k + 1).
(2) Let us first remark the implication
a(k)j 6 wj ∀ j and {j | a(k)j < wj} 6= ∅ =⇒ a(k + 1)j 6 wj ∀ j.
[Indeed, from the assumption we have a(k)i(k) < wi(k), hence a(k + 1)i(k) =
a(k)i(k) + 1 6 wi(k). For j 6= i(k), a(k + 1)j = a(k)j 6 wj .] Therefore, there
exists k0 such that a(k0) = (w0, . . . , wn). Then k0 = |a(k0)| = µ. Moreover, by
what we have just seen, we have a(k)i(k) < wi(k) for k < µ.
(3) The map does exist, after (2), is clearly injective, therefore bijective as
the two sets have the same number of elements.
(4) We have a(µ) = (w0, . . . , wn), so that i(µ) = 0, and we may apply the
reasoning of (2) for k = µ, . . . , 2µ− 1, etc.
Remark 2.2. — In general, the numbers sw(k) are rational. These are inte-
gers (hence the spectrum of f is integral) if and only if the following condition
holds:
(2.3) ∀ i, wi | µ = w0 + · · ·+ wn.
Consider the simplex ∆(w) in Rn obtained as the intersection of the hyper-
plane H =
{∑n
i=0 wixi = 0
}
⊂ Rn+1 with the half spaces xi > −1. Fix also
the lattice HZ = H∩Zn+1. Then Condition (2.3) is equivalent to the condition
that the vertices of ∆(w) are contained in the lattice HZ. In other words, ∆(w)
is a reflexive simplex in the sense of Batyrev [2]. For instance, if n = 3, one
finds the following possibilities for wi (up to a permutation):
w0 w1 w2 w3 µ
1 1 1 1 4
1 1 1 3 6
1 1 2 2 6
1 1 2 4 8
1 2 2 5 10
1 1 4 6 12
w0 w1 w2 w3 µ
1 2 3 6 12
1 3 4 4 12
1 2 6 9 18
1 4 5 10 20
1 3 8 12 24
2 3 10 15 30
1 6 14 21 42
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For n = 4, here are some examples (maybe not complete):
w0 w1 w2 w3 w4 µ
1 1 1 1 2 6
1 1 2 2 2 8
1 1 1 1 4 8
1 1 1 3 3 9
1 1 1 2 5 10
2 2 2 3 3 12
1 1 3 3 4 12
1 1 2 2 6 12
1 1 1 3 6 12
1 1 3 5 5 15
w0 w1 w2 w3 w4 µ
1 1 2 4 8 16
1 1 4 4 10 20
1 1 4 6 12 24
1 1 2 8 12 24
1 1 3 10 15 30
1 1 4 12 18 36
1 1 8 10 20 40
1 1 6 16 24 48
1 1 8 20 30 60
1 2 12 15 30 60
3. The Gauss-Manin system
The Gauss-Manin system G of the Laurent polynomial f is a module over
the ring C[τ, τ−1]. It is defined as in § I.2.c:
G = Ωn(U)[τ, τ−1]
/
(d− τdf∧)Ωn−1(U)[τ, τ−1].
Put θ = τ−1. The Briekorn lattice G0 = image(Ω
n(U)[θ] → G) is a free C[θ]-
module of rank µ because, by Lemma 1.2, f is convenient and nondegenerate
(loc. cit.). We will consider the increasing filtration Gp = τ
pG0 (p ∈ Z). Let
ω0 be the n-form on U defined by
ω0 =
du0
u0
∧ · · · ∧ dun
un
d
(∏
i u
wi
i
) ∣∣∣∏
i u
wi
i =1
.
Let v 7→ u = vm be a parametrization of U as in §1.b. The form ω0 can be
written as ω0 = ±
dv1
v1
∧ · · · ∧ dvn
vn
. The Gauss-Manin system G is then identified
with the C[τ, τ−1]-module (putting v = (v1, . . . , vn))
C[v, v−1, τ, τ−1]
/
{vj∂vj (ϕj)−τ(vj∂vjf)ϕj | ϕj ∈ C[v, v
−1, τ, τ−1], j = 1, . . . , n}.
It comes equipped with an action of ∂τ : if ψ ∈ C[v, v−1], let [ψ] denote its class
in G; then ∂τ [ψ] = [−fψ] (this does not depend on the representative of the
class). Using the coordinate θ, we have θ2∂θ[ψ] = [fψ]; this action is extended
in the usual way to Laurent polynomials in τ with coefficients like [ψ].
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It is convenient to use the coordinates u = (u0, . . . , un). Then the previous
quotient is written as
C[u, u−1, τ, τ−1]
/(
Iw + C[u, u
−1, τ, τ−1](g(u)− 1)
)
,
where we have put g(u) =
∏
i u
wi
i and Iw is the C[τ, τ
−1]-submodule of
C[u, u−1, τ, τ−1] consisting of the expressions
(3.1)
n∑
i=0
mji
(
ui
∂
∂ui
− τwiui
)
ϕj , with ϕj ∈ C[u, u
−1, τ, τ−1], (j = 1, . . . , n).
Consider the sequence (a(k), i(k)) of Lemma 2.1, and for each k = 0, . . . , µ,
put
ωk = u
a(k)ω0 ∈ G0,
Notice that ωµ = ω0 and, using (3.5) below, that fω0 = µω1.
Proposition 3.2. — The classes of ω0, ω1, . . . , ωµ−1 form a C[θ]-basis ω of
G0. Moreover, they satisfy the equation
−
1
µ
(τ∂τ + σw(k))ωk = τωk+1 (k = 0, . . . , µ− 1),
and we have Bernstein’s relation in G:
µ−1∏
k=0
[
− 1
µ
(τ∂τ − sw(k))
]
· ω0 = τ
µω0.
The V -order of ωk is equal to σw(k) and ω induces a C-basis of ⊕αgr
V
α (G0/G−1).
From Theorem I.4.5, Lemma I.4.3(3), and the symmetry (1.3), we get
(3.3) for k = 0, . . . , µ− 1, 0 6 σw(k) 6 n and
{
σw(k) = 0⇒ k = 0,
σw(k) = n⇒ k = n.
This implies that, for any α ∈ ]0, n[, the length of a maximal subsequence
α, α+ 1, . . . , α+ ℓ of σw(•) is 6 n, and even 6 n− 1 if α is an integer. In other
words:
Corollary 3.4. — The length of any maximal nonzero integral (resp. non-
integral) constant subsequence of sw(•) is 6 n− 1 (resp. 6 n).
The proposition also gives a Birkhoff normal form for G0:
θ2∂θω = ωA0 + θωA∞
with A0, A∞ as in (1.6). The matrix A0 is nothing but the matrix of multiplica-
tion by f on G0/θG0 in the basis induced by ω. Its eigenvalues are the critical
values of f , as expected. In the case where µ = n+ 1 (and all wi equal to 1),
we find that A∞ = diag(0, 1, . . . , n) and A0 is as in (1.6) with size µ = n+ 1.
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Proof of Proposition 3.2. — It will be convenient to select some coordinate,
say u0. Multiplying (3.1) (applied to ϕ1 = · · · = ϕn = ϕ) on the left by the
inverse matrix of the matrix formed by the columns of m1, . . . ,mn, one finds
that, for any ϕ ∈ C[u, u−1, τ, τ−1], we have in G
(3.5) ∀ i = 1, . . . , n ( 1
wi
ui∂ui −
1
w0
u0∂u0)ϕω0 = τ(ui − u0)ϕω0.
Applying this to any monomial ϕ = ua and summing these equalities, we
get the following relation for j = 0, hence for any j = 0, . . . , n by a similar
argument:
(3.6) −
1
µ
(
τ∂τ + Lj(a)
)
uaω0 = τu
a+1jω0,
where we put Lj(a) =
∑n
i=0 ai − µaj/wj. This is nothing but (I.4.12) in the
present situation. Apply this for a = a(k) and j = i(k) (k = 0, . . . , µ−1) to get
the first relation in the lemma (remark that Li(k)(a(k)) = σw(k)). Bernstein’s
relation for ω0 is then clear. Remark also that ωk is given by
ωk = τ
−k
k−1∏
j=0
[
−
1
µ
(τ∂τ − sw(j))
]
· ω0.
It is not difficult to derive from Bernstein’s relation for ω0 a Bernstein relation
for each ωk and conclude that ωk has V -order 6 σw(k). [Notice also that,
as σw(k) = Li(k)(a(k)) = maxj Lj(a(k)), the order of ωk with respect to the
Newton filtration is 6 σw(k); this is compatible with Theorem I.4.5.]
Let us now show that ω0, . . . , ωµ−1 generate G0 as a C[θ]-module. Notice
that Bernstein’s relation for ω0 implies that ∂
µ
τ ω0 ∈ C[θ]〈ω0, . . . , ∂
µ−1
τ ω0〉 =
C[θ]〈ω0, . . . , ωµ−1〉, and this also holds for ∂ℓτω0 for ℓ > µ. It is therefore
enough to show that (f ℓω0)ℓ>0 generate G0 over C[θ]. Write (3.5) as
(3.7) ua+1iω0 =
[
uau0 +
( ai
wi
−
a0
w0
)
θua
]
ω0.
The Brieskorn lattice G0 is generated over C[θ] by the u
ℓ
0ω0 with ℓ ∈ N: indeed,
it is generated by the uaω0; then,
– if ai > 1 for some i > 1, one decreases ai to 0 with (3.7);
– if ai 6 −1 for some i > 1, one iterates (3.7) w0 times and use the relation
uwω0 = ω0 to express u
bω0 (any b) as a sum (with constant coefficients) of
terms θkuℓ0u
b+w′ω0 and of u
b+w′+1i , with k, ℓ > 0 and w′ = (0, w1, . . . , wn);
hence if bi < 0, there exists r such that bi + rwi > 0 and one iterates r times
the previous process to write ubω0 with terms θ
kua, with ai > 1, to reduce to
the previous case;
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– notice that, in both previous processes, we never decrease the degree in
u0; now, we are reduced to considering u
ℓ
0ω0 with ℓ < 0; use once more the
relation ukwubω0 = u
bω0 (for any k > 0, any b) to replace u
ℓ
0 with u
a with
a0, . . . , an > 0 and apply the first case.
A similar argument gives the result for the family (f ℓω0)ℓ>0. As G0 is C[θ]-free
(cf. Remark I.4.8 and § I.2.c), we conclude that ω is a C[θ]-basis of G0. [Instead
of using Remark I.4.8, one can directly conclude here that G0 is C[θ]-free of
rank µ by showing first that ω generates G as a C[τ, τ−1]-module.]
Remark also that (ω0, . . . , f
µ−1ω0) is another basis, but the differential equa-
tion does not take Birkhoff normal form in such a basis.
We will now determine the V -filtration. Put ω′k = τ
[σw(k)]ωk. Then ω
′ is
another C[τ, τ−1]-basis of G. The V -order of ω′k is 6 σw(k)− [σw(k)] < 1. For
α ∈ [0, 1[, put
UαG = C[τ ]〈ω
′
k | σw(k)− [σw(k)] 6 α〉 + τC[τ ]〈ω
′
k | σw(k)− [σw(k)] > α〉
U<αG = C[τ ]〈ω
′
k | σw(k)− [σw(k)] < α〉 + τC[τ ]〈ω
′
k | σw(k)− [σw(k)] > α〉,
and Uα+pG = τ
pUαG (resp. U<α+pG = τ
pU<αG) for any p ∈ Z. We then have
UαG = C〈ω
′
k | σw(k)− [σw(k)] = α〉+ U<αG.
Notice that, according to the formula for ωk, the elements ω
′
k satisfy
−
1
µ
(
τ∂τ + σw(k)− [σw(k)]
)
ω′k = τ
[σw(k)]+1−[σw(k+1)]ω′k+1
= τ⌈sw(k+1)⌉−⌈sw(k)⌉ω′k+1,
(3.8)
with ⌈s⌉ := −[−s]. Recall that the sequence (sw(k)), hence the sequence
(⌈sw(k)⌉), is increasing. If ⌈sw(k + 1)⌉ > ⌈sw(k)⌉, then(
τ∂τ + σw(k)− [σw(k)]
)
ω′k ∈ U<0G.
Otherwise, we have
⌈sw(k)⌉ − sw(k) > ⌈sw(k + 1)⌉ − sw(k + 1),
i.e.,
σw(k)− [σw(k)] > σw(k + 1)− [σw(k + 1)],
and we conclude that UαG is stable under τ∂τ and that τ∂τ +α is nilpotent on
grUαG. The filtration U•G satisfies then the characterizing properties of V•G,
hence is equal to it.
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We may now compute Gp ∩ Vα for p ∈ Z and α ∈ [0, 1[. Any element of
Gp ∩ Vα decomposes uniquely as
∑µ−1
k=0 pk(τ)ω
′
k, with
pk(τ) ∈
{
τp−[σw(k)]C[τ−1] ∩ C[τ ] if σw(k)− [σw(k)] 6 α,
τp−[σw(k)]C[τ−1] ∩ τC[τ ] if σw(k)− [σw(k)] > α
It follows that
(3.9) Gp ∩ Vα =
∑
k|σw(k)=α+p
C · ω′k +Gp ∩ V<α +Gp−1 ∩ Vα,
and therefore grGp gr
V
αG is generated by the classes of ω
′
k with σw(k) = α + p.
These classes form a basis of grGp gr
V
αG, as dim⊕p ⊕α∈[0,1[ gr
G
p gr
V
αG = µ. This
gives the last statement of the proposition.
For α ∈ [0, 1[, let ω′k be such that ⌈sw(k)⌉ − sw(k) = α and denote by [ω
′
k]
the class of ω′k in Hα := gr
V
αG. After (1.5) we have:
(3.10) −
1
µ
(τ∂τ + α)[ω
′
k] =
{
0 if sw(k + 1) > sw(k),
[ω′k+1] if sw(k + 1) = sw(k).
It follows that the primitive elements relative to the nilpotent operator induced
by (−1/µ)(τ∂τ + α) on Hα are the elements [ω′k] such that
k > n+ 1, ⌈sw(k)⌉ − sw(k) = α and sw(k − 1) < sw(k)
and, if moreover α = 0, the element [ω′0] = [ω0].
Therefore, the Jordan blocks of (−1/µ)(τ∂τ + α) on Hα are in one-to-one
correspondence with the maximal constant sequences in Sw, and the corre-
sponding sizes are the same. All Jordan blocks, except that of [ω0] if α = 0,
have thus size 6 n, and even 6 n−1 if α is an integer (cf. Cor. 3.4). Recall also
(cf. [8, 9]) that H := ⊕α∈[0,1[Hα may be identified with the relative cohomol-
ogy space Hn(U, f−1(t)) for |t| ≫ 0, that Hα corresponds to the generalized
eigenspace of the monodromy corresponding to the eigenvalue exp 2iπα, and
that the unipotent part of the monodromy operator T is equal to exp 2iπN
with N := −(τ∂τ + α).
Example 3.11. — Take n = 4 and w0 = 1, w1 = 2, w2 = 12, w3 = 15 and
w4 = 30, so that µ = 60. Then the only possible α is 0 and N has one Jordan
block of size 5, 3 blocks of size 3, 13 blocks of size 2 and 20 blocks of size 1.
On the other hand, if µ = n+ 1 (and all wi equal to 1), the only possible α is
0 and N has only one Jordan block (of size n+ 1).
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4. Poincare´ duality and higher residue pairings
Consider on C[τ, τ−1] the ring involution induced by τ 7→ −τ . We will
set p(τ) := p(−τ) (there is no complex conjugation involved here). Given a
C[τ, τ−1]-module G, we denote by G the C-vector space G equipped with the
new module structure p(τ) · g = p(−τ)g. For convenience, we denote by g
the elements of G. The C[τ, τ−1]-structure of G is therefore given by the rule:
p(τ)g = p(τ)g.
If G is moreover equipped with a connection, i.e., with a compatible action
of ∂τ , then so is G and we have ∂τg := −∂τg. Notice that τ∂τ g = τ∂τg.
Duality for D-modules gives (cf. [9]) the existence of a nondegenerate
C[τ, τ−1]-bilinear pairing
S : G ⊗
C[τ,τ−1]
G −→ C[τ, τ−1]
satisfying the following properties:
(1)
dS(g′, g′′)
dτ
= S(∂τg
′, g′′) + S(g′, ∂τg′′) = S(∂τg
′, g′′)− S(g′, ∂τg′′),
(equivalently, τ∂τS(g
′, g′′) = S(τ∂τg
′, g′′) + S(g′, τ∂τg′′)),
(2) S sends V0 ⊗ V<1 in C[τ ],
(3) S sends G0 ⊗G0 in θnC[θ] = τ−nC[τ−1],
(4) S(g′′, g′) = (−1)nS(g′, g′′) (this reflects the (−1)n-symmetry of the
Poincare´ duality on U).
Notice that (1) means that S is a horizontal section of the C[τ, τ−1]-
module HomC[τ,τ−1](G ⊗ G,C[τ, τ
−1]) equipped with its natural connection,
or also that S is a C[τ ]〈∂τ 〉-linear morphism G → G∗, if one endows
G∗ = HomC[τ,τ−1](G,C[τ, τ
−1]) with its natural connection. Therefore, (2)
follows from (1) because any C[τ ]〈∂τ 〉-linear morphism is strict with respect
to the Malgrange-Kashiwara filtrations V and we have
Vβ(G
∗) = HomC[τ ](V<−β+1G,C[τ ])
(cf. [9]).
In the case of singularities, this corresponds to the “higher residue pairings”
of K. Saito [11]. The link with Poincare´ duality is explained in [12].
For our Laurent polynomial f , we will recover in an elementary way the
existence of such a pairing S satisfying the previous properties. More precisely,
we have:
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Lemma 4.1. — There exists a unique (up to a nonzero constant) nondegener-
ate pairing S satisfying Properties (1), (2), (3). It is given by the formula:
S(ωk, ωℓ) =

S(ω0, ωn)
{
if 0 6 k 6 n and k + ℓ = n,
or if n+ 1 6 k 6 µ− 1 and k + ℓ = µ+ n,
0 otherwise.
Moreover, for any k, ℓ, S(ωk, ωℓ) belongs to Cτ
−n and S satisfies (4).
Proof. — Assume that a pairing S satisfying (1), (2), (3) exists. For k, ℓ =
0, . . . , µ−1, we have S(ωk, ωℓ) ∈ τ−nC[τ−1] by (3) and S(ω0, ωℓ) ∈ τ−[σw(ℓ)]C[τ ]
by (2). Therefore, S(ω0, ωℓ) 6= 0 implies [σw(ℓ)] > n, and if [σw(ℓ)] = n, we
have S(ω0, ωℓ) ∈ Cτ−n. But we know by (3.3) that
[σw(ℓ)]
{
< n if ℓ 6= n,
= n if ℓ = n.
Therefore, S(ω0, ωℓ) = 0 if ℓ 6= n and S(ω0, ωn) ∈ Cτ−n.
Notice also that we have by (1) and Proposition 3.2:
(4.2) −
1
µ
(τ∂τ + n)S(ωk, ωℓ)
= τ
[
S(ωk+1, ωℓ)− S(ωk, ωℓ+1)
]
+
σw(k) + σw(ℓ)− n
µ
S(ωk, ωℓ),
if we put as above ωµ = ω0.
Argue now by induction for k < n: as S(ωk, ωℓ) ∈ Cτ−n, the LHS in (4.2)
vanishes. This shows that S(ωk+1, ωℓ) = 0 if ℓ 6= n− k, n− 1− k. Moreover, if
ℓ = n− k, we have σw(k) + σw(ℓ)− n = 0, hence S(ωk+1, ωn−k) = 0. Last, we
have S(ωk+1, ωn−1−k) = S(ωk, ωn−k).
Argue similarly for k > n+ 1.
Notice that, if A∗∞ denotes the adjoint of A∞ with respect to S, then A∞+
A∗∞ = n Id, i.e., A∞ − (n/2) Id is skewsymmetric with respect to S.
5. M. Saito’s solution to the Birkhoff problem
One step in constructing the Frobenius structure associated to f consists
in solving Birkhoff’s problem for the Brieskorn lattice G0 in the Gauss-Manin
system G, that is, in finding a C[τ ]-lattice E of G, which glues with G0 to a
trivial vector bundle on P1. Recall (cf. [3, App.B] for what follows) that there
is a one-to-one correspondence between such lattices E which are logarithmic,
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and decreasing filtrations ⊕α∈[0,1[H
•
α ofH = ⊕α∈[0,1[Hα which are stable under
N and which are opposite to the filtration
Gp(H) := ⊕
α∈[0,1[
(Gp ∩ Vα)/(Gp ∩ V<α) = C〈[ω
′
k] | [σw(k)] 6 p〉 after (3.9).
This is analogous to [12, Th. 3.6].
In [12, Lemma 2.8], M. Saito defines a canonical decreasing filtration H•Saito
in terms of the monodromy filtration M
•
of the nilpotent endomorphism 2iπN
of H and of the filtration conjugate to Gp(H), the conjugation being taken
with respect to the real structure on H coming from the identification with
Hn(U, f−1(t)). This defines therefore a canonical solution to Birkhoff’s prob-
lem for G0.
Consider now the decreasing filtration H• of H explicitly defined by
(5.1) Hp = C〈[ω′k] | [σw(k)] > p〉,
where [ ] denotes the class in H = ⊕α∈[0,1[VαG/V<αG. Then H
• is opposite to
G
•
(H). It satisfies
H0 = H, Hn+1 = 0, NHp ⊂ Hp+1
and, for k = 0, . . . , µ− 1 and α ∈ [0, 1[,
(Hpα)
⊥ =
{
Hn−p1−α if α 6= 0,
Hn+1−p0 if α = 0,
where ⊥ means taking the orthogonal with respect to the symmetric bilinear
form g on H induced by S. If µ = n + 1 (and all wi equal to 1), then H
p =
Mn−2p (this implies that the mixed Hodge structure on H is “Hodge-Tate”).
Proposition 5.2. — The filtration H• is equal to the opposite filtration
H•Saito. The associated logarithmic lattice is E := C[τ ]〈ω0, . . . , ωµ−1〉.
Proof. — Let us begin with the second statement. The lattice E introduced in
the proposition is logarithmic, by Proposition 3.2. A computation analogous
to that of Gp ∩ Vα shows that the filtration τpE ∩ Vα/V<α of Hα is equal
to Hpα. Therefore, E is the logarithmic lattice corresponding to H
• by the
correspondence recalled above.
For the first statement, put F •(H) = Gn−•(H). This is a decreasing filtra-
tion. Consider also the increasing filtration
W
•
(Hα) =
{
M
•−n−1(Hα) if α 6= 0,
M
•−n(H0) if α = 0,
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whereM
•
(H) denotes the monodromy filtration of the nilpotent endomorphism
2iπN on H . Recall that W
•
(H) is defined over R (even over Q) as 2iπN is so.
Then the opposite filtration given by M. Saito is
H•Saito =
∑
q
F
q
∩Wn+q−•(H),
where E denotes the conjugate of the subspace E of H with respect to the
complex conjugation coming from the identification
H
∼
−→ Hn(U, f−1(t),C) = C⊗R H
n(U, f−1(t),R).
We therefore need to give a description of the conjugation in term of the basis
[ω′k].
Let k0 be such that [ω
′
k0
] is a primitive element with respect to N , and denote
by νk0 its weight. Then N
νk0+1[ω′k0 ] = 0. For j = 0, . . . , νk0 , put k = k0 + j.
Then [ω′k] = (
1
µ
N)j [ω′k0 ] has order νk0 + 1 − j with respect to N , and weight
νk := νk0 − 2j. Moreover, we have σw(k) = σw(k0) + j, as j 7→ sw(k0 + j) is
constant. The space Bk0 := 〈N
j [ω′k0 ] | j = 0, . . . , νk0〉 is a Jordan block of N .
Assume that k0 > n + 1. Then [ω
′
µ+n−k0
] is primitive with respect to tN ,
hence [ω′µ+n−k0−νk0
] is primitive with respect to N . It will be convenient to
put k0 = µ+n−k0−νk0 and, for k = k0+j with j = 0, . . . , νk0 , k = k0+j. We
therefore have k = µ+ n− k − νk. Notice that, for such a k, we have sw(k) =
sw(k0) = µ− sw(k0) = µ− sw(k). We also have σw(µ+ n− k)− νk = σw(k) if
k > n+ 1.
For k ∈ [0, n], we simply put k = k.
The proof of the following lemma will be given in §6.
Lemma 5.3. — For k0 > n + 1, the conjugate of the Jordan block Bk0 is the
Jordan block Bk0 , and B0 is self-conjugate.
It follows from this lemma that, for k as above, we have
(5.4) [ω′k] =
k0+ν0∑
ℓ=k
aℓ[ω
′
ℓ
]
with ak 6= 0.
Let us now end the proof of Proposition 5.2. We have
F q∩Wn+q−p = Gn−q∩Mq−p(−1) = 〈[ω
′
k] | [σw(k)] 6 n−q and νk 6 q−p(−1)〉,
where (−1) is added if σw(k) 6∈ Z and not added otherwise. Therefore,∑
q
F q ∩Wn+q−p = 〈[ω
′
k] | [σw(k)] + νk 6 n− p(−1)〉.
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Remark now that, if k > n+ 1,
[σw(k)] + νk 6 n− p(−1)⇐⇒ [n− σw(µ+ n− k)] + νk 6 n− p(−1)
⇐⇒ ⌈σw(µ+ n− k − νk)⌉ > p(+1)
⇐⇒ [σw(µ+ n− k − νk)] > p
⇐⇒ [σw(k)] > p.
Arguing similarly for k 6 n, we conclude from Lemma 5.3 and (5.1) that∑
q
F
q
∩Wn+q−p = 〈[ω′k] | [σw(k)] + νk 6 n− p(−1)〉
= 〈[ω′
k
] | [σw(k)] > p〉(5.5)
= Hp.
Notice that (5.5) follows from (5.4), as σw is increasing on each Bk0 .
6. Some topology of f and proof of Lemma 5.3
6.a. Lefschetz thimbles. — Denote by ∆ the subset (R∗+)
n+1 ∩ U ⊂ U ,
defined by ui > 0 for i = 0, . . . , n. The restriction f|∆ of f to ∆ takes
values in [µ,+∞[ and has only one critical point (which is a Morse critical
point of index 0), namely (1, . . . , 1), with critical value equal to µ. Notice also
that f|∆ is proper. Therefore, ∆ is a Lefschetz thimble for f with respect to
the critical point (1, . . . , 1). Other Lefschetz thimbles at ζℓ(1, . . . , 1) are ζℓ∆
(ℓ = 0, . . . , µ− 1).
Fix τ 6= 0. The morphisms
Hn(U,Re τf > C
′;Q) −→ Hn(U,Re τf > C;Q)
for C′ > C are isomorphisms if C is big enough. We denote byHn(U,Re τf ≫ 0)
the limit of this inverse system. This is the germ at τ of a local system H of
rank µ on C∗ = {τ 6= 0}. Notice that ∆ defines a nonzero element of the germ
Hτ at any τ with Re τ > 0, i.e., a section ∆(τ) of H on {Re τ > 0}. Therefore,
it defines in a unique way a multivalued section of H on C∗.
Let ε > 0 be small enough. As f is a C∞ fibration over the open
set Cr {µζℓ | ℓ = 0, . . . , µ− 1}, it is possible to find a basis of sections
∆0(τ), . . . ,∆µ−1(τ) of H on the open set
S = {τ = |τ | e2iπθ | θ ∈ ]ε− 1, ε[}
in such a way that, for any ℓ ∈ {0, . . . , µ−1} and |τ | > 0, we have ∆ℓ(ζ−ℓ |τ |) =
ζℓ∆. Of course, this basis extends as a basis of multivalued sections ofH on C∗.
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µ
µζµζ2
µζµ−1
εS
Reτ
The images f(∆ℓ(|τ |)) The domain S
6.b. Integrals along Lefschetz thimbles. — Let η ∈ G and let η˜ be a
representative of η in Ωn(U)[τ, τ−1]. Then the function
S ∋ τ 7−→
∫
∆ℓ(τ)
e−τf η˜
only depends on η and is holomorphic on S. It is denoted by ϕℓ,η(τ). Moreover,
we have
∂ϕℓ,η(τ)
∂τ
= ϕℓ,∂τη(τ).
It follows that, if η ∈ VαG, then
(6.1) ϕℓ,η(τ) = τ
−α
[ mη∑
m=0
c
(m)
η,ℓ
(− 12iπ log τ)
m
m!
+ o(1)
]
:= τ−α
[
ψη,ℓ(τ) + o(1)
]
,
where τ−α = |τ |−α e−2iπαθ, 12iπ log τ = (
1
2iπ log |τ |) + θ, with θ ∈ ]ε− 1, ε[ and
c
(m)
η,ℓ ∈ C. The coefficients c
(m)
η,ℓ only depend on the class [η] of η in gr
V
αG, so
we will denote them by c
(m)
[η],ℓ, and we have
(6.2) c
(m)
[η],ℓ = c
(0)
(2iπN)m[η],ℓ.
We will now characterize the Jordan blocks Bk0 in Hα. Such a Jordan block
is characterized by the constant value s of sw(•), so that it will be convenient
to denote such a block by Bα,s.
Lemma 6.3. — For [η] ∈ Hα, we have [η] ∈ Bα,s if and only if, for any
ℓ = 0, . . . , µ− 1 and any j > 0, we have
c
(0)
(2iπN)j [η],ℓ = ζ
ℓs
∑
m
c
(0)
(2iπN)j+m[η],0
(−ℓ/µ)m
m!
.
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Proof. — For η = ωk, denote c
(m)
[ωk],ℓ
= c
(m)
[ω′
k
],ℓ by c
(m)
k,ℓ . Then we have
(6.4)
∫
∆ℓ(τ)
e−τfωk = τ
−σw(k)
([
c
(mk)
k,ℓ
(− 12iπ log τ)
mk
mk!
+ · · ·+ c
(0)
k,ℓ
]
+ o(1)
)
,
where mk + 1 denotes the order of [ωk] in gr
V
σw(k)
G with respect to 2iπN .
Remark now that, as ωk = u
a(k)ω0 and |a(k)| = k, we have∫
∆ℓ(ζ−ℓ|τ |)
e−ζ
−ℓ|τ |fωk =
∫
ζℓ∆
e−ζ
−ℓ|τ |fωk = ζ
kℓ
∫
∆
e−|τ |fωk.
Hence, we get
c
(mk)
k,ℓ
(− 12iπ log |τ | + ℓ/µ)
mk
mk!
+ · · ·+ c
(0)
k,ℓ
= ζℓsw(k)
[
c
(mk)
k,0
(− 12iπ log |τ |)
mk
mk!
+ · · ·+ c
(0)
k,0
]
,
and in particular
(6.5) c
(0)
k,ℓ = ζ
ℓsw(k) ·
mk∑
m=0
(−ℓ/µ)m
m!
c
(m)
k,0 .
Therefore, any element [η] in Bα,s satisfies the equality of Lemma 6.3 for j = 0,
hence for any j.
Conversely, remark first that, if [η] is fixed, then the equality of Lemma 6.3
for any j > 0 is equivalent to
ψ[η],ℓ(ζ
−ℓ |τ |) = ζℓsψ[η],0(|τ |),
where ψ[η],ℓ is defined by (6.1) (two polynomials are equal iff all the correspond-
ing derivatives at 0 are equal).
Write [η] =
∑
λk[ω
′
k] in Hα, denote m
′
[η] = maxk|λk 6=0mk and put
K[η] = {k | mk = m
′
[η]}. Notice that, for k, k
′ ∈ K[η], we have sw(k) 6= sw(k
′).
If m′[η] > m[η], we have
∑
k∈K[η]
ζℓsw(k)λkc
(mk)
k,0 = 0 for any ℓ = 0, . . . , µ − 1.
It follows that λkc
(mk)
k,0 = 0, hence λk = 0, for any k ∈ K[η], a contradiction.
Therefore m′[η] = m[η]. Argue similarly to show that K[η] is reduced to one
element, denoted by k[η], and that sw(k[η]) = s. Apply the lemma by induction
on m[η′] to [η
′] = [η]− λk[η] [ω
′
k[η]
].
6.c. Isomorphism between nearby cycles. — The multivalued cycles
∆ℓ(τ) form a basis of the space of multivalued global sections of H, that we
denote by ψτH. This basis defines the integral (hence the real) structure on
ψτH.
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Denote by Nα,p the space of linear combinations with meromorphic coeffi-
cients of germs at τ = 0 of the multivalued functions eα,q = τ
α(− 12iπ log τ)
q/q!
(q 6 p). For p large enough (here p > n+ 1 is enough), the map
ϕ : VαG −→ V0(G⊗Nα,p)
η 7−→
p∑
j=0
[2iπ(τ∂τ + α)]
jη ⊗ eα,j
induces an isomorphism
grVαG
∼
−→ Ker
[
τ∂τ : gr
V
0 (G⊗Nα,p) −→ gr
V
0 (G⊗Nα,p)
]
.
As G is regular at τ = 0, there exists a perturbation η 7→ ψ(η) ∈ V<0(G⊗Nα,p)
such that ϕ(η) + ψ(η) ∈ Ker
[
τ∂τ : G⊗Nα,p → G⊗Nα,p
]
.
Recall (see, e.g., [7]) that Ker
[
τ∂τ : G⊗Nα,p → G⊗Nα,p
]
is identified with
Hα. Set N = ⊕α∈[0,1[Nα,n+1. Given a section λ of H = Ker
[
τ∂τ : G ⊗N →
G⊗N
]
and a section δ of ψτH, choose a representative λ˜ of λ in Ωn(U)⊗CN .
Then
∫
δ
e−τf λ˜ ∈ C. Then (see Appendix) λ belongs to HQ if and only if, for
any ℓ = 0, . . . , µ and some nonzero τ , we have
(6.6)
∫
∆ℓ(τ)
e−τf λ˜ ∈ Q.
For η ∈ VαG and λ˜ = ϕ(η) + ψ(η), and using (6.1), one finds∫
∆ℓ(τ)
e−τfϕ(η) = c
(0)
η,ℓ + o(1).
As a consequence, the conjugate [η] of [η] satisfies
c
(0)
[η],ℓ
= c
(0)
[η],ℓ.
It follows now from Lemma 6.3 that
Bα,s =
{
B1−α,µ−s if α ∈ ]0, 1[,
B0,µ−s if α = 0.
As sw(k0) = µ− sw(k0), this ends the proof of Lemma 5.3.
Appendix
In this appendix, we explain with some details why the real structure on H
as defined by (6.6) is indeed the real structure used in [8] to define the Hodge
structure on H . We will need to recall some notation and results of [8].
We will denote by U a smooth quasi-projective variety and by f : U → A1 a
regular function on U . We denote by t the coordinate on the affine line A1. We
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also fix an embedding κ : U →֒ X into a smooth projective variety such that
there exists an algebraic map F : X→ P1 extending f . We have a commutative
diagram, where the right part is Cartesian, thus defining X as a fibred product,
U
j
κ
f
X
F|X 
X
F
A1 P1
Denote by ε : P˜1 → P1 the real blow-up of P1 centered at ∞ (P˜1 is diffeo-
morphic to a closed disc) and by F˜ : X˜ → P˜1 the fibre-product of F with the
blowing-up ε. Denote by κ˜ the inclusion U →֒ X˜.
Denote by S1 the inverse image of∞ by the blowing-up ε. Let Â1 be an affine
line with coordinate τ . Denote by L′+ the closed set of S1×Â1 ⊂ P˜1×Â1 defined
by Re(eiθτ) > 0, with θ = arg t and where t is the coordinate on A1 = P1r{∞},
and set L− = P˜1 × Â1 r L′+. For τ 6= 0, denote by L′+τ , L
−
τ ⊂ P˜
1 the fibre of
L′+, L− over τ .
τ= 1
τ= i
τ= −1 0
L−|τ=1
L−|τ=i
L−|τ=−1
Affine line Â1 with coordinate τ
Ret
Imt
Ret
Ret
Imt
Imt
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Denote similarly by L′+
X˜
, L−
X˜
⊂ X˜ × Â1 (resp. L′+
X˜,τ
, L−
X˜,τ
⊂ X˜) the inverse
image of the corresponding sets by F˜ × Id
Â1
(resp. by F˜ ).
We denote by α : A1× Â1 →֒ L− and β : L− →֒ P˜1× Â1 (resp. ατ : A1 →֒ L−τ
and βτ : L
−
τ →֒ P˜
1) the inclusions, and by the same letters the corresponding
inclusions
α : X × Â1 −֒→ L−
X˜
and β : L−
X˜
−֒→ X˜× Â1,
resp.
ατ : X −֒→ L
−
X˜,τ
and βτ : L
−
X˜,τ
−֒→ X˜.
Therefore we have βτ ◦ ατ ◦ j = κ˜.
In [8, (1.8)], we have defined the Fourier transform FF (Rj∗CU ) as the fol-
lowing complex on X × Â1 (there is a shift by 1 in loc. cit., that we do not
introduce here):
FF (Rj∗CU ) := Rε∗ β!Rα∗Rj∗CU×Â1 ,
where we still denote by j (resp. κ) the inclusion U × Â1 →֒ X × Â1 (resp. U ×
Â1 →֒ X × Â1). This complex has a natural Q-structure (replace CU with
QU ). This induces a Q-structure on the nearby cycle complex ψτFF (Rj∗CU ) =
ψτFF (Rj∗QU )⊗Q C.
Denote by E−τf the algebraic D
U×Â1 -module OU×Â1e
−τf (i.e., the O
U×Â1 -
module O
U×Â1 with connection e
τf ◦ d ◦ e−τf). The quasi-isomorphism
(A.1) DRan
X˜×Â1
(κ+E
−τf )
∼
−→ FF (Rj∗CU )
constructed in [8, Th. 2.2] is then used to define the Q-structure on the complex
(of sheaves on X) ψτ DR
an
X˜×Â1
(κ+E−τf) [on the other hand one uses the V -
filtration relative to τ = 0 on κ+E−τf to construct the Hodge filtration on this
complex]. By DR we mean the usual de Rham complex, starting in degree 0.
Denote by O˜an
Â1
the sheaf of multivalued holomorphic functions on Â1 r {0}.
Then
ψτ DR
an
X˜×Â1
(κ+E
−τf) = i−1τ=0DR
an
X˜×Â1
(κ+E
−τf ⊗p̂−1Oan
Â1
O˜an
Â1
),
where p̂ : X × Â1 → Â1 denotes the projection and iτ=0 : X × {0} →֒ X × Â1
denotes the inclusion (see, e.g., [7, (4.9.4)]). We are interested in analyzing
the Q-structure on the cohomology of RΓ
(
X, ψτ DR
an
X˜×Â1
(κ+E−τf )
)
. Use C∞
forms on X to identify it with
Γ
(
X, i−1τ=0E
•
X×Â1
(κ+E
−τf ⊗p̂−1Oan
Â1
O˜an
Â1
)
)
,
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with n = dimX. Similarly, denote by C˜
Â1
the sheaf of multivalued local sec-
tions of C
Â1
(i.e., local sections on the universal covering of Â1 r {0}). Then
ψτFF (Rj∗CU ) is equal to i
−1
τ=0
(
FF (Rj∗CU )⊗ p̂−1C˜Â1
)
.
In order to know that the cohomology class of a closed multivalued section
of p̂∗E
•
X×Â1
(κ+E−τf ⊗p̂−1Oan
Â1
O˜an
Â1
) is rational, one has to compute its image
in Rp̂∗FF (Rj∗CU ) ⊗ C˜Â1 and decide whether its class is rational or not. As
the section is closed, it is enough to verify this after restricting to some (or
any) τ 6= 0. Therefore, we need to compute the map (A.1) after restricting to
some fixed nonzero τ . In (6.6), we apply this computation to the multivalued
form e−τf λ˜.
Denote by E
X˜
the sheaf of C∞ functions (in the sense of Whitney) on X˜, by
Emod
X˜
the sheaf on X˜ of C∞ functions on U which have moderate growth along
X˜rU , and by Emod,−τ
X˜
the subsheaf of functions which moreover are infinitely
flat along L′+
X˜,τ
.
On the other hand, denote by C•
U∪L′+
X˜,τ
,L′+
X˜,τ
the complex of sheaves on X˜,
consisting of germs on X˜ of relative singular cochains (i.e., germs of singular
cochains in U ∪ L′+
X˜,τ
with boundary in L′+
X˜,τ
).
By the de Rham theorem, the integration of forms induces a quasi-
isomorphism of complexes
∫
: E•U → C
•
U ⊗ZC; moreover, the natural morphism
Emod,
•
X˜
→ (ατ ◦ j)∗E
•
U is a quasi-isomorphism, so the integration morphism∫
: Emod,
•
X˜
→ (ατ ◦ j)∗C
•
U ⊗Z C, which is obtained by composing both
morphisms, is a quasi-isomorphism.
Similarly, we have a commutative diagram
βτ,!E
mod,•
X˜
∼
≀
Emod,−τ ,
•
X˜ ∫
βτ,!(ατ ◦ j)∗E
•
U ∫∼ βτ,!(ατ ◦ j)∗C•U ⊗Z C ∼ C•U∪L′+
X˜,τ
,L
′+
X˜,τ
⊗Z C
Hence we get:
Proposition A.2 (A variant of the de Rham theorem)
Both complexes C•
U∪L′+
X˜,τ
,L
′+
X˜,τ
⊗Z C and E
mod,−τ ,•
X˜
are quasi-isomorphic to
βτ,!Rατ,∗Rj∗CU . Moreover, the integration of forms induces a natural quasi-
isomorphism of complexes∫
: Emod,−τ ,
•
X˜
∼
−→ C•
U∪L′+
X˜,τ
,L
′+
X˜,τ
⊗Z C.
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Now, given a section of Emod,
•
X˜
⊗ j+E−τf , i.e., a section of E
mod,•
X˜
multiplied
by e−τf , it is also a section of Emod,−τ ,
•
X˜
, and its image by (A.1) is nothing but
its integral, according to the previous commutative diagram.
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