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Abstract
Stochastic Graph Transformation combines graphical modelling of various software artefacts with stochastic
analysis techniques. Existing approaches are restricted to processes with exponential time distribution. Such
processes are suﬃcient for modelling a signiﬁcant class of stochastic systems, however there are interesting
systems which cannot be speciﬁed appropriately in such a framework. In several cases one needs to consider
non-exponential time distributions. This paper proposes a stochastic model based on graph transformation
with general probability distributions. This model is well suited to represent concurrency and performance
aspects of architecture reconﬁguration. It is also possible to apply Monte Carlo simulation techniques in
order to analyse behaviour of complex stochastic systems. The new model is implemented and used to
simulate simple networks.
Keywords: Stochastic modelling, graph transformation, simulation
1 Introduction
The speciﬁcation of distributed systems, telecommunication systems, multimedia
applications or computer networks must take into account not only functional prop-
erties but also real-time and performance aspects. To analyse such properties,
stochastic methods are required.
Stochastic models like Generalised Semi-Markov Processes (cf. e.g. [13]) have
a long history of application, but they do not provide primitives for modelling of
concurrency aspects. They also lack mechanisms for compositional speciﬁcation.
Thus models of larger systems tend to be very complex.
1 Corresponding author. This research was partially funded by European Community’s Human Potential
Programme under contract HPRN-CT-2002-00275, [SegraVis].
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There exist several formalisms for the analysis of performance and concurrency
aspects. We will discuss brieﬂy the most prominent of them. One of the ﬁrst models
used for this purpose were Stochastic Petri nets [8]. Generalized Stochastic Petri
Nets found a wide acceptance (cf. [1]). Those nets are deﬁned as usual Petri nets,
with the addition of random assignment of a ﬁring delay to each transition. There
is a race condition between all enabled transitions. In the case of exponential prob-
ability distributions, this model corresponds to Continuous Time Markov Chains
(CTMC) [13]. Stochastic Petri nets proved to be very expressive. They are well
suited for speciﬁcation of concurrency aspects, but the resulting model is rather low
level.
Process algebras provide compositional facilities for modelling of concurrent sys-
tems. Stochastic process algebras are a natural extension of process algebras (cf.
e.g. [12] and part two of [2]). They are used for performance modelling. As in the
case of Stochastic Petri nets, a non-negative real number is randomly associated to
an action. That number determines the delay of the corresponding action. While
basic approaches rely on continuous-time Markov chains, there are also extensions to
general distributions, based on Generalised Semi-Markov Processes and Stochastic
Automata [2].
Nevertheless, architectural aspects of distributed systems, computer networks
and mobile applications can be hardly speciﬁed with those formalisms. Especially
in the case of high degree of architectural reconﬁguration a high level formalism is
needed with facilities for modelling architectural artefacts. This gave rise to the
notion of Stochastic Graph Transformation, which combines the beneﬁts of using
graph transformation for system modelling with the power of stochastic analysis [11]
(see also [18]). Those approaches enrich graph grammars by associating an expo-
nential time distribution to each transformation rule. The distribution models the
random delay of rule application. This model is a special case of a CTMC. There
exist powerful model checking tools such as PRISM [14] which can be used for
analysing properties of CTMCs. However, there are several stochastic phenomena,
which cannot be modelled using exponential distribution. For example, ﬁle sizes
and document transmission times over HTTP/IP and timeouts in communication
protocols cannot be appropriately modelled with exponential distributions. Further,
one would often like to include results of measurement into the modelling. There
are standard techniques for extracting normal distributions from a random sample.
Sometimes, only the minimum and maximum value of a quantity are known, thus
modelling could be done by assuming a uniform distribution. Those cases can only
be modelled using a wider class of distributions and a more general model.
In this paper we propose Generalised Stochastic Graph Transformation Systems
to model and analyse architectural evolution with non-exponential time distribu-
tions. States of concurrent systems are modelled by graphs. Transitions of those
systems are modelled by graph transformations. To model delays, we associate ar-
bitrary continuous probability distributions with graph transformation rules. Graph
transformation executions have delays, which adhere to those distributions. The
model works as follows: a system state is modelled by a graph and the delay of rule
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application is measured by a separate timer. Diﬀerent rules may be applicable, but
only the rule with the smallest delay can be executed. If a rule is executed, then
a new state is reached, timers corresponding to enabled rules are decreased, timers
corresponding to disabled rules are removed, and new timers are set for rules which
become enabled. Let us observe that graph transformation rules can be in conﬂict,
and an application of one rule may disable application of another one.
This model is well suited for modelling of concurrency aspects, architectural
aspects as well as stochastic aspects. It uses timed events to model the concurrent
execution of events, thereby giving a direct representation of the intuitive idea that
each event has its own timer and will be applied when its time expired, independent
of other events. Our approach can be seen in the line of research combining high-
level modelling techniques with stochastic analysis.
Stochastic modelling is only useful if there are analysis techniques to investigate
the properties of the systems which are modelled. The more general a model-
ling approach is, the more diﬃcult is its analysis. Stochastic model checkers like
PRISM [14] are very powerful tools for Markov Chains, but fail when more general
stochastic processes are involved. Anyway, their power could not be fully exploited
for stochastic graph transformation, because the complete state space of the model
has to be generated ﬁrst, before model checking tools can be used. This procedure
emerged as a serious bottleneck, because the isomorphism checking involved is very
complex. Even systems consisting of a small number of nodes and edges can lead to
an enormous amount of states, a phenomenon known as state space explosion. When
switching to arbitrary distributions, model checking itself becomes more complex
[16].
We propose using Monte Carlo simulation techniques for testing stochastic graph
transformation systems with arbitrary distributions. Monte Carlo Methods are
stochastic simulation methods based on pseudo-random numbers. These methods
allow us to make predictions about system’s behaviour. The simulated system
is traversed on randomly chosen paths; those paths simulate real-time behaviour.
After a suﬃcient number of such paths is traversed, knowledge on the probabilistic
behaviour the system is gathered, with a certain conﬁdence interval which can be
narrowed by further runs. Simulation is thus a very well scalable technique. First
experiments with simulation have been promising, and we are currently developing
a tool for the analysis of stochastic graph transformation systems based on these
techniques.
The paper is organized as follows: The next section explains why it is necessary
to use general distributions. Section 3 presents the underlying notion of Generalised
Semi-Markov Processes. The new model called (Generalized) Stochastic Graph
Transformation System and the corresponding stochastic process are deﬁned in
Section 4. Section 5 explains how Monte Carlo simulation techniques can be used in
the case of stochastic graph transformation systems and presents some experimental
results. Section 6 concludes this paper.
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2 Integrating Graph Transformation and general dis-
tributions
Combining graph transformation systems with stochastic models which have non-
exponentially distributed application delays is not as trivial as one might expect.
Graph transformation is intrinsically concurrent; in general, more than one rule can
be applied to a graph. Non-deterministic choice between the alternatives leads to
the problem of sequential and parallel independence [19]. Stochastic graph trans-
formation aims at making this choice stochastic. Rule applications have stochastic
delays, and there is a race between all applicable rule matches which the fast-
est contestant wins. Formally, this means that the stochastic application delay of
the rules is computed for each match by drawing a random sample according to
a stochastic speciﬁcation, and the rule match with the smallest delay is applied
ﬁrst. For instance, think of a graph grammar modelling a network where rules con-
nect and disconnect can be applied to a certain state. For each rule, a probability
distribution speciﬁes the behaviour of these actions. Say, connect is exponentially
distributed with expected value 1 sec, and disconnect is normally distributed with
mean 25 sec and standard deviation 25 sec (truncated at 0). Then, in most cases
connect will win the race, leaving only probability 1% for disconnect. When all
actions are exponentially distributed, evaluating the race condition is easy because
of the memoryless property. This means that the time which had already elapsed
for the “loser” action need not be taken into account for the next race, as the
probability that an exponentially distributed random variable is greater than t + s
conditional on being greater than t is the same as being greater than s. Therefore,
in a continuous-time Markov chain, which is the structure obtained in the pure ex-
ponential case, a transition can be performed and one can forget about everything
which happened before.
In the case of general distributions, this simpliﬁcation is not possible. In the
example above, if rule disconnect has lost a couple of races, say adding up to 20 sec,
then this waiting time has to be considered, making an application more probable
– about 7% in one step, yielding more than 50% for ten consecutive steps. It is
this semantics which a modeller presumably intends when assigning probabilistic
waiting times to rules.
Proper assignment of waiting times in the context of graph transformation means
that matches have to be traced through transformation sequences. The waiting time
of a rule application has to be considered for every match of the rule as long as the
match is present. So if a transformation step changes elements of the graph which
are not in conﬂict with the match, i.e. if the productions are independent, the old
match is still present in the new graph, and the value of the timer measuring waiting
time has to be decreased. We will address this issue by using unfolding grammars,
which allows unique identiﬁcation of elements [3].
One solution avoiding waiting times is to approximate general distributions by
introducing virtual states and combining exponential distributed transitions in such
a way that the desired distribution results. This is known as Cox’s method of phase-
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type distributions [6]. A major drawback of this approach is that it expands the
state space. Also, many interesting distributions can only be approximated with
a very high number of virtual states. The resulting models are not intuitive, as
there is no direct correspondence between the states of the stochastic model and
the states of the system. We therefore propose a stochastic model which considers
waiting times – Generalised Semi-Markov Processes.
3 Generalised Semi-Markov Processes
Generalising the notion of CTMCs to arbitrary distributions, there are two op-
tions: Semi-Markov Chains [16] or Generalised Semi-Markov Processes. As dis-
cussed above, semantic models of interleaving processes need to consider waiting
times, which are not supported by Semi-Markov Chains. We therefore vote for the
second alternative and adopt the following deﬁnition from [2].
Deﬁnition 3.1 A generalised semi-Markov scheme (GSMS) is a structure
(Z,E, active, next, F ) where
• Z is the set of states;
• E is a set of events;
• active : Z → P(E) assigns a ﬁnite set of active events to each state;
• next : Z × E → Z is a partial function that assigns the next state according to
the current state and the event that is triggered. We assume that next(z, e) is
always deﬁned for z ∈ Z and e ∈ active(z);
• F : E → (R → [0, 1]) assigns to each event a continuous distribution func- tion
such that F (e)(0) = 0; we write Fe instead of F (e).
As initial condition a state z0 ∈ Z is appointed. A generalised semi-Markov process
(GSMP) is the stochastic process deﬁned by a GSMS.
The behaviour of a GSMP can be described as follows. In each state z, all active
events e ∈ active(z) are assigned a real number ρ(e), the remaining time to execute
the event. The next step is determined by the active event e∗ with smallest number
ρ(e). One can think of race between the competing events which is won by the
fastest event. Note that the probability that two events have the same time is 0 due
to the fact that the distribution function is continuous. Once the event is chosen,
the next state is given deterministically by next(z, e∗). The set New(z, e∗) of newly
activated events is deﬁned as
New(z, e∗) = active(next(z, e∗)) \
(
active(z)\{e∗}
)
,
i.e. the events which became active in the new state and have not been active
before. The set Old(z, e∗) is given by all active events that have been active in the
old state (without e∗):
Old(z, e∗) = active(z) ∩
(
active(next(z, e∗)) \ {e∗}
)
.
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Now, the value of ρ is determined randomly for all newly activated events e according
to their distribution Fe, and the value of all old events is decreased by ρ(e
∗). Thus
the updated function ρ′ is given by
ρ′(e) =
⎧⎨
⎩
Random(Fe), if e ∈ New(z, e
∗)
ρ(e)− ρ(e∗), if e ∈ Old(z, e∗)
where Random(Fe) denotes a random number determined by drawing a sample
according to distribution Fe.
The operational semantics of this model is deﬁned by mapping a GSMP to a
Stochastic Automaton [2]. Despite their more complex semantics, GSMPs are a
direct generalisation of continuous-time Markov chains (CTMC). In fact, a GSMP
in which all events are associated an exponential distribution is a CTMC. Because
of the memoryless property of the exponential distribution, it is not necessary to
consider how long an event has already been active, as the conditional probability
P(X > s + t | X > t) equals P(X > s). GSMPs provide an excellent basis for
modelling state-based systems with arbitrary distributions.
4 (Generalised) Stochastic Graph Transformation Sys-
tems
In this paper we use the single-pushout approach for graph transformation [19]. To
make the new model more general, we deﬁne graphs in a categoric way instead of
set theoretic one. Typed graph transformation is a technique of key relevance in the
modelling of visual languages and in model transformation. The type graph can be
deﬁned in several ways and used for various purposes; in particular it can be deﬁned
as a colimit obtained in a graph unfolding process [3]. Types can be understood in
particular as object IDs.
Deﬁnition 4.1 A directed graph is a quadruple G = 〈GV , GE , srcG, tarG〉 with a
set of vertices GV , a set of edges GE , and functions srcG : GE → GV and tarG :
GE → GV associating to each edge its source and target vertex. A graph morphism
f : G → H is a pair of functions 〈fV : GV → HV , fE : GE → HE〉 preserving
source and target, i.e., such that fV ◦ srcG = srcH ◦ fE and fV ◦ tarG = tarH ◦ fE.
A partial graph morphism f : G → H is a graph morphism which is deﬁned on a
subgraph dom(f) of G. A typed graph t over a (ﬁxed) type graph TG is a graph
morphism t : G → TG which assigns types to nodes and edges [7]. A morphism of
typed graphs is a graph morphism compatible with the typing.
A rule p : L
r
→ R consists of a rule name p and an injective partial graph
morphism r. A match for r : L → R into some graph G is a total injective
morphism m : L → G. Given a rule p and a match m for p in a graph G, the
SPO-transformation from G with p at m is the pushout of r and m in the category
of graphs and partial graph morphisms.
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A graph transformation system 〈TG,P, π,G0〉 consists of a type graph TG, a
set P of rule names and a function π mapping each rule name to a TG-typed rule
π(p) : Lp → Rp. We make use of negative application conditions (NACs) [9], shown
as crossed out nodes and edges in the ﬁgures. Images of crossed out elements must
not be present in the instance graph, otherwise the rule is not applicable. Every
crossing line represents one NAC, and all have to be satisﬁed in order to apply a
rule. Formally, a NAC is given by an injective morphism n : L → N which maps
the left hand side of a rule to a pattern N , and a rule is applicable iﬀ its match
m : L → G does not factor through n, i.e. there is no injective (total) morphism
f : N → G such that f ◦ n = m.
A generalised 2 stochastic graph transformation system associates with each rule
name a distribution function governing the delay of its application.
Deﬁnition 4.2 [stochastic GTS] A (generalised) stochastic graph transformation
system SG = 〈TG,P, π,G0, F 〉 consists of a graph transformation system G =
〈TG,P, π,G0〉 and a function F : P → (R → [0, 1]) associating with every rule
name a continuous distribution function Fp with F (e)(0) = 0.
Example 4.3 Figure 1 shows the rules of a graph transformation system modelling
a peer-to-peer network. New peers enter the network (rule new), establish a connec-
tion (rule connect), and eventually disappear (rule kill). The empty graph serves
as start graph. We assume that there is no dangling edge condition preventing
connected peers from being killed.
In order to obtain a stochastic graph transformation system, we have to associate
continuous time distributions with the rules. We assume that the arrival rate of new
peers is exponentially distributed with rate λ. This is a standard assumption in
queuing theory. Let the application delay of rule connect be governed by a normal
distribution with mean μ and standard deviation σ. So we assume that most peers
tend to be connected approximately the same time, which is chosen to be the mean
of the normal distribution. Finally, the lifetime of a peer (which corresponds to the
application delay of rule kill) is assumed to have Erlang distribution with shape k
and rate κ. The Erlang distribution specialises to the exponential distribution for
k = 1, but allows a greater ﬂexibility for deﬁning probability densities with peaks
later than time 0. It is therefore often applied for waiting times.
2 We call this kind of system generalised as it uses general distributions in contrast to the approach in [11].
In the rest of the paper, we will omit this word.
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p:P
new
p:P
connect
p1:P
p2:P
p:P
p2:P
p:P
kill
Figure 1. Peer-to-peer network: Basic rules
rule name distribution parameters
new 1− e−λx λ = 0.5
connect 1R∞
0
exp(−(t−μ)2/(2σ2))dt
x∫
0
exp (− (t−μ)
2
2σ2
)dt μ = 1, σ = 1
kill 1(k−1)!γ(k, κx) k = 2, κ = 0.5
The intuitive idea of the semantics of a Stochastic Graph Transformation Sys-
tem can be explained as follows. In the start state, all matches for all rules are
determined and stored as pairs < rule,match >. We call such a pair a rule match.
For each rule match the application time is set to a random number corresponding
to the distribution the rule obeys. Then, the rule match with the smallest time is
chosen, applied, and the remaining rule matches are checked. If their match is no
more applicable, they are removed. If it is still applicable to the new graph (we will
soon deﬁne this thoroughly), its time is reduced by the time that already elapsed.
All new rule matches are computed and assigned a random application time. Then
again, the fastest of them is chosen for application. So the waiting time of the
events which lost the last race is considered.
We formally deﬁne the semantics of a (Generalised) Stochastic Graph Trans-
formation System by mapping it to GSMP. The rough idea is to deﬁne the set of
states as all reachable graphs of the graph transformation system. An active event
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in a state is a rule match. Thus, the newly activated events in a sequence of states
are those rule matches which did not exist in the previous state. We therefore have
to compare matches to diﬀerent reachable graphs, which can be done by introdu-
cing a global name space. For this purpose, the concept of unfolding grammars [3]
comes handy, as it allows to derive from an arbitrary graph grammar a safe (i.e.
injectively typed) grammar providing a compact representation of the transition
system. The unfolding type graph TG′ can be seen as a global name space, and the
rules of the unfolding represent rule matches of the original grammar (typed over
the global name space). By using the unfolding, we can directly compare matches
into diﬀerent graphs, just by calculating their intersection in TG′.
Let SG = 〈G, F 〉 be a Generalised Stochastic Graph Transformation System,
where G = 〈TG,P, π,G0〉 is a typed graph grammar, and let UG = 〈TG
′, P ′, π′, G′0〉
be the unfolding grammar associated with G (ignoring F ). The construction of the
unfolding is explained in detail in [3]. Roughly, the type graph TG′ is a colimit of
the whole transition system which serves as a global name space, and a rule name
p′ ∈ P ′ represents a rule match 〈p,m〉 of the underlying grammar G, where m is an
embedding into TG′.
The unfolding is mapped over the original grammar by the so-called folding
morphism χ = 〈χT , χP 〉 : UG → G. The ﬁrst component χT : TG
′ → TG is a
graph morphism mapping each graph item in the type graph of the unfolding to
the corresponding item in the type graph of the original grammar G. The second
component χP : P
′ → P maps any production occurrence 〈p,m〉 in the unfolding
to the corresponding production p of G.
We are now ready to deﬁne the GSMP associated with a Stochastic Graph
Transformation System. The state space Z consists of all graphs reachable from
the start graph by applying the rules from the unfolding grammar. The set E of
events is deﬁned as E := P ′. Rule matches which coincide on the global name space
are thus identiﬁed. The set active of active events in a state G ∈ Z consists of
all rules applicable to G. Given such a match, the result of function next(G, p′) is
deﬁned to be the unique graph resulting from applying rule p′ to G in the unfolding
grammar. We assume a concrete deterministic deﬁnition of the pushout.
The deﬁnition of function F is extended from rule names to events:
Fp′ = Fp for p = χP (p
′).
Putting the parts together, we obtain a generalised semi-Markov scheme
(Z,E, active, next, F ). The GSMP associated with this scheme deﬁnes the se-
mantics of SG.
5 Analysis
Once a Generalised Semi-Markov Process is obtained, one can analyse its properties
in order to get knowledge on the behaviour of the system which was modelled.
Important aspects include the behaviour on the long run – the steady state – as well
as transient analysis, which gives the probability that a transition is performed in
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p:P
limited
p1:P
p2:P
:P
:P
:P
:P
p:P p1:P
p2:P
p:P
smart
p1:P
p2:P
p:P p1:P
p2:P:P
Figure 2. Peer-to-peer network: Alternative shortcut rules
a certain period of time.
The numerical analysis of stochastic graph transformation systems can be done
in diﬀerent ways. The approach proposed in [11] consists in generating the state
space of the system, transforming the result to a stochastic model, and using existing
model checking tools to analyse its properties. This procedure suﬀers from the
drawback that state space generation is very complex due to the fact that isomorphic
graphs have to be determined. When leaving the realm of exponential distributions,
model checking tools become less eﬃcient, and arbitrary distributions are usually
not covered. So we use Monte Carlo simulation as an alternative approach [5].
The intuitive idea is to traverse a number of randomly chosen paths through the
system, and thereby sample information on its behaviour. More precisely, pseudo-
random numbers are generated according to a given distribution. Depending on
the outcome of this pseudo-random experiment, the successor state of the currently
occupied state is chosen. Repeating this procedure results in a path through the
system, and generating a suﬃcient number of such paths, one can make predictions
on the system’s properties.
The Event Scheduling Scheme proposed in [5, Sect. 10.2] provides a simulation
algorithm for GSMPs. First, an initialisation procedure has to be performed: The
state of the system is set to the initial state, the simulation time is set to 0. Random
numbers t are determined for all events e active in the initial state, and the scheduled
event list is initialised with them, with all entries sorted in increasing order according
to their scheduled times.
After that, the following steps are repeated until some termination condition is
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reached:
Step 1 Remove the ﬁrst entry (e, t) from the scheduled event list.
Step 2 Update the simulation time by advancing it to the new event time t.
Step 3 Update the state according to the state transition function z′ = next(z, e).
Step 4 Delete from the scheduled event list all entries corresponding to inactive
events in z′, i.e. delete all (ek, tk) such that ek /∈ active(z
′).
Step 5 Add to the scheduled event list any active event which is not already sched-
uled (possibly including the triggering event removed in Step 1). The scheduled
event time is computed by randomly generating a number according to the event’s
distribution function and adding it to the current simulation time.
Step 6 Reorder the scheduled event list such that all entries are sorted in increasing
order of their scheduled times.
We prepared an experimental implementation of the event scheduling scheme
in Java, using AGG [21] and the stochastic simulation library SSJ [15]. AGG is
a rule based tool for graph transformation providing a visual user interface and a
Java API. Models are represented by attributed graphs which are typed by type
graphs. AGG is based on the single-pushout approach, but also allows to simulate
the double-pushout approach by checking the identiﬁcation- and dangling-edge-
conditions. The implementation was used to compare two diﬀerent strategies for
introducing shortcuts in peer-to-peer networks [10]. Figure 5 shows the rules limited
and smart. The ﬁrst one adds shortcut connections whenever there is no direct con-
nection, with a limited total number of three connections for each peer. The latter
rule adds shortcuts whenever there is neither a direct connection, nor a connection
via one other peer. Thus, the shortcut is only added if there is no other peer to
replace peer p in case of failure [17].
Visual Modelling of stochastic graph transformation systems was done with the
AGG graphical user interface. The additional information on the distribution asso-
ciated with each rule was provided in a text based property ﬁle. Integration of this
information into existing tools is an interesting issue as it would be more convenient
for the user.
The main objective of stochastic simulation is to estimate quantities related to
the modelled system by analysing the simulation results. Depending on whether
we are interested in the long run behaviour of the system or in transient analysis,
diﬀerent simulation techniques have to be applied. We will shortly discuss both
cases.
An interesting long run property of our network example is the proportion of
unconnected peers. It is possible that a system converges to the steady-state when
time progresses and can then be characterised by a discrete distribution over the
state space. This is not always the case, e.g. when the number of nodes of a
stochastic graph transformation system is not limited. However, we are in general
not interested in the steady-state per se, but in the value of some function, such as
for example the proportion of unconnected peers. These quantities may converge
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as t →∞, even if no steady-state is reached. A simulation strategy for the long-run
behaviour can be described as follows: Let T be the length of the simulation run
and let the quantity of interest be φ(T ). Extend the simulation to 2T and determine
φ(2T ). If |φ(2T ) − φ(T )| < ε for some predeﬁned ε, terminate. Otherwise, extend
the simulation time T until the condition holds. Of course, this does not guarantee
that |φ(t1)− φ(t2)| < ε for all t1, t2 > T , because the system may ﬂuctuate, but it
is a reasonable assumption in many practical cases [5].
With transient analysis, the simulation strategy is diﬀerent. Consider for in-
stance the probability that a peer which uses the network for 1 hour suﬀers discon-
nection in this period of time. Here, it is not reasonable to extend the simulation
time for more than 1 hour. One simulation run will only give one sample path,
and estimates can be obtained by repeating the simulation with the same initial
conditions, following the method of independent replications [5]. Statistical ana-
lysis of the simulation results involves computation of conﬁdence intervals, which
is automised in the SSJ framework [15]. The number of simulation runs depends
on the desired conﬁdence level. Other transient properties can even involve the
simulation time itself. For instance, the average time until an error occurs might
be of interest. In this case, a simulation run is performed until an error state is
reached, after that the next run is started. The number of runs depends again on
the desired conﬁdence interval.
We deployed our experimental implementation to analyse the system from Ex-
ample 4.3, to which either rule limited or rule smart was added as shortcut strategy,
and compared the results. Both rules were assumed to obey an exponential distri-
bution with parameter 1. As start graph, the empty graph was used. Undirected
edges were modelled in AGG by bidirectional one. The property under investiga-
tion was the proportion of unconnected peers in the long run. The simulation ran
over 100,000 transitions, taking approximately 8 hours on a laptop computer with
Pentium M 1.40 GHz processor and 500 MB RAM. Obviously, this time could be
reduced signiﬁcantly on high-capacity workstations. The result was that rule smart
leads to 99.2% of connected nodes in the long run, while with limited, only 91.4%
of the peers are connected.
Time measurement was done in milliseconds using the system time. As expected,
almost the whole computing time was used for calculating matches. The time needed
for one match diﬀered widely depending on the rule and the size of the instance
graph. While rule new does not require any signiﬁcant computation time (< 1ms),
rule smart was the most time consuming rule, with a range between 100 and 400
ms for graphs of around ten nodes and between 20 and 40 edges. More detailed
performance measurement is planned for the future.
The simulation algorithm involves computing all matches of rules to the current
graph, and compare them to old matches, in order to compute the probabilities
correctly. AGG provides an eﬃcient graph pattern matching algorithm for calcu-
lating a single match on the basis of a constraint satisfaction problem. For every
match of the current graph, two conditions need to be checked: First, we have to
check whether it is a new match. This can be done easily by comparing the unique
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object identities of the graph elements involved. Second, the negative application
conditions have to be checked again, because they may be violated by parts of the
graph which had not been present before the last production. The performance of
this procedure proved to be tolerable for experimental purposes. However, in order
to perform more realistic simulations, performance of the implementation needs to
be improved. A possible solution is provided by the database approach presented in
[22]. This technique keeps track of all possible matchings of graph transformation
rules in database tables, and updates these tables incrementally to exploit the fact
that rules typically perform only local modiﬁcations to models. Database manage-
ment systems provide eﬃcient algorithms for computing and updating views. We
plan to take advantage of them for developing an eﬃcient tool.
6 Conclusion
In this paper, we propose a new model of Stochastic Graph Transformation with
general distributions. This model allows us to study a wider class of systems than
the models based on exponential distribution. However analysis of those models
is more complex than the restricted one. There are no powerful model checking
techniques for Generalised Semi-Markov Processes. This can be partially remedied
by Monte Carlo simulation techniques.
In the future we are going to implement a tool for stochastic graph transform-
ation with general distributions. We are going to investigate to what extend data
base management systems can be used for this purpose. Our goal is also to study
more realistic examples. We will further investigate applicability of already existing
simulation techniques to stochastic graph rewriting. On the other hand, we will
develop a logic for speciﬁcation of stochastic properties in SGT and investigate the
possibilities of model checking. In many systems, there is a mix between stochastic
and deterministic behaviour. We will therefore relate our model to Stochastic Auto-
mata.
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