Introduction
Mathematicians' obsession with counting led to many interesting and far-fetched problems. These lectures are structured around a seemingly innocent counting problem: Problem 1.1 (Real root counting). Given a system f = (f 1 , . . . , f n ) of real polynomial equations in n variables, count the number of real solutions.
You can also find here a crash-course in Newton iteration. We will state and analyze a Newton iteration based 'inclusion-exclusion' algorithm to count (and find) roots of real polynomials.
That algorithm was investigated in a sequence of three papers by Felipe Cucker, Teresa Krick, Mario Wschebor and myself (2008 , 2009 , 2012 . Good numerical properties are proved in the first paper. For instance, the algorithm is tolerant to controlled rounding error. Instead of covering such technicalities, I will present a simplified version and focus on the main ideas.
The interest of Problem 1.1 lies in the fact that it is complete for the complexity class #P R over the BSS (Blum-Shub-Smale) computation model over R. See Blum et al. (1998) for the BSS model of computation. The class #P R was defined by Meer (2000) as the class of all functions f : R ∞ → {0, 1} ∞ ∪ {∞} such that there exists a BSS Date: July 13, 2012. Lecture notes for the Santaló summer school on Recent Advances in Real Complexity and Computation, held at the Palacio de la Magdalena, Santander, and sponsored by the Universidad Internacional Menéndez Pelayo and the Universidad de Cantábria.
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c 2011 by Gregorio Malajovich applies to Sections 2 to 6. Those appeared previously in Malajovich (2011) . c 2012 by the author for the remaining sections. machine M working in polynomial time and a polynomial q satisfying f (y) = #{z ∈ R q(size(y) : M (y, z) is an accepting computation.}
We refer to Bürgisser and Cucker (2006) for the proof of completeness and to Cucker et al. (2008) for references on the subject of counting zeros.
Counting real polynomial roots in R n can be reduced to counting polynomial roots in S n+1 . Given a degree d polynomial f (x 1 , . . . , x n ), its homogenization is f homo (x 0 , . . . , x n ) = x d 0 f (x 1 /x 0 , . . . , x n /x 0 ). Exercise 1.1 (Beware of infinity). Find an homogeneous polynomial g = g(y, u) of degree 2 in n + 2 variables such that #{x ∈ R n : f 1 (x) = · · · = f n (x) = 0} + 1 = = 1 2 #{(y, u) ∈ S n+1 : f homo 1
(y) = · · · = f homo n (y) = g(y, u) = 0}.
Because of the exercise above, replacing n by n − 1, Problem 1.1 reduces to: Problem 1.2 (Real root counting on S n ). Given a system f = (f 1 , . . . , f n ) of real homogeneous polynomial equations in n + 1 variables, count the number of solutions in S n .
This course is organized as follows. We start by a review of alphatheory. This theory originated with a couple of theorems proved by Steve Smale (1986) and improved subsequently by several authors. It allows to guarantee (quantitatively) from the available data that Newton iterations will converge quadratically to the solution of a system of equations.
Then I will speak about the inclusion-exclusion algorithm. It uses crucially several results of alpha-theory.
The complexity of the inclusion-exclusion algorithm depends upon a condition number. By endowing the input space with a probability distribution, one can speak of the expected value of the condition number and of the expected running time. The final section is a review of the complexity analysis performed in Cucker et al. (2009) and Cucker et al. (2012) .
A warning: these lectures are informal. The model of computation is cloud computing. This means that we will allow for exponentially many parallel processors (essentially, BSS machines) at no additional cost. Moreover, we will be informal in the sense that we will assume that square roots and operator norms can be computed exactly in finite time. While this does not happen in the BSS model, those can be approximated and all our algorithms can be rewritten as rigorous BSS algorithms at the cost of a harder complexity analysis 
Outline
Let f be a mapping between Banach spaces. Newton Iteration is defined by
wherever Df (x) exists and is bounded. Its only possible fixed points are those satisfying f (x) = 0. When f (x) = 0 and Df (x) is invertible, we say that x is a nondegenerate zero of f . It is well-known that Newton iteration is quadratically convergent in a neighborhood of a nondegenerate zero ζ. Indeed,
There are two main approaches to quantify how fast is quadratic convergence. One of them, pioneered by Kantorovich (1949) assumes that the mapping f has a bounded second derivative, and that this bound is known.
The other approach, developed by Smale (1985 Smale ( , 1986 and described here, assumes that the mapping f is analytic. Then we will be able to estimate a neighborhood of quadratic convergence around a given zero (Theorem 4.2) or to certify an 'approximate root' (Theorem 5.3) from data that depends only on the value and derivatives of f at one point.
A more general exposition on this subject may be found in Dedieu (1997b) , covering also overdetermined and undetermined polynomial systems.
The gamma invariant
Through this chapter, E and F are Banach spaces, D ⊆ E is open and f : E → F is analytic.
This means that if x 0 ∈ E is in the domain of E, then there is ρ > 0 with the property that the series
converges uniformly for x − x 0 < ρ, and its limit is equal to f (x) (For more details about analytic functions between Banach spaces, see Nachbin (1964 Nachbin ( , 1969 ). In order to abbreviate notations, we will write (1) as
where the exponent k means that x−x 0 appears k times as an argument to the preceding multi-linear operator.
The maximum of such ρ will be called the radius of convergence. (It is ∞ when the series (1) is globally convergent). This terminology comes from univariate complex analysis. When E = C, the series will converge for all x ∈ B(x 0 , ρ) and diverge for all x ∈ B(x 0 , ρ). This is no more true in several complex variables, or Banach spaces (Exercise 4.1).
The norm of a k-linear operator in Banach Spaces (such as the k-th derivative) is the operator norm, for instance
As long as there is no ambiguity, we drop the subscripts of the norm.
Definition 3.1 (Smale's γ invariant). Let f : D ⊆ E → F be an analytic mapping between Banach spaces, and
In the one variable setting, this can be compared to the radius of convergence ρ of f (x)/f (x 0 ), that satisfies
∞ map between Banach spaces, and x 0 ∈ D. Then f is analytic in x 0 if and only if, γ(f, x 0 ) is finite. The series
Proof of the if in Prop.3.2. The series
Before proving the only if part of Proposition 3.2, we need to relate the norm of a multi-linear map to the norm of the corresponding polynomial.
Lemma 3.3. Let k ≥ 2. Let T : E k → F be k-linear and symmetric. Let S : E → F, S(x) = T (x, x, . . . , x) be the corresponding polynomial. Then,
Proof. The polarization formula for (real or complex) tensors is
It is easily derived by expanding the expression inside parentheses. There will be 2 k k! terms of the form
k ) or its permutations. All other terms miss at least one variable (say x j ). They cancel by summing for j = ±1.
It follows that when x ≤ 1,
The Lemma follows from using Stirling's formula,
We obtain:
Then we use the fact that k ≥ 2, hence √ 2πk ≥ e.
Proof of Prop.3.2, only if part. Assume that the series (2) converges uniformly for x − x 0 < ρ. Without loss of generality assume that E = F and Df (x 0 ) = I. We claim that lim sup
Indeed, assume that there is δ > 0 and infinitely many pairs (k, u) with u i = 1 and
In that case,
infinitely many times, and hence (2) does not converge uniformly on B(x 0 , ρ). Now, we can apply Lemma 3.3 to obtain:
and therefore
Exercise 3.1. Show the polarization formula for Hermitian product:
Explain why this is different from the one in Lemma 3.3. 
The γ-Theorems
The following concept provides a good abstraction of quadratic convergence.
Definition 4.1 (Approximate zero of the first kind). Let f : D ⊆ E → F be as above, with f (ζ) = 0. An approximate zero of the first kind associated to ζ is a point x 0 ∈ D, such that
(1) The sequence (x) i defined inductively by x i+1 = N (f , x i ) is well-defined (each x i belongs to the domain of f and Df (x i ) is invertible and bounded).
The existence of approximate zeros of the first kind is not obvious, and requires a theorem.
Banach spaces. Let ζ be a nondegenerate zero of f . Assume that
Every x 0 ∈ B is an approximate zero of the first kind associated to ζ. The constant (3 − √ 7)/2 is the smallest with that property.
Before going further, we remind the reader of the following fact.
Lemma 4.3. Let d ≥ 1 be integer, and let |t| < 1. Then,
Proof. Differentiate d − 1 times the two sides of the expression 1/(1 − t) = 1 + t + t 2 + · · · , and then divide both sides by d − 1! Lemma 4.4. The function ψ(u) = 1 − 4u + 2u 2 is decreasing and non-negative in [0, 1 − √ 2/2], and satisfies:
The proof of Lemma 4.4 is left to the reader (but see Figure 1 ). Another useful result is: Lemma 4.5. Let A be a n × n matrix. Assume A − I 2 < 1. Then A has full rank and, for all y,
Proof. By hypothesis, Ax > 0 for all x = 0 so that A has full rank. Let y = Ax. By triangular inequality,
Also by triangular inequality,
The following Lemma will be needed:
Proof. Expanding y → Df (x) −1 Df (y) around x, we obtain:
Rearranging terms and taking norms, Lemma 4.3 yields
By Lemma 4.5 we deduce that Df (x) −1 Df (y) is invertible, and
Here is the method for proving Theorem 4.2 and similar ones: first we study the convergence of Newton iteration applied to a 'universal' function. In this case, set
(See figure 2) . The function h γ has a zero at t = 0, and γ(h γ , 0) = γ. Then, we compare the convergence of Newton iteration applied to an arbitrary function to the convergence when applied to the universal function.
. Then the sequences
are well-defined for all i, lim i→∞ t i = 0, and
Proof. We just compute
, (3) implies that the sequence u i is decreasing, and by induction
This also implies that lim t i = 0.
When
Before proceeding to the proof of Theorem 4.2, a remark is in order. Both Newton iteration and γ are invariant with respect to translation and to linear changes of coordinates: let g(x) = Af (x − ζ), where A is a continuous and invertible linear operator from F to E. Then
Also, distances in E are invariant under translation.
Proof of Th.4.2. Assume without loss of generality that ζ = 0 and Df (ζ) = I. Set γ = γ(f , x), u 0 = x 0 γ, and let h γ and the sequence (u i ) be as in Lemma 4.7.
We will bound
The Taylor expansions of f and Df around 0 are respectively:
Combining the two equations, above, we obtain:
Using Lemma 4.3 with d = 2, the rightmost term in (6) is bounded above by
Combining Lemma 4.6 and (8) in (6), we deduce that
, we obtain as in Lemma 4.7 that
We have seen in Lemma 4.7 that the bound above fails for i = 1
Notice that in the proof above,
Therefore, convergence is actually faster than predicted by the definition of approximate zero. We proved actually a sharper result:
If x 0 ∈ B, then the sequences
ψ(u i ) are well-defined for all i, and
. Table 1 and Figure 3 show how fast u i /u 0 decreases in terms of u 0 and i.
To conclude this section, we need to address an important issue for numerical computations. Whenever dealing with digital computers, it is convenient to perform calculations in floating point format. This means that each real number is stored as a mantissa (an integer, By using floating point numbers, a huge gain of speed is obtained with regard to exact representation of, say, algebraic numbers. However, computations are inexact (by a typical factor of 2 −24 or 2 −53 ). Therefore, we need to consider inexact Newton iteration. An obvious modification of the proof of Theorem 4.2 gives us the following statement:
Theorem 4.9. Let f : D ⊆ E → F be an analytic map between Banach spaces. Let ζ be a nondegenerate zero of f . Let
(2) x 0 ∈ B, and the sequence x i satisfies
The sequence u i is defined inductively by
Then the sequences u i and x i are well-defined for all i, x i ∈ D, and
Proof. By hypothesis,
so the sequence u i is decreasing and positive. For short, let q =
Assume that u i /u 0 ≤ 2 −2 i +1 . In that case,
From now on we use the assumptions, notations and estimates of the proof of Theorem 4.2. Combining (5) and (8) in (6), we obtain again that
This time, this means that
By induction that x i − ζ γ(f , ζ) < u i and we are done.
Exercise 4.1. Consider the following series, defined in C 2 :
Compute its radius of convergence. What is its domain of absolute convergence ?
Exercise 4.2. The objective of this exercise is to produce a non-optimal algorithm to approximate √ y. In order to do that, consider the map-
(1) Compute γ(f, x).
(2) Show that for 1 ≤ y ≤ 4, x 0 = 1/2 + y/2 is an approximate zero of the first kind for x, associated to y. (3) Write down an algorithm to approximate √ y up to relative accuracy 2 −63 .
Exercise 4.3. Let f be an analytic map between Banach spaces, and assume that ζ is a nondegenerate zero of f .
(1) Write down the Taylor series of Df (ζ)
This shows that two nondegenerate zeros cannot be at a distance less than 1/2γ(f , ζ). Results of this type appeared in Dedieu (1997a) , but some of them were known before Malajovich (1993, Th.16 ).
5.
Estimates from data at a point Theorem 4.2 guarantees quadratic convergence in a neighborhood of a known zero ζ. In practical situations, ζ is not known. A major result in alpha-theory is the criterion to detect an approximate zero with just local information. We need to slightly modify the definition.
Definition 5.1 (Approximate zero of the second kind). Let f : D ⊆ E → F be as above. An approximate zero of the second kind associated to ζ ∈ D, f (ζ) = 0, is a point x 0 ∈ D, such that
For detecting approximate zeros of the second kind, we need:
Definition 5.2 (Smale's β and α invariants).
The β invariant can be interpreted as the size of the Newton step
Theorem 5.3 (Smale) . Let f : D ⊆ E → F be an analytic map between Banach spaces. Let
.
x 0 is an approximate zero of the second kind, associated to some
The constant α 0 is the largest possible with those properties.
This theorem appeared in Smale (1986) . The value for α 0 was found by Wang Xinghua Wang Xinghua (1993) . Numerically, 157, 670, 780, 786, 754, 587, 633, 942, 608, The proof of Theorem 5.3 follows from the same method as the one for Theorem 4.2. We first define the 'worst' real function with respect to Newton iteration. Let us fix β, γ > 0. Define
We assume for the time being that α = βγ < 3 − 2 √ 2 = 0.1715 · · · . This guarantees that h βγ has two distinct zeros
with of course ∆ = (1 + α) 2 − 8α. An useful expression is the product formula
From (9), h βγ has also a pole at γ −1 . We have always 0 < ζ 1 < ζ 2 < γ −1 . The function h βγ is, among the functions with h (0) = −1 and β(h, 0) ≤ β and γ(h, 0) ≤ γ, the one that has the first zero ζ 1 furthest away from the origin.
Proposition 5.4. Let β, γ > 0, with α = βγ ≤ 3 − 2 √ 2. let h βγ be as above. Define recursively t 0 = 0 and t i+1 = N (h βγ , t i ). then (10)
Proof. By differentiating (9), one obtains
and hence the Newton operator is
A tedious calculation shows that N (h βγ , t) is a rational function of degree 2. Hence, it is defined by 5 coefficients, or by 5 values.
In order to solve the recurrence for t i , we change coordinates using a fractional linear transformation. As the Newton operator will have two attracting fixed points (ζ 1 and ζ 2 ), we will map those points to 0 and ∞ respectively. For convenience, we will map t 0 = 0 into y 0 = 1. Therefore, we set
Let us look at the sequence y i = S(t i ). By construction y 0 = 1, and subsequent values are given by the recurrence
It is an exercise to check that (11) y i+1 = qy 2 i , Therefore we have y i = q 2 i −1 , and equation (10) Proof. Using the closed form for t i , we get:
In the particular case i = 0,
Thus, C 0 = 1. The reader shall verify in Exercise 5.1 that C i is a non-increasing sequence. Its limit is non-zero. Proof of Th.5.3. Let β = β(f , x 0 ) and γ = γ(f , x 0 ). Let h βγ and the sequence t i be as in Proposition 5.4. By construction, x 1 − x 0 = β = t 1 − t 0 . We use the following notations:
Those will be compared tô
Induction hypothesis: β i ≤β i and for all l ≥ 2,
The initial case when i = 0 holds by construction. So let us assume that the hypothesis holds for i. We will estimate
Passing to norms,
The same argument shows that
Also, computing directly,
We established that
Now the second part of the induction hypothesis:
Passing to norms and invoking the induction hypothesis,
and then using Lemma 4.6 and (14),
A direct computation similar to (14) shows that
and since the right-hand-terms of the last two equations are equal, the second part of the induction hypothesis proceeds. Dividing by l!, taking l − 1-th roots and maximizing over all l, we deduce that γ i ≤γ i .
Proposition 5.5 then implies that x 0 is an approximate zero.
The second and third statement follow respectively from Table 2 . Values of −log 2 ( x i − ζ /β) in function of α and i.
The same issues as in Theorem 4.2 arise. First of all, we actually proved a sharper statement. Namely, Theorem 5.6. Let f : D ⊆ E → F be an analytic map between Banach spaces. Let
Let x 0 ∈ D be such that α(f , x 0 ) ≤ α and assume furthermore that B(x 0 , rβ(f , x 0 )) ⊆ D. Then, the sequence x i+1 = N (f , x i ) is well defined, and there is a zero ζ ∈ D of f such that
. for η and q as in Proposition 5.4. Figure 5 show how fast x i − ζ /β decreases in terms of α and i.
The final issue is robustness. There is no obvious modification of the proof of Theorem 5.3 to provide a nice statement, so we will rely on Theorem 4.9 indeed.
Theorem 5.7. Let f : D ⊆ E → F be an analytic map between Banach spaces. Let δ, α and u0 satisfy
. Assume that (2) x 0 ∈ B, and the sequence x i satisfies
Numerically, α 0 = 0.074, 290 · · · satisfies the hypothesis of the Theorem. A version of this theorem (not as sharp, and another metric) appeared as Theorem 2 in Malajovich (1994) .
The following Lemma will be useful:
Proof. In order to estimate the higher derivatives, we expand:
and by Lemma 4.3 for d = l + 1,
Combining with Lemma 4.6,
Taking the l − 1-th power,
Proof of Theorem 5.7. We have necessarily α < 3 − 2 √ 2 or r is undefined. Then (Theorem 5.6) there is a zero ζ of f with x 0 − ζ ≤ rβ(f, x 0 ). Then, Lemma 5.8 implies that x 0 − ζ γ(f , ζ) ≤ u 0 . Now apply Theorem 4.9.
Exercise 5.1. The objective of this exercise is to show that C i is nonincreasing.
(1) Show the following trivial lemma:
Exercise 5.2. Show that
Part 2. Inclusion and exclusion
Eckart-Young theorem
The following classical theorem in linear algebra is known as the singular value decomposition (svd for short).
Theorem 6.1. Let A : R n → R m (resp. C n → C m ) be linear. Then, there are σ 1 ≥ · · · ≥ σ r > 0, r ≤ m, n, such that A = U ΣV * with U ∈ O(m) (resp. U (m)), V ∈ O(n) (resp. U (n)) and Σ ij = σ i for i = j ≤ r and 0 otherwise.
It is due to Sylvester (real n × n matrices) and to Eckart and Young (1939) in the general case, now exercise 6.1 below.
Σ is a m × n matrix. It is possible to rewrite this in an 'economical' formulation with Σ an r×r matrix, U and V orthogonal (resp. unitary) m × r and n × r matrices. The numbers σ 1 , . . . , σ r are called singular values of A. They may be computed by extracting the positive square root of the non-zero eigenvalues of A * A or AA * , whatever matrix is smaller. The operator and Frobenius norm of A may be written in terms of the σ i 's:
The discussion and the results above hold when A is a linear operator between finite dimensional inner product spaces. It suffices to choose an orthonormal basis, and apply Theorem 6.1 to the corresponding matrix.
When m = n = r, A 
.
The second choice was suggested by Demmel (1988) . Using that definition he obtained bounds on the probability that a matrix is poorly conditioned. The exact probability distribution for the most usual probability measures in matrix space was computed in Edelman (1992) .
Assume that A(t)x(t) ≡ b(t) is a family of problems and solutions depending smoothly on a parameter t. Differentiating implicitly,
x. Passing to norms and to relative errors, we quickly obtain
This bounds the relative error in the solution x in terms of the relative error in the coefficients. The usual paradigm in numerical linear algebra dates from Turing (1948) and Wilkinson (1994) . After the rounding-off during computation, we obtain the exact solution of a perturbed system. Bounds for the perturbation or backward error are found through line by line analysis of the algorithm. The output error or forward error is bounded by the backward error, times the condition number.
Condition numbers provide therefore an important metric invariant for numerical analysis problems. A geometric interpretation in the case of linear equation solving is: Theorem 6.2. Let A be a nondegenerate square matrix.
In particular, this implies that
A pervading principle in the subject is: the inverse of the condition number is related to the distance to the ill-posed problems.
It is possible to define the condition number for a full-rank nonsquare matrix by
Theorem 6.3. (Eckart and Young, 1936) Let A be an m × n matrix of rank r. Then,
In particular, if r = min(m, n),
Exercise 6.1. Prove Theorem 6.1. Hint: let u, v, σ such that Av = σu with σ maximal, u = 1, v = 1. What can you say about A |v ⊥ ?
Exercise 6.2. Prove Theorem 6.3.
Exercise 6.3. Assume furthermore that m < n. Show that the same interpretation for the condition number still holds, namely the norm of the perturbation of some solution is bounded by the condition number, times the perturbation of the input.
The space of homogeneous polynomial systems
We will denote by H R d the space of polynomials of degree d in n + 1 variables. This space can be assimilated to the space of symmetric d-linear forms. For instance, when d = 2, the polynomial
can be assimilated to a symmetric bilinear form and can be represented by a matrix. In general, a homogeneous polynomial can be represented by a symmetric tensor
The canonical inner product for tensors is given by
The same inner product for polynomials is written
Lemma 7.1. Let Q be an orthogonal n × n matrix, that is
Exercise 7.1. Prove Lemma 7.1
We say that the above inner product is invariant under orthogonal action. We will always assume this inner-product for H R d . It is also important to notice that H R d is that it is a reproducing kernel space. Let
The condition number
Now, let's denote by H R d the space of systems of homogeneous polynomials of degree d = (d 1 , . . . , d n ) . The condition number measures how does the solution of an equation depends upon the coefficients.
Therefore, assume that both a polynomial system f ∈ S(H R d ) and a point x ∈ S(R n+1 ) depend upon a parameter t. Say,
Differentiating, one gets
The normalized condition number is defined for f ∈ H
Proposition 8.1.
(1) If f t and x t are paths in S(H R d ) and S(R n+1 ) respectively, and
(2) Let x ∈ S(R n+1 ) be fixed. Then the mapping
Proof. Item 1 follows from (15). In order to prove item 2, let x ∈ S(R n+1 ) be fixed and let f ∈ H R d . Assume that y ⊥ x. We can write f (x + y) as
This suggests a decomposition of H R d into terms that are 'constant', 'linear' or 'higher order' at x.
where (u 1 , . . . , u n ) is an orthonormal basis of x ⊥ and (e 1 , . . . , e n ) is the canonical basis of R n . In this basis, the projection of f in H 1 is just
Thus, the subspace H 1 of H R d is isomorphic to the space of n × n matrices. Moreover, π : H R d → H 1 is an orthogonal projection. Items 3 and 4 follow now easily from Theorem 6.3.
We denote by ρ(x, y) = (x0y) the angular distance between x ∈ S n and y ∈ S n . The following estimate is quite useful:
Remark 8.3. Similar formulas appeared in Bürgisser and Cucker (2011) and Dedieu et al. (2012) . The final form here appeared in Malajovich (2011) and generalizes to the sparse condition number.
Proof. Let R be a rotation taking y to x. Then, µ(g, y) = µ(g • R, x). Moreover, it is easy to check that
Now, notice that Proposition 8.1(3) implies:
The theorem follows by taking inverses.
The inclusion theorem
For any x ∈ S(H R d ), we denote by A x be the affine space x + x ⊥ and by
Then F x is an n-variate polynomial system of degree d.
Lemma 9.1. (Shub and Smale, 1993) 
Proof. For simplicity assume f = 1. Let k ≥ 2 and
where
. Differentiating K d i with respect to y, one obtains:
The norm of
. . , u k ) (as a polynomial of y) can be computed using the reproducing kernel property.
2 −k and using Exercise 8.1,
Whenever the sequence (X k ) k∈N defined by X 0 = 0, X k+1 = = N (F x , X k ) converges, let X * = lim X k and define
As in Theorem 5.3, define
Numerically, α * > 0.116. (This is better than ).
) and x ∈ S n be such that
(2) 0 is an approximate zero of the second kind of F x , and in par-
Proof.
(1) By Lemma 9.1,
(2) Since α * ≤ α, we can apply Theorem 5.3 to F x and 0. (3) Since 0 is a zero of the second kind for F x ,
and hence by homogeneity f (ζ x ) = 0.
and hence, as in item 1:
This theorem appeared in Cucker et al. (2008) . For other inclusion/exclusion theorems based in alpha-theory, see Giusti et al. (2007) .
The exclusion lemma
Lemma 10.1. Let f ∈ S(H R d ) and let x, y ∈ S n with ρ(x, y) ≤ √ 2. Then,
Proof. First of all,
with θ = ρ(x, y). Since θ ≤ π < √ 30, we have always
The reader will check that for
Part 3. The algorithm and its complexity
Convexity and geometry Lemmas
Definition 11.1. Let y 1 , . . . , y s ∈ S n belong to the same hemisphere, that is y i , z > 0 for a fixed z. The spherical convex hull of y 1 , . . . , y s is defined as
This is the same as the intersection of the sphere with the cone {λ 1 y 1 + · · · + λ s y s : λ 1 , . . . , λ s ≥ 0}. We will need the following convexity Lemma from Cucker et al. (2008) :
Lemma 11.2. Let y 1 , . . . , y s ∈ S n belong to the same hemisphere. Let r 1 , . . . , r s > 0 and let B(y i , r i ) = {x ∈ S n : ρ(x, y i ) < r i }. If ∩B(y i , r i ) = ∅, then SCH(y 1 , . . . , y s ) ⊂ ∪B(y i , r i ).
Exercise 11.1. Prove Lemma 11.2 above.
For the root counting algorithm, we will need to define a mesh on the sphere. Lemma 11.3. For every η = 2 −t , we can construct a set C(η) ⊆ S n satisfying:
Proof. Just set
This corresponds to dividing Q = {x : x ∞ = 1} into n-cubes of sidẽ η. The maximal distance in Q between a point Z ∈ Q and a point X in the mesh is half of the diagonal, or η √ n. Then
Now, let Y be the set of points y ∈ C(η) such that the distance along Q between x/ x ∞ and y/ y ∞ is at most η. Then clearly
The last item is trivial.
12. The counting algorithm
be the set of points satisfying the hypotheses of Theorem 9.2. The set of vertices of
This graph is clearly constructible. Theorem 9.2 implies that for any edge (x, y) ∈ E η , ζ x = ζ y . More generally, Lemma 12.1. The vertices of any connected component of G(η) are approximate zeros associated to the same zero of f . Moreover, if x, y belong to distinct connected components of G(η), then ζ x = ζ y .
The algorithm is as follows:
and ∀x ∈ C(η) \ A(f ),
Return r.
Theorem 12.2. If the algorithm RootCount stops, then r is the correct number of roots of f in S n .
Proof of Th.12.2. Suppose the algorithm stopped at a certain value of η. As each connected component U i determines a distinct and unique zero of f , it remains to prove that there are no zeros of f outside ∪ x∈Vη B x . Therefore, assume by contradiction that there is ζ ∈ S n with f (ζ) = 0 and ζ ∈ B x for any x ∈ V η .
Let Y be the set of y ∈ C(η) with ρ(ζ,
Equation (17) guarantees that η √ n/2 < δ. By construction, η √ n/2 < √ 2. Therefore, the exclusion lemma 10.1 guarantees that f (ζ) = 0, contradiction.
Therefore, we assume that Y ⊂ A(f ). Equation (16) guarantees that Y ⊂ U k for a same connected component of G η . Therefore, ∩ y∈Y B y ζ is not empty.
By Lemma 11.3(2), x ∈ SCH(Y ). Lemma 11.2 says that
Thus, x ∈ B y for some y, contradiction again.
A consequence of Th.12.2 is that if the algorithm stops, one can obtain an approximate zeros of the second kind for each root of f by recovering one vertex for each connected component.
Complexity
We did not prove that algorithm RootCount stops. It actually stops almost surely, that is for input f outside a certain measure zero set.
Define
and notice that
Definition 13.1. The condition number for for Problem 1.2 (counting real zeros on the sphere) is
Assume that f has no degenerate root. Then the denominator is bounded away from zero, and κ(f ) is finite. We will prove later that the algorithm stops for κ(f ) finite. But before, we state and prove the condition number theorem to obtain some geometric intuition on κ(f ).
Theorem 13.2. (Cucker, Krick, Malajovich, and Wschebor, 2009) 
In particular, κ(f ) ≥ 1.
Proof. It suffices to prove that
We proceed as in the proof of Prop.8.1. We decompose
where H 0 and H 1 correspond to the constant and linear terms of y → f (x + y). Let u 1 , . . . , u n be an orthonormal basis for x ⊥ . An orthonormal basis for H 0 ⊕ H 1 is
and the same for y. In particular, the radius r x of B x satisfies
. By Lemma 13.3 and the triangle inequality,
(1 − 2α * r 0 (α * )).
Lemma 13.5. Let x ∈ A f . Then,
Recall that min(µ(f , x), f (x) −1 ) ≤ √ 2κ(f , x)
There are two possibilities. If µ(f , x) ≤ √ 2κ(f , x), then
Otherwise,
. Now we can state the 'cloud complexity' theorem.
Theorem 13.6. The algorithm RootCount will stop for
that is, after O(log κ(f ) + log max d i ) iterations. The total number of evaluations of f and Df is 2n(1 + 4 max d
That means that 2n(1 + 4 max d 3/2 i √ nκ(f ) 2 ) n processors in parallel can compute the root count in time O(log κ(f ) + log max d i ) times a polynomial in n for the linear algebra.
For people concerned with the overall computing cost, a price tag exponential in n is known as the curse of dimensionality. It usually plagues divide and conquer and Monte-Carlo algorithms.
But the situation n = 2 is already interesting. How efficiently can we count zeros of a system of polynomials on the 2-sphere? As the parallel and sequential running time depends upon κ(f ), it is useful to known more about the condition number.
Probabilistic and smoothed analysis
One possibility is to pick the input system f at random, and treat κ(f ) as a random variable. For instance, let f ∈ H R d be random with Gaussian probability distribution
The tail for the random variable κ(f ) and the expected value of log κ(f ) can be bounded by Theorem 14.1. (Cucker, Krick, Malajovich, and Wschebor, 2012) Let f be as above. Assume that n ≥ 3. Then, E(ln κ(f )) ≤ ln K n + (ln K n ) 1/2 + (ln K n ) −1/2 + 1 2 ln(2n).
Notice as a consequence that the expected running time of RootCount is E(ln κ(f )) ∈ O(n ln max d i ). This is cloud computing time, of course.
Average time analysis depends upon an arbitrary distribution. Spielman and Teng (2004) suggested looking instead at a small random perturbation for each given input. This is known as smoothed analysis.
For a given f ∈ S(H R d ), we will consider the uniform distribution in the ball B(f , arcsin σ) ⊂ S(H 
Conclusions
We sketched the average time analysis and a smoothed analysis of an algorithm for real root counting and, incidentally, root finding. The same algorithm can also decide if a given polynomial system admits a root.
Loosely speaking, deciding (resp. counting) roots of polynomial systems are NP-complete (resp. #P complete) problems. The formal NP-complete and #P-complete problems refer to sparse polynomial systems.
Our algorithm requires actually polynomial evaluations, so it can take advantage of the sparse structure. Moreover, the degree of the sparse discriminant is no more than the degree of the usual discriminant. In that sense Corollary 14.3 is still valid. The running time of the algorithm is polynomial in n and in the dimension of the input space. Again, this is a massively parallel algorithm so the number of processors is exponential in n.
