Abstract. We consider a special class of binomial sums involving harmonic numbers and we prove three identities by using the elementary method of the partial fraction decomposition. Some applications to infinite series and congruences are given.
Introduction
The binomial transform of a sequence, {a n } n≥0 , is the sequence defined by
This kind of transform has been widely studied, see for example the pioneering paper [2] :
In it, the following integral representation (Nörlund-Rice) is used:
where f (z) is an analytic extension of the sequence f (k), and the curve C includes the poles 0, 1, . . . , n and no others. Enlarging the contour of integration leads to an asymptotic expansion, but often also to identities, in particular when f (z) is a rational function. In this case the method is equivalent to considering the partial fraction expansion of n! z(z−1)...(z−n) f (z). This is also the point of view that we adopt in the sequel. Our terms f (k) are not exactly rational functions in k, but not too far away. We consider for example harmonic numbers H n (s) with s ∈ N + , which can be written as
and for fixed j, this is a rational function, leading to an identity, and these identities will be summed over all j.
In this paper we are interested in a variation of the binomial transform, that is
in the special case where the generic term a n involves harmonic numbers. As we will see in a moment, these type of sums can be evaluated in terms of multiple harmonic sum which are defined by 
where s t = (t 1 , t 2 , . . . , t m ) ∈ (N + ) m means that the sums are taken over all the compositions of t, i. e. any s = (s 1 , s 2 , . . . , s l ) such that s i = j i−1 <k≤j i t k for some 0 = j 0 < j 1 < j 2 < · · · < j l = m. So, for example s (1, 1, 1, 2) if and only if s ∈ {(1, 1, 1, 2), (2, 1, 2), (1, 2, 2), (1, 1, 3), (2, 3) , (1, 4) , (3, 2) , (5)}.
Moreover, let 
Note that also in this case the right-hand side is a combination of multiple harmonic sums because S n (t) = s t H n (s).
In the next two sections we provide three new identities which extend the pattern. The proofs are based on the elementary method of the partial fraction decomposition. In the final section we give some applications to infinite series and to congruences. In particular we show the following exotic sums:
where
Results: first part
Theorem 2.1. For n, r ≥ 1 and d ≥ 2
Proof. For n, j ≥ 1, let (factorials are defined via Gamma functions)
and consider its partial fraction decomposition
Multiply by z and let z → ∞.
then by summing over j ≥ 1, we obtain
and
Then, as is easy to check,
Summing over j ≥ 1, we get
we have
is given by
3. Results: second part
Proof. For n, j ≥ 1, let
Then its partial fraction decomposition is
.
(n + 1) 2 F (n + 1, j) + F (n, j) = G(n, j + 1) − G(n, j) and by summing over j ≥ 1, we get
If r = 2b − 1 and d = 2a then we obtain
Note that if r = 2b − 1 and d = 1 then (11) yields (13),
Moreover, if r = 2b and d = 2a + 1 then (11) yields (6),
4. Two applications of identity (10)
Our first application involves infinite series. Evaluations for Euler sums of length two and of odd weight m + n, H ∞ (m, −n) and H ∞ (−m, n) in terms of zeta values are well known (see, for example, [1, Th. 7.2]):
where 
Proof. By taking the limit n → ∞ in (10),
Then use (12) and (13).
For the second application of (10), we first recall some congruences. Let m, n be positive integers and let p be any prime p > w + 1 where
ii) if m is even and n is even then ([4, Lemma 3.1])
iii) if w is odd then ([3, Lemma 1]) Proof. Let a be a positive integer or a negative even integer then, by Wolstenholme's theorem, for p > a + 1, H p−1 (a) ≡ 0 (mod p). Thus (
which implies that L ≡ 0 (mod p). 
