In this paper, we investigate the rate of growth of functions which are analytic in an arbitrary simplyconnected region of the complex plane and which are solutions of first order algebraic differential equations (i.e., equations of the form Ω(z 9 y, dy/dz) = 0, where Ω is a polynomial in z, y and dyldz).
In the course of constructing an example for second order equations, Vijayaraghavan in [5] showed that for any realvalued increasing function Φ(x) on the interval (0, +oo), it is possible to find a complex function h(z), which is analytic in a simply-connected region R of the plane containing (0, + °°), and satisfies a first order algebraic differential equation, and which has the property that | h(x) | > Φ(x) at a sequence of real x tending to +00 1 . For a given Φ(x), the function h(z) constructed was of the form P(az) where P(u) is the Weierstrass P-f unction with primitive periods w and iw ' (w, w f real), and where the constant a was of the form a = w + ib, where b depends on Φ and b/w' is irrational. Since P(az) has poles at all points (mw/a) + (nίw'/a) where m and n are integers, clearly the region R associated with the solution h(z) = P(az) depends on a and hence on Φ(x). A natural question is thus raised, namely, can such examples be constructed where, for all Φ(x), the simply-connected region R remains the same. That is, does there exist a simply-connected region R containing (0, +00) with the property that for any real-valued increasing function Φ(x) on (0, +00), there is a solution h(z), analytic on R, of a first order algebraic differential equation, such that I h(x) I > Φ(x) at a sequence of real x tending to + 00 ? In this paper we answer this question in the negative by proving the following more general result ( §2 below): If R is any simply-connected region, then there exists a real-valued continuous function Ψ(z) on R with the property that for any function h(z), analytic on R, which satisfies a first order algebraic differential equation, there is a compact set K contained in R such that | h(z) \ < Ψ(z) on R-K. In the case where R is not the whole plane, we show that Ψ{z) may be taken to be
, where / is a univalent analytic mapping of R onto the unit disk (which exists by the Riemann Mapping Theorem). In the case where R is the whole plane, a wellknown result of Valiron [3; p. 41] states that any entire function satisfying a first order algebraic differential equation is of finite order, so Ψ(z) can be taken to be exp (exp \z\) in this case.
To prove our main result (assuming R is not the whole plane), the equation is transformed to the unit disk using f~\ The resulting equation no longer has polynomial coefficients, but careful estimates on the growth of the coefficients can be made using certain standard estimates on the growth of the univalent analytic function f~~ι on the unit disk. Then by using results of Valiron [4 p. 299 ] concerning certain analytic functions in the unit disk, we obtain (Lemma C below) the same growth condition on solutions in the unit disk as was obtained in [4; p. 294] in the case where the coefficients were polynomials. Our main result then follows by retransforming back to R. 
REMARK. If R is the whole plane, then by a result of Valiron [3; p. 41] , any analytic function on R (i.e., any entire function) which is a solution of a first order algebraic differential equation is of finite order.
3* Proof of the theorem. Let h(z) be analytic on the simplyconnected region R and be a solution of a first order algebraic differential equation Ω(z, y, y f ) = 0. We may write Ω(z, y, y') in the form,
where the functions H kj (z) are polynomials in z. Thus,
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Let g be the inverse of /. Thus g is a univalent analytic mapping of the unit disk onto R. Since h(z) is analytic on R, clearly the function
, we have by (2) that φ{ζ) satisfies the relation,
Thus clearly,
g>0.
We now prove,
is also univalent on | ζ | < 1 and G(0) = 0 while G'(0) = 1. Thus by [1; Th. 17. 4. 7, p. 353] 
2 on any circle | ζ | = r < 1. Since r < 1 and (1 -r) 2 <^ 1, we clearly obtain
where 
By (10), we have | g%) \ j ^ K{(1 -r)>' on | ζ | = r < 1, so by (12) and (5),
and noting that q > j + 2d (k, j) by (6), we have by (13) that for any We first consider any root a k , 1 ^ k ^ 6. Since a k lies in the complement of the closure of R, the distance ε k from a k to R is strictly positive. But if | ζ | < 1 then g(ζ) lies in R so we have, (19) |flf(ζ) -a k \ ^ε k > 0 for |ζ|<l and k e {1, . , b} .
We now consider any root a j9 b + 1 ^ j ^ c. Thus α^ e iϋ so there exists t 3 Thus in view of (18), (19), (20) and (23), we obtain where ε(ζ) tends uniformly to zero as r = \ ζ | tends to one. Let q be as in (6), so q > 0 by (7). Let σ be as in Lemma B, so <7^0.
Thus q + σ > 0, so 6 = (q + σ)/(<? + σ + 1) belongs to (0, 1). It is for this value of 6 that we apply the Valiron theory (26), (27) . Then the corresponding δ = q + σ + 1, so (28) δ > q + σ > 0 .
Let p and m be as in (15) (29)), we can write (4) as
We will denote the left side of (30) by Λ(ζ), and the right side by
We now assert that there exist real numbers L* > 0 and r* e (1/2, 1) such that if r e (r*, 1) is a remarkable value, then Since Λ(ζ) = Γ(ζ) (by (30)), we have by (31) and (36) that for all remarkable r e (r 0 ,1), (r, φY ι{1 and hence
But by (26), there exist constants 7' > 0, 7" > 0, independent of r, such that log Λί(r, 9?) > 7'(7") δ (l -r)~b δ .
Hence with (37), we see that for all remarkable r e (r 0 ,1),
where 7 = 7'(7") 6 > 0. Since 6δ = q + σ > 0 (by (28)), it is clear that (38) is impossible since the left side of (38) Thus, with (39), we see that for j = 0, 1, , m -1, there is a constant Lj > 0 such that
for all sufficiently large remarkable r and all points ζ on | ζ | = r at which I φ(ζ) I = M(r, φ). Since (ra -j)δ ^ δ > q + σ (by (28)), we see that the right side of (42) tends to zero as r -> 1, so for all sufficiently large remarkable r, we have But by (26), log M(r, φ) > 7'(τ") 6 (l ~ r)~b δ (where 7', 7" > 0), and so for all sufficiently large remarkable r, we have (46) (1 -r) 2 « +o -mδ) exp (7(1 -r)~h δ ) ^ (L*/iΓ 0 ) 2 where 7 = 7'(7' ; ) & > 0. Since bd = q + σ > 0 (by (28)), it is clear that (46) is impossible, since the left side of (46) tends to + °° as r -> 1. This contradiction proves Lemma C in Case II, and thus the proof of Lemma C is complete.
We now conclude the proof of the theorem. By Lemma C, there exist constants A ^ 0 and r* e [0, 1), such that if r e [r*, 1), then . Then X is a compact set contained in R.
If ^ e R -X, then we have T* < i/(^) I < 1 (since / = g~ι), and so by (47), we have if zeR -X, which concludes the proof of the theorem.
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