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Abstract
Twitter has emerged as the most popular among microblogging service providers. The content provided in Twitter is large, diverse,
and huge in quantity. Given the increasing amount of information available through such microblogging sites, it would be interest-
ing to be able to retrieve useful tweets in response to a given information need. However, Twitter’s subscribers often have many
diﬃculties dealing with its content. Especially in searching for tweets that satisfy their information needs. This problem becomes
more complicated when the user-deﬁned queries are short and precise. This paper deals with short and precise queries problem for
micoblog retrieval. We expand short queries by semantically related terms extracted from Wikipedia, DBpedia and unstructured
texts using textmining techniques. Experiments on TREC 2011 microblog collection show signiﬁcant improvement in the retrieval
performance.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction and Motivations
It is well-known that microblogs such as Twitter provide a large-sized content1. Since this content is huge and
diverse, it would be interesting to be able to retrieve useful information in response to a given information need. How-
ever, Twitter’ subscribers often have many diﬃculties dealing with this involved content. Especially, in searching for
relevant information for a given query. This problem becomes more complicated when the user-deﬁned queries are
short and not optimal. These short queries consisting of only a few terms can be vague and ambiguous. Consequently,
Information Retrieval (IR) system returns documents that are not relevant to the user’s information needs. To deal
with this problem, we propose to use query expansion (QE) approaches that aim at reducing the usual query/document
mismatch by expanding the query using terms that are related to the original one’s terms, but have not been explicitly
mentioned in the query2. In this paper, we present diﬀerent QE approaches that are based on textmining techniques
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and two external structured knowledge sources, namely: Wikipedia and DBpedia. The application of these approaches
on the tweets contextualization task, in previous works3, proved to have promising results. For this reason, our pur-
pose is to disclose how that can be achieved when a short query is expanded using such techniques in another task,
namely : TREC 20111 4 microblog retrieval. We propose to use our proposed approaches to expand the queries with
additional terms, and to evaluate the results on the TREC 2011 test collection. We note that the main challenge in
ﬁnding relevant tweets to a given query is the absence of suﬃcient terms matching between the original query and the
tweet text.
It is worth noting that, in this work, we did not consider the temporal aspect of the tweet ( it is out of the scope of our
work). The aim is to enhance the quality of a query, for the IR system, by adding more related terms that lead to better
matching of more relevant tweets.
The remainder of the paper is organized as follows: Section 2 discusses related work on query expansion for informa-
tion retrieval. Then, a detailed description of our approaches for query expansion is presented in Section 3. Section
4 describes the use of the proposed short query expansion approaches for microblog retrieval. The conclusion and
future work are, ﬁnally, presented in Section 5.
2. Related Work on Query Expansion
Query expansion (QE) has received a great deal of attention in the recent literature on IR and the research on
resolving the short query problem. According to5, QE approaches can be divided, on the basis of the source of
expansion terms, into three groups: local, global and external.
• Local : Local QE approaches select candidate terms, for a given query, from a set of documents retrieved in
response to the original query. One well-known approach is the Pseudo-Relevance Feedback (PRF). It consists
in using terms extracted from the top k retrieved documents. However, in the case of short queries, the top
retrieved documents for a given query contain a small number of relevant documents, then the selected terms,
using PRF, will not be strongly related to the original query. As a result, retrieval performance for the expanded
query is not better than the original query6.
Authors in7 re-examined the assumption which provides that PRF assumes that most frequent terms in the
pseudo-feedback documents are useful for the retrieval does not hold in reality. In fact, many expansion terms
identiﬁed in traditional approaches are unrelated to the query and harmful to the retrieval. They also showed
that good expansion terms cannot be distinguished from bad ones merely on their distributions in the feedback
documents and in the whole collection. They proposed to integrate a term classiﬁcation process to predict the
usefulness of the expansion terms.
• Global : Global QE approaches select the expansion terms from the entire database of documents. Candidate
terms are usually identiﬁed by mining term-term relationships from the target corpus5. In8, authors proposed
an approach based on Language Model (LM) which integrates the idea of query expansion. They used two
speciﬁc types of term relationship to derive a new query model space, namely: co-occurrence relationships and
inferential relationships. They showed that the idea of query expansion with term relationships can be naturally
implemented in LM.
In9, authors addressed query expansion by considering the term-document relation as fuzzy binary relations.
Their approach to extract fuzzy association rules is based on the closure of an extended fuzzy Galois connection,
using diﬀerent semantics of term membership degrees.
• External : External QE approaches involve methods that obtain expansion terms from other resources besides
the target corpus5. Authors in10, proposed a semantic approach that expands short queries by semantically
related terms extracted from Wikipedia. Authors in11, for example, used external corpora as a source for query
expansion terms. Speciﬁcally, they used the Google Search API (GSA). Closer to our work, authors in12, used
a combination of local and global approaches. They proposed a novel semantic query expansion technique that
combines association rules with ontologies and Natural Language Processing techniques. The proposal of the
present paper is therefore, in a certain way, an extension of these works by using textmining techniques, but in
the case of microblog retrieval.
1 https://sites.google.com/site/microblogtrack/2011-guidelines
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Since the proliferation of microblogging platforms, dealing with microblogs has become increasingly important,
and as these microblogs messages are short and are, to some extent, ambiguous and vague, QE has been widely
used in microblog retrieval. In13, authors proposed a twitter retrieval framework that focuses on topical features,
combined with query expansion using PRF to improve microblogs retrieval results. In14, authors proposed a
retrieval model for searching microblog posts for a given topic of interest. They developed a language modeling
approach tailored to microblogging characteristics, where redundancy-based IR methods cannot be used in a
straightforward manner. They enhanced this model with two groups of quality indicators : textual and microblog
speciﬁc. Additionally, they proposed a dynamic query expansion model for microblog post retrieval.
3. Textminig-based Approaches for Short Query Expansion
In this work, we present diﬀerent approaches to extend short queries. The ﬁrst of our approaches is based on
unstructured textmining. It uses the association rules mining technique. While the second one is based on an external
source namely: Wikipedia. It consists in exploring the articles deﬁnitions parts, and extracting the related terms
from these latter to expand the original query. The last one is based on DBpedia as an external ontology. It consists in
accessing the DBpedia ontology on the Web and extracting related concepts for a given query by providing a SPARQL
query for querying this ontology.
3.1. Formalization and Problem Statement
In this section, we state the formal deﬁnitions used in the remainder of the paper.
3.1.1. Tweet Representation
We represent a tweet as a bag of terms. Formally, we have:
tw = {w1, . . . ,wn} (1)
where wi is a term
3.1.2. Query Representation
We represent a query q as a set (bag) of terms. Formally, we have:
q =
{
w(q1), . . . ,w(qn)
}
(2)
where w(qi) is a term in q.
We note that in the query collection of TREC 2011 microblog retrieval task, the number of the terms per query q is
between 1 and 6.
3.1.3. Query Expansion
Given an original query q =
{
wq1, . . . ,wqn
}
, the process for obtaining the associated expanded query denoted eq is
divided into two phases. The ﬁrst one consists in selecting a set of candidate terms for q:
CT =
{
w1, . . . ,wj
}
(3)
Where wi is a candidate term.
This set of candidate terms, denoted CT , is selected using our proposed approaches detailed in the next section.
The second phase consists in selecting the most related terms among the CT set:
f or each wi ∈ CT, i f relatedness (q,wi) then eq = {wi ∪ q} (4)
which mean that we added only the terms that are semantically related to q. In the remainder of this paper, we will
detail and explain the proposed measure which we use for the calculation of the relatedness between a term w and a
given query q.
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3.1.4. Association Rules
An association rule is a relation T1 ⇒ T2, where T1 and T2 are two termsets2, which respectively constitute
its premise (T1) and conclusion (T2) parts15. Thus, a rule approximates the probability of having the terms of the
conclusion (T2) in a document, given that those of the premise (T1) are already there.
Given a termset T , the support of T is equal to the number of documents in the document collection C containing
all the terms of T . The support is formally deﬁned as follows:
S upp(T ) = |{d|d ∈ C ∧ ∀w ∈ V : (d,w) ∈ I}| (5)
where C is the document collection, d is a single document of the collection (d ∈ C). V is the set of distinct terms in
C. T is a termset of the collection (T ⊆ V), w is a single term in V , and I ⊆ C × T is a binary (incidence) relation.
Each couple (d,w) ∈ I indicates that the document d contains the term w.
Given a rule Rj: T1 ⇒ T2, the support of Rj is computed as follows:
Supp(Rj) = S upp(T1 ∪ T2). (6)
An association rule Rj is said to be frequent if its support value, i.e., Supp(Rj), is greater than or equal to a user-deﬁned
threshold denoted minsupp.
The conﬁdence of Rj is computed as follows:
Conf(Rj) =
Supp(T1)
Supp(T1) ∪ Supp(T2) . (7)
An association rule Rj is said to be valid if its conﬁdence value, i.e., Conf(Rj), is greater than or equal to a user-deﬁned
threshold denoted minconf. This conﬁdence threshold is used to exclude non valid rules.
After introducing some notations, we will present our proposed approaches for short query expansion. These
approaches are divided into two phases depicted in Figure 1. The ﬁrst phase, called candidate terms generation, gen-
Fig. 1. The Proposed Short Query Expansion Approaches
erates the candidate terms, for a given query. The second one, called candidate terms ﬁltering, ranks these candidate
terms according to their similarity to the query, and selects the best ones to be added.
2 By analogy to the itemset terminology used in data mining for a set of items.
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3.2. Candidate Terms Generation
In this section, we will present our proposed approaches for generating candidate terms for a given query.
3.2.1. Candidate Terms Generation Approach based on Association Rules
The main idea of this approach is to use the association rules mining technique to discover strength correlations
between terms15. The set of query terms will be expanded using the maximal possible set of terms located in the
conclusion parts of the retained rules while checking that the terms are located in their premise part.
An illustrative example of association rules is highlighted in Table 1.
The process of generating candidate terms for a given query is performed as in the following steps:
Table 1. Association Rules examples
R Premise Conclusion Support Conﬁdence
football =⇒ stadium stadium football 543 0.789
computer =⇒ science computer science 156 0.679
• We select a set of unstructured full texts related to the original queries, from Wikipedia articles. This selection
is based on the TF-IDF measure16 to ensure that the selected texts are similar to the original query.
• We annotate the selected texts using TreeTagger3 NLP tool. The choice of TreeTagger was based on the ability
of this tool to recognize the nature (morpho-syntactic category) of a word in its context. TreeTagger uses the
recursive construction of decision trees with a probability calculation to estimate the Part-Of-Speech of a word.
• We Extract, from the annotated texts, speciﬁc terms, especially the nouns.
• We generate the association rules using Charm algorithm17, because it allows to generate non-redundant asso-
ciation rules15. While considering the Zip f distribution of the vocabulary selected from sub-set of full texts,
the minimal threshold of the support, minsupp value, is experimentally set in order to spread trivial terms which
occur in the most of the documents, and are then related to too many terms.
• We obtain the candidate terms for a given query, the candidate terms are the terms that appear in the conclusions
of the irredundant association rules whose premises are included in the original query.
3.2.2. Candidate Terms Generation Approach based on Content of Wikipedia
The second approach to generate candidate terms for a given query use Wikipedia as an external knowledge source.
We have diﬀerent options with respect to which textual representation we use. Natural possibilities include18: (i)
the title of the article, (ii) the ﬁrst sentence or paragraph of an article called article’s deﬁnition, (iii) the full text of
the article, (iv) the anchor texts of the incoming hyperlinks from other articles. Our proposed approach consists in
exploring the articles’deﬁnitions. This is because these deﬁnitions are rich in terms of information. The following
heuristics describe how to generate candidate terms for a given query using the articles’ deﬁnitions:
• First, given a query, we search, in Wikipedia4, all articles that correspond to the query’s terms, and since the
queries are short, we consider all the terms of query.
• Providing short deﬁnitions of terms by extracting the ﬁrst sentence and ﬁrst paragraph from the articles’ content.
• Annotating these deﬁnitions using TreeTagger; then, we extract speciﬁc terms (i.e., nouns) which are the can-
didate terms for the original query. For example, for the term “BBC”, we extract the following deﬁnition:
The British Broadcasting Corporation (BBC) is a British public service broadcaster. It is headquartered at
Broadcasting House in London.
where the terms in bold present the candidate terms for the query’s term “bbc”.
3 www.cis.uni-muenchen.de/ schmid/tools/TreeTagger/
4 https://en.wikipedia.org/
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3.2.3. Candidate Terms Generation Approach based on Structure and Concepts of DBpedia
This approach is based on DBpedia which is an ontology extracted from Wikipedia. It is a project aiming to repre-
sent Wikipedia content in Resource Description Framework (RDF) triples. It plays a central role in the Semantic Web,
due to the large and growing number of resources linked to it.
DBpedia concepts are described by short and long abstracts in 13 diﬀerent languages. These abstracts have been ex-
tracted from the English, German, French, Spanish, Italian, Portuguese, Polish, Swedish, Dutch, Japanese, Chinese,
Russian, Finnish and Norwegian versions of Wikipedia.
The main idea of this approach is to match the query terms to DBpedia concepts in order to ﬁnd candidate terms for
a given query. This matching is done using SPARQL5 which is an RDF query language, that is, a semantic query
language for databases, able to retrieve and manipulate the data stored in RDF.
We leverage the descriptions (rdf:type) of the concepts as each description of a concept may be related words, syn-
onyms, or alternative terms that refer to the concept.
We use these descriptions to extend the original query.
We claim that the use of this knowledge source will augment the short query representation by a massive amount of
related information. And as DBpedia is structured and ﬁltered, we expect that the generated candidate terms will be
few compared to the ones generated from Wikipedia.
3.3. Candidate Terms Filtering
This phase consists in ﬁltering the candidate terms in order to ensure that the extended queries will contain ade-
quate correlating terms with the initial ones. We propose a new semantic relatedness measure (denoted ESAC) that
combines the Wikipedia-based Explicit Semantic Analysis (denoted ESA) measure19 and the association rules’ conﬁ-
dence one’s15.
This measure is used to estimate the relatedness between a candidate term and a given query. It helped avoid the
inclusion of non-similar terms in the extended queries as much as possible.
The ESAC measure between a query q and a term w is deﬁned as follows:
ES AC(q,w) =
⎧⎪⎪⎨⎪⎪⎩
( α × ES A(q,w) + (1 − α) × Con fmax(R, q,w) i f Con fmax(R, q,w)  0;
ES A(q,w), otherwise.
(8)
where
• Con fmax(R, q,w) = max
w(q)∈q, Rj∈R
Con f (Rj(w(q),w)) : the maximum of the conﬁdence of any association rule Rj
from R, any term w(q) from the query, and the term w.
• ES A(q,w) is the score of relatedness between the query q and the candidate term w calculated as follow19:
ES A(q,w) =
−→q × −→w∥∥∥−→q ∥∥∥ × ∥∥∥−→w∥∥∥ . (9)
where −→q , −→w are the vectors generated by ES A that represent, respectively, the query q and the term w. And∥∥∥−→q ∥∥∥ , ∥∥∥−→w∥∥∥ are, respectively, the length of the vectors −→q and −→w .
• α is a weighting parameter ∈ [0, 1] optimized by an experimental study.
Once we have calculated the semantic relatedness between a query and its candidate terms, we select the most related
ones having a semantic relatedness score greater than a determined threshold (denoted minES AC) and adding them
to the original query.
5 dbpedia.org/sparql
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4. Short Query Expansion for TREC Microblog Retrieval
In this section, we will detail the use of our proposed approaches for the microblog retrieval task.
4.1. General Process of Using Short Expansion Approaches for Microblog Retrieval Task
As depicted in Figure 2, we used our proposed short query expansion approaches for microblog retrieval to improve
the IR system performance. The general process is described as follows:
• Filtering the crawled tweet collection: we prepare the collection for indexing. According to the track guidelines,
the tweets that are considered as noise and thus ﬁltered are described below.
– The null tweets are tweets without any content, and will be judged as non-relevant.
– The retweets were removed as they would be judged as non-relevant.
– The non English tweets, since they are judged as noise; we used the language-detection open source Java
library 6 to detect this kind of tweets.
Furthermore, some tweets were removed by their editors.
• Expanding the original queries: we used our proposed approaches cited in Section 3. Thus, we have enriched
the queries space by a set of related terms allowing the improvement of the IR system.
• Indexing and retrieval: we used TERRIER information retrieval system. The top 1,000 tweets were retrieved,
for each query, using the Okapi BM2520 model.
Fig. 2. Short query expansion for microblog retrieval
4.2. Experiments and Results for TREC Microblog Retrieval
In the following, we will present the test collection on which our runs were conducted, and the experimental results
alongside their discussion.
4.2.1. Test collection
The TREC 2011 collection contains :
1. 16 million tweets collected over a period of 2 weeks (24th January 2011 until 8th February, inclusive). Diﬀerent
types of tweets are present, including replies and retweets.
2. 50 topics for the purposes of this task. Moreover, while no narrative and description tags are provided, the topic
developer/assessor will have a clearly deﬁned information need.
6 http://code.google.com/p/language-detection/
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4.2.2. Runs
We conducted the following runs :
(A) Wikipedia-textmining: Query expansion based on article deﬁnitions without terms ﬁltering phase.
(B) ESAC-Wikipedia-textmining: Query expansion based on article deﬁnitions with terms ﬁltering phase.
(C) Wikipedia-RA: Query expansion based on association rules mining without terms ﬁltering phase.
(D) ESAC-Wikipedia-RA: Query expansion based on association rules mining with terms ﬁltering phase.
(E) DBpedia: Query expansion based on DBpedia without terms ﬁltering phase.
(F) ESAC-DBpedia: Query expansion based on DBpedia with terms ﬁltering phase.
(G) ESAC-Wikipedia-DBpedia: Combining ESAC-Wikipedia-textmining, ESAC-Wikipedia-RA and ESAC-DBpedia.
The parameters for the experiments have been set experimentally as follows:
α = 0.5, minsupp = 15, mincon f = 0.7, minES AC = 0.2.
Table 2 presents the oﬃcial results of TREC 2011 microblog IR task4, where the ISI group21 achieved the best results
using Latent Concept Expansion for pseudo-relevance feedback to enrich the original queries, and a simple, but eﬀec-
tive learning-to-rank to combine evidence a variety of features (text, content quality, language identiﬁcation, etc.) to
facilitate eﬀective microblog ranking. While the UIowas group22 used Indri which employs a combination of language
modeling and inference in Bayesian networks. They create diﬀerent regions from the tweet and external sources that
can be treated using diﬀerent language models and combine the similarity of a query with each of these regions in a
Bayesian network. The external sources are web pages from URLs in the tweets and deﬁnitions of hashtags from a
community based site, i.e. they expand tweets to include externally referenced information. Table 3 shows the ob-
Table 2. Oﬃcial results of TREC 20114
Run Group P@30 MAP
Best run ISI 0.4551 0.1892
Mean run UIowas 0.2918 0.1403
Worst run UIUC 0.0075 0.0007
Table 3. Comparison of our runs with respect to the baseline run.
Run P@5 P@10 P@30 MAP MAP −Gain
(D) run-ESAC-Wikipedia-RA 0.3510 0.3367 0.2918 0.2655† 159%
(C) run-Wikipedia-RA 0.3429 0.3184 0.2837 0.2608† 154%
(F) run-ESAC-DBpedia 0.3143 0.3000 0.2660 0.2311† 125%
(G) run-ESAC-Wikipedia-DBpedia 0.3429 0.3286 0.2585 0.2528† 146%
(B) run-ESAC-Wikipedia-textmining 0.3061 0.3061 0.2585 0.2380† 132%
(A) run-Wikipedia-textmining 0.2122 0.2061 0.1973 0.1505† 46%
(E) run-DBpedia 0.2286 0.2286 0.1912 0.1859† 81%
Baseline run 0.1265 0.1327 0.1238 0.1025 -
tained results through our runs (the results are sorted by performance on P@30). It is very clear how query expansion
leads to the improvement of the retrieval eﬀectiveness. The additional information added to the query from Wikipedia
and DBpedia lead to a signiﬁcant improvement compared to the baseline. We performed a bilateral paired Student
t-test to evaluate the statistical signiﬁcance of the diﬀerences of the averages between the baseline run and our runs.
The diﬀerences (noted † in Table 3), for MAP, are highly signiﬁcant according to the signiﬁcance threshold p-value
equal to 0.01. We noticed that the runs “(D) run-ESAC-Wikipedia-RA” and “(C) run-Wikipedia-RA” performed better
than the other runs. This is due to the use of the association rules to generate the candidate terms where we consider
only the rules of high conﬁdence, i.e., using the strongest correlations inter-terms lead to generate precise terms.
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The integration of the candidate terms ﬁltering phase in “(D) run-ESAC-Wikipedia-RA” run led to the enforcement of
the relatedness score between the candidate terms and the query, which ensured that the extended queries contain ade-
quate correlating terms with the initial ones and helped avoid inclusion of non-similar terms in them as much as possi-
ble. Run “(E) run-DBpedia” and “run-Wikipedia-textmining” did not preform well due to noise. This noise came from
the presence of many terms which were unrelated to the query. These results however were greatly improved when
we used the the candidate terms ﬁltering phase in “(F) run-ESAC-DBpedia” and “run-ESAC-Wikipedia-textmining” .
This step eliminates the unrelated terms, and therefore enhances the outcome of the runs.
4.2.3. Robustness of our approaches
In this section, we will examine the robustness of our approaches. A robust approach should positively impact
the majority of queries. Figure 3 summarizes the statistical analysis of the number of queries whose performance
Fig. 3. Statistics of the improvement or decrease of the MAP compared to the baseline run
improved or decreased compared to the baseline run. Bars to the left represent the queries that have the lowest
performance, while bars to the right represent the queries that have the highest performance. This ﬁgure shows that
our proposed approaches are robust since the majority of queries have a very high improvement of the MAP.
4.2.4. Case analysis of queries
In order to understand the reasons of the proposed approaches performance compared to the baseline run, we
analyzed the number of the added terms by each approach.
Table 3 highlights the result of our analysis where the minimum (MIN#w), the maximum (MAX#w) and the mean
Table 4. Statistic analysis on the number of the added terms in each run
Run MIN#w MAX#w MEAN#w
(D) run-ESAC-Wikipedia-RA 0 13 5
(C) run-Wikipedia-RA 0 24 7
(F) run-ESAC-DBpedia 0 14 8
(G) run-ESAC-Wikipedia-DBpedia 2 30 10
(B) run-ESAC-Wikipedia-textmining 0 16 7
(A) run-Wikipedia-textmining 0 27 10
(E) run-DBpedia 0 25 15
(MEAN#w) of the added terms. We note that the approach that has achieved the best results added 5 terms on the
average to each query. Not does only the quality of the added terms impact on the results performance, but also their
number. The more terms are added the more the performance decreased. This is logical, since the queries are short,
some containing only one or two terms, and when we add a large number of terms, we lose the sens of the query,
especially that we have not weighted the query terms.
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5. Conclusion
In this paper, we proposed approaches for expanding short queries. We used these approaches for microblog
retrieval task of TREC. The experimental study was conducted on TREC 2011 collections. The obtained results
through the diﬀerent performed runs are very promising, and they highlighted a satisfactory improvement. In our
future work, we propose to weight the query terms to add more importance on the original query terms in order to
avoid any kind of query drift. We also propose to use other structured and semantically enriched data sources, such
as UMBEL, Freebase, WordNet etc, as external resources. Furthermore, we propose to introduce the temporal aspect
while expanding or searching within the tweets.
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