Abstract. In network cooperation strategies, nodes work together with the aim of increasing transmission rates or reliability. For example, cooperation can be employed to obtain a code with small maximal-error from a code with small average-error that does not make use of cooperation. In networks where rates achievable under a maximal-error constraint differ from those achievable under an average-error constraint, such a benefit can be potentially viewed as both increasing reliability and increasing rate. Let us define the cooperation rate as the number of bits per channel use shared with each node as part of the cooperation strategy. We here demonstrate that even a negligible cooperation rate can sometimes yield a non-negligible benefit. Precisely, we employ Dueck's example of a multiple access channel whose maximal and average-error sumcapacities differ, to show that there exists a network whose maximal-error sum-capacity is not continuous with respect to its edge capacities.
Introduction
Cooperative strategies, which enable nodes to work together, provide the means to obtain coding schemes that make more efficient use of the local topology of networks. Thus cooperation may improve the performance of a coding strategy in a variety of ways, including reliability, which is the focus of the current work.
Consider a network with multiple transmitters and a single receiver. Given a specific code, one can calculate the probability of error at the receiver when a specific message vector is transmitted. Then the probability of error, viewed as a function of transmitted message vectors, provides a measure of the reliability of the code. In fact, the average and maximal-error probabilities of the code are simply the average and maximum values of its probability of error function, respectively. To understand the relation between cooperation and reliability, we attempt to use cooperation to increase the reliability of a code. Specifically, our aim is to modify a code with small average-error that makes no use of cooperation to obtain a code at the same rate with small maximal-error that uses rate-limited cooperation.
To formalize these ideas, consider a network consisting of a multiple access channel (MAC) and a cooperation facilitator (CF) [11, 12] . See Figure 1 . The CF is a node that can send and receive limited information to and from each encoder. Each encoder, prior to transmitting its codeword over the channel, sends some information to the CF. The CF then replies to each encoder over its output links. This communication may continue for a finite number of rounds subject to the capacity constraints of the CF links. Once the encoders' communication with the CF is over, each encoder transmits its codeword over the channel. Let the capacities of In the above network, in order to quantify the benefit of rate-limited cooperation, we look at the entire spectrum between average and maximal-error. Specifically, for every (r 1 , r 2 ) with r 1 , r 2 ∈ [0, ∞], we define a corresponding probability of error, with (r 1 , r 2 ) = (0, 0) and (r 1 , r 2 ) = (∞, ∞) corresponding to the average and maximal-error probabilities, respectively. Given a code with small averageerror, our aim is to utilize cooperation to construct a code that has small (r 1 , r 2 ) probability of error for some r 1 , r 2 > 0. Our main result (Section 3) states that if for i ∈ {1, 2}, we increase C i in by r i and C i out by any arbitrarily small amount, then any rate pair that is achievable in the original network under average error is achievable in the new network under (r 1 , r 2 )-error. This result quantifies the relationship between cooperation and reliability. For the proof, we use techniques from [15] , in which Willems shows that the average and maximal-error capacity regions of the discrete memoryless broadcast channel are identical.
A specific instance of our result is the case where C 1 in and C 2 in are sufficiently large, that is, the CF has access to both source messages. In this case, we show that an arbitrarily small increase in C 1 out and C 2 out results in a network whose maximal-error capacity region contains the average-error capacity region of the original network. By combining this result with the example of Dueck [5] , a MAC whose maximalerror sum-capacity is strictly less than its average-error sum-capacity, we get a network whose maximal-error sum-capacity is not continuous with respect to the capacities of its edges. This discontinuity in sum-capacity is directly related to the edge removal problem [7, 8] , which we next discuss.
The edge removal problem studies the effect of removing an edge of finite capacity on the capacity region of a network. One instance of this problem considers the effect of removing a "zero-capacity" edge from a network. A zero-capacity edge is a point to point communication link that can be used to transmit o(n) bits with zeroerror over n time steps. In this context, the edge removal problem asks whether removing a zero-capacity edge from a network has any effect on the capacity region of a network. Our result showing the existence of a network with a discontinuous maximal-error sum-capacity implies the existence of a network where removing a zero-capacity edge has a non-trivial effect on the maximal-error capacity region.
The edge removal problem for the zero-capacity edge has been studied previously in the literature. In [13] , Sarwate and Gastpar show that feedback via a zerocapacity link does not affect the average-error capacity region of a memoryless MAC. In [9] , Langberg and Effros demonstrate a connection between the zerocapacity edge removal problem and the equivalence between zero-error and -error in network coding. In the context of lossless network source coding, Gu, Effros, and Bakshi [6] state the "Vanishment Conjecture" which roughly says certain zerocapacity edges in a super-source network can be removed with no consequences.
Given that one may view feedback as a form of cooperation, similar questions may be posed in relation to feedback and reliability. In [5] , Dueck shows that at least for some MACs, the maximal-error capacity region with feedback is strictly contained in the average-error region without feedback. This is in contrast with encoder cooperation via a CF that has access to both messages but only zero-capacity output edges. As we see in Section 3, for any MAC, with this type of encoder cooperation, the maximal-error and average-error regions are identical. Hence the maximal-error region with negligible cooperation contains the average-error region without cooperation. For further discussion of results regarding feedback and average and maximal-error regions, we refer the reader to Cai's work [3] .
In the next section, we formally introduce our model. This is followed by a discussion of our results in Section 3.
Model
Consider a network consisting of two encoders, a (C in , C out )-CF, a memoryless MAC
and a decoder. We next define an (n, M 1 , M 2 )-code for this network with J-step transmitter cooperation. For every real number x ≥ 1, let [x] denote the set {1, . . . , x }, where x denotes the integer part of x. For each i ∈ {1, 2}, fix two sequences of sets {U ij } captures the step-j transmission from the CF to encoder i. For each message pair (m 1 , m 2 ), i ∈ {1, 2}, and j ∈ [J], define u ij and v ij as
. At step j, encoder i sends u ij to the CF and receives v ij from the CF. After the Jstep communication between the encoders and the CF is over, encoder i transmits f i (m i , v J i ) over the channel. In the case where encoder i has a power constraint P i , we require that for every pair
The decoder is represented by the function
The probability that a message pair (m 1 , m 2 ) is decoded incorrectly is given by
The average probability of error, P
e,avg , and the maximal probability of error, P (n) e,max , are defined as
respectively. We next define a more general notion for the probability of error which contains the previous two notions as special cases. For i ∈ {1, 2}, fix r i ≥ 0, and set
Furthermore, for i ∈ {1, 2} and
To simplify notation, denote S i,ki with S ki . Now define P (n) e (r 1 , r 2 ) as
where the minimum is over all permutations σ 1 and σ 2 of the sets [M 1 ] and [M 2 ], respectively. We now have
For every real number x, define x + = max{x, 0}. We say a rate pair (R 1 , R 2 ) is achievable under an (r 1 , r 2 ) notion of error for a MAC with a (C in , C out )-CF and J-steps of cooperation if for all , δ > 0, and for n sufficiently large, there exists an
and P
e (r 1 , r 2 ). We define the (r 1 , r 2 ) capacity region as the closure of the set of all rates that are achievable under an (r 1 , r 2 ) notion of error.
Results
Let C (C in , C out ) denote the average-error capacity region of a MAC with a (C in , C out )-CF and one step cooperation (the number of steps does not affect our next definition). Define the nonnegative numbers R * 1 and R * 2 as R * 1 = max
Using the capacity region of the MAC with conferencing encoders [14] , we can see
where
This follows from the fact that when one encoder transmits at rate zero, cooperation through a CF is no more powerful then direct conferencing. Since using multiple conferencing steps does not enlarge the average-error capacity region [14] , we may assume cooperation is limited to a single step when we calculate R * 1 and R * 2 . We next state our main result, which says that if a rate pair is achievable for a MAC with a CF under average-error, then by sufficiently increasing the capacities of the CF links, we can ensure that the same rate pair is also achievable under a stricter notion of error. This result applies to any memoryless MAC whose averageerror capacity region is bounded.
The capacity region of this MAC with a (C in ,C out )-CF andJ steps of cooperation under an (r 1 ,r 2 ) notion of error contains the capacity region of the same MAC with a (C in , C out )-CF and J steps of cooperation under average-error if for i ∈ {1, 2}, We briefly discuss the proof idea here. A detailed proof is given in Appendix A. Consider an (n, M 1 , M 2 ) average-error code for a MAC with a (C in , C out )-CF and J steps of cooperation. Our aim is to modify this code to get an (n,M 1 ,M 2 ) code for the same MAC with a (C in ,C out )-CF andJ cooperation steps so that it has small (r 1 ,r 2 ) error and for i ∈ {1, 2}, 1 n logM i is only slightly smaller than 1 n log M i . To this end, we first consider the M 1 × M 2 matrix (λ n (m 1 , m 2 )) m1,m2 . We partition this matrix into e nr1 × e nr2 blocks. From this matrix, we construct an e nr1 × e nr2 (0, 1)-matrix where an entry equals zero if the average of the λ n (m 1 , m 2 ) entries in the corresponding block of the original matrix is small, and equals one otherwise. See Figure 2 . Next, we partition our (0,1)-matrix into blocks roughly of size n × n. For i ∈ {1, 2}, let m i denote the message of encoder i. In the first cooperation step, encoder i sends the first nr i bits of m i to the CF so the CF knows the block that contains the pair (m 1 , m 2 ). If there is at least one zero entry in that block, the CF sends the location of that entry back to each encoder using log n bits. Then encoder i modifies the first nr i bits of its message and communicates with the CF over J steps using the original average-error code. As a result of transmitting (m 1 , m 2 ) pairs that correspond to zeros in our (0, 1)-matrix, the encoders ensure a small (r 1 , r 2 )-error.
It may be the case that not every block contains a zero entry. However, if there are a sufficiently large number of zeros in the (0,1)-matrix, then the following result (see Appendix B for a proof) shows that there exists a permutation of the rows and a permutation of the columns such that each block of the permuted matrix contains at least one zero entry. Since the original code has a small average-error, from our construction it follows that our (0,1)-matrix does in fact have a large number of zeros.
Lemma 2 (Matrix Version). Let A = (a ij ) m,n i,j=1 be a (0, 1)-matrix and let N A denote the number of ones in A, that is,
Suppose k is a positive integer smaller or equal to min{m, n}. For any pair of permutations (σ 1 , σ 2 ), where σ 1 is a permutation on [m] and σ 2 is a permutation on [n], and (s, t) ∈ [
where i ∈ {(s − 1)k + 1, . . . , sk} and j ∈ {(t − 1)k + 1, . . . , tk}. If
then there exists a pair of permutations (σ 1 , σ 2 ) such that for every (s, t) the submatrix B st contains at least one zero entry.
We next discuss some implications of Theorem 1. Fix δ > 0. Consider a network consisting of a MAC (X 1 ×X 2 , p(y|x 1 , x 2 ), Y) and a ((∞, ∞), (δ, δ))-CF. Let C avg (δ) and C max (δ) denote the average-error and maximal-error capacity regions of this network, respectively. Note that since the CF has complete access to both messages, the number of cooperation steps does not affect the capacity region. Similarly, let C avg (δ) and C max (δ) denote the average and maximal-error sum-capacities of this network, respectively. The next result states that when the CF has access to both messages, an arbitrarily small increase in the capacities of its output edges is sufficient to go from small average-error to small maximal-error. From this result it follows (Equation 4) that the average and maximal-error capacity regions of a network consisting of a MAC with a CF with zero-capacity output edges (in the sense defined in Section 1) are identical.
Proof. To prove Equation (3), in Theorem 1 set C in =C in = (∞, ∞) and
To prove Equation (4), note that for any δ 0 > 0, by Equation (3) we have
which implies Equation (4).
The next result provides a necessary and sufficient condition for the continuity of the maximal-error sum-capacity of a MAC with a CF with respect to the capacity of the CF output edges. From this result it follows that if for a MAC we have
+ . An example of such a MAC is given by Dueck in [5] . Proof. Note that by Corollary 3, for any δ > δ 1 > 0,
The above result discusses the continuity of the sum-capacity of a MAC with a (C in , C out )-CF for a fixed C in at C out = 0. Similarly, one may wonder about the continuity of the the sum-capacity of a MAC with a (C in , C out )-CF and J-step cooperation for a fixed C out at C in = 0. Note that when C Suppose (R 1 , R 2 ) is in the average-error capacity region of the MAC with a (C in , C out )-CF and J steps of cooperation. Assumer 1 ,r 2 , R 1 , R 2 are all positive. We discuss the case where some of these quantities are zero at the end of this section. Fix , δ > 0. Then for sufficiently large N and any n > N , there exists an
and P (n) e,avg ≤ . In addition, from Fano's inequality it follows that for sufficiently large n,
Let
and renumber them as {1, . . . ,
and renumber them as {1,
Next, for every (
where S k1 and S k2 are defined by Equation (1) . Let N A denote the number of ones in the
where the last inequality follows from Equation (9) . Next define α as
Note that α can be bounded from above by
where (a) follows from Equation (10), (b) follows from Equation (8) and the fact that K i ≤ M i , and (c) follows from the fact that K * = n(R 1 + R 2 + 2δ) . Thus by Lemma 2, there exist permutations σ 1 and σ 2 on the sets
, respectively, such that if we partition the matrix (a σ1(k1)σ2(k2) ) into blocks of size K * × K * , then there is at least one zero in each block. For i ∈ {1, 2}, define
Note that the partition of the matrix (a σ1(k1)σ2(k2) ) contains at least K *
blocks. For i ∈ {1, 2}, encoder i splits its message as
) be the good entry in the K * × K * block containing the pair (σ 1 (k 1 ), σ 2 (k 2 )). For i ∈ {1, 2}, the CF sends the difference (5), (6) , and the fact that K i ≤ K * e nri , for sufficiently large n we get
Then the rate achieved by encoder i under an (r 1 ,r 2 ) notion of error is at least as large as
We next find a lower bound for the above expression. Ifr i < R i , then for sufficiently large n, K i = K * e nri , and the above quantity is at least as large as
On the other hand, ifr i ≥ R i , then for sufficiently large n, K i ≥ e n(Ri−δ) for i ∈ {1, 2}. Thus On the other hand, when C in = 0, no cooperation is possible in the original average-error code. This means that in the new code, we only need the first cooperation step. Thus it suffices to haveJ = 1.
When either min{r 1 ,r 2 } = 0 or min{R 1 , R 2 } = 0, we apply a similar argument, but instead of using Lemma 2, we use its corresponding vector version, which we state below. 
where i ∈ {(s − 1)k + 1, . . . , sk} and j ∈ {(t − 1)k + 1, . . . , tk}. Let J k denote the k × k matrix consisting of all ones. By the union bound,
We next find an upper bound for P{B 11 = J k }. Consider the pairs (S 1 , S 2 ) and (τ 1 , τ 2 ), where
, |S 1 | = |S 2 | = k, and τ 1 and τ 2 are permutations on the set [k]. In addition, denote the elements of S 1 and S 2 with
Define E τ1τ2 S1S2 as the event where for all ∈ [k], Σ 1 ( ) = i τ1( ) and Σ 2 ( ) = j τ2( ) . We have
Note that
1 ∀ ∈ [k] : a i τ 1 ( ) j τ 2 ( ) = 1 , Note that for a fixed pair (S 1 , S 2 ), τ1,τ2 1 ∀ ∈ [k] : a i τ 1 ( ) j τ 2 ( ) = 1 equals k! times the number of k-subsets of S 1 × S 2 that consist only of ones and have exactly one entry in each row and each column. Thus
We have P ∃(s, t) : Lemma 7. For any two integers k and n where 0 ≤ k ≤ n, we have
Appendix C. Proof of Proposition 5
For average-error, we prove a stronger result. We show that whenever the rate pair (R 1 , R 2 ) is achievable for the MAC with (C 12 , C 21 )-conferencing under averageerror, then the rate pair
is achievable without conferencing. From [14] , we know that the average-error capacity region with conferencing (for any positive J) is given by the set of all rate pairs (R 1 , R 2 ) that satisfy
(R 2 − C 21 ) + ≤ I(X 2 ; Y |U, X 1 ) (R 1 − C 12 ) + + (R 2 − C 21 ) + ≤ I(X 1 , X 2 ; Y |U )
for some distribution p(u)p(x 1 |u)p(x 2 |u). Comparing the first three inequalities with the average-error capacity of the classical MAC [1, 2, 10] , proves the achievability of the rate pair (13).
For maximal-error, note that for every (n, M 1 , M 2 ) code for the MAC with Jstep conferencing, the set of all messages that lead to the same conferencing output is of the form A 1 × A 2 for some A i ⊆ [M i ] for i ∈ {1, 2}. This follows directly from Equation (19) in [14] . Now fix a sequence of (n, M 1 , M 2 ) codes that achieve the sumcapacity C max (C 12 , C 21 ). Since there are at most e n(C12+C21) possible conferencing outputs, the pigeonhole principle implies that for each i ∈ {1, 2}, there exists a set A
