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Abstract. We deﬁne a transformation from term rewriting systems
(TRSs) to context-sensitive TRSs in such a way that termination of
the target system implies outermost termination of the original system.
For the class of left-linear TRSs the transformation is complete. Thereby
state-of-the-art termination methods and automated termination provers
for context-sensitive rewriting become available for proving termination
of outermost rewriting. The translation has been implemented in Jam-
box, making it the most successful tool in the category of outermost
rewriting of the last edition of the annual termination competition.
1 Introduction
Termination is a key aspect of program correctness, and therefore a widely
studied subject in term rewriting and program veriﬁcation. While termina-
tion is undecidable in general, various automated techniques have been de-
veloped for proving termination. One of the most powerful techniques is the
method of dependency pairs [2]. Recently [1], this method has been generalized
to context-sensitive TRSs, thereby signiﬁcantly extending the class of context-
sensitive TRSs for which termination can be shown automatically. Context-
sensitive rewriting [6] is a restriction on term rewriting where rewriting in some
ﬁxed arguments of function symbols is disallowed. It oﬀers a ﬂexible paradigm to
analyze properties of rewrite strategies, in particular of (lazy) evaluation strate-
gies employed by functional programming languages.
In this paper context-sensitive rewriting is the target formalism for a transfor-
mational approach to the problem of outermost termination, that is, termination
with respect to outermost rewriting. Outermost rewriting is a rewriting strat-
egy where a redex may be contracted as long as it is not a proper subterm of
another redex occurrence. The main reason for studying outermost termination
is its practical relevancy: lazy functional programming languages like Miranda,
Haskell or Clean, are based on outermost rewriting as an evaluation strategy,
and in implementations of rewrite logic such as Maude and CafeOBJ, outermost
rewriting can be speciﬁed. Consider the TRS R0 consisting of the following rules:
a → f(a) f(f(x)) → b (R0)
Clearly, this system is not terminating as witnessed by the inﬁnite rewrite se-
quence a → f(a) → f(f(a)) → f(f(f(a))) → . . ., but it is outermost terminat-
ing. Indeed, the third step in the inﬁnite sequence is not an outermost step, since
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the contraction takes place inside another redex. The only (maximal) outermost
rewrite sequence the term a admits is a → f(a) → f(f(a)) → b.
Our contribution is a transformation of arbitrary TRSs into context-sensitive
TRSs (μTRSs) in such a way that rewriting in the μTRS corresponds to out-
ermost rewriting in the original TRS. As a result advanced termination tech-
niques for μTRSs become applicable for proving outermost termination, and
automated termination provers for μTRSs can directly (without modiﬁcation,
only preprocessing) be used for proving outermost termination. Our transfor-
mation is complete for the class of quasi left-linear TRSs (a generalized form of
left-linear TRSs, see [8]), that is, termination of the resulting μTRS is equivalent
to outermost termination of the original system.
The transformation is comprised of a variant of semantic labeling [12]. In
semantic labeling the function symbols in a term are labeled by the interpretation
of their arguments (or a label depending on these values) according to some
given semantics. We employ semantic labeling in order to mark symbols at redex
positions, and we obtain a μTRS by deﬁning a replacement map that disallows
rewriting inside arguments of marked symbols.
We illustrate our use of semantic labeling by the TRS R0 from the ﬁrst page.
We choose the algebra A0 = 〈{0, 1}, [·]〉 where the interpretation indicates the
presence of the symbol f , thus [a] = [b] = 0, and [f ](x) = 1 for x ∈ {0, 1}. Then
we write f if the value of its argument is 1, and just f if the value is 0. The
symbol a is always marked, and b never is. If f is marked it corresponds to a redex
position with respect to the rule f(f(x)) → b. For example the term f(f(f(a)))
is labeled as f(f(f(a))). We obtain a μTRS by forbidding rewriting inside
the argument of the symbol f; since a is a constant, there is nothing to be
forbidden. Then for correctly labeled terms, rewriting inside redex positions is
disallowed, corresponding to the outermost rewriting strategy. In order to rewrite
labeled terms we have to label the rules of the TRS. By labeling R0 with the
algebra A0 we obtain the μTRS R0:
a → f(a) f(f(x)) → b f(f(x)) → b (R0)
which has two instances of the second rule, one for each possible value of x.
Now, despite the fact that the original TRS is outermost terminating, the
transformed μTRS R0 admits an inﬁnite rewrite sequence:
a → f(a) → f(f(a)) → f(f(f(a))) → . . . (1)
The reason is that the term f(f(a)) is not correctly labeled, as the root symbol
f should have been marked. In [12] this problem is avoided by allowing labeling
only with ‘models’. Roughly, an algebra is a model if left- and right-hand sides
of all rewrite rules have equal interpretations. However, this requirement is too
strict for the purpose of marking redexes, because contraction of a redex at a
position p may create a redex above p in the term tree, as witnessed by (1). In
fact, for R0 there exists no model which is able to distinguish between redex
and non-redex positions. The rewrite step f(a) → f(f(a)) creates a redex at the
top. The term f(a) is not a redex, and therefore its root symbol f should not
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be marked. On the other hand f(f(a)) is a redex and so the outermost f has
to be marked. The change of the labeling of a context (here f()) implies that
the interpretation of its arguments a and f(a) cannot be the same. Therefore
we cannot require the rule a → f(a) to preserve the interpretation.
For this reason, we generalize the concept of model, and relax the requirement
[] = [r] to ∃n. [C[]] = [C[r]] for all contexts C of depth n. Thus rules are
allowed to change the interpretation as long as the eﬀect is limited to contexts
of a bounded depth. Algebras satisfying this weaker requirement, which we call
‘C-models’, are strong enough to recognize redex positions. In particular, the
algebra A0 given above is a C-model for the system R0. As demonstrated by the
rewrite sequence (1) in the μTRS R0, for C-models it is no longer suﬃcient to
simply label the rules: an application of the rule a → f(a) in the term f(a)
creates the invalid labeled term f(f(a)). In order to preserve correct labeling,
we sometimes need to extend the rewrite rules by putting contexts around their
left- and right-hand sides. Using the C-model A0, our algorithm transforms R0
into the μTRS πA0(R0), which truthfully simulates outermost rewriting of R0:
f (a) → f(f (a)) top(f(f (x))) → top(b)
top(a) → top(f (a)) top(f(f(x))) → top(b) (
π
A0(R0))
We explain this magical transformation. The rule f(a) → f(f(a)) is obtained
from prepending the context f() to a → f(a). This enables correct updating
of the labeling of the context during rewriting. Because we still have to allow
rewrite steps a → f(a) of the original TRS at the top of a term, we extend
the signature with a unary function symbol top which represents the top of
a term. Thus when prepending contexts we include top(), giving rise to the
rule top(a) → top(f(a)). The necessity of the symbol top becomes especially
apparent when considering the rule f(f(x)) → b. Here prepending the context
f() is not even an option since f(f(f(x))) → f(b) is not an outermost rewrite
step; this rule can only be applied at the top of a term. Hence we get the two
rules displayed on the right, one for each possible interpretation of the variable x.
Semantic labeling has the nice property that it does not complicate termina-
tion proofs. Although semantic labeling increases the search space, termination
proofs for the unlabeled system carry over to the labeled one. That is, whenever
R′ is a labeling of a TRS R and A = 〈A, [·],,	〉 is a monotone Σ-algebra [4]
which proves termination of R, then extending [·] to the labeled signature Σ′
by [fλ] = [f ] for every f ∈ Σ and label λ, yields a monotone Σ′-algebra which
proves termination of R′. Consequently our transformation, based on a variant
of semantic labeling, also does not complicate termination proofs. On the con-
trary, the labeled systems often allow for simpler proofs arising from the enriched
signature which provides more freedom for the choice of interpretations, see [12].
Semantic labeling possibly creates extra copies of rules, and our extension
might even create more copies: one for each context that has to be prepended.
Despite of this fact, the implementation of our transformation in the termination
prover Jambox performs eﬃciently on the set of examples from the Termination
Problem Database (TPDB [10]).
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score average time
Jambox 72 (93.5%) 4.1s
TrafO 46 (59.7%) 8.1s
AProVE 27 (35.0%) 10.8s
Fig. 1. Results of proving outermost termination in the competition of 2008
Jambox was best in proving termination in the category of outermost rewrit-
ing of the termination competition of 2008 [10], see Figure 1. With an average
time of 4.1 seconds per termination proof, Jambox was also faster than the other
participants, providing empirical evidence for the eﬃciency of our transforma-
tion. Not listed in Figure 1 is TTT2, which did not prove outermost termination,
but performed best in disproving outermost termination.
The secret behind the eﬃciency of Jambox is threefold: First, we construct and
minimize the algebras employed for marking redex positions, see Sections 4 and 5.
Secondly, we try two labeling strategies: minimal and maximal. Minimal labeling
is very eﬃcient and contributes to 75% of the success of Jambox. In order to
have a complete transformation we also employ maximal labeling. Both labelings
are described in Section 6. Thirdly, we combine labeling and context extension
into what we call ‘dynamic labeling’, where contexts are prepended depending
on the interpretation of the variables. This is formalized in Section 3. All these
optimizations minimize the number of rules and their size in the transformed
μTRS, which is important to keep a manageable search space.
Related work. Cariboo [5] deals with outermost termination using a stand-alone
approach based on induction. The very idea for a transformational approach
to outermost termination comes from [8]. There the signature is enriched with
unary symbols top, up, and down and the TRS is extended with ‘anti-matching’
rules such that down(t) is a redex if and only if t is not a redex with respect
to the original TRS. The idea is that the symbol down is moved down in the
term tree as long as no redex is encountered. Once a redex is encountered, a
rewrite step is performed, and the symbol down is replaced by up, which then
moves upwards again to the top of the term, marked by top. This transformation
is implemented in TrafO. Based on a similarly elegant idea, Thiemann [11] de-
ﬁnes a complete transformation from outermost to innermost rewriting, which
is implemented in AProVE. For traversal to the redex positions, rules of the
form down(isRedex(f(. . .))) → f(. . . , down(isRedex(. . .)), . . .) are used. In order
to simulate outermost rewriting and to prevent from moving inside redexes, rules
isRedex() → up(r) are added for every rule  → r of the original TRS. Then, by
the innermost rewriting strategy, the latter rules have priority over the traver-
sal rules, whenever an original redex is encountered. The simplicity of both
approaches is attractive, but the yo-yoing eﬀect in the resulting TRSs makes
that the original outermost rewrite steps are ‘hidden’ among a vast amount of
auxiliary steps. This increases derivational complexity, and makes it hard for
automated termination provers to ﬁnd proofs for the transformed systems.
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2 Preliminaries
For a general introduction to term rewriting and to context-sensitive rewriting,
the reader is referred to [9] and [6], respectively. Here we repeat some of the
main deﬁnitions, for the sake of completeness, and to ﬁx notations.
A signature Σ is a non-empty set of symbols each having a ﬁxed arity, given
by a mapping  : Σ → N. Given Σ and a set X of variables, the set Ter (Σ,X ) of
terms over Σ is the smallest set satisfying: X ⊆ Ter(Σ,X ), and f(t1, . . . , tn) ∈
Ter(Σ,X ) if f ∈ Σ of arity n and ti ∈ Ter(Σ,X ) for all 1 ≤ i ≤ n. We
use x, y, z, . . . to range over variables, and write Var(t) for the set of variables
occurring in a term t. Usually we leave X implicit and write Ter(Σ) for the set
of terms over Σ and a ﬁxed, countably inﬁnite set of variables X . The set of
positions Pos(t) ⊆ N∗ of a term t ∈ Ter(Σ) is deﬁned as follows: Pos(x) = {}
for variables x ∈ X and Pos(f(t1, . . . , tn)) = {}∪{ip | 1 ≤ i ≤ f, p ∈ Pos(ti)}.
We write t(p) to denote the root symbol of t|p, the subterm of t rooted at p, and
we write root(t) for the root symbol of t, that is root(t) = t().
A substitution σ is a map σ : X → Ter(Σ,X ) from variables to terms. For
terms t ∈ Ter(Σ,X ) and substitutions σ, tσ is inductively deﬁned by xσ = σ(x)
if x ∈ X , and f(t1, . . . , tn)σ = f(t1σ, . . . , tnσ) otherwise. Let  be a fresh symbol,
i.e.  ∈ Σ∪X . A context C is a term from Ter (Σ,X ∪{}) containing precisely
one occurrence of . By C[s] we denote the term Cσ where σ() = s and
σ(x) = x for all x ∈ X . The depth of a context C is deﬁned as the length |p| of
the position p at which  resides, that is, the position p such that C(p) = .
A term rewriting system (TRS) over Σ is a set R of pairs 〈, r〉 ∈ Ter(Σ,X )2,
called rewrite rules and written as  → r, for which the left-hand side  is
not a variable ( ∈ X ) and all variables in the right-hand side r occur in :
Var(r) ⊆ Var(). For a TRS R we deﬁne →R, the rewrite relation induced by
R as follows. For terms s, t ∈ Ter(Σ,X ) we write s →R t, or just s → t if R is
clear from the context, if there exists a rule  → r ∈ R, a substitution σ and a
context C ∈ Ter(Σ,X ∪ {}) such that s = C[σ] and t = C[rσ]; we sometimes
write s →R,p r to explicitly indicate the rewrite position p, i.e. when C(p) = .
Then s outermost rewrites to t at a position p ∈ Pos(s), denoted by s out→R,p t, if
s →R,p t and for all positions p′ that are a proper preﬁx of p: s|p′ is not a redex.
A mapping μ : Σ → 2N is called a replacement map (for Σ) if for all f ∈ Σ
we have μ(f) ⊆ {1, . . . , f}. A context-sensitive term rewriting system (μTRS)
is a pair 〈R,μ〉 consisting of a TRS R and a replacement map μ. The set of μ-
replacing positions Posμ(t) of a term t ∈ Ter(Σ,X ) is deﬁned by Posμ(x) = {}
for x ∈ X and Posμ(f(t1, . . . , tn)) = {} ∪ {ip | i ∈ μ(f), p ∈ Posμ(ti)}. In
context-sensitive term rewriting only redexes at μ-replacing positions are con-
tracted: s μ-rewrites to t, denoted s →R,μ t, whenever s →R,p t with p ∈ Posμ(s).
A Σ-algebra 〈A, [·]〉 consists of a non-empty set A and for each n-ary f ∈ Σ
a function [f ] : An → A, called the interpretation of f . Given an assignment α :
X → A, the interpretation of terms t ∈ Ter(Σ) is deﬁned by: [x, α] = α(x) and
[f(t1, . . . , tn), α] = [f ]([t1, α], . . . , [tn, α]). For substitutions σ : X → Ter(Σ,X ),
we write [σ, α] for the function λx.[σ(x), α]. For ground terms t ∈ Ter(Σ,∅) and
substitutions σ : X → Ter(Σ,∅) we write [t] and [σ] for short, respectively.
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3 Transformation by Dynamic Labeling
In outermost rewriting the only redexes which are allowed to be rewritten are
those which are not nested within any other redex occurrence. We represent this
strategy by context-sensitive rewriting by using semantic labeling: we mark the
symbols which are the root of a redex in order to disallow rewriting within that
redex. We ﬁrst recall the deﬁnition of semantic labeling and models from [12],
and then generalize these to ﬁt our purpose.
Definition 3.1 ([12]). Let Σ be a signature. A semantic labeling 〈A, [·], π〉 con-
sists of a Σ-algebra 〈A, [·]〉 and a family π = {πf}f∈Σ of functions πf : Af → Λf
where, for each f ∈ Σ, Λf is a ﬁnite and non-empty set of labels. For a term
t ∈ Ter(Σ) and α : Var(t) → A, an interpretation of its variables, we deﬁne the
labeling lab(t, α) of t with respect to α inductively as follows:
lab(x, α) = x ,
lab(f(t1, . . . , tn), α) = fπf ([t1,α],...,[tn,α])(lab(t1, α), . . . , lab(tn, α)) .
For ground terms t ∈ Ter(Σ,∅) we just write lab(t). Let R be a TRS over
Σ. The semantic labeling of R is the TRS lab(R) over the labeled signature
lab(Σ) = {fλ | f ∈ Σ, λ ∈ Λf}, deﬁned by:
lab(R) = {lab(, α) → lab(r, α) |  → r ∈ R , α : Var() → A} .
Term labeling satisﬁes the following useful property; see [12] for a proof.
Lemma 3.2 ([12]). Let 〈A, [·]〉 be a Σ-algebra, α : X → A, σ : X → Ter(Σ),
and σ(x) = lab(σ(x), α). Then lab(tσ, α) = lab(t, [σ, α])σ, for all t ∈ Ter(Σ).
The Σ-algebra of a semantic labeling has to satisfy certain constraints in order
to obtain that a TRS is terminating if and only if its labeled version is. In [12]
the algebra has to be a ‘model’: A Σ-algebra 〈A, [·]〉 is called a model of a TRS R
if for all rules  → r ∈ R and assignments of variables α : Var() → A we have
that [, α] = [r, α]. In the introduction we explained why this notion of model is
too restrictive for our purpose. In order to be able to distinguish between redex
and non-redex positions we introduce C-models, a generalization of models.
Definition 3.3. A C-model for a TRS R is a Σ-algebra 〈A, [·]〉 such that for
every rule  → r ∈ R there exists n ∈ N such that for every context C of depth n
and assignment α : X → A we have [C[], α] = [C[r], α]. When n ∈ N is minimal
for a rule  → r with respect to this property, we call n the C-depth for  → r.
As this deﬁnition suggests, it is possible to use a C-model A to transform a
TRS R by prepending contexts to its rules in such a way that A becomes a
model for the transformed system R˜, and then perform semantic labeling. But
then, from the labeled version lab(R˜), every rule that contains a marked (redex)
symbol within the context that was prepended to the rule in the construction
of R˜ has to be removed again, as it would enable a rewrite step which is not
outermost.
We choose for a diﬀerent approach which we call ‘dynamic labeling’. We step-
wise extend rules by contexts, only when needed and dependent on the variable
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interpretation used for the semantic labeling. For diﬀerent interpretations of the
variables usually diﬀerent context depths are necessary for achieving equal inter-
pretations of left- and right-hand side. In each extension step we check whether
a candidate symbol is a redex symbol, and, if it is, this symbol is excluded from
prepending. Here, by a redex symbol we mean a labeled symbol which indicates
the presence of a redex in the original system (at the same position). Dynamic
labeling is more eﬃcient in that both the number and the size of the rules of
the resulting μTRS are smaller than in the ‘static’ version. We explain dynamic
labeling by means of the TRS R1 consisting of the rules:
f(g(x)) → f(f(g(x))) f(f(f(x))) → x (R1)
and the algebra A1 = 〈A1, [·]〉 where A1 = {g, f0, f1, f2} and where the inter-
pretation of the symbols is deﬁned by [g](x) = g for all x ∈ A1, [f ](g) = f1 and
[f ](fi) = fmin(i+1,2) for i = 0, 1, 2. Let further 〈A1, π〉 be the semantic labeling
where π labels the symbols with the interpretations of their arguments. Then
the symbols fg and ff2 are redex symbols, corresponding to redex positions with
respect to the ﬁrst and the second rule of R1, respectively. The algebra A1 is a
C-model where for the ﬁrst rule the C-depth is 1, and for the second rule it is 2.
We iteratively construct sets P0, P1, . . ., until Pi+1 = Pi for some i. The initial
set P0 consists of pairs 〈 → r, α〉 for each rule  → r, and each interpretation
α : Var() → A1 of the variables. Then, in each step, Pi+1 is obtained from Pi
by replacing every pair 〈 → r, α〉 of Pi for which the interpretation of the left-
hand side diﬀers from the right-hand side ([, α] = [r, α]), by the pairs 〈C[] →
C[r], α′〉 for every ﬂat context C (see (2) on the next page) and every extension
α′ : Var(C[]) → A1 of α, such that the root of the labeled, extended left-hand
side lab(C[], α′) is not a redex symbol. Among the ﬂat contexts to prepend we
include top() to cater for the case that the rule is applied at the top of the
term. For R1 the initial set P0 is:
P0 =
{ 〈f(g(x)) → f(f(g(x))), λx.a〉 , 〈f(f(f(x))) → x, λx.a〉 | a ∈ A1
}
.
The only element 〈 → r, α〉 of P0 such that [, α] = [r, α] is 〈f(f(f(x))) →
x, λx.f2〉. For this pair no context needs to be prepended. The other pairs have
to be replaced by their context extensions, and thus P1 consists of:
〈C[f(g(x))] → C[f(f(g(x)))], λx.a〉 , for all a ∈ A1, C ∈ {top(), f(), g()},
〈f(f(f(x))) → x, λx.f2〉 ,
〈C[f(f(f(x)))] → C[x], λx.a〉 , for all a ∈ A1 \ {f2}, C ∈ {(top), g()}.
In the last line the context f() is excluded, because the labeled left-hand side
of the rule would contain the redex symbol ff2 within the prepended context,
and thus the step would not be outermost. Due to the outermost strategy, the
original rule is only applicable under a context C[g()] (where C does not con-
tain any redexes) or at the top of a term. Now for all (4 · 3 + 1 + 3 · 2 = 19)
pairs of P1 left- and right-hand side have equal interpretations, and the iterative
construction is ended. We deﬁne A1(R1) = P1, and call this set the ‘dynamic
context extension’ of R1 with respect to A1.
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Secondly, the dynamic extension A1(R1) is labeled using the family π which
returns for each symbol f a label consisting of the interpretation of its arguments,
i.e., πf (a1, . . . , af ) = 〈a1, . . . , af 〉. Then the desired μTRS πA1(R1), which we
call the dynamic labeling of R1, consists of the rules lab(, α) → lab(r, α) for
every 〈 → r, α〉 ∈ A1(R1), with the replacement map μ deﬁned by μ(f) = ∅
if f ∈ {fg, ff2}, and μ(f) = {1, . . . , f} otherwise, for all f ∈ lab(Σ).
We now formalize dynamic labeling. For the remainder of this section we ﬁx an
arbitrary TRS R over Σ, and let A = 〈A, [·]〉 be a C-model for R. We assume top
to be a fresh symbol (top ∈ Σ) representing the top of a term, and abbreviate
Σtop = Σ ∪ {top}. We extend A to a Σtop-algebra by choosing an arbitrary
but ﬁxed element a ∈ A and deﬁning the interpretation of top as the constant
function [top] = λx.a. Furthermore, we let 〈A, π〉 be a semantic labeling, and
Σred ⊆ lab(Σ) a subset of the labeled signature, called the set of redex symbols.
The deﬁnition makes use of flat contexts fresh for t ∈ Ter(Σtop):
Ct =
{
f(x1, . . . , xj−1,, xj+1, . . . , xf ) | f ∈ Σtop, j ∈ {1, . . . , f}
}
(2)
where x1, x2, . . . ∈ X such that xi ∈ Var(t). Furthermore, for partial functions
f, g : S ⇀ T with disjoint domains, we write f+g for the union of f and g, deﬁned
by (f + g)(x) = f(x) if x ∈ dom(f), and (f + g)(x) = g(x) if x ∈ dom(g).
Definition 3.4. The dynamic context extension of R, denoted by A(R), is
deﬁned as the ﬁxed point of the following construction of sets P0, P1, . . ., that
is, A(R) = Pi as soon as Pi+1 = Pi for some i. The initial set is deﬁned by:
P0 = { 〈 → r, α〉 |  → r ∈ R, α : Var() → A } ,
and for i = 0, 1, . . . the set Pi+1 is obtained from Pi by replacing every pair
〈 → r, α〉 such that [, α] = [r, α], or r ∈ X ,1 by all pairs in ( → r, α) where:
( → r, α) = { 〈C[] → C[r], α + β〉 ∣∣ C ∈ C	 , β : Var(C) → A,
root(lab(C[], α + β)) ∈ Σred } .
Then, the dynamic labeling of R is the μTRS 〈πA(R), μ〉 consisting of:
πA(R) =
{
lab(, α) → lab(r, α) | 〈 → r, α〉 ∈ A(R)
}
,
and the replacement map μ, deﬁned by μ(f) = ∅ if f ∈ Σred , and μ(f) =
{1, . . . , f} otherwise, for all f ∈ lab(Σtop). Whenever the set Σred , which de-
termines the replacement map, is clear from the context, we write πA(R) as a
shorthand for 〈πA(R), μ〉.
Notice that the construction of A(R) is guaranteed to terminate because of
the assumption that A is a C-model.
We come to the ﬁrst main theorem, stating that outermost ground termination
of R is implied by termination of the transformed system πA(R).
1 The condition r ∈ X eliminates collapsing rules. This is used in the proof of Thm. 6.5,
which states completeness. Without this condition, the transformation is still sound
(Thm. 3.7). Nota bene: in the TRS R1 worked out before, r ∈ X is not used.
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For the remainder of this section, we assume that the set Σred ⊆ lab(Σ) contains
redex symbols only, that is, for all ground terms t and p ∈ Pos(t):
lab(t)(p) ∈ Σred implies that t|p is a redex with respect to R (‡)
Lemma 3.5. Let s, t ∈ Ter(Σ,∅) be ground terms and p ∈ Pos(s) such that
s out→R,p t. Then for all proper prefixes q of 1p we have lab(top(s))(q) ∈ Σred .
Proof. If q = , this follows from topλ ∈ Σred for any label λ. If q = , then
lab(top(s))(q) = lab(s)(q′) with q′ a proper preﬁx of p, and if lab(s)(q′) ∈ Σred ,
then by assumption (‡) the term s contains a redex at position q′, quod non. unionsq
The following lemma states that any outermost ground rewrite step in R can
be transformed into a rewrite step in πA(R). For ground substitutions σ : X →
Ter(Σ,∅) deﬁne σ(x) = lab(xσ).
Lemma 3.6. Let s, t ∈ Ter(Σ,∅) be ground terms such that s out→R t. Then:
lab(top(s)) →πA(R) lab(top(t)) .
Proof. Assume s out→R,p t for some position p ∈ Pos(s). Then there exists a rule
 → r ∈ R, a context C with C(p) =  and a ground substitution σ such that
s = C[σ] and t = C[rσ]. We consider the construction of the dynamic context
extension from Deﬁnition 3.4, and prove by induction that for all i = 0, 1, . . .
there exists a context Ci which is a preﬁx of top(C), a ground substitution σi, and
terms i, ri such that top(s) = Ci[iσi], top(t) = Ci[riσi] and 〈i → ri, [σi]〉 ∈ Pi.
For the base case we have 〈0 → r0, [σ0]〉 ∈ P0 with 0 = , r0 = r, σ0 = σ, and
C0 = top(C). For the induction step we assume the existence of Ci, σi, and
〈i → ri, [σi]〉 ∈ Pi with the above properties. If [i, [σi]] = [ri, [σi]] and ri ∈ X
then by deﬁnition 〈i → ri, [σi]〉 ∈ Pi+1, and so we are done. For the remaining
cases [i, [σi]] = [ri, [σi]] and ri ∈ X , we ﬁrst show that Ci = . If [i, [σi]] =
[ri, [σi]] and Ci =  , then iσi = top(s) and riσi = top(t), and hence root(i) =
root(ri) = top, contradicting [i, [σi]] = [ri, [σi]] (recall that the interpretation
of top is constant). Furthermore, we have ri ∈ X only if i = 0, and then Ci =
top(C) = . Thus we have Ci = D[D′σ′] for some context D, ﬂat context D′ ∈
C	i and substitution σ′. We choose Ci+1 = D, i+1 = D′[i], ri+1 = D′[ri], and
σi+1 = σi+σ′. It remains to be shown that 〈i+1 → ri+1, [σi+1]〉 ∈ Pi+1. For this
it suﬃces to prove that root(lab(i+1, [σi+1])) ∈ Σred . We have Ci+1[i+1σi+1] =
top(s). Let q be the position such that Ci+1(q) = . Then, by Lemma 3.2 we
obtain root(lab(i+1, [σi+1])) = root(lab(i+1σi+1)) = top(lab(s))(q). Note that
q is a proper preﬁx of 1p, and so lab(s)(q′) ∈ Σred by Lemma 3.5.
Let i ∈ N be such that Pi+1 = Pi. By the result above we have 〈i → ri, [σi]〉
∈ A(R), with [iσi] = [riσi], and then lab(i, [σi]) → lab(ri, [σi]) ∈ πA(R) by
deﬁnition. Let τ and υ be deﬁned by τ() = iσi, υ() = riσi, and τ(x) =
υ(x) = x for x ∈ X . Then we have that lab(Ci, [τ ]) = lab(Ci, [υ]) since [τ ] = [υ].
Let E = lab(Ci, [τ ]). We get lab(top(s)) = lab(Ci[iσi]) = lab(Ciτ) = Eτ =
E[lab(iσi)] = E[lab(i, [σi])σi] and lab(top(t)) = . . . = E[lab(ri, [σi])σi], by
Lemma 3.2. Then, by Lemma 3.5 we have lab(top(s)) →πA(R) lab(top(t)). unionsq
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Theorem 3.7. R is outermost ground terminating if πA(R) is terminating.
Proof. Assume R admits an inﬁnite outermost rewrite sequence t1 out→R t2 out→R
t3
out→R . . .. Then from Lemma 3.6 it follows that πA(R) allows an inﬁnite rewrite
sequence: lab(top(t1)) →πA(R) lab(top(t2)) →πA(R) lab(top(t3)) →πA(R) . . .. unionsq
Theorem 3.7 is about outermost ground termination. This is not a restriction
because by adding a fresh constant 0 and a fresh unary symbol s, outermost
ground termination coincides with outermost termination:
Lemma 3.8. The TRS R over the signature Σ is outermost terminating if and
only if R over the signature Σ ∪ {s, 0} is outermost ground terminating. unionsq
4 Constructing Suitable Algebras
In this section we construct C-models that are able to recognize redex positions
with respect to left-linear rules. The construction of C-models is similar to the
construction of a deterministic tree automaton (DTA) for recognizing left-linear
redexes. A DTA is a Σ-algebra 〈A, [·]〉 with a distinguished set AF ⊆ A of ﬁnal
states. A term t is accepted by the automaton whenever [t] ∈ AF . The diﬀerence
with the construction of a DTA is that for the construction of a C-model we do
not distinguish ﬁnal and non-ﬁnal states, but instead have a family of functions
isRedexf : Af → Bool for indicating the presence of a redex.
Definition 4.1. A redex-algebra A = 〈A, [·], isRedex〉 is a Σ-algebra 〈A, [·]〉 with
a family {isRedexf}f∈Σ of functions isRedexf : Af → Bool . The language of A
is the set L(A) = {f(t1, . . . , tn) ∈ Ter(Σ,∅) | isRedexf ([t1], . . . , [tn]) = true}.
By this separation of tasks our approach allows for smaller algebras, because,
intuitively, the algebra needs to ‘remember’ only the subterms t1,. . . ,tn and not
f(t1, . . . , tn) itself. To see this, consider the single-rule system:
f(g(x)) → a .
A tree automaton recognizing redex positions for this TRS needs at least three
states: one for indicating a redex f(g(. . .)), one for g(. . .), and one garbage state.
For redex-algebras two states suﬃce: one state for g(. . .) and one for garbage.
Then isRedexf (g(. . .)) = true and false , otherwise.
The ‘core’ of a redex-algebra consists of all interpretations of ground terms:
Definition 4.2. Let A = 〈A, [·], isRedex〉 be a redex-algebra over Σ. The core of
A is the redex-algebra Ac = 〈Ac, [·]c, isRedexc〉 where Ac is the smallest set such
that [f ](a1, . . . , an) ∈ Ac whenever f ∈ Σ and a1, . . . , an ∈ Ac, and where [·]c and
isRedex c are the restrictions of [·] and isRedex to Ac, respectively. Furthermore
we say that A is core whenever A = Ac.
Lemma 4.3. Let A = 〈A, [·], isRedex〉 be a redex-algebra over Σ. Then for every
a ∈ Ac there exists a ground term t ∈ Ter(Σ,∅) with [t] = a. unionsq
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We now describe a syntactical construction of redex-algebras. The idea is to
build Σ-algebras that ‘remember’ proper subterms of left-hand sides. Given this
interpretation, the isRedex functions decide whether a redex is present. We ﬁrst
deﬁne some auxiliary functions.
Let⊥ be a fresh symbol,⊥ ∈ Σ, and deﬁne T = Ter(Σ∪{⊥},∅). The function
cut : Ter(Σ,X ) → T is deﬁned such that cut(t) is the result of replacing all
variables in t by ⊥. We deﬁne match : T ×T → Bool such that match(s, t) = true
if s can be obtained from t by replacing subterms of t by ⊥, and match(s, t) =
false, otherwise. Let further merge(s, t) be the ‘most general common instance’ of
s and t, that is, merge : T ×T ⇀ T is deﬁned by: merge(⊥, t) = t, merge(t,⊥) =
t, and merge(f(s1, . . . , sn), f(t1, . . . , tn)) = f(merge(s1, t1), . . . ,merge(sn, tn)),
and undeﬁned whenever there exists a position p ∈ Pos(s) such that s(p) ∈ Σ,
t(p) ∈ Σ, and s(p) = t(p). Finally we deﬁne shrink : T × 2T → T such that
shrink (s, T ) is the largest t ∈ T (with respect to the number of symbols) such
that match(t, s) is true. Note that shrink (s, T ) is well-deﬁned whenever T is
closed under merge and ⊥ ∈ T : whenever two terms t1 = t2 of equal size match
s then merge(t1, t2) is larger and matches s.
Definition 4.4. Let R be a TRS. The redex-algebra for R is the core of the
redex-algebra 〈A, [·], isRedex〉, where A is the smallest set such that ⊥ ∈ A and
– t ∈ A for every proper subterm t of cut() with  a linear left-hand side of R ,
– merge(s, t) ∈ A whenever s, t ∈ A and merge(s, t) is deﬁned.
Then [·] is deﬁned by [f ](t1, . . . , tn) = shrink(f(t1, . . . , tn), A). And, for every
f ∈ Σ we deﬁne isRedexf (t1, . . . , tn) = true if f(t1, . . . , tn) is an instance of a
linear left-hand side of R, and isRedexf (t1, . . . , tn) = false , otherwise.
Example 4.5. Consider the term rewriting system R consisting of the rules:
c(c(c(x))) → a , c(c(a)) → c(c(c(c(a)))) .
By Deﬁnition 4.4 we obtain A = {c(c(⊥)), c(⊥),⊥, c(a), a}. Here [a] = a, [c](a) =
c(a), [c](c(a)) = c(c(⊥)) and [c](c(c(⊥))) = c(c(⊥)). Thus the elements ⊥ and
c(⊥) are not part of the core and hence not of the redex-algebra for the TRS.
Here we have isRedexc(c(a)) = isRedexc(c(c(⊥))) = true, and false otherwise.
Example 4.6. We compute the domain of the redex-algebra for the TRS:
f(x, y) → a(f(c(x), y)) , a(f(c(c(x)), y)) → e ,
f(x, y) → b(f(x, c(y))) , b(f(x, c(c(y)))) → e .
The subterms of cut() of linear left-hand sides  are: S = {⊥, f(c(c(⊥)),⊥),
f(⊥, c(c(⊥))), c(c(⊥)), c(⊥) }. The closure of S under merge yields the domain:
A = S ∪ {f(c(c(⊥)), c(c(⊥)))}.
Lemma 4.7. Let R be a TRS over Σ and A the redex-algebra for R. Then for
all ground terms t ∈ Ter(Σ,∅) we have t ∈ L(A) if and only if t is a redex with
respect to a left-linear rule in R.
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The proof proceeds by induction over the term structure. The ‘only if’-part is
crucial for soundness of our transformation, whereas the ‘if’-part is needed for
completeness for left-linear TRSs.
5 Minimizing Algebras
In this section we are concerned with the minimization of redex-algebras. The
algorithm is similar to the minimization of deterministic tree automata, see [3].
For the set of 291 TRSs of the outermost termination competition of 2008 [10],
the redex-algebras constructed according to Deﬁnition 4.4 have an average size of
4.6 elements. After an application of the minimization algorithm described here,
the average size falls to 3.4, a reduction of 27%. This reduction has a polynomial
inﬂuence on the number of rules of the transformed system.
Definition 5.1. Core redex-algebras A1, A2 are equivalent if L(A1) = L(A2).
For a given core redex-algebra we now construct a minimal equivalent algebra.
The diﬀerence to the minimization of tree automata from [3] lies in the initial
equivalence E0. For tree automata E0 consists of two partitions, the ﬁnal and
the non-ﬁnal states. In our setting two states are initially equivalent if they
cannot be distinguished using the isRedex functions. In general this can yield
any number of partitions between 1 and |A|.
Definition 5.2. Let A = 〈A, [·], isRedex〉 be a core redex-algebra over Σ. We
deﬁne equivalence relations Ei for i ∈ N on the elements of A. Initially two
elements a, b ∈ A are equivalent, a E0 b, if isRedexf (x, a,y) = isRedexf (x, b,y)
for all symbols f ∈ Σ, j ∈ {1, . . . , f}, x ∈ Aj−1, and y ∈ Af−j. Then for
i = 0, 1, . . . and a, b ∈ A we deﬁne a Ei+1 b to be the conjunction of a Ei b
and [f ](x, a,y) Ei [f ](x, b,y) for all f ∈ Σ, j ∈ {1, . . . , f}, x ∈ Aj−1, and
y ∈ Af−j . We stop when Ei+1 = Ei for some i ∈ N. Then we deﬁne E = Ei.
For a ∈ A we use a to denote the equivalence class of a with respect to E.
The minimized redex-algebra is deﬁned by Amin = 〈E, [·]E , isRedexE〉 where for
every f ∈ Σ we deﬁne [f ]E : Ef → E by [f ]E(a1, . . . , an) = f(a1, . . . , an),
and isRedexEf : Ef → Bool by isRedexEf (a1, . . . ,an) = isRedexf (a1, . . . , an).
Lemma 5.3. Let A be a core redex-algebra, then A is equivalent to Amin . unionsq
Example 5.4. We consider the TRS R consisting of the following three rules:
f(i(a)) → a , f(j(a)) → a , f(a) → a .
The redex-algebra for R is A = {a, i(a), j(a),⊥} with the interpretation [a] = a,
[i](a) = i(a), [j](a) = j(a), and the interpretation is ⊥ in all non-listed cases;
isRedexf (x) = true for all x = ⊥, and false, otherwise.
The minimization algorithm starts with E0 = {{a, i(a), j(a)}, {⊥}} as initial
equivalence, since⊥ can be distinguished from the other elements due to [f ](⊥) =
false. The ﬁrst iteration of the algorithm yields E1 = {{a}, {i(a), j(a)}, {⊥}} as
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[i](a) = i(a) whereas [i](i(a)) = [i](j(a)) = ⊥. The elements i(a) and j(a) are
indistinguishable, and so in the second iteration we obtain E2 = E1. Thus the
elements i(a) and j(a) are identiﬁed and we obtain an algebra that has one
element less than the algebra we started with.
6 Two Versions of Dynamic Labeling
In the previous sections we have constructed and minimized redex-algebras for
recognizing redex positions. For completing the transformation we still need to
deﬁne how the symbols are labeled. In this section we introduce two labelings
that arise naturally: minimal and maximal labeling. In minimal labeling symbols
are marked with a  if they correspond to redex positions and stay unlabeled
otherwise. This labeling creates a small signature and thereby results in a small
number of rules of the transformed system.
In the sequel we ﬁx R to be a TRS over Σ and 〈A, isRedex〉 with A = 〈A, [·]〉
the minimized redex-algebra for R.
Definition 6.1. The minimal labeling for R is the semantic labeling 〈A, π〉 de-
ﬁned for every f ∈ Σtop by πf (a1, . . . , af) =  if isRedexf (a1, . . . , af) = true,
and πf (a1, . . . , af ) = , otherwise; the redex symbols are Σred = {f | f ∈ Σ}.
Theorem 6.2. Let 〈A, π〉 and Σred be the minimal labeling for R. Then R is
outermost ground terminating if πR(A) is terminating.
Proof. An application of Theorem 3.7 together with Lemmas 4.7 and 5.3. unionsq
Minimal labeling is sound and eﬃcient, but it is not complete:
Example 6.3. The following term rewriting system is outermost terminating:
inf (x) → cons(x, inf (s(x))) cons(s(x), y) → nil (R2)
The minimized redex-algebra for R2 is A2 = 〈A2, [·]〉 with A2 = {s,⊥}, [s](x) =
s, [inf ](x) = [cons ](x, y) = ⊥, and [nil ] = ⊥. With minimal labeling we have
πcons(s, x) =  and πinf (x) =  for all x ∈ A2, and unmarked () otherwise. The
dynamic labeling πA2(R2) of R2 w.r.t. 〈A2, π〉 consists of the following rules, the
ﬁrst two of which arise from the inf -rule, with α(x) = ⊥, and α(x) = s resp.:
inf (x) → cons(x, inf (s(x))) ,
inf (x) → cons(x, inf (s(x))) ,
cons(s(x), y) → nil .
with μ(inf ) = μ(cons) = ∅. But now πA2(R2) admits an inﬁnite derivation:
inf (x) → cons(x, inf (s(x))) → cons(x, cons(s(x), inf (s(s(x))))) → . . . .
The third term is labeled incorrectly, as the inner cons should be marked. The
reason is that in the second step, instead of the ﬁrst inf -rule, the second should
have been applied; however, the left-hand side inf (x) contains too little infor-
mation to ‘decide’ what the labeling of the right-hand side should be.
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This motivates the use of maximal labeling for which correct labeling is preserved
under rewriting. Symbols are labeled with the interpretation of their arguments:
Definition 6.4. The maximal labeling for R is the semantic labeling 〈A, π〉 de-
ﬁned for every f ∈ Σtop by: Λf = Af , πf (a1, . . . , af ) = 〈a1, . . . , af〉 together
with the redex symbols Σred = {f 〈a1,...,af 〉 | isRedexf (a1, . . . , af ) = true}.
Maximal labeling is sound for all TRSs, and complete for quasi-left linear TRSs.
A TRS R is called quasi left-linear if every non-linear left-hand side of a rule in
R is an instance of a linear left-hand side from R.
Theorem 6.5. Let 〈A, π〉 with Σred be the maximal labeling for R. Then R is
outermost ground terminating if πR(A) is terminating. Moreover, if R is quasi
left-linear, the reverse direction holds as well.
Proof. The ﬁrst claim is a consequence of Theorem 3.7 and Lemmas 4.7 and 5.3.
For the second claim, let R be quasi left-linear. Assume that R is outermost
terminating but πA(R) is not terminating. We introduce types for πA(R) over
the sorts A ∪ {top}. For every fλ ∈ lab(Σtop) with λ = 〈a1, . . . , af 〉 we deﬁne
fλ to have input sorts 〈a1, . . . , an〉 and output sort [f ](a1, . . . , an), except for
top for which we ﬁx output sort top. An adaptation of [7, Proposition 5.5.24] for
μTRSs together with non-collapsingness of πA(R) yields the existence of a well-
sorted inﬁnite πR(A) rewrite sequence τ . By Lemma 4.3 we have a ground term
for every sort in A. Thus by applying a ground substitution to τ we get a well-
sorted inﬁnite ground term rewrite sequence τ ′. Well-sortedness implies correct
labeling: for every well-sorted term t ∈ Ter(lab(Σtop),∅) there exists a term
t′ ∈ Ter(Σtop,∅) such that t = lab(t′). Moreover, by well-sortedness the symbol
top can only occur at the top of a term; without loss of generality we assume
that every term in τ ′ has top as root. Hence to arrive at a contradiction it suﬃces
to show that for all terms s, t ∈ Ter(Σ,∅) with lab(top(s)) →πR(A) lab(top(t))
we have s out→R t. By construction, every rule in πR(A) is a context extension
plus labeling of a rule in R. Let ρ : s →R t be the corresponding step. What
remains to be shown is that ρ is an outermost step. Assume there would be a
redex u above the rewrite position. Then by Lemma 4.7 we have u ∈ L(AR)
where AR is the redex-algebra for R (Deﬁnition 4.4). From Lemma 5.3 it follows
that u ∈ L(A) as A is the minimization of AR. By deﬁnition of maximal labeling
we get root(lab(u)) ∈ Σred . But then this symbol must be in lab(top(s)), either
above the applied πR(A) rule or within the prepended context. Both cases yield
a contradiction: the former since μ(root(lab(u))) = ∅ would prohibit the μ-step,
and the latter since we do not prepend symbols from Σred . unionsq
Example 6.6. We revisit Example 6.3, but this time we use maximal labeling:
inf ⊥(x) → cons⊥,⊥(x,inf s(s⊥(x))) , inf s(x) → conss,⊥(x,inf s(ss(x))) ,
conss,⊥(s⊥(x), y) → nil , conss,⊥(ss(x), y) → nil ,
conss,s(s⊥(x), y) → nil , conss,s(ss(x), y) → nil ,
with μ(inf ⊥) = μ(inf s) = μ(conss,⊥) = μ(conss,s) = ∅. This μTRS is indeed
terminating as opposed to the μTRS constructed in Example 6.3.
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7 Discussion
For arbitrary TRSs our transformation (including the construction of C-models)
is sound, and for quasi left-linear TRSs it is complete (see Theorem 6.5). The
redex-algebra we construct recognizes redexes with respect to left-linear rules. As
a consequence, in the μTRS πA(R) rewriting is forbidden only inside such redex
positions. This corresponds to a weakening of the outermost rewriting strategy:
contraction of redexes is allowed as long as they are not strictly contained in a
redex occurrence with respect to a left-linear rule. We stress that our transfor-
mation with maximal labeling is complete for termination with respect to this
rewrite strategy for all TRSs.
An open question is whether there are interesting labelings between minimal
and maximal. In particular, are there more eﬃcient complete labelings? Here
eﬃciency is measured in the size of the signature and the number of rules of the
transformed system. In Example 6.6 it would have been suﬃcient to label cons
with the interpretation of the left argument, saving two symbols and two rules
of the transformed system.
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