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Abstract
We study the problem of minimizing the discounted probability of exponential Parisian ruin, that
is, the discounted probability that an insurer’s surplus exhibits an excursion below zero in excess of
an exponentially distributed clock. The insurer controls its surplus via reinsurance priced according to
the mean-variance premium principle, as in Liang, Liang, and Young [25]. We, first, find the optimal
reinsurance strategy for a diffusion approximation of the classical Crame´r-Lundberg risk model. Then, we
consider the classical risk model itself and apply stochastic Perron’s method, as introduced by Bayraktar
and Sˆırbu [9, 10, 11], to show that the minimum discounted probability of exponential Parisian ruin is
the unique viscosity solution of its Hamilton-Jacobi-Bellman equation with boundary conditions at ±∞.
Keywords. Exponential Parisian ruin; Crame´r-Lundberg risk model; diffusion approximation; opti-
mal reinsurance; mean-variance premium principle.
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1 Introduction
In classical risk theory, the probability of ruin has been a fundamental measure of the insurer’s overall
risk. However, as discussed in dos Reis [17], sometimes the probability of ruin is extremely small, or the
portfolio might be one out of many existing businesses in the company. There is a possibility that the
insurer has extra funds (or can borrow money) to maintain the negative surplus until the portfolio recovers
and before regulators detect the insurer’s bankruptcy. With this in mind, researchers introduced the concept
of Parisian ruin, which arises from Parisian options; see Chesney, Jeanblanc-Picque´, and Yor [13]. (Ordinary)
Parisian ruin occurs if an excursion below zero is longer than a deterministic time. Dassios and Wu [16] first
extended the concept of ruin to this Parisian type of ruin and computed it for a classical risk model with
exponential claims and for a diffusion approximation of the classical risk model. Recently, Parisian ruin has
been actively studied by, for example, Czarna and Parmowski [14], Loeffen, Czarna, and Palmowski [26],
Guerin and Renaud [20], Czarna and Palmowski [15], Baurdoux, Pardo, Pe´rez, and Renaud [5], and Renaud
[28]. Most of this research focuses on calculating the probability of Parisian ruin via excursion theory of
spectrally negative Le´vy processes and their associated scale functions; none of the above-mentioned research
controls the probability of Parisian ruin. By contrast, Liang and Young [24] studied the stochastic control
problem of optimally investing to minimize the probability of lifetime exponential Parisian ruin by solving a
boundary-value problem formed by the problem’s associated Hamilton-Jacobi-Bellman (HJB) equation and
boundary conditions.
Stochastic Perron’s method was introduced in Bayraktar and Sˆırbu [9] for linear problems, Bayraktar
and Sˆırbu [10] for nonlinear problems of HJB equations in stochastic control, and Bayraktar and Sˆırbu [11]
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for problems related to Dynkin games. Stochastic Perron’s method provides a way to show that the value
function of the stochastic control problem is the unique viscosity solution of the associated HJB equation.
Unlike the classical verification approach, it requires neither the dynamic programming principle nor the
regularity of the value function. Roughly speaking, stochastic Perron’s method consists of the following steps:
(1) estimate the value function from below and above by stochastic sub- and supersolutions, (2) prove that
the supremum and the infimum of the respective families are viscosity super- and subsolutions, respectively,
and (3) prove a comparison principle for viscosity sub- and supersolutions, which has an immediate corollary
that the value function is the unique (continuous) viscosity solution of its HJB equation. As opposed
to the classical verification method, the comparison principle here plays a role for both verification and
uniqueness. More recently, stochastic Perron’s method was applied to solve an exit-time problem in Rokhlin
[29], a transaction-cost problem in Bayraktar and Zhang [12], stochastic target problems in Bayraktar and
Li [6, 7, 8], and a problem of optimal consumption and information in Yang and Yu [32].
In this paper, we consider the problem of minimizing the discounted probability of exponential Parisian
ruin for an insurance company who can purchase per-loss reinsurance. We model the time that a regu-
lator inspects the insurance company’s accounting records (after bankruptcy occurs) via an exponentially
distributed random variable with mean 1/ρ. Exponential Parisian ruin occurs if bankruptcy occurs, and if
the company is still in bankruptcy when the regulator inspects the records. In other words, as soon as the
surplus process becomes negative, an independent exponential alarm clock begins to run; if the alarm rings
before the surplus becomes positive again, then exponential Parisian ruin occurs. Mathematically, our prob-
lem generalizes the ordinary-ruin problem and retains its one-dimensional property; specifically, because an
exponential random variable is memoryless (that is, has a constant hazard rate), we do not need to introduce
a time variable.
We assume that the insurer is allowed to purchase per-loss reinsurance, which is priced according to the
mean-variance premium principle, as in Han, Liang, and Young [21] and Liang, Liang, and Young [25]. We,
first, find an explicit expression for the optimal reinsurance strategy for the diffusion approximation of the
classical Crame´r-Lundberg risk model. Then, we consider the classical model itself, for which we cannot find
an explicit expression of the minimum discounted probability of exponential Parisian ruin. Instead, we use
stochastic Perron’s method to prove that the value function is the unique (continuous) viscosity solution of
its associated discontinuous HJB equation with boundary conditions (Theorem 4.4).
We extend the results of Bayraktar and Sˆırbu [10] to a problem with controlled Poisson jumps. Most of
the existing literature studies stochastic Perron’s method under a diffusion model. The major difficulty of
the jump process comes from the fact that the surplus process might jump outside a small neighborhood, and
the local results obtained from the viscosity sub- and supersolution property cannot be used. Bayraktar and
Zhang [12] also faced a similar problem, but the jump of their model occurs from singular control; to show
the viscosity supersolution property of one of their bounds, they overcame the difficulty by splitting the jump
into two parts–first to a point on the boundary of the neighborhood and, then, to its finally destination. For
the viscosity subsolution property of the other bound, they chose the control to be identically zero. Another
related work is Bayraktar and Li [7], who considered stochastic target problems with jump diffusions. By
applying a result in Bouchard and Dang [4], namely, that a stochastic control problem can be converted to
a stochastic target problem with unbounded controls, one could apply the results of Bayraktar and Li [7]
to our problem. However, we provide direct proofs of the necessary viscosity properties (Theorems 4.1 and
4.2) instead of relying on their indirect result. More importantly, Bayraktar and Li [7] took the comparison
principle as an assumption and did not prove it; by contrast, we prove the comparison principle for our
problem.
Another contribution of our paper is that we give a complete proof of the comparison principle for our
specific control problem (Theorem 4.3). The challenge in the proof comes from the fact that the Hamiltonian
in our model is discontinuous at zero, which means that we cannot apply the standard proof of doubling the
variables. To overcome this difficulty, we borrow an idea from Giga, Go´rka, and Rybka [18]. First, we define
a continuous Hamiltonian, which approximates the discontinuous one. Then, we verify that the viscosity
supersolution of the discontinuous Hamiltonian is also a viscosity supersolution of the continuous, approx-
imate Hamiltonian. Next, we construct a new viscosity subsolution, which approximates the original one,
for the continuous Hamiltonian. Finally, we prove a comparison principle for the continuous, approximate
Hamiltonian with unbounded domain and non-local jump term. By taking the limit of resulting inequality
between the new viscosity subsolution and the original supersolution, we obtain a comparison principle for
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our original sub- and supersolutions.
Two related papers also rely on viscosity solutions. Azcue and Muler [1] explored an optimal dividend
and reinsurance problem for the classical risk model, and they control the jump process via reinsurance, as
we do in this paper. Barles and Imbert [3] considered a second-order elliptic integro-differential equation.
However, the Hamiltonians in their models are continuous, so we cannot rely on their work to prove the
comparison principle for our problem.
The remainder of this paper is organized as follows. In Section 2, we describe the reinsurance market
and set up the problem of minimizing the discounted probability of exponential Parisian ruin. Section 3
provides the explicit solution for the minimum discounted probability of exponential Parisian ruin for the
diffusion approximation of the classical risk model. Section 4 is devoted to studying the minimum discounted
probability of exponential Parisian ruin for the classical risk model. We use stochastic Perron’s method to
prove that the value function is the unique (continuous) viscosity solution of its associated discontinuous
HJB equation. In Section 4.1, we consider the analog of the adjustment coefficient and construct a function
that is a stochastic supersolution. To apply stochastic Perron’s method, in Section 4.2, we define stochastic
supersolutions and prove that the infimum of all stochastic supersolutions is a viscosity subsolution. In
Section 4.3, we define stochastic subsolutions and prove that the supremum of all stochastic subsolutions is
a viscosity supersolution. In Section 4.4, we prove the comparison principle for our problem, which ensures
that a viscosity subsolution is smaller than a viscosity supersolution. Hence, we obtain our conclusion.
2 Reinsurance framework
In this section, we describe the reinsurance market available to the insurance company, and we formulate
the problem of minimizing the discounted probability of exponential Parisian ruin. Assume that all random
processes exist on the filtered probability space
(
Ω,F ,F = {Ft}t≥0,P
)
.
We model the insurer’s claim process C = {Ct}t≥0 according to a compound Poisson process, namely,
Ct =
Nt∑
i=1
Yi, (2.1)
in which the claim severities Y1, Y2, . . . are independent and identically distributed according to a common
cumulative distribution function FY , with Y > 0 a.s., and in which the claim frequency N = {Nt}t≥0 follows
a Poisson process with parameter λ > 0. Let SY = 1 − FY denote the survival function of Y , and assume
that EY < ∞ and E
(
Y 2
)
< ∞. Also, assume that the insurer receives premium payable continuously at a
rate c > λEY , and assume that the Poisson process N is independent of the claim severity process Y .
The insurer can buy per-loss reinsurance; let Rt(y) denote the retained claim at time t ≥ 0, as a function
of the (possible) claim Y = y at that time. Thus, reinsurance indemnifies the insurer with the amount
y − Rt(y) if there is a claim y at time t ≥ 0. The reinsurance premium is continuously payable computed
according to the mean-variance principle with non-negative risk loadings θ and η, that is, the reinsurance
premium rate at time t equals
(1 + θ)λE
(
Y −Rt(Y )
)
+
η
2
λE
(
(Y −Rt(Y ))
2
)
. (2.2)
Assume that
c < (1 + θ)λEY +
η
2
λE
(
Y 2
)
; (2.3)
in words, the insurer’s premium income is not sufficient to buy full reinsurance. A retention strategy
R = {Rt}t≥0 is admissible if for fixed y, the mapping (t, w) 7→ Rt(ω, y) is F-predictable, and for fixed
(t, w), Rt(ω, y) is B(R+)-measurable, in which B(R+) denotes the Borel σ-algebra on R+,1 and satisfies
0 ≤ Rt(y) ≤ y, for all t ≥ 0. Denote the set of admissible strategies by R.
Remark 2.1. Our assumptions concerning the retention strategy R are designed to avoid moral hazard.
Indeed, if Rt(y) < 0 for some values of t and y, then the insurer would have an incentive to create a loss of
1We will generally drop the dependence on ω when writing Rt = Rt(y).
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y at time t to obtain a payment −Rt(y) > 0 from the reinsurance company. If Rt(y) > y, then the insurer
would be acting like a reinsurer, and we wish to keep the roles of insurer and reinsurer separate.
Also, the reinsurance to be paid at time t is chosen before the possible claim at time t occurs. Otherwise,
the insurer would change its retention to 0 immediately when a claim occurs.
Given a retention strategy R ∈ R, the insurer’s surplus follows the dynamics
dXRt =
(
c− (1 + θ)λE
(
Y −Rt(Y )
)
−
η
2
λE
(
(Y −Rt(Y ))
2
))
dt−Rt(Y )dNt
=
(
−κ+ λ
(
(1 + θ)ERt(Y ) + ηE
(
Y Rt(Y )
)
−
η
2
E
(
R2t (Y )
)))
dt−Rt(Y )dNt, (2.4)
in which κ is the positive constant
κ = (1 + θ)λEY +
η
2
λE
(
Y 2
)
− c. (2.5)
By exponential Parisian ruin, we mean an excursion of surplus below zero in excess of a random length
of time τρ, in which τρ is exponentially distributed with hazard rate ρ, that is, with E(τρ) = 1/ρ. We assume
that τρ is independent of the claim process C. One could also consider an excursion of surplus below some
arbitrary level, not necessarily 0, but for ease of presentation, we choose the level to be 0. Following Gue´rin
and Renaud [20], we define exponential Parisian ruin by
K = inf{t > 0 : t− gt > τρ}, (2.6)
in which gt = sup{s ∈ [0, t] : Xs ≥ 0} with sup ∅ = 0.2 Note that we reset the “excursion clock” to 0
whenever surplus reaches 0 from below; indeed, if Xt ≥ 0, then t− gt = 0, and K = inf ∅ =∞. We wish to
minimize the discounted probability of exponential Parisian ruin, with value function
ψ(x) = inf
R∈R
E
x
(
e−βK1{K<∞}
)
, (2.7)
in which Ex denotes expectation conditional on X0 = x, and β > 0 measures the insurer’s time value of
exponential Parisian ruin. If exponential Parisian ruin were to occur at a distant time in the future, then
the insurer would be less unhappy than if ruin were to occur today.
Clearly, the value function ψ is non-increasing on R, with lim
x→−∞
ψ(x) = ρ/(ρ + β) and lim
x→∞
ψ(x) = 0.
Also, ψ is non-decreasing with respect to ρ, the hazard rate for the exponential Parisian clock, and as ρ→∞,
we expect the value function to approach the discounted probability of ordinary ruin. At the other extrem,
as ρ → 0, exponential ruin cannot occur, and ψ converges to 0 on R. Moreover, we informally prove the
following lemma, which will be useful in Section 4.
Lemma 2.1. For x ∈ R, we have the strict inequality
ψ(x) > 0. (2.8)
Proof. We prove this lemma for β = 0; β > 0 will not change the positivity of ψ. In Section 2.3.1 of
[30], Schmidli proves that the minimum probability of ordinary ruin, controlled by reinsurance subject to
a mathematically suitable premium rule (for example, the mean-variance premium principle), is strictly
decreasing on R+; thus, it is strictly positive on R+. For our problem, exponential Parisian ruin requires,
first, that the surplus process become negative (that is, ordinary ruin occurs); then, while the surplus is
negative, the alarm in the exponential Parisian clock must ring, intuitively speaking.
Fix a retention strategy R, and let ψR0 and ψ
R denote the probability of ordinary ruin and exponential
Parisian ruin, respectively, under the retention strategy R. Also, let Z denote the random variable of the
deficit at ruin with cumulative distribution function FZ , which might depend on X
R
0 = x. Then, if we
2More technically accurate, in place of τρ, we have a sequence τ1ρ , τ
2
ρ , . . . , of i.i.d. random variables, each of which begins
when the surplus is newly negative.
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consider the first excursion of surplus into the negative reals, we obtain, for x ≥ 0,
ψR(x) ≥ ψR0 (x) · P
[∫ ∞
0
(
1− e−ρz/c
)
dFZ(z)
∣∣∣∣τ0 <∞] > 0, (2.9)
in which τ0 = inf{t ≥ 0 : XRt < 0} is the time of ordinary ruin, and in which the second inequality follows
from the positivity of ψR0 . The integrand 1 − e
−ρz/c equals the probability that the exponential Parisian
alarm clock rings during the shortest possible time the insurer spends in this excursion, namely, z/c. First,
minimize ψR0 over admissible retention strategies R, then minimize ψ
R over admissible retention strategies
to obtain
ψ(x) ≥ ψ0(x) · P
[∫ ∞
0
(
1− e−ρz/c
)
dFZ(z)
∣∣∣∣τ0 <∞] > 0,
in which the second inequality follows from Section 2.3.1 of Schmidli [30]. Thus, ψ is strictly positive on R+
(discounting for the time of ruin does not change this conclusion); moreover, because ψ is non-increasing, it
is strictly positive on all of R.
In Section 4, we work with the classical risk model in (2.4); but, first, in Section 3, we obtain explicit
results by considering the diffusion approximation of X . To obtain the diffusion approximation, we match
the first two moments at all times t ≥ 0, as in Grandell [19]. Specifically,
Rt(Y )dNt ≈ λERt(Y )dt−
√
λE
(
R2t (Y )
)
dBt,
in which B = {Bt}t≥0 is a standard Brownian motion on
(
Ω,F ,F,P
)
. Thus, in Section 3, we assume that
surplus approximately follows the process X˜ = {X˜t}t≥0 with dynamics
dX˜t =
(
−κ+ λ
(
θERt(Y ) + ηE
(
Y Rt(Y )
)
−
η
2
E
(
R2t (Y )
)))
dt+
√
λE
(
R2t (Y )
)
dBt. (2.10)
Let K˜ and ψ˜ denote the corresponding exponential Parisian ruin and minimum discounted probability
thereof, respectively.
3 Discounted exponential Parisian ruin: diffusion approximation
We begin by stating a relevant verification theorem without proof because its proof is standard in the
actuarial and financial mathematics literature; see, for example, the proof of Theorem 3.1 in Han, Liang,
and Young [21].
Theorem 3.1. Suppose v: R→
[
0, ρρ+β
]
is a function that satisfies the following conditions.
1. v is decreasing and lies in C2(R), except at 0, where it is C1 and has left- and right-second derivatives.
2. lim
x→−∞
v(x) =
ρ
ρ+ β
.
3. lim
x→∞
v(x) = 0.
4. v solves the following Hamilton-Jacobi-Bellman (HJB) equation on R:
βv + ρ(v − 1)1{x<0} = −κvx + λ inf
R
[ (
θER+ ηE
(
Y R
)
−
η
2
E
(
R2
))
vx +
1
2
E
(
R2
)
vxx
]
, (3.1)
in which we take the infimum over retention functions R such that 0 ≤ R(y) ≤ y for all y ∈ R+. Then, the
minimum discounted probability of exponential Parisian ruin ψ˜ equals v, and the optimal retention strategy
R˜ is given in feedback form by the arg min of (3.1).
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Note that the only dependence of the HJB equation in (3.1) upon the state variable x is whether x < 0
or x ≥ 0. Based on previous work in goal-seeking problems with diffusion dynamics, we hypothesize that
the value function is of the form
v(x) =

ρ
ρ+ β
− b˜2eγ˜2x, x < 0,
b˜1e
−γ˜1x, x ≥ 0,
(3.2)
for some positive constants b˜1, b˜2, γ˜1, and γ˜2. If, for x < 0, ψ˜ is of the form given in (3.2), then it is
straightforward to show that the optimal retention strategy is full retention, that is, R˜t(y) = y for all t ≥ 0,
and γ˜2 equals the unique positive root of
λ
2
E
(
Y 2
)
γ2 +
(
c− λEY
)
γ − (ρ+ β) = 0. (3.3)
If, for x ≥ 0, ψ˜ is of the form given in (3.2), then by adapting the proof of Theorem 3.1 of Li and Young
[23] or the proof of Lemma 3.1 of Liang, Liang, and Young [25], one can show that the optimal retention
function is given by
R˜(y) =
θ + ηy
η + γ˜1
∧ y, (3.4)
in which γ˜1 > 0 uniquely solves
θER˜ + ηE
(
Y R˜
)
−
η + γ
2
E
(
R˜2
)
=
κγ − β
λγ
, (3.5)
with κ given in (2.5), or equivalently,
(c− λEY ) +
β
γ
= λγ
∫ ∞
0
(
θ + ηy
η + γ
∧ y
)
SY (y)dy. (3.6)
It remains to obtain b˜1 and b˜2 via smooth pasting at x = 0, and we give that solution in the following
theorem.
Theorem 3.2. The minimum discounted probability of exponential Parisian ruin under the diffusion ap-
proximation equals
ψ˜(x) =

ρ
ρ+ β
(
1−
γ˜1
γ˜1 + γ˜2
eγ˜2x
)
, x < 0,
ρ
ρ+ β
γ˜2
γ˜1 + γ˜2
e−γ˜1x, x ≥ 0,
(3.7)
in which γ˜2 > 0 is given by
γ˜2 =
1
λE
(
Y 2
) [√(c− λEY )2 + 2(ρ+ β)λE(Y 2)− (c− λEY )] , (3.8)
and γ˜1 solves (3.6). The corresponding optimal retention strategy R˜ is given in feedback form by R˜t(y) =
R˜(Xt, y) in which
R˜(x, y) =

y, x < 0,
θ + ηy
η + γ˜1
∧ y, x ≥ 0.
(3.9)
Proof. It is straightforward to show that ψ˜ in (3.7) satisfies the conditions of Theorem 3.1; thus, it equals
the minimum discounted probability of exponential Parisian ruin. Moreover, R˜ in (3.9) is the minimizer of
the HJB equation in (3.1), which implies that it determines the optimal retention strategy.
Remark 3.1. Theorem 3.2 shows that the insurer retains all of its risk when the surplus is negative. What
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drives this result is that the insurer is essentially maximizing its drift and volatility in order to make the
surplus positive as soon as possible, in order to avoid exponential Parisian ruin.
Remark 3.2. If we set η = 0, then the reinsurance premium principle reduces to the expected-value premium
principle, and excess-of-loss reinsurance is optimal when x ≥ 0; see (3.9). Similarly, if we set θ = 0, then
the premium principle reduces to the variance premium principle, and proportional reinsurance is optimal
when x ≥ 0.
Remark 3.3. As in Liang, Liang, and Young [25], one can show that γ˜1 equals the analog of the maximum
adjustment coefficient for the diffusion process when considering discounted probability of ruin for x ≥ 0.
When x < 0, γ˜2 equals the analog of the adjustment coefficient for R˜(y) = y, but γ˜2 is not the maximum
because if ψ˜(x) is of the form 1− b˜2e−γ˜2x, then the optimal R˜(y) = y, and (3.3) then determines γ˜2.
We end this section with a straightforward corollary of Theorem 3.2.
Corollary 3.1. If we set β equal to 0 in Theorem 3.2, then ψ˜ in (3.7) equals the minimum probability of
exponential Parisian ruin under the diffusion approximation.
4 Discounted exponential Parisian ruin: classical risk model
For the classical risk model, as opposed to the diffusion model, we cannot find an explicit expression for the
minimum discounted probability of exponential Parisian ruin. In this section, we apply stochastic Perron’s
method, created by Bayraktar and Sˆırbu [10], to prove that the value function ψ is the unique continuous
viscosity solution of its HJB equation with appropriate boundary conditions. Define the operator F via its
action on appropriately differentiable functions u, v, and w as follows:
F
(
x, u(x), vx(x), w(·)
)
= βu(x) + ρ
(
u(x)− 1
)
1{x<0} + κvx(x)
− λ inf
R
[(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
vx(x) + Ew(x −R)− w(x)
]
, (4.1)
in which we take the infimum over retention functions R such that 0 ≤ R(y) ≤ y for all y ∈ R+. Then, the
HJB equation for our problem is
F
(
x, v(x), vx(x), v(·)
)
= 0, (4.2)
with boundary conditions
lim
x→−∞
v(x) =
ρ
ρ+ β
, lim
x→∞
v(x) = 0. (4.3)
Note that F is a discontinuous operator at x = 0.
We, next, define viscosity sub- and supersolutions for our problem, taking into account F ’s discontinuity
at x = 0.
Definition 4.1. We say an upper semi-continuous (u.s.c.) function u : R→
[
0, ρρ+β
]
is a viscosity subso-
lution of (4.2) and (4.3) if
lim
x→−∞
u(x) =
ρ
ρ+ β
, lim
x→∞
u(x) = 0,
and if, for any x0 ∈ R and for any ϕ ∈ C1(R) such that u − ϕ reaches a strict, global maximum of zero at
x0, we have {
F
(
x0, ϕ(x0), ϕx(x0), ϕ(·)
)
≤ 0, x0 6= 0,
lim
x→0−
F
(
x, ϕ(x), ϕx(x), ϕ(·)
)
≤ 0, x0 = 0.
(4.4)
Similarly, we say a lower semi-continuous (l.s.c.) function u¯ : R →
[
0, ρρ+β
]
is a viscosity supersolution of
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(4.2) and (4.3) if
lim
x→−∞
u¯(x) =
ρ
ρ+ β
, lim
x→∞
u¯(x) = 0,
and if, for any x0 ∈ R and for any φ ∈ C1(R) such that u¯ − φ reaches a strict, global minimum of zero at
x0, we have
F
(
x0, φ(x0), φx(x0), φ(·)
)
≥ 0. (4.5)
Finally, a function u is called a (continuous) viscosity solution of (4.2) and (4.3) if it is both a viscosity
subsolution and a viscosity supersolution of (4.2) and (4.3).
Remark 4.1. Because ϕ ∈ C1(R), the only discontinuity in F in (4.4) at x = 0 arises from the term
ρ(ϕ(x) − 1)1{x<0}. Because we restrict viscosity sub- and supersolutions to take values in
[
0, ρρ+β
]
, F
restricted to such functions is upper semi-continuous, and by taking the left limit in (4.4) when x0 = 0, we
are essentially using the l.s.c. envelope of F . See Ishii [22] for early work and Barles and Chasseigne [2] for
more recent work on viscosity solutions of discontinuous Hamiltonians.
We could allow non-strict equality in the boundary conditions, that is, lim
x→−∞
u(x) ≤ ρρ+β , limx→∞
u(x) ≤ 0,
lim
x→−∞
u¯(x) ≥ ρρ+β , and limx→∞
u¯(x) ≥ 0, but it is useful in what follows to require strict equality.
We use stochastic Perron’s method, introduced by Bayraktar and Sˆırbu [10], to construct a solution of
the HJB equation and, then, use a comparison lemma to verify that this solution equals the value function.
The main arguments are as follows: First, we bound the value function from below and above by stochastic
sub- and supersolutions (as defined in Sections 4.2 and 4.3):
u ≤ ψ ≤ v. (4.6)
Let Ψ− and Ψ+ denote the sets of stochastic sub- and supersolutions, respectively. Define u− and v+ on R
by
u−(x) = sup
u∈Ψ−
u(x), v+(x) = inf
v∈Ψ+
v(x).
From (4.6), we deduce
u− ≤ ψ ≤ v+.
Second, we prove that u− is a viscosity supersolution and v+ is a viscosity subsolution of (4.2) and (4.3).
Third, a comparison result for viscosity sub- and supersolutions implies the reverse inequality, namely,
u− ≥ v+.
Thus, we conclude that ψ(= u− = v+) is the unique (continuous) viscosity solution of the HJB equation
satisfying the boundary conditions in (4.3). In the next subsection, we take a small diversion to consider the
analog of the adjustment coefficient; then, in the subsequent three subsections, we work through the details
of this outline.
4.1 Analog of the adjustment coefficient
To find the analog of the adjustment coefficient, we split the problem according to whether x ≥ 0 and x < 0.
We begin with x ≥ 0 because that is familiar to most readers. A formal way of obtaining the adjustment
coefficient is to substitute b1e
−γ1x for v in (4.2), including when x − R < 0. By doing so, we obtain the
following equation for the (maximum) adjustment coefficient γ1 > 0:
3
0 = β − κγ1 + λ sup
R
[(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
γ1 −
(
MR(γ1)− 1
)]
, (4.7)
3It is not completely obvious that (4.7) defines the maximum adjustment coefficient. See Liang, Liang, and Young [25] for
the proof of this statement.
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in which MR is the moment generating function of R = R(Y ). Equation (4.7) is similar to the equation for
the maximum adjustment coefficient ρJ in Section 4.1 in Liang, Liang, and Young [25], and Theorem 4.1 in
that paper gives us the optimal retention strategy corresponding to the maximum adjustment coefficient. For
completeness and future reference, we restate that proposition here, modified appropriately for our problem.
Proposition 4.1. When x ≥ 0, the maximum adjustment coefficient γ1 > 0 defined by (4.7) uniquely solves
c+
β
γ
= λ
∫ ∞
0
eγR̂(y;γ)SY (y)dy, (4.8)
and the corresponding optimal retention function R̂ is given by
R̂(y; γ) =

y, 0 ≤ y <
1
γ
ln(1 + θ),
Rc(y; γ), y ≥
1
γ
ln(1 + θ),
(4.9)
in which Rc(y; γ) ∈ [0, y] uniquely solves
(1 + θ) + ηy − ηR− eγR = 0, (4.10)
for y ≥ 1γ ln(1 + θ) and for any γ > 0.
Next, for x < 0, formally substitute ρρ+β −b2e
γ2x for v in (4.2) to obtain the following equation for γ2 > 0:
ρ+ β = −κγ2 + λ sup
R
[(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
γ2 −
(
1−MR(−γ2)
)]
. (4.11)
In the following proposition, we prove that the optimal retention function in (4.11) equals full retention,
which nicely matches the result we obtained for the diffusion approximation when x < 0. Recall that
admissible retention functions R are restricted so that 0 ≤ R(y) ≤ y.
Proposition 4.2. When x < 0, the adjustment coefficient γ2 > 0 defined by (4.11) uniquely solves
ρ+ β = cγ2 − λ
(
1−MY (−γ2)
)
, (4.12)
and the corresponding optimal retention function is given by R̂(y) = y.
Proof. Define the function k by the expression in the square brackets of (4.11), ignoring the constant term
−1. Specifically,
k(R; γ) =
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
γ +MR(−γ)
=
∫ ∞
0
[(
(1 + θ)R(y) + ηyR(y)−
η
2
R2(y)
)
γ + e−γR(y)
]
dFY (y). (4.13)
For a given value of γ > 0, we wish to find R̂(y; γ) that maximizes k. Consider the integrand in the second
line of the expression for k, namely,
ℓ(R) =
(
(1 + θ)R + ηyR−
η
2
R2
)
γ + e−γR.
By differentiating with respect to R, we obtain
ℓR(R) =
(
(1 + θ) + ηy − ηR
)
γ − γe−γR,
which is positive for all R ∈ [0, y]; thus, the optimal retention function R̂ is given by R̂(y) = y.
By substituting R̂(y) = y for R in (4.11), we obtain (4.12). It is straightforward to show that (4.12) has
a unique positive solution γ2.
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Remark 4.2. Compare (4.12) with equation (4) in dos Reis [17]. When β = 0, the two equations are
identical with γ2 = −f(−ρ), in which f is given by the latter equation, just as γ2 is given by (4.12). Also,
by performing integration by parts, we can rewrite (4.12) to obtain an equation that is parallel to (4.8):
c −
ρ+ β
γ2
= λ
∫ ∞
0
e−γ2ySY (y)dy.
By analogy with the expression for ψ˜ in (3.7), define ψ on R by
ψ(x) =

ρ
ρ+ β
(
1−
γ1
γ1 + γ2
eγ2x
)
, x < 0,
ρ
ρ+ β
γ2
γ1 + γ2
e−γ1x, x ≥ 0.
(4.14)
In the next section, we show that ψ is a stochastic supersolution of our problem.
4.2 Stochastic supersolution
To apply stochastic Perron’s method, we first redefine the stochastic control problem using a stronger for-
mulation. To that end, let 0 ≤ τ ≤ ω ≤ K be stopping times. Recall that K is the time of exponential
Parisian ruin, defined in (2.6). Let Rτ,ω denote the collection of predictable processes R : (τ, ω] → R+, by
which we mean that for fixed y, the mapping (t,̟) 7→ Rt(̟, y) × 1{τ<t≤ω} is predictable with respect to
the filtration F, and 0 ≤ Rt(y) ≤ y for all t in the stochastic interval (τ, ω].
Definition 4.2. A pair (τ, ζ) is called a random initial condition if τ is an F-stopping time taking values
in [0,K] and ζ is an Fτ -measurable random variable. Then, for R ∈ Rτ,K , the insurer’s surplus process
Xτ,ζ,R is given by, for t ∈ [τ,K),
Xτ,ζ,Rt = ζ +
∫ t
τ
(
−κ+ λ
(
(1 + θ)ERs + ηE
(
Y Rs
)
−
η
2
E
(
R2s
)))
ds−
∫ t
τ
RsdNs. (4.15)
For convenience in what follows, we introduce a so-called coffin state ∆, which represents the state when
exponential Parisian ruin occurs. We set ∆ + x = ∆ for all x ∈ R and Xt = ∆ for all t ∈ [K,∞). For
any function u defined on R, we extend it to R ∪ {∆} by setting u(∆) = 1. Next, we define a stochastic
supersolution.
Definition 4.3. A u.s.c. function v : R →
[
0, ρρ+β
]
is called a stochastic supersolution if it satisfies the
following properties:
(1) For any random initial condition (τ, ζ), there exists a retention strategy R ∈ Rτ,K such that, for any
F-stopping time ω ∈ [τ,K],
e−βτv(ζ) ≥ E
[
e−βωv
(
Xτ,ζ,Rω
)∣∣∣Fτ] a.s,
in which v is understood to be its extension to R ∪ {∆}. We say that R is associated with v for the
initial condition (τ, ζ).
(2) lim
x→−∞
v(x) =
ρ
ρ+ β
and lim
x→∞
v(x) ≥ 0.
Let Ψ+ denote the set of stochastic supersolutions.
Ψ+ is non-empty because ρρ+β ∈ Ψ
+. However, it is more useful to have a stochastic supersolution that
satisfies the boundary conditions with equality; therefore, we present the following lemma.
Lemma 4.1. The function ψ defined in (4.14) is a stochastic supersolution.
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Proof. By construction, ψ is in C1(R), and it decreases from ρρ+β to 0 on R; thus, ψ is u.s.c. and satisfies
condition (2) in Definition 4.3 with equality. To show condition (1) of that definition, consider a random
initial condition (τ, ζ), and define the retention strategy Rˇ = {Rˇt}τ≤t≤K in feedback form by
Rˇt(y) =
{
y, Xt < 0,
R̂(y), Xt ≥ 0,
in which R̂ is given in (4.9). For x < 0, the proof of Proposition 4.2 shows us that
βψ(x) + ρ
(
ψ(x) − 1
)
+
(
κ− λ
(
(1 + θ)EY +
η
2
E
(
Y 2
)))
ψx(x)− λ
(
Eψ(x − Y )− ψ(x)
)
= 0. (4.16)
Furthermore, it is not difficult to show that, for x ≥ 0,
βψ(x) +
(
κ− λ
(
(1 + θ)ER̂ + ηE
(
Y R̂
)
−
η
2
E
(
R̂2
)))
ψx(x)− λ
(
Eψ
(
x− R̂
)
− ψ(x)
)
≥ 0. (4.17)
Indeed, it follows from (4.7) that inequality (4.17) is equivalent to∫ ∞
0
[
γ2
γ1 + γ2
eγ1(R̂(y)−x) +
γ1
γ1 + γ2
e−γ2(R̂(y)−x) − 1
]
1{R̂(y)>x}dFY (y) ≥ 0. (4.18)
To show inequality (4.18), it is enough to show
b
a+ b
eaz +
a
a+ b
e−bz ≥ 1,
for all z > 0 and for a and b positive constants; proving this final inequality is a fun calculus exercise.
By applying a general version of Itoˆ’s formula (see Protter [27]) to e−βω ψ
(
Xτ,ζ,Rˇω
)
, we obtain
e−βω ψ
(
Xτ,ζ,Rˇω
)
= e−βτ ψ(ζ)−
∫ ω
τ
e−βt
[
βψ
(
Xτ,ζ,Rˇt
)
+ ρ
(
ψ
(
Xτ,ζ,Rˇt
)
− 1
)
1
{Xτ,ζ,Rˇt <0}
+
(
κ− λ
(
(1 + θ)ERˇt + ηE(Y Rˇt)−
η
2
E
(
Rˇ2t
)))
ψx
(
Xτ,ζ,Rˇt
)
− λ
(
Eψ
(
Xτ,ζ,Rˇt − Rˇt
)
− ψ
(
Xτ,ζ,Rˇt
))]
dt
+Mω +
∫ ω
τ
e−βt
(
1− ψ
(
Xτ,ζ,Rˇt
))
1
{Xτ,ζ,Rˇt <0}
d(Nρt − ρt), (4.19)
in which Nρ is the jump process associated with exponential Parisian ruin, and
Mt =
∑
Xτ,ζ,Rˇs 6=X
τ,ζ,Rˇ
s−
τ≤s≤t
e−βs
(
ψ
(
Xτ,ζ,Rˇs
)
− ψ
(
Xτ,ζ,Rˇs−
))
− λ
∫ t
τ
e−βs
(
Eψ
(
Xτ,ζ,Rˇs − Rˇs
)
− ψ
(
Xτ,ζ,Rˇs
))
ds
is a martingale with zero Fτ -expectation. From (4.16) and (4.17), we know that the integrand of the first
integral is non-negative. Because ψ is bounded, the Fτ -expectation of the second integral equals zero. Thus,
by taking the Fτ -expectation of the expression in (4.19), we obtain
e−βτ ψ(ζ) ≥ E
[
e−βω ψ
(
Xτ,ζ,Rˇω
)∣∣∣Fτ] .
Thus, ψ satisfies condition (1) in Definition 4.3, in which Rˇ is associated with ψ for any initial condition
(τ, ζ).
11
Lemma 4.2. For any v ∈ Ψ+, we have ψ ≤ v on R, that is, the minimum discounted probability of
exponential Parisian ruin is a lower bound of any stochastic supersolution.
Proof. First, note that ψ ≤ v on the boundary of R by condition (2) in Definition 4.3. Second, for x ∈ R,
let (τ, ζ) = (0, x), and let R be associated with v for this initial condition. By applying the supermartingale
property (1) in Definition 4.3 with ω = K, the time of exponential Parisian ruin, and by recalling that
v(∆) = 1, we have
v(x) ≥ E
[
e−βKv
(
Xx,RK
)]
= E
[
e−βKv
(
Xx,RK
)
1{K<∞}
]
+ E
[
e−βKv
(
Xx,RK
)
1{K=∞}
]
≥ E
[
e−βK1{K<∞}
]
≥ ψ(x).
Lemma 4.3. If v1 and v2 are two stochastic supersolutions, then v = v1∧v2 is also a stochastic supersolution.
Proof. We only need to verify item (1) of the definition of stochastic supersolution. To that end, fix a random
initial condition (τ, ζ). Because v1 and v2 are two stochastic supersolutions, it follows that there are two
controls Ri ∈ Rτ,K for i = 1, 2, such that
e−βτvi(ζ) ≥ E
[
e−βωvi
(
Xτ,ζ,Riω
)∣∣∣Fτ] a.s.
Define A = {v1(ζ) < v2(ζ)} ∈ Fτ , and define a retention strategy R by
R = R11A +R21Ac .
Thus,
E
[
e−βωv
(
Xτ,ζ,Rω
)∣∣∣Fτ] = E [e−βωv1(Xτ,ζ,R1ω )1A∣∣∣Fτ]+ E [e−βωv2(Xτ,ζ,R2ω )1Ac∣∣∣Fτ]
≤ e−βτv1(ζ)1A + e
−βτv2(ζ)1Ac = e
−βτv(ζ) a.s.
Theorem 4.1. The upper stochastic envelope v+, defined by
v+(x) = inf
v∈Ψ+
v(x), (4.20)
for x ∈ R, is a viscosity subsolution of (4.2) and (4.3).
Proof. v+ takes values in
[
0, ρρ+β
]
and is u.s.c. because it is the pointwise infimum of a set of u.s.c. functions
that take values in
[
0, ρρ+β
]
. v+ satisfies the boundary conditions in (4.3), namely, lim
x→−∞
v+(x) =
ρ
ρ+β
and lim
x→∞
v+(x) = 0. The first limit follows from the definition of stochastic supersolution. For the second
limit, lim
x→∞
v+(x) ≥ 0 from the definition of stochastic supersolution and from the definition of v+ in (4.20),
lim
x→∞
ψ(x) = 0 from the definition of ψ in (4.14), and v+ ≤ ψ from Lemma 4.1.
Next, we show the interior viscosity subsolution property. Let x0 ∈ R and ϕ ∈ C
1(R) be such that v+−ϕ
attains a strict, global maximum at x0 with v+(x0) = ϕ(x0). We need to show that{
F
(
x0, ϕ(x0), ϕx(x0), ϕ(·)
)
≤ 0, x0 6= 0,
lim
x→0−
F
(
x, ϕ(x), ϕx(x), ϕ(·)
)
≤ 0, x0 = 0.
Assume, on the contrary, that{
F
(
x0, ϕ(x0), ϕx(x0), ϕ(·)
)
> 0, x0 6= 0,
lim
x→0−
F
(
x, ϕ(x), ϕx(x), ϕ(·)
)
> 0, x0 = 0.
Then, by the continuity of ϕ and F (away from 0), by the strict maximization of v+ − ϕ at x = x0, and by
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ϕ(x0) = v+(x0) ≥ ψ(x0) > 0,4 there exists h > 0, such that
F
(
x, ϕ(x), ϕx(x), ϕ(·)
)
> 0, (4.21)
for all x ∈ Bh(x0) := (x0 − h, x0 + h), such that
v+(x) − ϕ(x) < 0, for all x ∈ Bh(x0)\{x0}, (4.22)
and such that
ϕ(x) > 0, for all x ∈ Bh(x0). (4.23)
Because the set B := Bh(x0)\Bh/2(x0) is compact, because v+ − ϕ is u.s.c., and because of inequality
(4.22) on Bh(x0)\{x0}, there exists a δ > 0 such that
v+(x) + δ ≤ ϕ(x), for all x ∈ B.
By Proposition 4.1 in Bayraktar and Sˆırbu [9] and by Lemma 4.3, we know that v+ is the limit of a non-
increasing sequence of stochastic supersolutions {vn}n∈N. Fix δ′ ∈ (0, δ), and define a sequence of sets
{An}n∈N by
An = {x ∈ B : vn(x) + δ
′ ≥ ϕ(x)} .
Because each vn − ϕ is u.s.c., each An is closed. Also, because {vn}n∈N is non-increasing, it follows that
{An}n∈N is non-increasing; hence,
⋂
n∈NAn = ∅ because δ
′ < δ. Therefore, because each An is closed, there
exists N such that An = ∅ for all n ≥ N , which implies
vn(x) + δ
′ < ϕ(x), for all n ≥ N and x ∈ B.
For ε > 0, define ϕε on R by ϕε(x) = ϕ(x) − ε. Note that
F
(
x, ϕε(x), ϕεx(x), ϕ
ε(·)
)
= F
(
x, ϕ(x), ϕx(x), ϕ(·)
)
+ β(ϕε(x) − ϕ(x)) + ρ(ϕε(x)− ϕ(x))1{x<0}
= F
(
x, ϕ(x), ϕx(x), ϕ(·)
)
− ε
(
β + ρ1{x<0}
)
,
for all x ∈ R. Then, (4.21) and (4.23) imply that there exists a ε′ ∈ (0, δ′) small enough so that
F
(
x, ϕε
′
(x), ϕε
′
x (x), ϕ
ε′ (·)
)
> 0, for all x ∈ Bh(x0), (4.24)
and
ϕε
′
(x) ≥ 0, for all x ∈ Bh(x0). (4.25)
We also have, for all n ≥ N and x ∈ B,
vn(x) < ϕ(x) − δ
′ < ϕ(x) − ε′ = ϕε
′
(x), (4.26)
and
ϕε
′
(x0) < ϕ(x0) = v+(x0) ≤ vn(x0). (4.27)
For n ≥ N , define the function ιε
′
n on R by
ιε
′
n (x) = χ(x)ϕ
ε′ (x) +
(
1− χ(x)
)
vn(x), (4.28)
in which χ is a continuously differentiable function satisfying
0 ≤ χ(x) ≤ 1, for all x ∈ R,
χ(x) = 1, for x ∈ Bh/2(x0),
χ(x) = 0, for x ∈ Bh(x0)
c
.
4Lemmas 2.1 and 4.2 imply that v+(x0) ≥ ψ(x0) > 0.
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Next, fix some n ≥ N , and define the function vε
′
on R by
vε
′
(x) = vn(x) ∧ ι
ε′
n (x). (4.29)
We claim vε
′
= vn outside Bh/2(x0). Indeed, because χ(x) = 0 for x ∈ Bh(x0)
c
, we have vε
′
= vn outside
Bh(x0). Also, on B = Bh(x0)\Bh/2(x0), inequality (4.26) gives us vn < ϕ
ε′ , which implies vn ≤ ιε
′
n ; thus,
vε
′
= vn on B. Moreover, ι
ε′
n = ϕ
ε′ on Bh/2(x0). To summarize this discussion, we can express v
ε′ as follows:
vε
′
(x) =
{
vn(x) ∧ ϕ
ε′ (x), x ∈ Bh/2(x0),
vn(x), x /∈ Bh/2(x0).
(4.30)
In light of (4.27), (4.28), (4.29), and (4.30) we have
vε
′
(x0) = ι
ε′
n (x0) = ϕ
ε′ (x0) < v+(x0).
Thus, if we can show vε
′
∈ Ψ+, then we will contradict the pointwise minimality of v+, and the proof will
be complete.
To prove vε
′
∈ Ψ+, note that vε
′
is u.s.c. because vn and ι
ε′
n are both u.s.c. The function v
ε′ takes values
in
[
0, ρρ+β
]
because vn takes values in that interval and ϕ
ε′ is non-negative on Bh/2(x0). Condition (2) in
Definition 4.3 is satisfied because vε
′
= vn outside Bh/2(x0). Therefore, we only need to verify condition (1),
that is, the supermartingale property.
Let (τ, ζ) be any random initial condition and R0 ∈ Rτ,K be the (τ, ζ)-admissible control in condition
(1) associated with the stochastic supersolution vn. Let A denote the event
A =
{
ζ ∈ Bh/2(x0) and ι
ε′
n (ζ) < vn(ζ)
}
. (4.31)
Because ιε
′
n = ϕ
ε′ on Bh/2(x0), we see from (4.24) that
F
(
x, ιε
′
n (x), ι
ε′
n,x(x), ι
ε′
n (·)
)
> 0, for all x ∈ Bh/2(x0). (4.32)
Hence, for each x ∈ Bh/2(x0), there exists a retention function Rι = Rι(x, y) such that
βιε
′
n + ρ
(
ιε
′
n − 1
)
1{x<0} +
(
κ− λ
(
(1 + θ)ERι + ηE(Y Rι)−
η
2
E
(
R2ι
)))
ιε
′
n,x
− λ
(
Eιε
′
n (x−Rι)− ι
ε′
n (x)
)
> 0. (4.33)
Define a new admissible control R1 ∈ Rτ,K by
R1 = Rι1A +R01Ac , (4.34)
define the stopping time
τ1 =
{
t ≥ τ : Xτ,ζ,R1t /∈ Bh/2(x0)
}
,
and define the random variable
ζ1 = X
τ,ζ,R1
τ1 .
In (4.34), the strategy Rι is defined on A via Rι,t = Rι(Xt−, y) for Xt− ∈ A, in which Rι(x, y) on the right
side is the function that satisfies inequality (4.33). Note that, because Xτ,ζ,R1 follows a jump process, ζ1
might not lie on the boundary of Bh/2(x0).
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By applying a general version of Itoˆ’s formula (see Protter [27]) to e−β(τ1∧ω)ιε
′
n
(
Xτ,ζ,R1τ1∧ω
)
, we have5
e−β(τ1∧ω)ιε
′
n
(
Xτ,ζ,R1τ1∧ω
)
= e−βτ ιε
′
n (ζ)−
∫ τ1∧ω
τ
e−βt
[
βιε
′
n
(
Xτ,ζ,R1t
)
+ ρ
(
ιε
′
n
(
Xτ,ζ,R1t
)
− 1
)
1
{X
τ,ζ,R1
t <0}
+
(
κ− λ
(
(1 + θ)ER1 + ηE(Y R1)−
η
2
E
(
R21
)))
ιε
′
n,x
(
Xτ,ζ,R1t
)
− λ
(
Eιε
′
n
(
Xτ,ζ,R1t −R1,t
)
− ιε
′
n (X
τ,ζ,R1
t )
) ]
dt
+Mτ1∧ω +
∫ τ1∧ω
τ
e−βt
(
1− ιε
′
n
(
Xτ,ζ,R1t
))
1
{X
τ,ζ,R1
t <0}
d(Nρt − ρt), (4.35)
in which Nρ is the jump process associated with exponential Parisian ruin, and
Mt =
∑
Xτ,ζ,R1s 6=X
τ,ζ,R1
s−
τ≤s≤t
e−βs
(
ιε
′
n
(
Xτ,ζ,R1s
)
− ιε
′
n
(
Xτ,ζ,R1s−
))
− λ
∫ t
τ
e−βs
(
Eιε
′
n
(
Xτ,ζ,R1s −R1,s
)
− ιε
′
n
(
Xτ,ζ,R1s
))
ds (4.36)
is a martingale with zero Fτ -expectation. From (4.33), we know that the integrand of the first integral is
non-negative. Because ιε
′
n is bounded on Bh/2(x0), the Fτ -expectation of the second integral equals zero.
Thus, by taking the Fτ -expectation of the expression in (4.35), we obtain
e−βτ ιε
′
n (ζ)1A ≥ E
[
e−β(τ1∧ω)ιε
′
n
(
Xτ,ζ,R1τ1∧ω
)
1A
∣∣∣∣Fτ] a.s.
By the definition of vε
′
, we also have
e−β(τ1∧ω)ιε
′
n
(
Xτ,ζ,R1τ1∧ω
)
1A ≥ e
−β(τ1∧ω)vε
′
(
Xτ,ζ,R1τ1∧ω
)
1A.
Thus, from the definition of A in (4.31) and from the above inequalities, we obtain
e−βτvε
′
(ζ)1A = e
−βτ ιε
′
n (ζ)1A ≥ E
[
e−β(τ1∧ω)vε
′
(
Xτ,ζ,R1τ1∧ω
)
1A
∣∣∣∣Fτ] a.s. (4.37)
On the other hand, we know that R0 is the (τ, ζ)-control associated with vn, R1 = R0 on Ac, and vε
′
= vn
outside Bh/2(x0); thus, from the supermartingale property of vn, we have
e−βτvε
′
(ζ)1Ac = e
−βτvn(ζ)1Ac ≥ E
[
e−β(τ1∧ω)vn
(
Xτ,ζ,R1τ1∧ω
)
1Ac
∣∣∣∣Fτ]
≥ E
[
e−β(τ1∧ω)vε
′
(
Xτ,ζ,R1τ1∧ω
)
1Ac
∣∣∣∣Fτ] a.s. (4.38)
By combining (4.37) and (4.38), we get
e−βτvε
′
(ζ) ≥ E
[
e−β(τ1∧ω)vε
′
(
Xτ,ζ,R1τ1∧ω
)∣∣∣∣Fτ] a.s. (4.39)
Let R2 ∈ Rτ,K denote the control associated with vn for the starting time τ1 and initial condition ζ1.
5Note that ιε
′
n = ϕ
ε′ on Bh/2(x0) and is, thus, continuously differentiable on that interval.
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Define a new retention strategy R′ ∈ Rτ,K by
R′ = R11{τ<t≤τ1} +R21{t>τ1}.
Rewrite the right side of inequality (4.39) as
E
[
e−β(τ1∧ω)vε
′
(
Xτ,ζ,R1τ1∧ω
)∣∣∣∣Fτ] = E [e−βωvε′(Xτ,ζ,R′ω )1{ω≤τ1} + e−βτ1vε′(ζ1)1{ω>τ1}∣∣∣∣Fτ] a.s. (4.40)
Also, because vε
′
= vn outside Bh/2(x0), from the supermartingale property of vn, we obtain
e−βτ1vε
′
(ζ1)1{ω>τ1} = e
−βτ1vn(ζ1)1{ω>τ1} ≥ E
[
e−βωvn
(
Xτ1,ζ1,R2ω
)
1{ω>τ1}
∣∣∣∣Fτ1]
≥ E
[
e−βωvε
′
(
Xτ1,ζ1,R
′
ω
)
1{ω>τ1}
∣∣∣∣Fτ1] a.s. (4.41)
By substituting (4.41) into (4.40), and by combining the result with (4.39), we finally get
e−βτvε
′
(ζ) ≥ E
[
e−βωvε
′
(
Xτ,ζ,R
′
ω
)∣∣∣∣Fτ] a.s.
Hence, vε
′
∈ Ψ+, with associated (τ, ζ)-retention strategy R′, and we have completed the proof of this
theorem.
An immediate corollary of the definition of v+ in (4.20) and of Lemma 4.2 is the following.
Corollary 4.1. ψ ≤ v+ on R, that is, the minimum discounted probability of exponential Parisian ruin is a
lower bound of v+.
4.3 Stochastic subsolution
Definition 4.4. An l.s.c. function u : R →
[
0, ρρ+β
]
is called a stochastic subsolution if it satisfies the
following properties:
(1) For any random initial condition (τ, ζ), any retention strategy R ∈ Rτ,K , and any F-stopping time
ω ∈ [τ,K],
e−βτu(ζ) ≤ E
[
e−βωu
(
Xτ,ζ,Rω
)∣∣∣Fτ] a.s.,
in which u is understood to be its extension to R ∪ {∆}.
(2) lim
x→−∞
u(x) ≤
ρ
ρ+ β
and lim
x→∞
u(x) = 0.
Let Ψ− denote the set of stochastic subsolutions.
Ψ− is non-empty because 0 ∈ Ψ−. However, it is more useful to have a stochastic subsolution that
satisfies the boundary conditions with equality; therefore, we present the following lemma.
Lemma 4.4. The function ψ is a stochastic subsolution, in which ψ is defined by
ψ(x) =

ρ
ρ+ β
(
1− eγ2(x+1)
)
, x < −1,
0, x ≥ −1,
(4.42)
with γ2 equal to the unique positive solution of (4.12).
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Proof. By construction, ψ is in C0(R), and it decreases from ρρ+β to 0 on R; thus, ψ is l.s.c. and satisfies
condition (2) in Definition 4.4 with equality. Thus, we only need to show condition (1) of that definition.
First, we see, for x > −1,
F
(
x, ψ(x), ψ′(x), ψ(·)
)
≤ 0.
For x < −1, by the definition of γ2 and the proof of Proposition 4.2, one can show that
F
(
x, ψ(x), ψ′(x), ψ(·)
)
= 0.
Finally, for x = −1, we have
lim
x→(−1)−
ψ′(x) = lim
x→(−1)−
ψ(−1)− ψ(x)
−1− x
= −
ρ
ρ+ β
γ2,
from which it follows
lim
x→(−1)−
F
(
x, ψ(x), ψ′(x), ψ(·)
)
= 0.
Hence, by applying Itoˆ’s formula (see Theorem 47 in Chapter IV of Protter [27], which uses left limits)
to e−βωψ
(
Xτ,ζ,Rω
)
with initial random condition (τ, ζ), retention strategy R ∈ Rτ,K , and F-stopping time
ω ∈ [τ,K], and by taking the Fτ -expectation as in the proof of Lemma 4.1, we obtain
e−βτψ(ζ) ≤ E
[
e−βωψ
(
Xτ,ζ,Rω
)∣∣∣Fτ] a.s.
Therefore, ψ satisfies condition (1) in Definition 4.4.
Lemma 4.5. For any u ∈ Ψ−, we have u ≤ ψ on R, that is, the minimum discounted probability of
exponential Parisian ruin is an upper bound of any stochastic subsolution.
Proof. First, note that u ≤ ψ on the boundary of R by condition (2) in Definition 4.4. Second, for x ∈ R, let
(τ, ζ) = (0, x), let R be any admissible retention strategy, and let ω = min(K, τM ), in which τM is defined
by
τM = inf
{
t ≥ 0 : Xx,Rt = M
}
, for some M ≥ x,
that is, τM is the first time X
x,R hits the barrier M . Then, by applying the submartingale property (1) in
Definition 4.4, we have
u(x) ≤ E
[
e−β(K∧τM)u
(
Xx,RK∧τM
)]
= E
[
e−βKu
(
Xx,RK
)
1{K<τM}
]
+ Ex
[
e−βτMu(M)1{K≥τM}
]
.
Because u is bounded on R with lim
M→∞
u(M) = 0, the Dominated Convergence Theorem implies
lim
M→∞
E
x
[
e−βτMu(M)1{K≥τM}
]
= Ex
[
lim
M→∞
e−βτMu(M)1{K≥τM}
]
= 0.
Thus, because u
(
Xx,RK
)
1{K<τM} = 1{K<τM},
u(x) ≤ lim
M→∞
E
x
[
e−βK1{K<τM}
]
. (4.43)
If we were to prove
lim
M→∞
τM
(
Xx,R
)
=∞ a.s., (4.44)
then (4.43) and (4.44) would imply, by the Dominated Convergence Theorem,
u(x) ≤ Ex
[
lim
M→∞
e−βK1{K<τM}
]
= Ex
[
e−βK1{K<∞}
]
.
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Because this inequality holds for any retention strategy, by taking the infimum over all admissible retention
strategies, we obtain u ≤ ψ.
It remains for us to prove (4.44). To that end, construct a simple process Xˆt = x+ ct for t ≥ 0. It is easy
to verify that Xˆt ≥ X
x,R
t a.s. for all t ≥ 0 and all R ∈ R. Thus, the hitting time to barrier M ≥ x for Xˆ
is less than or equal to the hitting time for Xx,R, that is, τM
(
Xˆ
)
≤ τM
(
Xx,R
)
a.s. Moreover, we compute
τM (Xˆ) = (M − x)/c, so
τM
(
Xx,R
)
≥
M − x
c
a.s.
Therefore, lim
M→∞
τM
(
Xx,R
)
=∞ a.s., and we have proved (4.44).
Similar to Lemma 4.3, we have the following lemma for stochastic subsolutions.
Lemma 4.6. If u1 and u2 are two stochastic subsolutions, then u = u1 ∨ u2 is also a stochastic subsolution.
Theorem 4.2. The lower stochastic envelope u−, defined by
u−(x) = sup
u∈Ψ−
u(x), (4.45)
is a viscosity supersolution of (4.2) and (4.3).
Proof. u− is bounded and l.s.c. because it is the pointwise supremum of a set of l.s.c. functions that are
bounded above the minimum discounted probability of exponential Parisian ruin ψ. u− satisfies the boundary
conditions in (4.3) as x goes to −∞, namely, lim
x→−∞
u−(x) =
ρ
ρ+β and limx→∞
u−(x) = 0. Indeed, lim
x→−∞
u−(x) ≤
ρ
ρ+β from the definition of stochastic subsolution and from the definition of u− in (4.45), limx→−∞
ψ(x) = ρρ+β
from the definition of ψ in (4.42), and u− ≥ ψ from Lemma 4.4. The second limit, namely, lim
x→∞
u−(x) = 0,
follows from the definition of stochastic subsolution.
Next, we show the interior viscosity supersolution property. Let x0 ∈ R and φ ∈ C1(R) be such that
u− − φ attains a strict, global minimum at x0 with u−(x0) = φ(x0). We need to show that
F
(
x0, φ(x0), φx(x0), φ(·)
)
≥ 0.
Assume, on the contrary, that
F
(
x0, φ(x0), φx(x0), φ(·)
)
< 0.
Then, by the continuity of φ and F (away from 0), by the strict minimization of u− − φ at x = x0, and by
φ(x0) = u−(x0) ≤ ψ(x0) ≤ v+(x0) ≤ ψ(x0) <
ρ
ρ+β , there exists h > 0 such that
F
(
x, φ(x), φx(x), φ(·)
)
< 0, (4.46)
for all x ∈ Bh(x0) := (x0 − h, x0 + h), and such that
u−(x)− φ(x) > 0, for all x ∈ Bh(x0)\{x0}, (4.47)
and such that
φ(x) <
ρ
ρ+ β
, for all x ∈ Bh(x0). (4.48)
Because the set B := Bh(x0)\Bh/2(x0) is compact, because u− − φ is l.s.c., and because of inequality
(4.47) on Bh(x0)\{x0}, there exists a δ > 0 such that
u− − φ ≥ δ, for all x ∈ B.
Similarly, as in the proof of Theorem 4.1, we deduce that u− is the limit a non-decreasing sequence of
stochastic subsolutions {un}n∈N. Fix δ
′ ∈ (0, δ), and define a sequence of sets {An}n∈N by
An =
{
x ∈ B : un(x)− φ(x) ≤ δ
′
}
.
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Because each un − φ is l.s.c., each An is closed. Also, because {un}n∈N is non-decreasing, it follows that
{An}n∈N is non-increasing; hence,
⋂
n∈NAn = ∅ because δ
′ < δ. Therefore, because each An is closed, there
exists N such that An = ∅ for all n ≥ N , which implies
un(x) > φ(x) + δ
′, for all n ≥ N and x ∈ B.
For ε > 0, define φε on R by φε(x) = φ(x) + ε. Note that
F
(
x, φε(x), φεx(x), φ
ε(·)
)
= F
(
x, φ(x), φx(x), φ(·)
)
+ β(φε(x)− φ(x)) + ρ(φε(x)− φ(x))1{x<0}
= F
(
x, φ(x), φx(x), φ(·)
)
+ ε
(
β + ρ1{x<0}
)
,
for all x ∈ R. Then, (4.46) and (4.48) imply that there exists a ε′ ∈ (0, δ′) small enough so that
F
(
x, φε
′
(x), φε
′
x (x), φ
ε′ (·)
)
< 0, for all x ∈ Bh(x0), (4.49)
and
φε
′
(x) ≤
ρ
ρ+ β
, for all x ∈ Bh(x0). (4.50)
We also have, for all n ≥ N and x ∈ B,
un(x) > φ(x) + δ
′ > φ(x) + ε′ = φε
′
(x), (4.51)
and
φε
′
(x0) > φ(x0) = u−(x0) ≥ un(x0). (4.52)
For n ≥ N , define the function ιε
′
n on R by
ιε
′
n (x) = χ(x)φ
ε′ (x) +
(
1− χ(x)
)
un(x), (4.53)
in which χ is a continuously differentiable function satisfying
0 ≤ χ(x) ≤ 1, for all x ∈ R,
χ(x) = 1, for x ∈ Bh/2(x0),
χ(x) = 0, for x ∈ Bh(x0)
c
.
Next, fix some n ≥ N , and define the function uε
′
on R by
uε
′
(x) = un(x) ∨ ι
ε′
n (x). (4.54)
We claim uε
′
= un outside Bh/2(x0). Indeed, because χ(x) = 0 for x ∈ Bh(x0)
c
, we have uε
′
= un outside
Bh(x0). Also, on B = Bh(x0)\Bh/2(x0), inequality (4.51) gives us un > φ
ε′ , which implies un ≥ ιε
′
n ; thus,
uε
′
= un on B. Moreover, ι
ε′
n = φ
ε′ on Bh/2(x0). To summarize this discussion, we can expression u
ε′ as
follows:
uε
′
=
{
un(x) ∨ φε
′
(x), x ∈ Bh/2(x0),
un(x), x /∈ Bh/2(x0).
(4.55)
In light of (4.52), (4.53), (4.54), and (4.55), we have
uε
′
(x0) = ι
ε′
n (x0) = φ
ε′(x0) > u−(x0).
Thus, if we can show uε
′
∈ Ψ−, then we will contradict the pointwise maximality of u−, and the proof will
be complete.
To prove uε
′
∈ Ψ−, note that uε
′
is l.s.c. because un and ι
ε′
n are both l.s.c. The function u
ε′ takes
values in
[
0, ρρ+β
]
because un takes values in that interval and φ
ε′ is less than or equal to ρρ+β on Bh/2(x0).
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Condition (2) in Definition 4.3 is satisfied because uε
′
= un outside Bh/2(x0). Therefore, we only need to
verify condition (1), that is, the submartingale property.
Let (τ, ζ) be any random initial condition, let R be any retention strategy in Rτ,K , and let ω be any
F-stopping time in [τ,K]. Let A denote the event
A =
{
ζ ∈ Bh/2(x0) and ι
ε′
n (ζ) > un(ζ)
}
. (4.56)
Because ιε
′
n = φ
ε′ on Bh/2(x0), we see from (4.49) that
F
(
x, ιε
′
n (x), ι
ε′
n,x(x), ι
ε′
n (·)
)
< 0, for all x ∈ Bh/2(x0). (4.57)
Hence, for any time-t realization Rt = R of the retention strategy,
βιε
′
n + ρ
(
ιε
′
n − 1
)
1{x<0} +
(
κ− λ
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
)))
ιε
′
n,x
− λ
(
Eιε
′
n (x−R)− ι
ε′
n (x)
)
< 0, (4.58)
for all x ∈ Bh/2(x0). Define the stopping time
τ1 =
{
t ≥ τ : Xτ,ζ,Rt /∈ Bh/2(x0)
}
,
and define the random variable
ζ1 = X
τ,ζ,R
τ1 .
Because Xτ,ζ,R follows a jump process, ζ1 might not lie on the boundary of Bh/2(x0).
By applying a general version of Itoˆ’s formula to e−β(τ1∧ω)ιε
′
n
(
Xτ,ζ,Rτ1∧ω
)
, we obtain (4.35) with R1 replaced
by R. From (4.58), we know that the integrand of the first integral in the analog of (4.35) is non-positive.
As before, because ιε
′
n is bounded on Bh/2(x0), the Fτ -expectation of the second integral equals zero. Thus,
by taking the Fτ -expectation of the analog of (4.35), we obtain
e−βτ ιε
′
n (ζ)1A ≤ E
[
e−β(τ1∧ω)ιε
′
n
(
Xτ,ζ,Rτ1∧ω
)
1A
∣∣∣∣Fτ] a.s.
By the definition of uε
′
, we also have
e−β(τ1∧ω)ιε
′
n
(
Xτ,ζ,Rτ1∧ω
)
1A ≤ e
−β(τ1∧ω)uε
′
(
Xτ,ζ,Rτ1∧ω
)
1A.
Thus, from the definition of A in (4.56) and from the above inequalities, we obtain
e−βτuε
′
(ζ)1A = e
−βτ ιε
′
n (ζ)1A ≤ E
[
e−β(τ1∧ω)uε
′
(
Xτ,ζ,Rτ1∧ω
)
1A
∣∣∣∣Fτ] a.s. (4.59)
On the other hand, uε
′
= un on A
c; thus, from the submartingale property of un, we have
e−βτuε
′
(ζ)1Ac = e
−βτun(ζ)1Ac ≤ E
[
e−β(τ1∧ω)un
(
Xτ,ζ,Rτ1∧ω
)
1Ac
∣∣∣∣Fτ]
≤ E
[
e−β(τ1∧ω)uε
′
(
Xτ,ζ,Rτ1∧ω
)
1Ac
∣∣∣∣Fτ] a.s. (4.60)
By combining (4.59) and (4.60), we get
e−βτuε
′
(ζ) ≤ E
[
e−β(τ1∧ω)uε
′
(
Xτ,ζ,Rτ1∧ω
)∣∣∣∣Fτ] a.s. (4.61)
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Rewrite the right side of inequality (4.61) as
E
[
e−β(τ1∧ω)uε
′
(
Xτ,ζ,Rτ1∧ω
)∣∣∣∣Fτ] = E [e−βωuε′(Xτ,ζ,Rω )1{ω≤τ1} + e−βτ1uε′(ζ1)1{ω>τ1}∣∣∣∣Fτ] a.s. (4.62)
Also, because uε
′
= un outside Bh/2(x0), from the submartingale property of un, we obtain
e−βτ1uε
′
(ζ1)1{ω>τ1} = e
−βτ1un(ζ1)1{ω>τ1} ≤ E
[
e−βωun
(
Xτ1,ζ1,Rω
)
1{ω>τ1}
∣∣∣∣Fτ1]
≤ E
[
e−βωuε
′
(
Xτ1,ζ1,Rω
)
1{ω>τ1}
∣∣∣∣Fτ1] a.s. (4.63)
By substituting (4.63) into (4.62), and by combining the result with (4.61), we finally get
e−βτuε
′
(ζ) ≤ E
[
e−βωuε
′
(
Xτ,ζ,Rω
)∣∣∣∣Fτ] a.s.
Hence, uε
′
∈ Ψ−, and we have completed the proof of this theorem.
An immediate corollary of the definition of u− in (4.45) and of Lemma 4.5 is the following.
Corollary 4.2. u− ≤ ψ on R, that is, the minimum discounted probability of exponential Parisian ruin is
an upper bound of u−.
4.4 Comparison principle
We introduce an equivalent definition of viscosity sub- and supersolutions for our problem; see Appendix A
for the proof of its equivalence to Definition 4.1.
Definition 4.5. We say an upper semi-continuous (u.s.c.) function u : R→
[
0, ρρ+β
]
is a viscosity subso-
lution of (4.2) and (4.3) if (4.3) holds and if, for any x0 ∈ R and for any ϕ ∈ C1(R) such that u−ϕ reaches
a local maximum at x0, we have{
F
(
x0, u(x0), ϕx(x0), u(·)
)
≤ 0, x0 6= 0,
lim
x→0−
F
(
x, u(x), ϕx(x), u(·)
)
≤ 0, x0 = 0.
(4.64)
Similarly, we say a lower semi-continuous (l.s.c.) function u¯ : R →
[
0, ρρ+β
]
is a viscosity supersolution of
(4.2) and (4.3) if (4.3) holds and if, for any x0 ∈ R and for any φ ∈ C1(R) such that u¯ − φ reaches a local
minimum at x0, we have
F
(
x0, u¯(x0), φx(x0), u¯(·)
)
≥ 0. (4.65)
Finally, a function u is called a (continuous) viscosity solution of (4.2) and (4.3) if it is both a viscosity
subsolution and a viscosity supersolution of (4.2) and (4.3).
We use Definition 4.5 to prove a comparison principle. First, we introduce a function that we will use in
that proof.
Lemma 4.7. For a given constant b > 0, define the function q ∈ C1(R) by
q(x) =

0, |x| ≤ 1,
b
(
1 + cos(πx)
)
, 1 < |x| < 2,
2b, |x| ≥ 2.
(4.66)
Then, for m ∈ N, define the function qm by
qm(x) = q(x/m), (4.67)
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for all x ∈ R. Then,
lim
m→∞
||q′m||∞ = 0, (4.68)
and
sup
R
Eqm(x −R)− qm(x) =

0, |x| ≥ 2m,
−
∫ x+2m
x+m
q′m(x− y)SY (y)dy, −2m < x ≤ m,
−
∫ x+2m
2x
q′m(x− y)SY (y)dy, m < x < 2m,
(4.69)
which is non-negative for all x ∈ R. Furthermore,
lim
m→∞
∣∣∣∣∣∣ sup
R
Eqm(x−R)− qm(x)
∣∣∣∣∣∣
∞
= 0. (4.70)
Proof. The limit in (4.68) follows easily from
q′m(x) =

0, |x| ≤ m,
−
bπ
m
sin
(πx
m
)
, m < |x| < 2m,
0, |x| ≥ 2m.
(4.71)
To prove (4.69), consider the maximization problem over the various domains of x ∈ R. First, for x ≤ −2m,
Eqm(x − R) = 2b = qm(x) for all retention functions R. Second, for x ≥ 2m, one retention function
that maximizes qm(x − R) is identically 0, so supR qm(x − R) = qm(x). Third, for −2m < x ≤ m, one
retention function that maximizes qm(x−R) is Y , so supR qm(x−R) = Eqm(x− Y ). Fourth and finally, for
m < x < 2m, the optimal R to maximize qm(x−R) equals Rm given by
Rm(y) =
{
0, 0 ≤ y ≤ 2x,
y, y > 2x.
(4.72)
To obtain the expressions in (4.69) perform integration by parts on Eqm(x − Y ) and Eqm(x−Rm).
The non-negativity of supR Eqm(x−R)− qm(x) follows from q
′
m(x) ≤ 0 for x ≤ 0, and the limit in (4.70)
follows from ∫ x+2m
a
∣∣q′m(x− y)∣∣SY (y)dy ≤ bπm EY.
Next, we adapt the proof of Proposition 3.4.1 in Barles and Chasseigne [2] to prove the following lemma.
Lemma 4.8. If v is a viscosity subsolution of (4.2) and (4.3), then
v(x) = lim sup
δ→0+
v(x+ δ). (4.73)
Proof. Because v is u.s.c., we know that v(x) ≥ lim supδ→0 v(x+ δ) ≥ lim supδ→0+ v(x+ δ) for all x ∈ R, so
suppose that there exists x0 ∈ R such that
v(x0) > lim sup
δ→0+
v(x0 + δ) ≥ 0.
Then, there exists ǫ > 0 and δ > 0 such that 0 < δ′ ≤ δ implies
v(x0 + δ
′) < v(x0)− ǫ. (4.74)
For n ∈ N and for some δ′ ∈ (0, δ], define the function Φn on R by
Φn(x) = v(x) + n(x− x0)−
v(x0 − δ′)
(δ′)2
(x − x0)
2. (4.75)
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We wish to maximize Φn on the interval [x0 − δ′, x0 + δ′]. Because Φn is u.s.c., it attains its maximum on
this interval, say, at xn.
First, for x ∈ (x0, x0 + δ′], inequality (4.74) implies
Φn(x) = v(x) + n(x− x0)−
v(x0 − δ′)
(δ′)2
(x− x0)
2
≤ v(x) + n(x− x0) < v(x0)− ǫ+ n(x− x0) ≤ v(x0)− ǫ+ nδ
′ ≤ v(x0) = Φn(x0),
in which the last inequality follows if we choose δ′ such that nδ′ ≤ ǫ. Thus, on [x0 − δ′, x0 + δ′], Φn attains
its maximum at xn ∈ [x0 − δ′, x0]. Note that
Φn(x0 − δ
′) = v(x0 − δ
′) + n(−δ′)− v(x0 − δ
′) = −nδ′ < 0 < v(x0) = Φn(x0).
Thus, xn 6= x0 − δ′, and Φn achieves its maximum on [x0 − δ′, x0 + δ′] at an interior point. Also, because
xn ≤ x0,
ρ
ρ+ β
≥ v(xn) ≥ Φn(xn) = v(xn) + n(xn − x0)−
v(x0 − δ′)
(δ′)2
(xn − x0)
2 ≥ v(x0) > 0,
which implies
lim
n→∞
xn = x0. (4.76)
By using the viscosity subsolution property of v with the test function
ϕ(x) = −n(x− x0) +
v(x0 − δ′)
(δ′)2
(x − x0)
2
at the point xn ∈ (x0 − δ′, x0 + δ′), we have
F
(
(xn)−, v(xn),−n+ 2v(x0 − δ
′)(xn − x0)/(δ
′)2, v(·)
)
≤ 0,
or equivalently,
βv(xn) + ρ(v(xn)− 1)1{xn≤0}
+ sup
R
[(
n−
2v(x0 − δ′)
(δ′)2
(xn − x0)
)(
λ
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
− κ
)
− λ
(
Ev(xn −R)− v(xn)
)]
≤ 0,
which implies
βv(xn) + ρ(v(xn)− 1)1{xn≤0} − λ
ρ
ρ+ β
+ sup
R
[(
n−
2v(x0 − δ′)
(δ′)2
(xn − x0)
)(
λ
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
− κ
)]
≤ 0,
which further implies
βv(xn) + ρ(v(xn)− 1)1{xn≤0} − λ
ρ
ρ+ β
+ c
(
n−
2v(x0 − δ′)
(δ′)2
(xn − x0)
)
≤ 0,
which leads to a contradiction as n → ∞ because the last term approaches +∞; recall the limit in (4.76).
Thus, we have proved (4.73).
Now, we are ready to prove a comparison theorem.
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Theorem 4.3. (Comparison principle) If v (resp., u) is a viscosity subsolution (resp., viscosity supersolution)
of (4.2) and (4.3), then v ≤ u on R.
Proof. If we apply the standard proof of doubling the variables, we run into difficulties because the operator
F is discontinuous at x = 0. To remove this difficulty, we borrow an idea from Giga, Go´rka, and Rybka [18],
who approximate their discontinuous Hamiltonian with a continuous one. For some small value of δ > 0,
define the operator F δ by
F δ
(
x, u(x), vx(x), w(·)
)
=

F
(
x, u(x), vx(x), w(·)
)
, x < −δ, x ≥ 0,(
1 +
x
δ
)
ρ
(
1− u(x)
)
+ F
(
x, u(x), vx(x), w(·)
)
, −δ ≤ x < 0.
(4.77)
Because the viscosity supersolution u takes values in
[
0, ρρ+β
]
, it follows (in the viscosity sense) that
F δ
(
x, u(x), ux(x), u(·)
)
≥ F
(
x, u(x), ux(x), u(·)
)
. (4.78)
Thus, u is also a viscosity supersolution of F δ = 0. Next, from the viscosity subsolution v, define the function
vδ by
vδ(x) = v(x + δ), (4.79)
for x ∈ R. In Appendix B, we prove that vδ is a viscosity subsolution of F δ = 0. In what follows, we prove
that vδ ≤ u on R.
Define S by
S = sup
x∈R
(
vδ(x) − u(x)
)
. (4.80)
We wish to show that S ≤ 0; suppose, on the contrary, that S > 0. Note that S is finite because u and vδ
are bounded. We, next, approximate S. To that end, define q and qm by (4.66) and (4.67), respectively,
with b satisfying
b >
ρ
ρ+ β
. (4.81)
Define Sm,n, which we will use to approximate S, as follows:
Sm,n = sup
x,y∈R
(
vδ(x)− u(y)− qm(x)−
n
2
(x− y)2
)
. (4.82)
Because S > 0, there exists x′ ∈ R such that
vδ(x′)− u(x′) ≥
S
2
.
Let m > |x′|, and for the remainder of this proof, assume that m > |x′|; then,
Sm,n = sup
x,y∈R
(
vδ(x) − u(y)− qm(x) −
n
2
(x− y)2
)
≥ sup
x∈R
(
vδ(x) − u(x)− qm(x)−
n
2
(x− x)2
)
= sup
x∈R
(
vδ(x)− u(x)− qm(x)
)
≥ sup
|x|≤m
(
vδ(x)− u(x)− qm(x)
)
= sup
|x|≤m
(
vδ(x)− u(x)
)
≥ vδ(x′)− u(x′) ≥
S
2
. (4.83)
Among other things, we have Sm,n > 0, which implies that the supremum defining Sm,n is achieved on
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[−2m, 2m]2 because qm(x) > ||u||∞ + ||vδ||∞ for |x| ≥ 2m. Let (xm,n, ym,n) be a point at which the
supremum Sm,n is realized. For a fixed value of m > |x′|, the sequence {(xm,n, ym,n)}n≥N lies in a bounded
region, namely [−2m, 2m]2, which implies that this sequence converges to some point (xm,∞, ym,∞) as n
goes to ∞. Furthermore, the inequality
vδ(xm,n)− u(ym,n)− qm(xm,n)−
n
2
(xm,n − ym,n)
2 ≥
S
2
(4.84)
holds for all n ∈ N; thus, there exists C > 0 and N ∈ N such that, for all n ≥ N ,
n(xm,n − ym,n)
2 ≤ C, (4.85)
which implies that xm,∞ = ym,∞.
We can obtain even more from the inequalities in (4.83). First, note that
lim
m→∞
sup
|x|≤m
(
vδ(x)− u(x)
)
= sup
x∈R
(
vδ(x) − u(x)
)
, (4.86)
in which the right side equals S. Indeed, because vδ − u is u.s.c., it follows that, on the set |x| ≤ m, vδ − u
achieves its supremum, say, at xˆm. Then, because the interval [−m,m] increases with m, the sequence
{vδ(xˆm) − u(xˆm)}m>|x′| is non-decreasing. Also, this sequence is bounded above by S; therefore, it has a
limit S′. Clearly, S′ ≤ S, and we wish to show that S′ = S. Suppose, on the contrary, that S′ < S, and
define δ = (S − S′)/2. By the definition of S, there exists x˜ such that
vδ(x˜)− u(x˜) > S − δ =
S + S′
2
> S′,
which contradicts the definition of S′. Thus, S′ = S.
Now, because qm ≥ 0, from inequality (4.83), we have
sup
x∈R
(
vδ(x)− u(x)
)
≥ sup
x∈R
(
vδ(x)− u(x)− qm(x)
)
≥ sup
|x|≤m
(
vδ(x)− u(x)
)
,
or equivalently,
S ≥ Sm ≥ sup
|x|≤m
(
vδ(x) − u(x)
)
, (4.87)
in which Sm denotes the supremum of v
δ −u− qm on R. Then, by taking the limit as m goes to ∞ in (4.87)
and by using (4.86), we obtain
S ≥ lim sup
m→∞
Sm ≥ lim inf
m→∞
Sm ≥ S,
which implies that
lim
m→∞
Sm = S. (4.88)
Also, inequality (4.83) implies that vδ(xm,n) − u(ym,n) − qm(xm,n) ≥ Sm,n ≥ Sm for all n ∈ N; now, let n
go to ∞ to obtain
S ≥ vδ(xm,∞)− u(xm,∞) ≥ lim sup
n→∞
(
vδ(xm,n)− u(ym,n)− qm(xm,n)
)
≥ lim sup
n→∞
Sm,n ≥ Sm,
in which the second inequality follows because vδ − u is u.s.c. Thus, we have
lim
m→∞
lim sup
n→∞
Sm,n = lim
m→∞
Sm = S = lim
m→∞
(
vδ(xm,∞)− u(xm,∞)
)
, (4.89)
and lim
m→∞
qm(xm,∞) = 0. Similarly,
Sm ≥ v
δ(xm,∞)− u(xm,∞)− qm(xm,∞)
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≥ lim sup
n→∞
(
vδ(xm,n)− u(ym,n)− qm(xm,n)−
n
2
(xm,n − ym,n)
2
)
= lim sup
n→∞
Sm,n ≥ Sm,
which implies that
lim sup
n→∞
Sm,n = Sm = v
δ(xm,∞)− u(xm,∞)− qm(xm,∞), (4.90)
and lim
n→∞
n(xm,n − ym,n)2 = 0.
From the definition of (xm,n, ym,n), we deduce thatxm,n is a maximizer of x 7→ v
δ(x) − qm(x) −
n
2
(x− ym,n)2 on R,
ym,n is a minimizer of y 7→ u(y) +
n
2
(xm,n − y)2 on R.
(4.91)
By using the viscosity subsolution property of vδ with the test function qm(x) +
n
2 (x − ym,n)
2 at the point
xm,n, we obtain
F δ
(
xm,n, v
δ(xm,n), q
′
m(xm,n) + n(xm,n − ym,n), v
δ(·)
)
≤ 0,
or equivalently,
βvδ(xm,n) + min
(
1,−
xm,n
δ
)
ρ(vδ(xm,n)− 1)1{xm,n<0} + κ
(
q′m(xm,n) + n(xm,n − ym,n)
)
− λ inf
R
[(
q′m(xm,n) + n(xm,n − ym,n)
) (
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
+ Evδ(xm,n −R)− v
δ(xm,n)
]
≤ 0. (4.92)
Similarly, by using the viscosity supersolution property of u with the test function −n2 (xm,n − y)
2 at the
point ym,n, we obtain
F δ
(
ym,n, u(ym,n), n(xm,n − ym,n), u(·)
)
≥ 0,
or equivalently,
βu(ym,n) + min
(
1,−
ym,n
δ
)
ρ(u(ym,n)− 1)1{ym,n<0} + κn(xm,n − ym,n)
− λ inf
R
[
n(xm,n − ym,n)
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
+ Eu(ym,n −R)− u(ym,n)
]
≥ 0. (4.93)
By subtracting inequality (4.93) from (4.92), we obtain
(λ+ β)
(
vδ(xm,n)− u(ym,n)
)
+min
(
1,−
xm,n
δ
)
ρ
(
vδ(xm,n)− 1
)
1{xm,n<0}
−min
(
1,−
ym,n
δ
)
ρ
(
u(ym,n)− 1
)
1{ym,n<0} + κq
′
m(xm,n)
− λ inf
R
[(
q′m(xm,n) + n(xm,n − ym,n)
) (
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
+ Evδ(xm,n −R)
]
+ λ inf
R
[
n(xm,n − ym,n)
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
+ Eu(ym,n −R)
]
≤ 0. (4.94)
Note that
λ inf
R
[
Eu(ym,n −R)− Ev
δ(xm,n −R)− q
′
m(xm,n)
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))]
≤ λ inf
R
[
n(xm,n − ym,n)
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
+ Eu(ym,n −R)
]
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− λ inf
R
[(
q′m(xm,n) + n(xm,n − ym,n)
) (
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
+ Evδ(xm,n −R)
]
.
The above inequality and (4.94) imply
(λ+ β)
(
vδ(xm,n)− u(ym,n)
)
+min
(
1,−
xm,n
δ
)
ρ
(
vδ(xm,n)− 1
)
1{xm,n<0}
−min
(
1,−
ym,n
δ
)
ρ
(
u(ym,n)− 1
)
1{ym,n<0} + κq
′
m(xm,n)
+ λ inf
R
[
Eu(ym,n − R)− Ev
δ(xm,n −R)− q
′
m(xm,n)
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))]
≤ 0,
or equivalently,
(λ+ β)
(
vδ(xm,n)− u(ym,n)
)
+min
(
1,−
xm,n
δ
)
ρ
(
vδ(xm,n)− 1
)
1{xm,n<0}
−min
(
1,−
ym,n
δ
)
ρ
(
u(ym,n)− 1
)
1{ym,n<0} + κq
′
m(xm,n)
≤ λ sup
R
[
Evδ(xm,n −R)− Eu(ym,n −R) + q
′
m(xm,n)
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))]
. (4.95)
Also, note that
λ sup
R
[
Evδ(xm,n −R)− Eu(ym,n −R) + q
′
m(xm,n)
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))]
≤ λ sup
R
E
[
vδ(xm,n −R)− u(ym,n −R)− qm(xm,n −R)
]
+ λ sup
R
[
Eqm(xm,n −R) + q
′
m(xm,n)
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))]
.
The above inequality and (4.95) imply
(λ+ β)
(
vδ(xm,n)− u(ym,n)
)
+min
(
1,−
xm,n
δ
)
ρ
(
vδ(xm,n)− 1
)
1{xm,n<0}
−min
(
1,−
ym,n
δ
)
ρ
(
u(ym,n)− 1
)
1{ym,n<0}
≤ λ sup
R
E
[
vδ(xm,n −R)− u(ym,n −R)− qm(xm,n −R)−
n
2
(xm,n − ym,n)
2
]
+
n
2
(xm,n − ym,n)
2
+ λ sup
R
[
Eqm(xm,n − R) + q
′
m(xm,n)
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
)
−
κ
λ
)]
.
From the definition of Sm,n in (4.82), we obtain
λ
(
vδ(xm,n)− u(ym,n)− qm(xm,n)
)
+ β
(
vδ(xm,n)− u(ym,n)
)
−
n
2
(xm,n − ym,n)
2
+min
(
1,−
xm,n
δ
)
ρ
(
vδ(xm,n)− 1
)
1{xm,n<0} −min
(
1,−
ym,n
δ
)
ρ
(
u(ym,n)− 1
)
1{ym,n<0}
≤ λSm,n + λ
(
sup
R
Eqm(xm,n −R)− qm(xm,n) + ||q
′
m||∞
{
(1 + θ)EY +
η
2
E
(
Y 2
)
−
κ
λ
})
. (4.96)
If we let n go to ∞ in (4.96), use the inequalities
lim sup
n→∞
(
vδ(xm,n)− u(ym,n)
)
≥ lim sup
n→∞
(
vδ(xm,n)− u(ym,n)− qm(xm,n)
)
≥ Sm,
and cancel the term λSm from each side, we get
βSm +min
(
1,−
xm,∞
δ
)
ρSm1{xm,∞<0} ≤ λ
∣∣∣∣∣∣ sup
R
Eqm(x−R)− qm(x)
∣∣∣∣∣∣
∞
+ c||q′m||∞. (4.97)
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By taking a limit as m goes to ∞ in (4.97) and by using the results of Lemma 4.7, we obtain
βS + ρS lim inf
m→∞
[
min
(
1,−
xm,∞
δ
)
1{xm,∞<0}
]
≤ 0, (4.98)
which contradicts S > 0 and β > 0.
Thus, we have shown that vδ ≤ u on R. By taking the limit superior as δ → 0+, as in (4.73), we obtain
v ≤ u on R.
We now present our main result, an application of the comparison principle in Theorem 4.3.
Theorem 4.4. The minimum discounted probability of exponential Parisian ruin ψ is the unique viscosity
solution of the HJB equation (4.2) with boundary conditions (4.3).
Proof. From Corollaries 4.1 and 4.2, we know
u− ≤ ψ ≤ v+ (4.99)
on R. Furthermore, Theorems 4.1 and 4.2 prove that v+ and u− are viscosity sub- and supersolutions,
respectively. Thus, Theorem 4.3 implies that v+ ≤ u−, which, when combined with (4.99) implies that
u− = ψ = v+
on R. Thus, we have proved this theorem.
Next, we present a corollary that shows that ψ is differentiable almost everywhere with strictly negative
(and finite) derivative where it exists. We, thereby, deduce that ψ is strictly decreasing on R.
Corollary 4.3. The minimum discounted probability of exponential Parisian ruin ψ is differentiable almost
everywhere with respect to Lebesgue measure. Moreover, the lower left-derivative D−ψ defined by
D−ψ(x) = lim inf
δ→0+
ψ(x)− ψ(x− δ)
δ
is finite on R. Finally, ψ is strictly decreasing on R.
Proof. Because ψ is non-increasing, Lebesgue’s Differentiation Theorem implies the first statement of this
corollary.
To prove the second statement, suppose, on the contrary, D−ψ(x0) = −∞ for some x0 ∈ R; then, let
ϕ ∈ C1(R) be a test function such that ψ−ϕ reaches a maximum at x0. Then, there exists δ0 > 0 such that
0 < δ < δ0 implies
ψ(x0 − δ)− ϕ(x0 − δ) ≤ ψ(x0)− ϕ(x0),
or equivalently,
ϕ(x0)− ϕ(x0 − δ)
δ
≤
ψ(x0)− ψ(x0 − δ)
δ
.
By taking the limit inferior as δ → 0+, we obtain ϕx(x0) = −∞. The viscosity subsolution property of ψ
implies
βψ(x0) + ρ
(
ψ(x0)− 1
)
1{x0≤0}
+ sup
R
[(
κ− λ
(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
)))
ϕx(x0) + λ
(
ψ(x0)− Eψ(x0 −R)
)]
≤ 0.
If we set R = Y , then the coefficient of ϕx(x0) equals −c, and we obtain +∞ ≤ 0, a contradiction. Thus,
D−ψ > −∞ on R.
To prove the third statement, suppose, on the contrary, that ψ is not strictly decreasing on R. Then,
because ψ is non-increasing, there exist x1 < x2 such that, for all x ∈ [x1, x2], ψ(x1) = ψ(x) = ψ(x2). It
follows that ψx(x) = 0 for all x1 < x < x2. Let x0 ∈ (x1, x2) with x0 6= 0; then, F
(
x0, ψ(x0), 0, ψ(·)
)
= 0
implies
βψ(x0) + ρ
(
ψ(x0)− 1
)
1{x0<0} = 0,
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which contradicts 0 < ψ(x0) <
ρ
ρ+β . Thus, ψ is strictly decreasing on R.
A Equivalence of definitions of viscosity sub- and supersolutions
In this appendix, we prove that Definition 4.1 is equivalent to Definition 4.5. In the process, we introduce
another two definitions of viscosity sub- and supersolutions, and we prove those definitions are all equivalent.
Definition A.1. We say a u.s.c. function u : R→
[
0, ρρ+β
]
is a viscosity subsolution of (4.2) and (4.3) if
(4.3) holds and if, for any x0 ∈ R and for any ϕ ∈ C1(R) such that u− ϕ reaches a global maximum of zero
at x0, we have {
F
(
x0, u(x0), ϕx(x0), ϕ(·)
)
≤ 0, x0 6= 0,
lim
x→0−
F
(
x, u(x), ϕx(x), ϕ(·)
)
≤ 0, x0 = 0.
(A.1)
Similarly, we say an l.s.c. function u¯ : R→
[
0, ρρ+β
]
is a viscosity supersolution of (4.2) and (4.3) if (4.3)
holds and if, for any x0 ∈ R and for any φ ∈ C1(R) such that u¯− φ reaches a global minimum of zero at x0,
we have
F
(
x0, u¯(x0), φx(x0), u¯(·)
)
≥ 0. (A.2)
Finally, a function u is called a (continuous) viscosity solution of (4.2) and (4.3) if it is both a viscosity
subsolution and a viscosity supersolution of (4.2) and (4.3).
Definition A.2. We say a u.s.c. function u : R→
[
0, ρρ+β
]
is a viscosity subsolution of (4.2) and (4.3) if
(4.3) holds and if, for any x0 ∈ R and for any ϕ ∈ C1(R) such that u− ϕ reaches a global maximum of zero
at x0, we have {
F
(
x0, u(x0), ϕx(x0), u(·)
)
≤ 0, x0 6= 0,
lim
x→0−
F
(
x, u(x), ϕx(x), u(·)
)
≤ 0, x0 = 0.
(A.3)
Similarly, we say an l.s.c. function u¯ : R→
[
0, ρρ+β
]
is a viscosity supersolution of (4.2) and (4.3) if (4.3)
holds and if, for any x0 ∈ R and for any φ ∈ C1(R) such that u¯− φ reaches a global minimum of zero at x0,
we have
F
(
x0, u¯(x0), φx(x0), u¯(·)
)
≥ 0. (A.4)
Finally, a function u is called a (continuous) viscosity solution of (4.2) and (4.3) if it is both a viscosity
subsolution and a viscosity supersolution of (4.2) and (4.3).
Proposition A.1. Definitions A.1 and A.2 are equivalent.
Proof. We prove the statement for viscosity subsolutions only; the proof for viscosity supersolutions follows
similarly.
Definition A.2 ⇒ Definition A.1. Let ϕ ∈ C1(R), and let x0 ∈ R be such that
max
x∈R
{
(u− ϕ)(x)
}
= (u− ϕ)(x0) = 0.
Then, we have
u(x0)− u(x) ≥ ϕ(x0)− ϕ(x), for all x ∈ R.
It follows that, for x0 6= 0,
F
(
x0, u(x0), ϕx(x0), ϕ(·)
)
= βu(x0) + ρ
(
u(x0)− 1
)
1{x0<0} + κϕx(x0)
− λ inf
R
[(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
ϕx(x0) + Eϕ(x0 −R)− ϕ(x0)
]
≤ βu(x0) + ρ
(
u(x0)− 1
)
1{x0<0} + κϕx(x0)
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− λ inf
R
[(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
ϕx(x0) + Eu(x0 −R)− u(x0)
]
= F
(
x0, u(x0), ϕx(x0), u(·)
)
≤ 0,
in which the last inequality follows from (A.3) in Definition A.2. Hence, we have proved inequality (A.1) in
Definition A.1. The case for which x0 = 0 follows similarly by considering the left-limit of F at zero.
Definition A.1 ⇒ Definition A.2. Again, let ϕ ∈ C1(R), and let x0 ∈ R be such that
max
x∈R
{
(u− ϕ)(x)
}
= (u− ϕ)(x0) = 0.
Because u is bounded, there exists a sequence {ϕn}n∈N of functions with compact support in C∞(R) such
that, for an arbitrary ǫ1 > 0, there exists an N ∈ N, such that, for all x ∈ R, n ≥ N , and R ∈ R,∫
R+
∣∣u(x − r)− ϕn(x− r)∣∣dFR(r) ≤ ǫ1, (A.5)
in which FR(r) :=
∫∞
0
1{R(y)≤r} dFY (y) is the distribution function of R; see Corollary 9.7 in Wheeden and
Zygmund [31]. Without loss of generality, we may assume that u(x) ≤ ϕn(x) for all x ∈ R and n ∈ N. For
each ε > 0 and n ∈ N, define the function Ψεn as follows:
Ψεn(x) = ϕ(x)χ
ε(x) + ϕn(x)
(
1− χε(x)
)
, for x ∈ R, (A.6)
in which χε ∈ C1(R) satisfies 
0 ≤ χε(x) ≤ 1, for all x ∈ R,
χε(x) = 1, if x ∈ (x0 − ε, x0 + ε),
χε(x) = 0, if x /∈ (x0 − 2ε, x0 + 2ε).
Note that Ψεn(x0) = u(x0), and
u(x) −Ψεn(x) =
(
u(x)− ϕn(x)
)(
1− χε(x)
)
+
(
u(x)− ϕ(x)
)
χε(x) ≤ 0,
for all x ∈ R. So, max
x∈R
{
(u − Ψεn)(x)
}
=
(
u − Ψεn
)
(x0), and (Ψ
ε
n)x(x0) = ϕx(x0). Thus, by Definition A.1,
we have
F
(
x0, u(x0), ϕx(x0),Ψ
ε
n(·)
)
≤ 0.
Moreover, we have∣∣∣F (x0, u(x0), ϕx(x0),Ψεn(·)) − F (x0, u(x0), ϕx(x0), u(·))∣∣∣
= λ
∣∣∣∣∣ infR [((1 + θ)ER + ηE(Y R)− η2 E(R2))ϕx(x0) + EΨεn(x0 −R)−Ψεn(x0)]
− inf
R
[(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
ϕx(x0) + Eu(x0 −R)− u(x0)
] ∣∣∣∣∣
≤ λ sup
R
[
EΨεn(x0 −R)−Ψ
ε
n(x0)− Eu(x0 −R) + u(x0)
]
= λ sup
R
[ ∫ ∞
0
(
Ψεn(x0 −R(y))− u(x0 −R(y))
)
dFY (y)
]
≤ λ sup
R
[∫ ∞
0
{∣∣Ψεn(x0 −R(y))− ϕn(x0 −R(y))∣∣+ ∣∣ϕn(x0 −R(y))− u(x0 −R(y))∣∣}dFY (y)] . (A.7)
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By combining (A.5), (A.6) and (A.7), and by letting ǫ1 → 0 and ε→ 0, we obtain
F
(
x0, u(x0), ϕx(x0), u(·)
)
≤ 0.
Hence, we have completed our proof.
In the following proposition, we prove that Definitions 4.1 and A.1 are equivalent, that is, the definition
of viscosity sub- and supersolutions does not rely on the maximum or minimum being strict.
Proposition A.2. Definitions 4.1 and A.1 are equivalent.
Proof. We prove the statement for viscosity subsolutions only; the proof for viscosity supersolutions follows
similarly. Because the set of test functions under Definition A.1 contains the set of test functions under
Definition 4.1, it is automatic that, if a function is a viscosity subsolution under Definition A.1, then it is a
viscosity subsolution under Definition 4.1.
To show the converse, suppose u is a viscosity subsolution under Definition 4.1. Let ϕ ∈ C1(R), and let
x0 ∈ R be such that u−ϕ reaches a global maximum (not necessarily strict) of zero at x = x0. In this proof,
we only consider the case for which x0 6= 0. The case for which x0 = 0 follows similarly by considering the
left-limit of F at zero.
For every ε > 0, define the function ϕε on R by
ϕε(x) = ϕ(x) + ε̟(x),
in which ̟(x) = 1− e−(x−x0)
2
; then, u(x) ≤ ϕ(x) ≤ ϕε(x) with equality in the second inequality if and only
if x = x0. In other words, u− ϕ
ε has a strict maximum of zero at x = x0. Hence, by Definition 4.1,
F
(
x0, ϕ
ε(x0), ϕ
ε
x(x0), ϕ
ε(·)
)
≤ 0,
that is,
βϕε(x0) + ρ
(
ϕε(x0)− 1
)
1{x0<0} + κϕ
ε
x(x0)
− λ inf
R
[(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
ϕεx(x0) + Eϕ
ε(x0 −R)− ϕ
ε(x0)
]
≤ 0. (A.8)
Also, we have
inf
R
[(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
ϕεx(x0) + Eϕ
ε(x0 −R)− ϕ
ε(x0)
]
≤ inf
R
[(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
ϕx(x0) + Eϕ(x0 −R)− ϕ(x0)
]
+ ε sup
R
[(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
̟x(x0) + E̟(x0 −R)−̟(x0)
]
. (A.9)
By combining (A.8) and (A.9), we get
βu(x0) + ρ
(
u(x0)− 1
)
1{x0<0} + κ
(
ϕx(x0) + ε̟x(x0)
)
− λ inf
R
[(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
ϕx(x0) + Eϕ(x0 −R)− ϕ(x0)
]
− ελ sup
R
[(
(1 + θ)ER + ηE(Y R)−
η
2
E
(
R2
))
̟x(x0) + E̟(x0 −R)−̟(x0)
]
≤ 0.
By letting ε go to 0, we obtain
F
(
x0, u(x0), ϕx(x0), ϕ(·)
)
≤ 0,
that is, u is a viscosity subsolution under Definition A.1, which is what we wished to prove.
Proposition A.3. Definitions 4.5 and A.2 are equivalent.
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Proof. We prove the statement for viscosity supersolutions only; the proof for viscosity subsolutions follows
similarly. Because the set of test functions under Definition 4.5 contains the set of test functions under
Definition A.2, it is automatic that, if a function is a viscosity supersolution under Definition 4.5, then it is
a viscosity supersolution under Definition A.2.
To show the converse, suppose u¯ is a viscosity supersolution under Definition A.2. Let φ ∈ C1(R), and
let x0 ∈ R be such that u¯ − φ reaches a local minimum (not necessarily zero) at x = x0. Then, there exists
an h > 0 such that u¯(x)− φ(x) ≥ u¯(x0)− φ(x0) for all x ∈ (x0 − h, x0 + h). By Urysohn’s lemma, there is a
function s ∈ C∞(R) satisfying
0 ≤ s(x) ≤ 1, for all x ∈ R,
s(x) = 1, if x ∈ (x0 − h/2, x0 + h/2),
s(x) = 0, if x /∈ (x0 − h, x0 + h).
Define the function φ˜ on R by
φ˜(x) = s(x)
(
φ(x) − φ(x0) + u¯(x0)
)
+
(
1− s(x)
)
H,
in which H is a lower bound of u¯ on R. Because u¯(x) ≥ φ(x) − φ(x0) + u¯(x0) for x ∈ (x0 − h, x0 + h), and
s(x) = 0 for x /∈ (x0 − h, x0 + h), we have
u¯(x) = s(x)u¯(x) +
(
1− s(x)
)
u¯(x) ≥ s(x)
(
φ(x) − φ(x0) + u¯(x0)
)
+
(
1− s(x)
)
H = φ˜(x).
Thus, u¯(x) ≥ φ˜(x) for all x ∈ R and u¯(x0) = φ˜(x0), that is, u¯ − φ˜ reaches a global minimum of zero at x0.
By Definition A.2, we have
F
(
x0, u¯(x0), φ˜x(x0), u¯(·)
)
≥ 0.
Because φ˜(x) = φ(x) − φ(x0) + u¯(x0) for x ∈ (x0 − h/2, x0 + h/2), we have φ˜x(x0) = φx(x0). Therefore, we
obtain
F (x0, u¯(x0), φx(x0), u¯(·)) ≥ 0,
that is, u¯ is a viscosity supersolution under Definition 4.5, which is what we wished to prove.
B Proof that vδ is a viscosity subsolution of F δ = 0
Let ϕ ∈ C1(R) be a test function such that vδ−ϕ reaches a strict, global maximum of 0 at x = x0. We want
to prove that
F δ
(
x0, v
δ(x0), ϕx(x0), ϕ(·)
)
≤ 0.
To that end, define y = x+ δ and y0 = x0 + δ. Also, define a new test function ϕ
δ by
ϕδ(y) = ϕ(y − δ),
for y ∈ R. Then, ϕ(x0) = ϕδ(y0), ϕx(x0) = ϕδy(y0), and Eϕ(x0 −R)− ϕ(x0) = Eϕ
δ(y0 −R)− ϕδ(y0).
If x0 < −δ or x0 ≥ 0, then
F δ
(
x0, v
δ(x0), ϕx(x0), ϕ(·)
)
= F
(
x0, v(x0 + δ), ϕx(x0), ϕ(·)
)
= F
(
y0 − δ, v(y0), ϕ
δ
y(y0), ϕ
δ(·)
)
= F
(
(y0)−, v(y0), ϕ
δ
y(y0), ϕ
δ(·)
)
≤ 0.
If −δ ≤ x0 < 0, then
F δ
(
x0, v
δ(x0), ϕx(x0), ϕ(·)
)
=
(
1 +
x0
δ
)
ρ
(
1− v(x0 + δ)
)
+ F
(
x0, v(x0 + δ), ϕx(x0), ϕ(·)
)
=
(
1 +
x0
δ
)
ρ
(
1− v(y0)
)
+ F
(
x0, v(y0), ϕ
δ
y(y0), ϕ
δ(·)
)
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=
x0
δ
ρ
(
1− v(y0)
)
+ F
(
y0, v(y0), ϕ
δ
y(y0), ϕ
δ(·)
)
≤ 0.
Therefore, vδ is a viscosity subsolution of F δ = 0, which is what we wished to prove.
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