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Abstract
Counter-flow heat exchangers constitute a major component of
several thermo-mechanical energy storage technologies. They
are used to transfer thermal energy between the working fluid
and the storage fluid, and exergy losses undergone during this
process can affect significantly the efficiency of the whole sys-
tem. The principal sources of loss are irreversible heat trans-
fer and pressure losses, and optimisation is required to find the
right balance between them. In this article we focus on the
effect that the variation of the specific heat capacity of some
fluids has on the thermal component of the loss. First, we as-
sume a linear dependence of the heat capacity with tempera-
ture and study the problem analytically, showing that a min-
imum exergetic loss exists when the variation is different for
the two fluids. The effect is negligible in low-performance heat
exchangers but it is found to have a critical impact in high-
performance devices with a very high number of transfer units.
Second, the minimum loss for several couples of real fluids is
computed numerically and compared with the prediction of the
analytical model. Finally, the effect that this phenomenon has
on the optimisation of a flat-plate, counter-flow heat exchanger
is studied.
1 Introduction
Growing levels of renewable energy generation, particularly
from wind and solar power projects, are raising the need for
new large-scale electrical storage projects. Pumped hydro is
widely regarded as the most mature and successful technology
in the field, but its capability to continue expanding is often
limited by geographic constraints, and in many countries the
most adequate sites have already been exploited [1]. In this
context, thermo-mechanical energy storage (TMS) systems are
becoming increasingly interesting. Such systems embrace sev-
eral technologies that are mechanically driven and store elec-
tricity, partially or completely, in the form of thermal energy.
They include, among others:
1. Pumped thermal energy storage (PTES), in which a ther-
mal energy potential is created between two insulated ther-
mal reservoirs, via mechanical compression and expan-
sion of a working fluid that transports heat between them.
The system operates as a heat pump during charge and as a
heat engine during discharge. Several PTES concepts have
been proposed, including a system based on the closed
Brayton cycle [2, 3] (which stores the energy as sensible
heat) and a number of systems based on the Rankine cycle
operating with different working fluids, such as water [4],
ammonia [5], or supercritical CO2 [6] (which store part of
the energy as sensible heat and part as latent heat).
2. Liquid air energy storage (LAES), also known as cryo-
genic energy storage (CES), which liquefies atmospheric
air and stores it at atmospheric pressure [7]. The liquefac-
tion and recovery process also require storing energy as
sensible heat, both above and below ambient temperature.
3. Compressed air energy storage (CAES), in its adiabatic
version, which stores part of the energy as a thermal en-
ergy potential and another part as a pressure (mechanical)
potential [8].
The heat exchanger (HEX) constitutes a major component of
all these systems, except those that use solid storage media and
direct heat transfer between the solid and the working fluid
(such as in packed-bed reservoirs). The principal sources of
loss are irreversible heat transfer and pressure losses, and a
second-law analysis accompanied by geometrical optimisation
is necessary to find the most adequate balance between them
in exergetic terms [9]. Several authors have approached this
problem in the past, particularly in the context of gas-to-gas
recuperators and cryogenic applications. The counter-flow
design is normally selected in such works, as it provides
the highest effectiveness for a given number of transfer
units (NTU) and matching heat capacity rates [10], and is
therefore the most effective in minimizing irreversible heat
transfer. A number of non-dimensional parameters have been
proposed to evaluate the rate of entropy generation [11] (this
being proportional to the rate of exergy loss), and analytical
solutions have been developed assuming either perfect gas
behaviour or constant liquid properties [12]. In some TMS
applications, however, the temperature difference between the
two ends of the HEX is sufficiently large for the variation of
the thermophysical properties of the fluids to be non-negligible.
When real properties are accounted for, one can observe that
the variation of the specific heat capacity of some fluids gives
rise to pinch points that force irreversible heat transfer. While
pinch point issues are well known in heat exchangers where
one stream undergoes a phase change and the other does not, in
this article we focus our attention to heat exchangers operating
with single-phase fluids and analyse the effect that the variation
of the specific heat capacity has on the thermal component of
the exergetic loss.
We start by selecting a non-dimensional index which describes
the exergy performance of the HEX and which is meant to be
particularly suitable for TMS systems. Next, we assume a lin-
ear dependence of the heat capacity with temperature and use
this index to show that a minimum exergetic loss emerges when
the variation is different for the two fluids. The effect is found
to be negligible for heat exchangers with a low number of trans-
fer units, but becomes very relevant for high-performance de-
vices. Following this, several couples of fluids are taken as ex-
amples to evaluate the minimum loss. Results of the analytical
linear approximation are compared with a numerical approach
which allows the study of more complex dependencies. Finally,
a computational model of a flat-plate, counter-flowHEX is used
to show the effect that such pinch points have on the optimisa-
tion process.
2 Analytical study
2.1 Exergy loss in heat exchangers and non-
dimensionalisation
We start by applying the steady-flow entropy equation to a
small section of a heat exchanger, as shown in Figure 1, where
the two fluid streams exchange heat but the heat transfer to the
environment is negligible (as the HEX is assumed to be ther-
mally insulated):
dS˙irr = m˙A dsA+ m˙B dsB (1)
Separating ds in its temperature and pressure differential com-
ponents,
ds=
(
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∂T
)
p
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(
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)
T
dp (2)
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the differential change in entropy for any pure fluid can be ex-
pressed in a general form [12, 13]:
ds=
cp
T
dT −βvvdp (4)
where βv is the thermal expansion coefficient. Using Equations
(4) and (1) and integrating from the inlet to the exit, the total
generation of entropy in the heat exchanger is obtained. We can
identify a thermal component, associated with irreversible heat
transfer along a finite temperature difference, and a pressure
Figure 1: Above: Differential section of a heat exchanger. Be-
low: Exergy transfer between the working fluid and the storage
fluid using a heat exchanger.
component, associated with the pressure loss due to viscous
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The rate of irreversible entropy generation is important in ex-
ergetic analysis because it is proportional to the rate of exergy
destruction:
B˙irr = T0 · S˙irr (7)
In TMS applications, we have to consider the amount of ex-
ergy that was successfully transferred (or otherwise lost) dur-
ing charge in order to determine the maximum work that can
be recovered during discharge. This process is illustrated in
Figure 1, where exergy, in the form of thermal availability, is
being transferred to a fluid storage medium by means of a heat
exchanger. ∆B˙A and ∆B˙B express the rate of exergy change of
each stream. They have opposite signs and, in the absence of
heat transfer to the environment, the sum of the two rates is
equal to the rate of exergy loss. For either A or B:
∆B˙= m˙∆b= m˙∆(h−T0s) = m˙
 heˆ
hi
dh−T0
seˆ
si
ds
 (8)
By separating dh and ds in their temperature and pressure par-
tial derivatives, we can identify again a thermal component and
a pressure component, ∆B˙= ∆B˙∆T +∆B˙∆p . After applying the
relations in (3) once more,
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We note that exergy is only transferred in the thermal form,
∆B˙∆T , while ∆B˙∆p represents exergy destruction due to pres-
sure loss within the HEX. A meaningful non-dimensional loss
parameter is obtained by rationalising the rate of exergy loss by
the rate of exergy transfer, as follows:
ξ ≡ T0 · S˙irr(−∆B˙∆T,tm) (10)
where the tm subscript refers to the exergy transfer medium
and represents either A or B, depending on the case. Note
that the transfer medium is the medium with highest initial
exergy (the exergy donor), i.e. the hot stream when the
HEX operates above T0, and the cold stream when the HEX
operates below T0. The thermal and pressure components of
the non-dimensional loss, ξ∆T and ξ∆p, are simply found by
separating S˙irr in its two components, as in Equation (6).
Other common definitions of loss parameter may be found
which rationalise the rate of exergy loss by the (absolute)
exergy flow rate at the inlets of the HEX or by the heat capacity
rate of one of the fluids, m˙cp. However, we prefer to avoid
such definitions because they seem to imply that the loss tends
to zero when the effectiveness of the HEX tends to zero, which
is actually a highly irreversible situation. The definition we
use seems particularly meaningful for TMS applications, since
rate of exergy transfer is equivalent to (electrical) power input.
In the following sections, we will focus our interest on ξ∆T and
on the impact that the variation of the specific heat capacity has
on it.
2.2 The linear heat capacity model. Determination
of temperature profiles and exergy loss
Real fluids are characterized by thermophysical properties that
are a function of both temperature and pressure. While the tem-
perature dependence may be strong, the pressure dependence
is often weak and the pressure variation within a well-designed
HEX will be small, allowing the analysis to concentrate on the
effects of the temperature dependence. Particularly important
for heat exchangers is the variation of the specific heat capacity,
cp. While monatomic gases are well modelled by the perfect
gas approximation in which cp is constant, the same is not gen-
erally true for diatomic and polyatomic gases and most liquids.
Real fluids sometimes present a very complex temperature de-
pendence, but a linear variation is often a good approximation
within limited temperature ranges, allowing an analytical ap-
proach. Thus, we write:
cp = α (1+σT ) (11)
where α is the constant component of cp and σ is the coeffi-
cient determining its linear variation (a big σ implying a strong
cp variation per degree of temperature). Note that σ is positive
in most cases, but can also be negative, particularly for gases
close to the saturation curve and supercritical fluids. Typ-
ical values of σ range from 10−5K−1 to 10−3K−1 in magnitude.
If the two fluids operating in a HEX are different, their σ values
will in principle be different and a pinch point will appear
when trying to balance the two heat capacity rates, m˙cp. This is
illustrated in Figures 2b and 2c, depending on whether the cold
or the hot stream exhibits cp variation. The pinch point (i.e. the
point where the temperature difference between the streams
is minimum) appears at a temperature Tp (defined on the cold
stream), and, at that point, the temperature difference is ∆Tp.
The corresponding distribution of temperature differences are
plotted in Figure 3. In the case of a very large heat exchanger
(NTU → ∞), we would have ∆Tp → 0. Nevertheless, the
temperature difference far from the pinch point would not
collapse to zero, and irreversible heat transfer would continue
to occur.
In the rest of the current section we will answer the following
question: given known inlet temperatures (Tc1 and Th2),
mass flow rates (m˙c and m˙h) and a specified ∆Tp, how can
we determine the temperature profiles of the HEX and the
associated exergetic loss? The first task is to determine the
pinch point temperature, Tp. Once this has been done, the total
heat transfer rate and the corresponding outlet temperatures
can be found, as will be shown.
With reference to Figures 2b and 2c, we can see that, depending
on the case, the pinch point appears either somewhere in the
middle of the HEX or at points 1 (left end) or 2 (right end). If
it happens in the middle, then ∆T has a local minimum at that
point. Since ∆T (Q˙) = Th(Q˙)−Tc(Q˙), this implies,
d
(
∆T (Q˙)
)
dQ˙
= 0 ⇒ dTh(Q˙)
dQ˙
=
dTc(Q˙)
dQ˙
(12)
To make further progress, we use the steady-flow energy equa-
tion in differential form. Neglecting changes in kinetic and po-
tential energy within each stream:
dQ˙= m˙dh= m˙
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)
p
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∂ p
)
T
dp
)
' m˙cp dT
(13)
where the latter is exact for perfect and semi-perfect gases, and
a good approximation for any fluid as long as the pressure loss
within the HEX is small. The condition from equation (12),
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Figure 2: (a) Nomenclature of temperature inlets and outlets.
(b) Generation of a pinch point due to cp increase of the cold
stream. (c) The same with cp increase of the hot stream.
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Figure 3: Temperature difference for the profiles presented in
Figures 2b and 2c.
combined with Equation (13), means that the local heat capac-
ity rate of both streams must be equal at the pinch point:
m˙h · cp,h(Tp,h) = m˙c · cp,c(Tp,c) (14)
Using Equation (11),
m˙hαh (1+σh (Tp+∆Tp)) = m˙cαc (1+σcTp) (15)
After rearranging,
Tp =
mrαr (1+σh∆Tp)−1
σc−σhmrαr (16)
where αr ≡ αh/αc and mr ≡ m˙h/m˙c. However, the condition of
equal local heat capacity rate could also represent a maximum
of ∆T
(
Q˙
)
, in which case Equation (16) would not be valid and
the pinch point would occur at either 1 or 2, instead. A general
and systematic way to find out in which of the three possi-
ble positions the pinch point actually occurs is presented below.
Suppose that the pinch point occurs at 1. In this case, we know
that Th1 = Tc1+∆Tp, and the total heat transfer rate can be cal-
culated by computing the rate in enthalpy change of the hot
stream (which is a function of Th1 and Th2). Using Equations
(13) and (11),
Q˙T,1 =
Q˙Tˆ
0
dQ˙h = m˙h
Th2ˆ
Tc1+∆Tp
cp,h dTh (17)
Similarly, if the pinch point occurs at 2, we know that Tc2 =
Th2−∆Tp, and then we can calculate it by computing the rate
in enthalpy increase of the cold stream,
Q˙T,2 =
Q˙Tˆ
0
dQ˙c = m˙c
Th2−∆Tpˆ
Tc1
cp,c dTc (18)
Finally, if it happens in the middle, then,
Q˙T, p = m˙c
Tpˆ
Tc1
cp,cdTc+ m˙h
Th2ˆ
Tp+∆Tp
cp,h dTh (19)
where Tp is obtained from Equation (16). In the case of linear
cp variation, the analytical solutions of Equations (17), (18)
and (19) are obtained by straightforward integration using the
cp (T ) expression given by Eq. (11). It can be shown that the
actual value of the total heat transfer rate must be the minimum
of the three integrals, which in turn indicates the actual pinch
point location, i.e.
Q˙T =min
(
Q˙T,1, Q˙T,2, Q˙T, p
)
(20)
To better understand this statement, consider Figure 4, where
an example scenario with σh > 0, σc < 0 and ∆Tp = 30K is
presented. The two continuous lines correspond the actual
thermal profiles of the two streams. The pinch point appears at
1, and the total heat transfer rate can be computed by Eq. (17),
i.e. Q˙T = Q˙T,1. Important to realize is that the values predicted
by Q˙T,2 and Q˙T, p (which are incorrect) will necessarily be
bigger than the one obtained from Q˙T,1. This is because
Tc1 = 300K and Th2 = 600K are fixed values, and in order
to produce the temperature difference of 30K elsewhere in
the HEX, the two temperature curves would have to become
closer to each other, meaning that the heat transfer rate would
have to be higher. For instance, in order to compute Q˙T, p, we
first apply Eq. (16), which in this case (incorrectly) predicts
Tp = 457K (corresponding to a local maximum in ∆T instead
of a local minimum). The only way to produce a temperature
difference equal to 30K at the new predicted Tp is to increase
the rate in enthalpy change of both streams, bringing them
closer together, as shown by the dotted lines in the same graph.
In this example, the solution provided by Q˙T, p is not only
incorrect but it also provides a physically impossible result,
where the two temperature profiles cross themselves and
Th1 < Tc1. Something similar, although less extreme, happens
when using the solution provided by Q˙T,2.
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Figure 4: Actual temperature profiles (continuous lines, pre-
dicted by Q˙T,1) and incorrect temperature profiles (dotted lines,
predicted by Q˙T, p). In the second case, the two curves are
closer to each other because Q˙T, p > Q˙T,1.
The actual value of the total heat transfer rate is therefore
found by separately computing the integrals in Equations (17),
(18) and (19) and selecting the minimum of the three, as stated
by Eq. (20).
Once the actual Q˙T is known, an analytical expression of the
temperature distributions can be found. In the case of the hot
stream, this is done by changing the lower limits of integration
in Equation (17) by Q˙ (instead of 0) and Th
(
Q˙
)
(instead of Th1),
and then rearranging:
Th(Q˙) =±
√(
Th2+
1
σh
)2
− 2
(
Q˙T − Q˙
)
σh m˙hαh
− 1
σh
; σh 6= 0
or
Th(Q˙) = Th2− Q˙T − Q˙m˙hαh ; σh = 0
(21)
Similarly, in the case of the cold stream, Equation (18) is
adapted by changing the upper limits of integration by Q˙ (in-
stead of Q˙T ) and Tc
(
Q˙
)
(instead of Tc2). After rearranging:
Tc(Q˙) =±
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Tc1+
1
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+
2Q˙
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; σc 6= 0
or
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(22)
In Equations (21) and (22), the ± sign in front of the square
roots is taken positive for σ > 0 and negative for σ < 0.
The unknown temperature ends are found by noting that
Tc2 = Tc(Q˙T ) and Th1 = Th(0). Furthermore, since Q˙ and Q˙T
are always divided by m˙hαh or m˙cαc in the above expressions,
we note that the temperature distributions (and the outlet
temperatures) become a function of the product of ratios mrαr
and independent of the actual values of each m˙ and α . The
problem is therefore reduced to six independent variables: Tc1,
Th2, mrαr, σh, σc and ∆Tp. Once the exit temperatures have
been found, evaluating the thermal component of the entropy
generation rate, S˙irr,∆T , and the corresponding non-dimensional
exergy loss, ξ∆T , is done by straightforward integration of the
Equations (6) and (9) and substitution in (10). Therefore, ξ∆T
is a function of the six independent parameters just mentioned
plus the ambient temperature, T0.
2.3 Test cases
2.3.1 cp variation on one stream
Before applying the above analysis to a test case, it is worth
mentioning that all results presented in this section have been
generated using the analytical expressions introduced so far,
and have been checked against numerical solutions which yield
identical values.
In a first test case, the fluid circulating in the hot stream of
the HEX is chosen to have constant cp (σh = 0), while the
cold one increases with temperature (σc > 0), as in Figure 2b.
Note again that in the current analysis ∆Tp is taken as a fixed
design parameter (which ultimately depends on the geometry
and operating conditions of the HEX). Tp, on the other hand,
is allowed to change when varying the ratio of the mass flow
rates, mr, according to Equation (16). Considering this, the
outlet temperatures and the corresponding thermal exergy loss
are computed following the procedure explained in section 2.2,
for three different values of ∆Tp and a range of mr values.
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Figure 5: Thermal exergetic loss for σh = 0 and σc > 0.
The results of the loss analysis are presented in Figure 5.
The top graph, made for the case of σc = 0.1K−1, shows the
variation of ξ∆T as a function of mrαr, with a minimum of
ξ∆T = 3.5% (for ∆Tp = 0K) at mrαr ' 43.9. The two vertical
lines show the instances at which the pinch point reaches
Tc1 and Th2. The strong variation of the loss indicates the
importance of optimising the mr value (αr is fixed, given by
the fluids properties), particularly for low ∆Tp values.
The bottom graph in Figure 5 shows the evolution of the
minimum ξ∆T (i.e for the corresponding optimised mrαr value)
as a function of σc, ranging from σc  1/Tc1 (constant cp) to
σc  1/Tc1 (cp dominated by its linear component). The plot
presents the loss for the case with ∆Tp = 0 and three different
values of Th2, showing that the loss is bigger when the ratio
Th2/Tc1 ≡ φ increases. This is consequence of the fact that,
for a fixed σc, the total variation of cp experienced by the cold
stream increases when φ increases. Further results also show
that the loss due to a given finite ∆Tp > 0 decreases with φ ,
meaning that the impact of cp variation can become dominant
as φ increases, even if it is negligible for cases with small φ .
A similar study has also been performed for the case of constant
cp,c (σc = 0) and linear cp,h (σh > 0), as in Figure 2c. Now the
pinch point can only occur at one of the two temperature ends,
or at both ends simultaneously, but never in between. The opti-
mal mrαr value, in exergetic terms, is found to be the one that
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Figure 6: Thermal exergetic loss for σc = 0 and σh > 0.
makes the pinch point occur at both ends, for which the exer-
getic loss presents a sharp minimum, as shown in the top graph
in Figure 6. It is possible to find an analytical expression of
this optimal mrαr value by imposing that the total heat transfer
rate as calculated by Equations (17) and (18) must be the same,
giving:
(mrαr)optimal =
Th2−Tc1−∆Tp+ σc2
(
(Th2−∆Tp)2−T 2c1
)
Th2−Tc1−∆Tp+ σh2
(
T 2h2− (Tc1+∆Tp)2
)
(23)
This expression is found to be exact for situations with σh > σc.
For the opposite situations, when σh < σc, the expression is
not exact but still accurate, particularly for small values of ∆Tp.
This is important for energy storage applications because it
means that optimising the mass flow ratio between the working
fluid and the storage fluid during charge is consistent with
minimizing the exergetic loss also during discharge (since the
same mass flow ratio must be used during charge and discharge
to completely consume the energy stored during charge).
The minimum exergetic loss as a function of σh is shown in
the bottom graph in Figure 6. We observe a similar behaviour
to that described in the previous case (see Figure 5), with the
difference that the absolute value of the loss is about twice as
big. This can be understood by comparing the T-Q diagrams of
Figures 2b and 2c, where one can see that the area enclosed by
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the two temperature curves, which drives the irreversible heat
transfer, tends to be larger in the second case.
Similar phenomena are observed when studying cases where
either σc or σh are negative.
2.3.2 cp variation on both streams
Having studied the effects of cp variation on the cold and on
the hot streams separately, the study of specific combinations
of both becomes straightforward. The following observations,
however, should be noticed:
• For cases with σc > σh, the pinch point and loss behaviour
are similar to the case with constant cp,h and increasing
cp,c.
• For cases with σh > σc, the pinch point and loss behaviour
are similar to the case with constant cp,c and increasing
cp,h.
• For cases with σc,h 6= 0 but σc = σh, the two lines in the
T
(
Q˙
)
diagram are curved but maintain a constant ∆T be-
tween each other when the optimised mr value is used, as
shown in the top graph of Figure 7. This scenario is quite
similar to a situation with both fluids having constant cp,
and no pinch point appears when the heat capacity rates
are balanced. In the bottom of the same Figure, the min-
imized exergetic loss (for optimal mr) has been plotted
as a function of σh for three ∆Tp values, given a fixed
σc = 2 ·10−3K−1. Noticeably, the optimised ξ∆T presents
a sharp minimum when σh is also 2 ·10−3K−1.
3 Numerical study
3.1 Determination of the required heat transfer area
In the previous sections, we have focused our attention on the
determination of the temperature profiles, and their associated
exergy loss given known operating conditions and assuming
a specified value of ∆Tp. In actual heat exchangers, this last
parameter will be determined by the geometry (which affects
the total heat transfer coefficient, UT ) and by the total heat
transfer area, AT . In this section, we consider how to find the
required UTAT to satisfy a specified ∆Tp, using the linear cp
model.
By definition of the total heat transfer coefficient,
dQ˙=UT∆TdA (24)
where all the parameters correspond to an infinitesimal section
of the HEX. Integrating from the cold end until a given section,
A
(
Q˙
)ˆ
0
UTdA=
Qˆ˙
0
dQ˙
∆T
(
Q˙
) (25)
While, in general,UT will vary at different sections of the HEX,
a satisfactory approximation is normally obtained by consider-
ing its average value, so that the left hand side of the previous
equation becomes ' U¯TA
(
Q˙
)
. To solve the right hand side of
the same equation, we need the expression for ∆T
(
Q˙
)
, which
is obtained by subtracting Eq. (22) from (21),
∆T
(
Q˙
)
=
√(
Th2+
1
σh
)2
− 2
(
Q˙T − Q˙
)
σh m˙hαh
− 1
σh
(26)
−
√(
Tc1+
1
σc
)2
+
2Q˙
σc m˙cαc
+
1
σc
Unfortunately, the right-hand-side integral in Eq. (25) does not
have an exact analytical solution for such a form of ∆T
(
Q˙
)
.
An approximation of ∆T
(
Q˙
)
can be obtained by using a Taylor
expansion of Eq. (26) around Q˙= Q˙T/2 up to the second order,
therefore writing ∆T
(
Q˙
)≈ aQ˙2+bQ˙+c. Such alternative ex-
pression can be integrated, providing a closed-form analytical
solution which is a good approximation in most common cir-
cumstances. On the other hand, numerical integration provides
an even more accurate value and can be used for any form of
cp (T ), and is therefore recommended. In the following, U¯TAT
is obtained by numerically integrating Eq. (25) from 0 to Q˙T .
Then, the product can be non-dimensionalised to become the
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Figure 8: Temperature difference at the pinch point, and mini-
mum exergetic loss for a given Number of Transfer Units and
optimised mrαr.
Number of Transfer Units on an averaged form:
NTU≡ U¯TAT
min
(
m˙hc¯p,h, m˙cc¯p,c
) (27)
The NTU is an important parameter in HEX design and it is the
basis of the effectiveness-NTU method [14]. While the method
is only valid for situations where cp variation is negligible,
computing the NTU still provides a valuable reference in terms
of HEX size.
The top graph in Figure 8 presents the variation of ∆Tp with
NTU for three different σh values and a fixed σc value. In all
three scenariosmrαr was optimised. Noticeably, the two curves
with σh < σc fall towards ∆Tp = 0 faster than the curve with
σh = σc, indicating the presence of a pinch point –and faster
heat transfer due to higher ∆T everywhere else. In the third
case, ∆T is constant everywhere and decreases slower. The bot-
tom graph plots ξ∆T for the same three cases. For small NTU,
the three curves converge, meaning that cp variation is not an
issue for low-performance HEXs. For high NTU (i.e. high-
performance), however, the pinch point created in the first two
cases (dotted and dashed lines) gives rise to a minimum ξ∆T ,
while in the third scenario (solid line) no pinch point appears
and ξ∆T steadily decreases with NTU. Finally, the generation
of such plots allows the determination of the necessary NTU to
obtain a given ∆Tp or a given ξ∆T . Once the NTU is known, the
total heat transfer area of the HEX is obtained from Eq. (27).
3.2 Minimum exergetic loss for real fluids
Along sections 2.2 and 2.3, the assumption of a linear depen-
dence of cp with temperature has permitted a better understand-
ing of the generation and behaviour of pinch points in the HEX
and of the loss associated with them. While in several cases
this approximation is satisfactory, in others it fails to properly
describe the variation, therefore predicting incorrect values of
the outlet temperatures and of the exergy loss. In such cases,
a numerical method becomes necessary. The method imple-
mented here follows similar steps as the ones described in the
analytical study but using numerical integration and including
the actual cp (T ) functions instead of the linear model:
1. An initial mass flow ratiomr is selected (for example, such
that the estimated average heat capacity rates match) and
a given ∆Tp is chosen (zero if the minimum loss is to be
found).
2. The condition from Equation (14) is used to find the
temperature of the expected pinch point (which might or
might not correspond to the actual pinch point). The to-
tal heat transfer rate, Q˙T , then is found by selecting the
minimum of the values obtained by the three integrals in
Equations (17), (18) and (19). That also determines the
actual pinch point location.
3. Once Q˙T is known, the outlet temperatures are found by
knowledge of the inlet temperatures and numerically inte-
grating the differential Equation (13).
4. The associated thermal exergy loss is computed via Equa-
tions (6), (9) and (10).
5. Finally, the process is repeated for a range of mr values
until the optimal mr, corresponding to the minimum ξ∆T ,
is found.
Table 1 presents the minimum exergetic loss corresponding
to various combinations of fluids that are attractive for some
TMS systems. The selected fluids and their temperature and
pressure conditions are based on the conditions proposed in
the literature. In the case of the CHEST system (a PTES
system based on the Rankine cycle), the top temperature
proposed in [4] does not exceed 400 ◦C, but here it was set
to 550 ◦C to know what the minimum loss would be if the
whole operability range of the liquid Solar Salt was exploited
(therefore maximizing its energy density). In the case of the
CAES systems, temperature and pressure conditions vary
considerably from one system to another and can also vary
from one stage to another in multi-stage systems. Therefore,
the selected scenarios for CAES might not be representative
of other systems. The JB-PTES systems in the table refer to
the Joule-Brayton (gas cycle) version of PTES. The usage of
Solar Salt and ethanol as storage liquids (among others), in
substitution of the solid thermal reservoirs, was proposed on an
Potential Storage fluid Pressure Tc1 / Th2 σ R2 ξ∆T (analytic) ξ∆T (numeric)
applications working fluid [bar] [◦C] [10−4K−1] [-] [%] [%]
CAES [15] Water 2 25 / 120 1.6 0.89 1.80 1.80Air 100 -5.5 0.97
CHEST [4] Solar Salt 1 312 / 550 1.2 - 2.55 2.51Steam 100 -10.1 0.69
JB-PTES Solar Salt 1 200 / 550 1.2 - 0.12 0.11and CAES [8] Air 50 1.9 0.99
JB-PTES Ethanol 1 -103 / 25 36.1 0.95 7.51 7.05Argon 1 -0.5 0.93
JB-PTES Oxygen 1 -218 / -183 3.7 0.86 0.11 0.09Helium 1 -0.2 0.96
JB-PTES [16] Isopentane 1 -153 / 25 25.9 0.95 4.83 3.90Hydrogen 20 10.7 0.94
TEES [6] Water 2 25 / 120 1.6 0.89 6.18 8.89Carbon Dioxide 160 -14.2 0.21
Table 1: Comparison of the minimum loss ξ∆T obtained with the analytical linear cp approximation and with the numerical
method. In this table, ξ∆T represents the combined loss for the charge and discharge processes.
internal report at CUED [17]. This cycle is a current focus of
research, as a result of which a combination of liquid oxygen
(storage medium) and helium (working fluid) is also being
proposed [18]. The combination of liquid isopentane (storage
medium) and hydrogen (working fluid) was proposed by the
authors of [16].
In Table 1, both the analytical and the numerical methods
are used to predict the minimum exergetic loss. The loss is
computed twice, taking first one fluid as the hot stream and
the other as the cold stream, and vice-versa, and added up
(corresponding to a charge and discharge scenario). The cp(T )
functions (at the given constant pressure) were obtained using
the CoolProp library [19], except for the Solar Salt, obtained
from [20]. The σ value used in the analytical method is found
by applying a linear regression curve, and the quality of the fit
is evaluated with the coefficient of determination R2.
While in some fluid couples the effect of cp variation is irrel-
evant (e.g. Solar Salt and Air), in others the minimum exergy
loss is clearly non-negligible (e.g. Ethanol and Argon). A sat-
isfactory agreement between the analytical and the numerical
method is found in most cases. In the case of the HEX operat-
ing with liquid H2O and supercritical CO2, however, the linear
fit is very poor due to the complex dependence of the CO2’s
heat capacity, and the loss is underestimated by 30%. Figure
9 shows the (mean-normalized) cp variation of H2O and CO2,
and the pinch point generated for ∆Tp = 0. The case is based
on the PTES system proposed in [6], where liquid water is used
as storage media and supercritical CO2 as working fluid. The
authors of that article also propose a stream splitting mecha-
nism which allows to change the heat capacity rate of the water
by increasing or decreasing its mass flow rate at different tem-
perature levels, therefore adapting to the heat capacity curve of
the CO2. While a perfect adaptation would require an infinite
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Figure 9: cp variation and pinch point generation on a HEX
operating with water and supercritical CO2.
number of splits (i.e. infinite number of sections with different
levels of water mass flow rate), a finite number of splits (e.g.
4-6) is enough to considerably reduce the exergetic loss. In
practice, each section constitutes a separate HEX within a Heat
Exchanger Network (HEN) (or a section within an equivalent
multi-stream HEX), and for each new section a new water tank
is necessary to store/deliver water at the adequate temperature.
A graphical procedure to determine the temperature levels and
storage capacities of each tank is presented in [21]. While such
mechanism effectively enables the usage of fluids with strong
cp variation without implying a high exergy loss, the additional
costs of the tanks and the HEN and the increased complexity in
terms of design and operation has to be accounted for.
3.3 Effect on the optimisation of a flat-plate heat ex-
changer
Heat capacity variation does not only set a minimum exergetic
loss but also affects the optimal design of the HEX. In order
to show this, a one-dimensional, steady-state model of a
counter-flow HEX was developed, which iteratively solves
the energy equation between the two flow streams until the
temperature profiles converge. The model used in this work
was developed independently, but a detailed description of a
similar scheme may be found in [22]. Heat transfer coefficients
and friction factors are computed using standard correlations
for a flat-plate geometry [23], and pressure losses due to
flow friction in the HEX core are computed accordingly [10].
Therefore, the code is able to determine the two exergy loss
parameters, ξ∆T and ξ∆p, thus allowing the adaptation of the
design characteristics until an optimal point is found.
By setting constant thermophysical properties, it was possible
to reproduce the results described in [23]. These show that
there are two internal geometric characteristics that can be
optimised for a given external geometry: the ratio between the
plate separation allowed for each stream (which regulates the
balance of pressure losses between the two streams), and the
total heat transfer area (which regulates the balance between
heat transfer and pressure losses). After validating the model
using constant properties, real properties were introduced using
the CoolProp library, and it was observed that the generated
temperature profiles also compared satisfactorily with those
obtained with the analytical and numerical methods presented
in the previous sections of this article.
Finally, it was found that cp variation can considerably affect
the selection of optimal design parameters such as the total heat
transfer area. This is shown in Figure 10, where the dimension-
less exergy loss of a HEX operating with argon (hot stream)
and ethanol (cold stream) is plotted once using constant (aver-
aged) properties and once using real properties. The thermal
component, ξ∆T , and the total loss, ξ = ξ∆T + ξ∆p, are plotted
separately. It is seen that, while in the first case ξ∆T continu-
ously decreases with increasing surface, in the second case the
generation of a pinch point due to the ethanol’s strong cp vari-
ation creates a plateau on the value of ξ∆T , which increases the
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Figure 10: Effect of the pinch point generation on the optimal
heat transfer area.
total loss and decreases the value of the optimal heat transfer
area. Noting the logarithmic scales used in the graph, the min-
imum loss is 5 times bigger and the optimal area 30% smaller.
Furthermore, it is important to note that this effect has not only
thermodynamic but also economic implications, since the total
heat transfer area is directly proportional to the amount of ma-
terial needed to build the HEX (for a given plate thickness), and
therefore sets a lower limit to the total cost of the component.
4 Conclusions
The temperature dependence of the specific heat capacity of
some real fluids generates pinch points that force irreversible
heat transfer and set a minimum exergetic loss on heat ex-
changers.
An analytical study of this phenomenon has been presented as-
suming linear heat capacity variation, which is useful in under-
standing both the nature and the extent of the problem. The
analytical study reveals and validates interesting trends, such
as:
• The value of the minimum exergetic loss obtained for a
given combination of two fluids varies considerably de-
pending on what fluid operates as the hot stream and what
fluid operates as the cold stream. Moreover, the loss in-
creases when the distance between the two temperature
ends, Tc1 and Th2, increases.
• Heat capacity variation is not a problem in itself, but dif-
ference in variation is. The minimum exergetic loss ob-
tained by two fluids that present exactly the same cp (T )
function is zero.
• The exergetic loss is extremely sensitive to the ratio of
mass flow rates, stressing the need to operate at the op-
timal value. Additionally, this optimal value is found to
be similar for the charge and discharge operations.
• While the effect of heat capacity variation may be ne-
glected in devices with a low number of transfer units, its
consideration becomes critical to accurately predict the ef-
ficiency of high-performance heat exchangers.
The linear approximation is found to be applicable to many
real fluids within temperature ranges that are relevant for
thermo-mechanical storage systems. For fluids that present
more complex dependencies, a numerical method can be used
instead.
Finally, a one-dimensional, steady-state model of a flat-plate,
counter-flow heat exchanger is used to predict the temperature
distributions and pressure losses corresponding to given oper-
ating conditions. The model accounts for real thermophysical
properties and can be used to optimize the geometry and min-
imize the total exergy loss. Pinch points generated by heat ca-
pacity variation are found to have an impact on the optimal heat
transfer area of the heat exchanger.
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Nomenclature
Symbols
Symbol Description Units
α Constant component of cp J kg−1K−1
αr Defined as: αr ≡ αh/αc −
βv Thermal expansion coefficient, K−1
βv ≡ (1/v)(∂v/∂T )p
σ Linear cp coefficient K−1
φ Ratio between Th2 and Tc1 −
ξ Non-dimensional exergy loss −
AT Total heat transfer area m2
B˙irr Exergy destruction rate W
∆B˙ Rate of exergy change W
cp Isobaric specific heat capacity J kg−1K−1
h Specific enthalpy J kg−1
L Heat exchanger length m
m˙ Mass flow rate kg s−1
mr Defined as: mr ≡ m˙h/m˙c −
p Pressure Pa
Q˙ Cumulative heat transfer rate, W
0≤ Q˙≤ Q˙T
Q˙p Cumulative heat transfer rate W
at pinch point
Q˙T Total heat transfer rate W
s Specific entropy J kg−1K−1
S˙irr Entropy generation rate W K−1
T Temperature K
T0 Ambient temperature K
Symbol Description Units
Tp Temperature of the cold K
stream at the pinch point
∆T Temperature difference K
∆Tp Temperature difference at K
pinch point
UT Total heat transfer coefficient W m−2K−1
v Specific volume m3 kg−1
Subscripts
1, 2 Heat exchanger ends; 1 is the cold
stream inlet, 2 is hot stream inlet
A, B Stream A, stream B
c, h Cold stream, hot stream
i, e Inlet, exit
tm Transfer medium
∆T, ∆p Temperature and pressure components
Acronyms
CAES Compressed air energy storage
CHEST Compressed heat energy storage
CUED Cambridge University Engineering Department
HEX Heat exchanger
HEN Heat exchanger network
LAES Liquid air energy storage
NTU Number of transfer units
PTES Pumped thermal energy storage
TMS Thermo-mechanical energy storage
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