Bayesian decision theory outlines a rigorous framework for making optimal decisions based on maximizing expected utility over a model posterior. However, practitioners often do not have access to the full posterior and resort to approximate inference strategies. In such cases, taking the eventual decision-making task into account while performing the inference allows for calibrating the posterior approximation to maximize the utility. We present an automatic pipeline that co-opts continuous utilities into variational inference algorithms to account for decision-making. We provide practical strategies for approximating and maximizing gain, and empirically demonstrate consistent improvement when calibrating approximations for specific utilities.
Introduction
A considerable proportion of research on Bayesian machine learning concerns itself with the fundamental task of inference, developing techniques for an efficient and accurate approximation of the posterior distribution p(θ|D) of the model parameters θ conditional on observed data D. However, in most cases, this is not the end goal in itself. Instead, we eventually want to solve a decision problem of some kind and merely use the posterior distribution as a summary of the information provided by the data and the modeling assumptions. For example, we may want to decide to automatically shut down a process to avoid costs associated with its potential failure, yet might not necessarily care about whether we model all aspects of the process accurately.
The focus on inference is justified by Bayesian decision theory Berger (1985) . It formalizes the notion that the posterior distribution is sufficient for making optimal decisions under a utility. This is achieved by selecting decisions that maximize the expected utility, computed by integrating over the posterior. The theory, however, only applies when integrating over the true posterior which Figure 1 : Loss-calibrated approximation (red) is shifted so that the optimal decision h better matches the actual observation compared to approximation fitted to the posterior alone (blue), yet still provides good approximation for the posterior. Here the decision corresponds to minimizing tilted loss with q = 0.2.
can be computed only for simple models. With approximate posteriors it is no longer optimal to separate inference from decision-making. Even though standard approximation algorithms try to represent the full posterior accurately, they lack guarantees for high accuracy for regions of the posterior that are critical for decision-making. This holds for both distributional techniques, such as variational approximation and expectation propagation , as well as Markov chain Monte Carlo algorithms -even though the latter are asymptotically exact, the practical result presented as finite set of samples is still an approximation. Loss-calibrated inference refers to techniques that adapt the inference process to better capture the posterior regions relevant to the decision-making task. First proposed by Lacoste-Julien et al. (2011) in the context of variational approximation, the principle has been used also for calibrating MCMC samplers (Abbasnejad et al., 2015) , and recently for variational dropout (Cobb et al., 2018) . The core idea of loss calibration is to maximize the expected utility computed over the approximating distribution, instead of maximizing the approximation accuracy. We show in Figure 1 how the calibration process shifts an otherwise suboptimal approximation to improve the decisions, while still providing a reasonable approximation over the parameter space. That is, we are merely fine-tuning -calibrating -the approximation instead of solely optimizing for the decision.
Previous work on loss calibration largely deals with classification experiments with discrete decisions (Cobb et al., 2018 , Lacoste-Julien et al., 2011 : the decision selects one of finitely many classes, and varying misclassification costs characterize the utilities. This allows algorithms based on explicit enumeration and summation of alternative decisions, which are inapplicable for continuous spaces. Lack of tools for continuous utilities has thus far ruled out, for example, calibration for regression problems.
Our goal is to provide a practical loss calibration framework for problems involving continuous utilities. To cope with the challenges imposed by moving from discrete to continuous output spaces, we replace the enumeration over possible choices by nested Monte Carlo integration combined with double reparameterization technique, and provide algorithms for learning optimal decisions for a flexible choice of utilities. In addition, we relax the assumptions of Lacoste-Julien et al. (2011) by providing algorithms that do not need to linearize the logarithm of the expected utility. We demonstrate the technique in machine learning tasks aiming for accurate predictions. We consider the eight schools model (Gelman et al., 2013 , Yao et al., 2018 and probabilistic matrix factorization on media consumption data.
Background
Our work focuses on use of distributional approximations to the posterior in decision-making scenarios. In this section, we briefly lay out the basics of Bayesian decision theory and variational inference (VI), to provide the background for understanding loss-calibrated VI (LCVI).
Bayesian Decision Theory
Bayesian decision theory (Berger, 1985 , Robert, 2007 is the axiomatic formalization of decision-making under uncertainty. Given a posterior distribution p(θ|D) characterizing uncertainty over a parametric model conditional on observed data D, we desire to make optimal decisions h. The value of individual decisions depends on the utility u(θ, h) that is a function of both: (1) the state of the world θ and (2) the decision h. The optimal decisions h p maximize the expected utility G p (h) = p(θ|D)u(θ, h)dθ, also called gain. An equivalent formulation is obtained by evaluating individual decisions by a loss function (θ, h) and solving for optimal decisions by minimizing the expected loss R p(θ|D) (h) = p(θ|D) (θ, h)dθ, also known as risk. Note, however, that the utility might not be expressed in closed form as a function of θ -often it is defined over predictions y made by the model and hence involves integration over the predictive distribution p(y|θ, D).
A core property of Bayesian decision theory is that the posterior is necessary and sufficient information for making optimal decisions. However, in practice the posterior is not accessible and is typically replaced by a proxy -either a variational approximation q(θ), or a set of samples {θ i } ∼ p(θ|D) obtained with a sampling algorithm. Consequently, we cannot evaluate the true gain and it is hard to quantify how the (sub-)optimal decisions h q obtained from approximations differ from the optimal ones h p .
Variational Inference
Variational inference casts posterior inference as an optimization problem by approximating the posterior p(θ|D) with a proxy distribution q λ (θ) parameterized by λ. This is typically performed by maximizing the expected lower bound L(λ) for the marginal likelihood p(D)
Traditional methods used coordinate ascent updates on the parameters λ, with mean-field approximations and conjugate priors for computational tractability . Recently, several gradient-based optimization algorithms Carpenter et al. (2017) , Titsias and Lázaro-Gredilla (2014), Ranganath et al. (2014) have made variational inference feasible for a wider range of models. These algorithms employ Monte Carlo estimates of the lower bound and its gradient, which makes inference for non-conjugate models and richer approximation families feasible, and enables use of gradient-based optimization strategies. The most efficient techniques use reparameterization to compute the gradients
, by rewriting the distribution q λ (θ) using a differentiable transformation θ = f θ ( , λ) of an underlying, parameter-free standard distribution q 0 ( ) Titsias and Lázaro-Gredilla (2014) . We can then use Monte Carlo integration over q 0 ( ) for evaluating the expectations, yet the value depends on θ and hence we can propagate gradients through f θ (·) for learning. The reparameterization can be carried out either explicitly (Ruiz et al., 2016 , Naesseth et al., 2017 or implicitly (Figurnov et al., 2018) ; the latter strategy makes reparameterization possible for almost any distribution.
Our derivations and experiments are on simple parametric approximations, but we note that the loss calibration elements can be combined with wide range of recent advances in variational inference, such as boosting VI , more efficient structural approximations (Hoffman and Blei, 2015) , and normalizing flows for flexible approximations (Rezende and Mohamed, 2015) .
Loss Calibrated Variational Inference
In this section, we provide an overview of how variational approximation can be calibrated to improve the expected utility, following the derivation by Lacoste-Julien et al. (2011) and Cobb et al. (2018) .
The Bound
The posterior gain can be optimized using the following bound originally proposed by Lacoste-Julien et al. (2011):
where the Jensen's inequality was applied.
The derivation leads to the a of two terms. The former term, negative Kullback-Leibler divergence between the approximation and the posterior, can be further replaced by a lower bound for the marginal likelihood analogous to standard variational approximation to provide
(2)
The second term accounts for decision making, and is independent of the data D. Instead, it only depends on the current posterior approximation. It can be interpreted as favoring approximations more beneficial in terms of utility. For pointwise separable utilities, where posterior gains for individual decisions can be optimized independently, the bound can be written as a sum over individual data instances,
, where ELBO i accounts for an individual data point for which the hypothesis is h i . This holds under the assumption that log-gains are additive, which allows representing U(λ, {h}) as a sum of individual U(λ, h i ). ELBO separates pointwise under i.i.d. assumption. For clarity, we usually drop the subscript i in h i . However, they used closed-form analytic updates for which incorporating the utility-dependent term is difficult, limiting the practical value of the solution.
Optimization of the Bound
In practice, they were able to demonstrate the principle only in the context of classification problems, alternating between optimization of continuous λ and discrete h. Cobb et al. (2018) provided a similar alternating algorithm building on reparameterization gradients, which solves the problems associated with closed-form learning of utility-weighted posterior. However, their solution was formulated only for Bayesian neural networks rather than general probabilistic models, and was still aimed solely at discrete decisions in classification.
Loss Calibration for Continuous Utilities
In this section, we provide solutions for the core challenges in calibrating approximations for continuous utilities. First, we describe how the utility-dependent term and its gradients can be evaluated, and then proceed to explain how optimal decisions can be found in different scenarios.
Two Types of Decisions
In typical modeling scenarios the decisions are based on either the parameters θ of the model or on predicted model outputs y. An example of the former would be reporting of the internal temperature of a system based on external measurements, whereas a model providing personalized recommendations on the duration of the next exercise session would require a model capable of the latter.
For decisions on θ the utility-dependent term is
whereas for decisions on y it becomes
The latter is computationally more difficult due to the nested integration. In the remainder of the paper we focus on this more challenging family of decisions, but note that scenarios with decisions on θ can be handled analogously while being able to skip many of the technical complications.
Double Reparametrization
Next we will describe how U can be evaluated and optimized. We start by noting that since we already reparameterized θ for optimization of ELBO, we can use the same reparameterization to approximate the outer expectation
where q 0 is the zero-parameter distribution, f θ transforms samples from q 0 ( ) into samples from q λ (θ), and S θ is a number of samples for Monte Carlo integration.
For discrete outputs we can compute the expectation Eq. 3 by summing over possible values Y
where p(y|θ, D) are closed-form functions differentiable w.r.t. θ (for example, softmax outputs from a neural network) and u(y, h) are classification costs coming from a utility matrix. This makes U straightforward to optimize both w.r.t. λ (via gradient ascent) and h (by simple enumeration of decisions). For continuous y, however, the integral remains and is the main challenge in developing efficient algorithms.
We address the problem of optimization of the U for continuous outputs by a double reparametrization scheme. Besides reparameterizing the approximation q λ (θ), we reparameterize also the predictive likelihood p(y|θ, D). This enables approximating the inner integral with MC samples as
while preserving differentiability w.r.t. both λ and h. Here δ denotes samples from parameter-free distribution p 0 used to simulate samples y ∼ p(y|f θ ( , λ), D) via the transformation f y . The approximation relies on the ability to reparametrize (almost) arbitrary likelihoods p that was made possible only recently thanks to implicit reparametrization gradients Figurnov et al. (2018) .
Nested Integral Estimation
Nested integral estimation, especially in a form of Eq. 3 where the inner integral appears under the logarithm, is not straightforward. The two elements, Eq. 4 and Eq. 5, can be combined with several alternative strategies. We start with a naive estimator, where the approximation Eq. 5 is simply plugged in place ofũ(f θ (.), h) into Eq. 4:
Even though this estimator is biased, it is straightforward. The bias could be reduced, for example, by employing the Taylor expansion of E p [log u] in a manner similar to (Teh et al., 2007) ,
2Ep[u] 2 . Unfortunately, the estimator exploiting such an approximation displays numerical instability limiting its practical usefulness.
Alternatively, we propose to further bound the utility-dependent term from Eq. 3 using Jensen's inequality:
This pushes log under the inner integral and enables a standard unbiased MC estimator
Finally, we consider an approximation inspired by Lacoste-Julien et al. (2011) 
An important observation is that this corresponds to an estimator to negative R scaled with 1 M , revealing how the choice of M impacts the relative importance of U (≈ −R) and ELBO for the optimizer: for large M the utility ceases to have an effect due to differences in utilities being scaled down because of the large constant. Since M was introduced merely to guarantee non-negative utilities, this is not a desired effect. Luckily, it can be easily compensated for by multiplying the utility-dependent term by the same constant M whenever expressing utilities in terms of losses (that is, also for the two other two estimators). It is also worth noting that for large M all three estimators will be equivalent, but for M = max y,h u(y, h) some utilities will be close to zero and the choice of the estimator matters, as will be empirically demonstrated in Section 6.4.
Optimizing the Decision
The other core challenge is in searching for optimal decisions. For each data point we need to solve a separate optimization problem, which in the case of complex models may become a serious computational issue. We propose three practical approaches for varying cases, all operating on samples (θ, y) drawn from the approximation and predictive distribution to facilitate general-purpose inference engine applicable for arbitrary models and utilities. 
Closed-form Optimal Decision
If the utility is expressed in terms of a loss and we use the linearized estimator in Eq. 8, the optimal h corresponds to the Bayes estimator for the loss and can often be computed in closed form as a statistic of the posterior predictive distribution p(y|D). Some examples are listed in Table 1 . However, we typically do not have the predictive distribution in closed form, and hence the statistics are estimated by sampling; the computation of the estimator itself has negligible cost compared to obtaining the samples.
Numerical Optimization
When no closed-form solution for optimal decision is available, we need to resort to numerically optimizing G, evaluated using any of the alternative Monte Carlo estimators presented in Section 4.3. For simplicity of presentation we will use the Jensen's estimator (Eq. 7) for the derivations, but the process is completely analogous for the other estimators. This problem is in principle straightforward; the objective is a convex combination of typically convex and continuous utilities. Furthermore, the function is additive over the individual decisions and hence corresponds to solving |D| one-dimensional optimization problems arg max
each of which requires evaluation of the S θ S y utilities, one for each sample y i that corresponds via f y to some θ. One could consider parallel execution of multiple one-dimensional solvers, but a more practical approach is to jointly optimize for all h using aggregated loss arg max
allowing use of standard optimization routines with efficient GPU implementations. Even though evaluating the gradient comes with linear cost in |D|, default optimizers converge in roughly constant number of iterations since they effectively still solve one-dimensional problems. We also note that many of the interesting utilities (e.g., derived from absolute and tilted loss) are not smooth functions of h, which could cause difficulties for gradient-based methods. However, the expectations computed based on sufficiently many samples are smooth and hence gradient-based optimization works for all convex utilities; see Section 6.3 for empirical verification.
Amortized Decision Optimization
For extremely large |D|, solving for the optimal {h} may be prohibitively expensive, due to the linear scaling of computation time (or required parallel cores) w.r.t. |D|. However, this computational complexity can be alleviated by approximating h with a separate parametric decision-making module. This amortizes the cost of making the decisions, in a manner analogous to amortizing the inference in variational autoencoders (Kingma and Welling, 2014) .
Given the input x i and the prediction y i = f y i (δ, f θ ( , λ), x i ) of the model p(y|θ), we train an arbitrary supervised model, in practice a deep neural network, to approximate the optimal decision. The network is trained on pairs of (x i , y i ) to predict h i = NN φ (x i ) minimizing directly the (linearized) objective arg min
It learns to approximate optimal h i for any p(y i |θ), and after training can provide approximate h i for all inputs. For sufficiently large |D|, the computational cost of training the network is trumped by the computational saving of not needing to solve |D| decisions numerically.
Automatic VI for Decision-making
We summarize the previous ideas and show how to calibrate variational approximations for a rich family of probabilistic models with continuous utilities. A problem specification consist of 1. A model p(y, θ), typically specified using a probabilistic programming language, along with training data D 2. A utility u(θ, h) or u(y, h) placed on either parameters or predictions.
3. An approximating variational family of distributions q λ (θ)
The objective in Eq. 2 is maximized by alternating optimization of λ and h until convergence Monte Carlo evaluation of the bound is done with one of alternatives presented in Section 4.3. Empirical experiments reported in Section 6.3, suggest use of 100-500 samples of y to approximate the optimization objective. Unless the utilities specified by the user fall close to zero (see Section 6.4 comparing the alternatives) the choice of the estimator does not play a crucial role. Optimization w.r.t λ. Variational approximation parameters λ are optimized via gradient-based algorithms using reparameterization of θ and y as explained in Section 4.2 and 4.3.
Optimization w.r.t. h. The optimal decisions h are found using one of the three strategies in Section 4.4, selected to suit the problem characteristics. Numerical optimization is the default option, while faster closed-form optimization is used for linearized estimators and when a closed-form Bayes estimator is available (Table 1 ). For complex losses and large |D|, amortized decision-making is used. Since h changes slower than the parameters λ, it suffices to solve for h after every few iterations of updating λ.
Experiments
We first illustrate the method on a simple hierarchical model, to demonstrate how loss-calibration affects the posterior approximation. Then, we proceed to a case of continuous-valued, probabilistic matrix factorization to demonstrate how the choice of the utility changes the decisions in an intuitive but hard-to-predict manner. Finally, we demonstrate the effect of technical details, focusing on the alternative strategies for finding optimal decisions and on the approximations for the utility-dependent term.
Unless otherwise specified, we use unbiased MC estimators arising from Jensen's inequality in Eq. 7 for approximating U(λ, h) and use numerical optimization to optimize h. The code for reproducing the experiments is available. 1
Illustration on Hierarchical Model
The eight schools model Gelman et al. (2013) , Yao et al. (2018) is a simple Bayesian hierarchical model used to demonstrate mean-field approximations failing to fit the true posterior. Individual data points are noisy observations of effects θ j with shared prior parameterized by µ and τ
We couple the model with the tilted loss (Table 1) with q = 0.2 to indicate a preference to not overestimate treatments effects, and use the mean-field approximation q λ (µ, τ, θ 1 . . . θ 8 ) = q λµ (µ)q λτ (τ )q λ θ 1 (θ 1 ) . . . q λ θ 8 (θ 8 ). Figure 2 illustrates the loss calibration process by comparing the solution of loss-calibrated VI (LCVI) with that of standard mean-field VI and the result of Hamiltonian Monte Carlo carried out with Stan (Carpenter et al., 2017) . The latter characterizes the true posterior well and hence provides the ideal baseline. In Figure 2(a) , we see that LCVI converges smoothly and outperforms standard VI in terms of risk, verifying that the method works as expected. LCVI also outperforms VI in terms of empirical risk computed for actual observations; this is an important sanity check that demonstrates taking into account the utility that does not depend on the data directly does not derail the solution. Figure 2(b) illustrates the effect of calibration on the posterior. Standard VI fails to capture the dependencies between τ and θ and misses the mode of the true posterior. Even though LCVI also uses mean-field approximation unable to model the dependencies, it shifts the whole approximation towards the region with more probability mass in true posterior. A complete comparison of the marginals in Figure 2 (c) shows that besides shifting the approximation the loss-calibration process reduces the uncertainty.
Matrix Factorization and Music Consumption
We demonstrate LCVI in a prototypical matrix factorization task, modeling the Last.fm 2 data set, a count matrix C of how many times each user has listened to songs by each artist. We transform the data with Y = log(1 + C)and restrict the analysis to the top 100 artists. We randomly split the matrix entries into even-sized training and evaluation sets, and provide utilities for predictions.
The effect of loss calibration is best shown on straightforward models with no additional elements to complicate the analysis, and hence we use a simplified probabilistic matrix factorization Mnih and Salakhutdinov (2008) 
We further fix σ's to constant values. Here Y is a 1000 × 100-dimensional data matrix, and Z and W are matrices of latent variables with latent dimension K = 20. We use the mean-field approximation. Figure 3(a) demonstrates the effect of calibrating with squared and titled loss (q = 0.2/0.5/0.8) transformed to utilities, showing that LCVI outperforms VI (using the same utility when making the final decision) for all choices in terms of risk and empirical loss computed on the evaluation set. This holds already for the symmetric utilities (squared, tilted with q = 0.5) that do not express any preference in favor of over-or underestimation, but simply specify the rate of decline of utilities. Figure 3(b) shows the effect from the perspective of posterior predictive distributions for example user-artist pairs. The 90%-intervals for all the cases overlap to a high extent, underlining the fact that LCVI calibrates the results of standard VI and usually does not result in drastic changes, and that the decisions behave naturally as a function of q; penalizing more for underestimation results in larger values. To further explore the kind of effects loss calibration can have on individual decisions, Figure 3 (c) provides a density plot of the change in optimal decision when calibrating for various losses. For each user, we calculated a mean of differences between optimal decisions for VI and LCVI, which can alternatively be thought of as a proxy for the shifts in actual posteriors. We see that the individual decisions for user-artist pairs can change to either direction, indicating that loss calibration changes the whole posterior in a complex manner and does not merely shift the decisions. In addition, for symmetric utilities the mean change for all users is 0, whereas for q > 0.5 the decisions on average are shifted to the right and for q < 0.5 to the left, as expected.
Optimizing the Decisions
Here we evaluate the three alternative approaches for finding the optimal decision, described in Section 4.4. In particular, we study the necessary number of samples required for reliable estimation of the utility-dependent term, and demonstrate when the amortized decision-making module can offer a computationally attractive option. Table 2 : Comparing numerical and amortized decision-makers on outputs generated by a polynomial regression model, with tilted loss (q = 0.2) and S = 50. The amortized variant learns a constant-time parametric model to predict the hypothesis with clearly sufficient accuracy, whereas the numerical optimizer has to solve h for |D| instances and is slow for |D| > 10 5 .
Numerical
Amortized Figure 4 : Comapring numerical optimization and closed form optimization of U(λ, h) with respect to h (|D| = 10 2 ) for different number of samples used for estimating the value. We can robustly solve for optimal h for both smooth (squared) and non-smooth (tilted) losses, and around 100-500 samples is enough. Figure 4 shows the time-error plot for solving optimal h as a function of S, the number of paired samples (θ, y) used for estimating G, for two different utilities calibrating the matrix factorization model Eq. 9. The main observation is that roughly 500 samples are sufficient for accurate decisions, for both closed-form and numerical solutions. Optimizing for smooth losses is faster, but the solver is robust and sufficiently efficient also for non-smooth losses. Table 2 , in turn, compares numerical optimization with amortized decision-making, so that both are run until sufficiently low error is reached. For small problems optimizing h directly is clearly more efficient, but for problems larger than |D| ≈ 10 5 the amortized solution approximating the decisions with a separate neural network is faster. 
On Approximating the Utility
Finally, we empirically compare alternative estimators for the utility term U. As explained in Section 4.3, the effect of the estimator choice has maximal effect when operating with utilities close to zero, due to non-linearity of the logarithm. To illustrate the potential benefits of more accurate estimation, we combine the matrix factorization model in Eq. 9 with the utility u(h, y) = 0.25 + e −q·1[y≤h]·|h−y|−(1−q)·1[y>h]·|h−y| that falls always between 0.25 and 1.25, using q = 0.2. This relates to the tilted loss by u(h, y) = 0.25 + e −tilted-loss . Figure 5 compares the three alternative estimators: linearized (M = 1.25), naive, and the Jensen's bound. Even though the linearized estimator used by previous authors (Cobb et al., 2018 , Lacoste-Julien et al., 2011 here benefits from optimal choice of M = max u(h, y), it shows very little improvement in terms of risk when compared to standard VI. The naive estimator and the Jensen's bound estimator developed in our work calibrate the posterior better and result in consistent improvement.
Discussion
As use of probabilistic models in practical data modeling tasks proliferates, thanks to the development of high-quality probabilistic programming tools (Carpenter et al., 2017 , Tran et al., 2016 reducing the level of expertise required, it becomes imperative to develop reliable and accurate methods that solve the task at hand. While Bayesian decision theory formally separates the inference process from the eventual decision-making, the unfortunate reality of needing to operate with approximate techniques necessitates tools that integrate the two stages. This is of particular importance for distributional approximations that are typically less accurate than well carried out sampling inference (Yao et al., 2018) , but have advantage in terms of speed and may be easier to integrate into existing data pipelines.
Loss-calibration (Lacoste-Julien et al., 2011) is a strong basis for achieving this, although it remains largely unexplored. We provided practical tools for making decisions in continuous spaces, but the solution remains somewhat computationally demanding and hence partially counteracts the computational advantage of distributional approximations. Nevertheless, we demonstrated consistent improvement in expected utility, which would translate to improved value in real data analysis scenarios. Besides improving the core algorithms, further work is required to integrate specification of utility as part of probabilistic programming systems.
