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Аннотация
Основная цель настоящего препринта — изложить доказатель-
ство того, что при 2k|n существует единственный (с точностью
до изоморфизма) граф, на котором достигается максимум количе-
ства независимых множеств (НМ) среди всех k-регулярных графов
на n вершинах, а также дать верхнюю оценку на количество НМ
в графах, «сильно отличающихся» от этого экстремального. (См.
Теорему 5 и Следствие 2.) Все излагаемые здесь результаты так-
же изложены в выпускной квалификационной работе бакалавра,
успешно защищённой первым автором под руководством второго
автора 30 июня 2015 г. на кафедре дискретной математики ФИВТ
МФТИ. Частично излагаемые результаты перекрываются с недав-
ней работой [5].
1 Введение
В данной работе рассматриваются только простые графы — неориенти-
рованные графы без петель и кратных рёбер. С определениями базовых
понятий теории графов, которые мы не приводим в настоящей работе,
можно ознакомиться, например, по книге [1].
Независимым множеством называется подмножество вершин графа,
никакие две из которых не смежны. Подсчёт и оценивание количества
независимых множеств в графах из различных классов — задачи, зани-
мающие заметное место в теории графов. К такого рода задачам сводят-
ся некоторые задачи из математической химии [9, 7], алгебры [3]. Кроме
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того, упомянутые задачи представляют самостоятельный теоретический
интерес.
Излагаемые в настоящей работе результаты относятся к задаче о
верхней оценке количества независимых множеств в регулярных графах.
Интерес именно к классу регулярных графов здесь обусловлен тем, что в
алгебраических приложениях оценки количества независимых множеств
применяются к графам типа Кэли, а те, в свою очередь, регулярны либо
близки к таковым.
Н. Алоном в работе [3], заложившей основу экстремальным задачам о
количестве независимых множеств в регулярных графах, была выдвину-
та гипотеза, о том, что максимальное количество независимых множеств
среди всех d-регулярных графов на n вершинах достигается на двудоль-
ном графе, являющемся объединением n
2d
копий графа Kd,d. Такой граф
мы будем называть графом Алона.
Гипотеза 1 ([3]). Для любого d-регулярного графа G на n вершинах спра-
ведлива оценка:
i(G) 6 (2d+1 − 1)
n
2d .
Сам Алон доказал только более слабую оценку:
Теорема 1 ([3, Theorem 1.1]). Для любого регулярного графа G на n
вершинах:
i(G) 6 2
n
2 (1+O(d−0.1)).
Эта оценка претерпела на протяжении ряда лет несколько улучше-
ний (см., напр., [2, 6]). В конце концов, гипотеза 1 была доказана как
комбинация двух результатов: в 2001 г. Дж. Кан [8] доказал гипотезу
для двудольных графов а в 2009 г. Ю. Жао [11] свел общую задачу о
регулярных графах к задаче о двудольных регулярных графах. Таким
образом, просуществав почти 20 лет, гипотеза Алона была доказана. Од-
нако открытым оставался вопрос о том, на каких в точности графах
достигается максимум количества независимых множеств; является ли
граф Алона уникальным экстремальным. Решение этой задачи и явля-
ется основной целью настоящей работы (см. Следствие 4). Попутно нами
рассмотрены вопросы о том, насколько сильно падает количество неза-
висимых множеств в графе при удалении от графа Алона (Теорема 2
дает оценку на число независимых множеств в «сильно недвудольных»
графах, а теорема 3 дает оценку для графов, компоненты связности ко-
торых отличаются от Kd,d).
Обозначения. Для произвольного графа G мы вводим следующие обо-
значения:
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• V (G) — множество вершин графа G;
• E(G) — множество рёбер графа G;
• I(G) — семейство независимых множеств графа G;
• i(G) = |I(G)|;
• G[A] — подграф в G, порождённый множеством вершин A.
Обозначение. Пусть G — граф, v — вершина G.
Обозначим NG(v) множество вершин u, таких, что uv — ребро в G.
Вершины NG(v) будем называть соседями вершины v.
Всюду в работе, если основание логарифма не указано явно, оно по-
лагается равным 2.
2 Недвудольные графы
Цель данного раздела — доказательство теоремы 2, оценивающей ко-
личество независимых множеств в графах, «сильно отличных от дву-
дольных». Мотивация к получению такой оценки вызвана, в частности,
особой ролью двудольных графов в доказательстве гипотезы Алона [8].
Определение 1. Назовем множество вершин A ⊂ V (G) независимым с
множеством вершин B ⊂ V (G) в графе G, если в G нет ребра вида ab,
где a ∈ A, b ∈ B.
Обозначения. K(G) = {A ⊂ V (G) | G[A] — двудольный}
Обозначим J (G) множество пар (A,B) таких, что A ⊂ V (G), B ⊂
V (G), A независимо с B и A ∪ B ∈ K(G).
Определение 2. Назовем размером пары подмножеств (A,B) ∈ V (G)×
V (G) сумму их мощностей |A|+ |B|.
Лемма 1 ([11, Lemma 2.1]). Для любого графа G существует биекция
между I(G) × I(G) и J (G), сохраняющая размер любой пары подмно-
жеств.
Введём функцию P (λ,G), называемую многочленом независимости
(см., напр., [11]):
Обозначение.
P (λ,G) =
∑
I∈I(G)
λ|I|.
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При 0 6 λ 6 1, величина P (λ,G) есть матожидание количества неза-
висимых множеств в графе G[X ], где X содержит каждую из вершин G
независимо с вероятностью λ.
В частности, легко видеть, что P (1, G) = i(G).
Теорема 2. Пусть G — d-регулярный граф на n вершинах, C — количе-
ство недвудольных порожденных подграфов в G, λ > 1. Тогда P (λ,G)2 6
P (λ,Kd,d)
n
d − 2 · C.
Доказательство. Аналогично доказательству Жао из [11, Theorem 1.2],
имеем:
P (λ,G×K2) =
∑
I∈I(G×K2)
λ|I| =
∑
A,B∈V (G)
A незав. с B
λ|A|+|B| =
=
∑
(A,B)∈J (G)
λ|A|+|B|+
∑
A,B∈V (G)
A незав. с B
A∪B/∈K(G)
λ|A|+|B| =
∑
(A,B)∈I(G)×I(G)
λ|A|+|B|+T = P (λ,G)2+
T,
где через T обозначено
∑
A,B∈V (G)
A незав. с B
A∪B/∈K(G)
λ|A|+|B|.
Оценим теперь T :
T =
∑
A,B∈V (G)
A незав. с B
A∪B/∈K(G)
λ|A|+|B| >
∑
A,B∈V (G)
A незав. с B
A∪B/∈K(G)
1 >
∑
A,B∈V (G)
A незав. с B
A∪B/∈K(G)
B=∅
1 +
∑
A,B∈V (G)
A незав. с B
A∪B/∈K(G)
A=∅
1 =
=
∑
A∈V (G)
A/∈K(G)
1 +
∑
B∈V (G)
B/∈K(G)
1 = 2 · C.
В последней цепочке неравенств второе неравенство верно, так как
если (A,B) = (∅,∅), то A ∪ B = ∅ ∈ K(G).
Таким образом, P (λ,G)2 = P (λ,G×K2)− T 6 P (λ,G×K2)− 2 · C.
Учитывая, что G×K2 двудолен, состоит из 2·n вершин и d-регулярен:
P (λ,G)2 6 P (λ,Kd,d)
2n
2d − 2 · C.
Следствие 1. Пусть G — d-регулярный граф на n вершинах, C — ко-
личество недвудольных индуцированных подграфов в G. Тогда i(G)2 6
i(Kd,d)
n
d − 2 · C.
Доказательство. Воспользуемся теоремой 2, положив λ = 1 и тем, что
для любого графа G выполнено равенство i(G) = P (1, G).
Следствие 2. Пусть G — недвудольный регулярный граф на n верши-
нах. Тогда i(G) < i(Kd,d)
n
2d .
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Доказательство. G недвудольный, значит его подграф индуцирован-
ный V (G) недвудолен, а тогда i(G)2 6 i(Kd,d)
n
d − 2 · 1 < i(Kd,d)
n
d , откуда
получаем необходимое утверждение.
3 Двудольные графы
В данном разделе изучается количество независимых множеств в регу-
лярных двудольных графах. Главной целью данного раздела является
доказательство следующей теоремы:
Теорема 3. Для любого целого положительного d существует такая
константа D (зависящая только от d), что для любого d-регулярного
связного двудольного графа G на n вершинах, не изоморфного Kd,d вы-
полнено:
i(G) 6 D
n
2d ,
при этом D < 2d+1 − 1.
Лемма 2. Пусть G — d-регулярный двудольный граф на n вершинах.
Пусть v — вершина G, лежащая в компоненте связности графа G от-
личной от Kd,d. Тогда существуют вершины u и w, такие, что u, w ∈
NG(v) и NG(u) 6= NG(w).
Доказательство. Обозначим u — произвольного соседа вершины v.
Предположим, что для любых двух соседей вершины v их множе-
ства соседей совпадают. Рассмотрим любую пару вершин a ∈ NG(v),
b ∈ NG(u). Заметим, что они соединены, так как NG(u) = NG(a) по пред-
положению, а значит b ∈ NG(a).
Заметим, что для каждой из вершин из NG(v) и NG(u) мы показа-
ли наличие d ребер, выходящих из неё. Так как G d-регулярен, они не
имеют других ребер. Следовательно, NG(v)∪NG(u) образует компоненту
связности графа G изоморфную Kd,d. Противоречие. Предположение не
верно и лемма доказана.
Наблюдение 1. Пусть f, g : [a, b] → R — две числовые функции, причем
f < g на C ⊂ [a, b] и max
[a,b]
f = max
C
f . Тогда max
[a,b]
f < max
[a,b]
g.
Доказательство. Пусть x — точка, в которой достигается максимум f
на C. Тогда:
max
[a,b]
f = max
C
f = f(x) < g(x) 6 max
[a,b]
g.
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Для доказательства теоремы 3 нам потребуется понятие энтропии.
Приведем здесь определения и несколько лемм, которые нам будут нуж-
ны. Подробнее ознакомиться с этим понятием (в том числе, ознакомиться
с доказательствами лемм) можно, например, в [4].
Определение. Пусть p1, p2, . . . , pn — распределение вероятностей, то
есть ∀i : 0 6 pi 6 1 и
n∑
i=1
pi = 1. Тогда энтропией p1, p2, . . . , pn называется
H(p1, p2, . . . , pn) = −
n∑
i=1
pi log pi,
при этом, если pi = 0, то слагаемое pi log pi полагается равным 0.
Определение. Пусть X — случайная величина принимающая значения
x1, x2, . . . , xn с вероятностями p1, p2, . . . , pn и только их. Тогда энтропией
H называется
H [X ] = H(p1, p2, . . . , pn).
Заметим, что добавление значений с нулевой вероятностью не меняет
значения энтропии.
Определение. ПустьX случайная величина,A— событие. ТогдаH [X|A]
— энтропия случайной величины с условным распределением PX|A.
Определение. Пусть X, Y — случайные величины, принимающие зна-
чения x1, x2, . . . , xn и y1, y2, . . . , ym соответственно. Тогда условной энтро-
пией X при условии Y называется
H [X|Y ] = −
m∑
j=1
P (Y = yj)H [X|Y = yj]
Лемма 3. Пусть p1, p2, . . . , pn — распределение вероятностей. Тогда
H(p1, p2, . . . , pn) 6 log n,
при этом равенство достигается тогда и только тогда, когда ∀i : pi =
1
n
.
Лемма 4.
H [(X, Y )] = H [X ] +H [Y | X ].
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Лемма 5. Энтропия векторной величины не превосходит суммарной
энтропии её компонент. Другими словами,
H(X1, X2, . . . , Xn) 6
n∑
i=1
H [Xi].
Лемма 6 ([10, Lemma 1]). Пусть (X1, X2, . . . , Xn) — векторная случай-
ная величина.
Для множества S ⊂ {1, 2, . . . n} обозначим XS = {Xi | i ∈ S }.
Пусть множества S1, S2, . . . Sm таковы, что каждое число из {1, 2, . . . n}
входит в хотя бы k из этих множеств. Тогда
m∑
i=1
H [XSi] > kH [X ].
Лемма 7. Пусть X, Y — дискретные случайные величины, f — произ-
вольная функция и Y = f(X). Тогда:
• H [Y | X ] = 0;
• H [(X, Y )] = H [X ];
• Для любой случайной величины Z выполнено: H [Z | X ] 6 H [Z | Y ].
Лемма 8. Для любых n > 2, ε > 0 существует число Dn,ε < log n, такое
что для любой случайной величины X, принимающей n > 2 различных
значений с вероятностями p1, p2, . . . , pn, такими что p1 − p2 > ε > 0
выполнено:
H [X ] 6 Dn,ε.
Доказательство. Так как p1 − p2 > ε, выполнено хотя бы одно из сле-
дующих условий:
• p1 >
1
n
+ ε
2
;
• p2 6
1
n
− ε
2
.
ПоложимDn,ε = max
(
max
06qi61,q1>
1
n
+ ε
2
H(q1, q2, . . . , qn), max
06qi61,q26
1
n
− ε
2
H(q1, q2, . . . , qn)
)
.
Оба внутренних максимума существуют, как максимумы непрерыв-
ной функции H на компакте. Оба из них меньше, чем logn по лем-
ме 3.
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Доказательство теоремы 3. Доказательство повторяет доказательство
Кана из [8].
Обозначим через v1, v2, . . . , vn вершины G. Обозначим L, R — множе-
ства вершин каждой из долей.
Пусть независимое множество X выбирается равновероятно из I(G).
Будем отождествлять X с его индикаторным вектором, то есть вектором
(X1, X2, . . . , Xn), где Xj = I {vj ∈ G}.
По лемме 3, H [X ] = log i(G), с другой стороны, по лемме 4, H [X ] =
H [(XL, XR)] = H [XR] +H [XL | XR].
Рассмотрим множества N(v), v ∈ L. Каждая вершина правой доли
входит ровно в d из этих множеств. Тогда по лемме 6∑
v∈L
H [XN(V )] > H [XR].
По лемме 5 имеем H [XL | XR] 6
∑
v∈L
H [Xv | XR].
По лемме 7,H [Xv | XR] 6 H [Xv | NG(v)], так как NG(v) однозначно
определяется по XR.
Таким образом, нами уже получено:
log i(G) = H [x] 6
1
d
∑
v∈L
H [XNG(v)]+
∑
v∈L
H [Xv | XR] 6
∑
v∈L
(
1
d
H [XNG(v)] +H [Xv | NG(v)]
)
.
Введем для каждой вершины v случайную величину Yv, где Yv = 1,
если ни один сосед вершины v не лежит в X, Yv = 0 иначе. Обозначим
также pv = P (Yv = 1). Тогда если XNG(v) 6= ~0, то v не лежит в X(так
как есть её соседи в X), а значит, используя лемму 3 и факт, что Xv
принимает только 2 значения, получаем:
H [Xv | XNG(v)] = P (XNG(v) = ~0)H [Xv | XNG(v) = ~0] + P (XNG(v) 6= ~0)H [Xv | XNG(v) 6= ~0] =
= pvH [Xv | Yv = 1] 6 pv log 2 = pv.
Поскольку Yv это функция от XNG(v):
H [XNG(v)] = H [(XNG(v), Yv)] = H [Yv] +H [XNG(v) | Yv] =
= H(pv, 1− pv) + (1− pv)H [XNG(v) | XNG(v) 6= ~0] + pv[XNG(v) | XNG(v) = ~0] =
= H(pv, 1− pv) + (1− pv)H [XNG(v) | XNG(v) 6= ~0].
Оценим теперь H [XNG(v) | XNG(v) 6= ~0]. Рассмотрим вершины u, w,
полученные из леммы 2 для вершины v. Их множества соседей не совпа-
дают, поэтому существует такая вершина t, что она соединена с w, но не с
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u. Хотим оценить разницу вероятностей P (XNG(v)={u})−P (XNG(v)={u,w}).
Каждому независимому множеству S такому, что S ∩ NG(v) = {u, w}
сопоставим независимое множество S \{w} для которого верно S \{w}∩
NG(v) = {u}, при этом разным S сопоставлены разные независимые мно-
жества. Однако, существуют независимые множества T , для которых
T ∩NG(v) = {u}, но при этом нет множества S, которому они сопостав-
лены. Назовём такие множества T «плохими».
Оценим долю «плохих» множеств. Обозначим U = NG(v) ∪ NG(u) ∪
NG(t). Рассмотрим произвольное независимое множество S в G[V (G)\U ].
По нему можно построить плохое независимое множество S ∪{u, t}. Оно
является независимым множеством так как S ∩ (NG(u) ∪ NG(t)) = ∅ и
является плохим, так как содержит u, t и S ∩ NG(v) = {u} в силу того,
что S ∩ NG(v) = ∅. Легко заметить, что всего существует не более, чем
2[U ] 6 23d независимых множеств вG таких, что их пересечение с V (G)\U
равно S . Таким образом мы получили, что при фикисрованном S доля
«плохих» множеств не превосходит 2−3d, а значит и общая доля «плохих»
множеств от всех независимых множеств в G не превосходит 2−3d.
Рассмотрим H [XNG(v) | XNG(v) 6= ~0]. Ясно, что XNG(v) при указан-
ном условии принимает не более 2d − 1 различных значений, при этом
P (XNG(v)={u})−P (XNG(v)={u,w}) > 2
−3d. Таким образом по лемме 8,H [XNG(v) |
XNG(v) 6= ~0] 6 D2d−1,2−3d =: D1, где константа зависит только от d.
Продолжим цепочку неравенств:
log i(G) 6
∑
v∈L
(
1
d
H [XNG(v)] +H [Xv | NG(v)]
)
6
∑
v∈L
(
1
d
(H(pv, 1− pv) + (1− pv)D1) + pv
)
6
n
2
max
06p61
(
1
d
(H(p, 1− p) + (1− p)D1) + p
)
6
n
2d
max
06p61
(H(p, 1− p) + (1− p)D1 + pd) .
Обозначим f(p) = H(p, 1− p) + (1− p)D1 + pd,D2 = max
06p61
f(p).
Заметим, что f(p) < H(p, 1 − p) + (1 − p)D1 + pd на [0; 1) так как
D1 < log
(
2d − 1
)
.
Заметим, что f(1) = d < D2 так как из обратного следовало бы, что
i(G) 6 2
n
2 , что, очевидно, неверно. Тогда, согласно наблюдению 1:
D2 < max
06p61
(
H(p, 1− p) + (1− p) log
(
2d − 1
)
+ pd
)
.
Согласно [8], значение данного максимума равно log(2d+1 − 1).
Таким образом, положив D = D2 получаем условие теоремы.
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Заметим, что условие двудольности на самом деле можно отбросить:
Следствие 3. Для любого целого положительного d существует та-
кая константа D (зависящая только от d), что для любого d-регулярного
связного графа G на n вершинах, не изоморфного Kd,d выполнено:
i(G) 6 D
n
2d ,
при этом D < 2d+1 − 1.
Доказательство. Зафиксируем d. Обозначим через D константу, полу-
ченную из теоремы 3.
Рассмотрим произвольный d-регулярный связный граф G, не изо-
морфный Kd,d. Возможны три случая:
• G — двудольный. Тогда i(G) 6 D
n
2d по теореме 3.
• G — недвудольный. Тогда из теоремы 2 получаем, что i(G)2 <
i(G×K2). При этом, G×K2 двудолен. G недвудолен, следователь-
но существует вершина v в G и путь из v в v нечетной длины. Это
значит, что между вершинами v1 и v2 графа G×K2, соответствую-
щих вершине v графа G существует путь нечетной длины. Таким
образом, вершины v1 и v2 лежат в одной компоненте связности, в
разных долях графа G × K2 и при этом не соединены ребром, а
значит G×K2 не является графом Алона. Воспользовавшись тео-
ремой 3, получаем:
i(G) <
√
i(G×K2) <
√
D
2n
2d = D
n
2d .
В обоих случаях получили необходимое утверждение.
Следствие 4. Для любого целого положительного d существует та-
кая константа D < 1 (зависящая только от d), что для любого d-
регулярного графа G на n вершинах, не являющегося графом Алона вы-
полнено:
i(G) 6 D(2d+1 − 1)
n
2d .
Доказательство. Фиксируем d. Для него, согласно следствию 3, суще-
ствует константа D1, меньшая 2
d+1−1 такая, что для любого двудольно-
го регулярного связного графа, не изоморфоного Kd,d выполнено i(G) 6
D
n
2d
1 .
Рассмотрим произвольный d-регулярный граф G, неизоморфный гра-
фу Алона. Хотя бы одна из его компонент связности не изоморфна Kd,d.
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Пусть компоненты связности G1, G2, . . . , Gt графа G имеют n1, n2, . . . , nt
вершин,
∑t
j=1 nj = n, причем G1 не изоморфна Kd,d.
Тогда:
i(G) =
t∏
j=1
i(Gi) = i(G1)
t∏
j=2
i(Gi) 6 D
n1
2d
1
t∏
j=2
(2d+1−1)
ni
2d =
(
D1
2d+1 − 1
)n1
2d
t∏
j=1
(2d+1−1)
ni
2d
Положив D :=
√
D1
2d+1−1
< 1 и заметив, что n1 > d получаем:
i(G) 6 D
(
2d+1 − 1
)∑ni
2d = D
(
2d+1 − 1
) n
2d ,
что и требовалось.
Таким образом, мы показали, что оценка в гипотезе 1 достигается
только на графах Алона, а для всех остальных графов количество неза-
висимых множеств отличается, как минимум в константу (зависящую от
d) раз. Следущим шагом может стать изучение, на каких графах дости-
гается максимум числа незвисимых множеств при n не кратных 2d, а
также в графах, не содержащих Kd,d как компонент связности.
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