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We describe an algorithm for studying the entanglement entropy and spectrum of 2D systems,
as a coupled array of N one dimensional chains in their continuum limit. Using the algorithm to
study the quantum Ising model in 2D, (both in its disordered phase and near criticality) we confirm
the existence of an area law for the entanglement entropy and show that near criticality there is
an additive piece scaling as ceff log(N)/6 with ceff ≈ 1. Studying the entanglement spectrum, we
show that entanglement gap scaling can be used to detect the critical point of the 2D model. When
short range (area law) entanglement dominates we find (numerically and perturbatively) that this
spectrum reflects the energy spectrum of a single quantum Ising chain.
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In the past decade concepts borrowed from informa-
tion theory have become important tools in analyzing
the properties of many-body quantum systems [1]. The
preeminent quantity in this regard is the bipartite entan-
glement entropy, SE . This measure of non-local quantum
entanglement can be used to characterize quantum crit-
ical points [2–4], access hidden topological order [5–8],
and provides a simple measure for the applicability of
the density matrix renormalization group (DMRG), one
of the most commonplace numerical techniques in low
dimensions [3, 9, 10].
Most is known about SE in one spatial dimension (1D).
In 1D SE signals the onset of criticality through an asso-
ciated universal logarithmic divergence with system size,
L [2, 4]. Both the coefficient of this divergence (i.e. the
central charge of the theory’s conformal algebra) and its
subleading corrections in L (determining the theory’s op-
erator content [11, 12]) serve to uniquely specify the un-
derlying critical theory.
There is less certainty above 1D. Regardless of crit-
icality, SE , possesses a term scaling as the area of the
boundary separating the bipartite region [13]. Beyond
this ‘area law’ term, there can be subleading, univer-
sal contributions to SE . Generalizing the results in 1D,
the AdS/CFT (Anti-de Sitter/Conformal Field Theory)
correspondence suggests that SE in all odd spatial di-
mensions will be characterized by universal logs [14, 15].
Universal terms have also been argued for in the set
of theories in 2D known as conformal quantum critical
points (CQCP) [7, 16–21] as well as systems with spon-
taneously broken symmetries [22–25]. Recent studies of
gapless states on the torus [21, 26, 27] have confirmed
the existence of apparently universal terms that depend
on system shape.
In this letter we demonstrate an algorithm for investi-
gating the behavior of SE in 2D systems. The algorithm
works by treating the model in an anisotropic limit: as
a mixture of continuum and discrete degrees of freedom,
making it amenable to a 1D-like DMRG algorithm. A
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FIG. 1: a) An array of continuum chains of length, R, with
interchain coupling, J⊥. Each chain is a single site in our
DMRG algorithm. b) The phase diagram of coupled quantum
Ising chains (QICs).
major strength of the DMRG approach is that it works
directly with the eigenvalues of the reduced density ma-
trix ρr, the distribution of which governs the entangle-
ment content. This allows us to simultaneously probe
a variety of entanglement measures in 2D. Alternative
techniques, such as Quantum Monte Carlo (QMC), that
do not have direct access to ρr, are more restricted.
As a case study, we consider the quantum Ising model
(or transverse field Ising model) in two spatial dimen-
sions: a paradigmatic model for strongly correlated
physics. We find that SE in 2D shares a number of
characteristics with 1D – including logarithmic scaling
at criticality, in agreement with other studies [21, 26, 27]
– and propose a scaling form to explain our results.
Furthermore, we analyse the entanglement spectrum
(ES). While the ES was first studied as a means to un-
derstand the efficacy of the DMRG algorithm [28–30] and
then as a means of detecting topological order [31], it is
now being explored in non-topological systems to dis-
cover connections between the ES and the system’s ordi-
nary excitation spectra [32–36]. We find that the scaling
of the entanglement spectrum can be used to detect the
critical point of the 2D system (a significant numerical
advantage over calculating the energy gap), a result pre-
viously suggested only in 1D [37, 38].
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2Model and DMRG algorithm: We study the 2D
quantum Ising model as a set of 1D quantum Ising chains
(QICs), each with periodic boundary conditions and of
length R, coupled through their spin operator:
H =
∑
i
H1D QIi + J⊥
∑
〈ij〉
∫ R
0
dxσi(x)σj(x), (1)
where i is a sum over chain index. The Hamiltonian
H1D QIi is taken in its continuum limit, that of a mas-
sive Majorana fermion, H1D QIi =
∫
dx(iψ¯∂xψ¯−iψ∂xψ+
i∆ψ¯ψ) where ψ¯/ψ are right and left moving compo-
nents of the Majorana fermion. In lattice notation,
H1D QI = −J∑j σzjσzj+1 + (g + 1)σxj , and we identify
σz → σ, ∆ = gJ . In this letter we focus on systems
built from chains with negative mass (∆ < 0), as in this
case one can drive the system to the critical point by
increasing the magnitude of the interchain coupling, J⊥
(see Fig. 1). We employ a DMRG algorithm adapted to
studying coupled 1D chains as described in [39], treat-
ing individual chains as equivalent to individual lattice
sites in a conventional DMRG algorithm. As with all
DMRG algorithms, this allows us to readily extract the
entanglement entropy and spectrum.
This methodology is based in part on the truncated
spectrum approach (TSA) to studying perturbed con-
formal and integrable field theories [40]. In the TSA
the underlying conformal or integrable theory provides a
particularly apt basis in which to study relevant (in the
renormalization group sense) perturbations. With such
perturbations, the low energy sector of the full theory can
be understood as a mixing of the low energy sector of the
unperturbed theory (even if the two energy spectra are
dramatically different). Thus the high energy part of the
theory can be neglected by imposing an energy cutoff or
taken into account in a variational scheme borrowed from
the numerical renormalization group (NRG) [41]. In the
following we use a cutoff, Λ, on the chains.
As with perturbations in the TSA, our DMRG trades
on the ability to compute matrix elements of the inter-
chain coupling exactly, i.e. 〈s|σjσj+1|s′〉, where |s〉, |s′〉
are two states on a pair of neighbouring chains. Using
integrable or conformal 1D chains means we are able to
incorporate much of the strongly correlated physics be-
fore the numerical analysis has even begun.
DMRG algorithms in 2D are limited relative to 1D be-
cause SE grows with the length of boundary between
blocks (in this implementation, R, the chain length)
[9, 10]. Approaching the thermodynamic limit then re-
quires extrapolation and judicious choices of aspect ra-
tio and boundary conditions [42]. Our use of continuum
chains plays an important role in allowing the DMRG
algorithm to work successfully. In continuum field theo-
ries, the finite size errors are exponentially suppressed in
system size, R [43]. This means that the chains can be
in the thermodynamic limit for certain quantities, even
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FIG. 2: SE as a function of the number of chains, N, in the
disordered phase and near criticality. Inset: SE for the same
phase as a function of R, the chain length.
for comparatively small R [44]. Keeping R small allows
for smaller SE and hence an efficient DMRG implemen-
tation. As a corollary to this we find we need to keep
comparatively few eigenstates of the reduced density ma-
trix, ranging from the 10’s deep in the ordered phase to
∼ 200 close to the critical point in order to obtain trun-
cation errors on the order of 10−5 (for additional details
see [44]). Thus while the Hilbert space of the individ-
ual sites (i.e. the chains) can involve many hundreds of
states, we need to keep far fewer states from the reduced
density matrix.
The algorithm has been shown to successfully analyze
various conventional properties of large arrays of coupled
QICs [39]. It was able to reproduce the scaling form (in
terms of the dimensionless combination J
4/7
⊥ ∆
−1) of the
first excited gap in the disordered phase. For this sys-
tem it is possible to analytically compute the finite chain
R corrections, and an excellent match with the DMRG
numerics was found. Most significantly, the exponent ν
governing the vanishing of the mass gap, ∆2D, as the
critical coupling is approached, i.e. ∆2D ∼ |J⊥ − Jc|ν ,
was computed. It was found to be ν = 0.622± 0.019, in
good agreement with the accepted value, ν = 0.630 and
with a tensor based method [45, 46], for the 3D classical
Ising model, demonstrating that the method successfully
captures the physics of the 2D quantum system.
Entanglement Entropy: We couch our results for SE
in terms of a scaling form applicable in the vicinity of
criticality. This scaling form must take into account the
universal and the non-universal (i.e. cutoff, Λ, depen-
dent) contribution to the area law as well as a sublead-
ing universal logarithmic contribution that we believe we
have detected in our numerics. We allow this log to be
dependent on the system aspect ratio (akin to that for
2D CQCP [21]) - a necessity if we insist on matching
perturbation theory away from criticality. The scaling
3form we adopt is then
SE = αRΛ +
c
6
log
N
|∆|R +
R
ξ‖
f
(N
ξ⊥
,
R
ξ‖
,
ξ⊥
|∆|ξ‖
)
, (2)
where α is a non-universal constant, ξ‖ and ξ⊥ are
the correlation lengths parallel and perpendicular to the
chains, respectively, and f is a scaling function. This
form is chosen so that near criticality, where the scaling
function is f(0, 0, const.), we obtain
SE ∼ αRΛ + c
6
log
N
|∆|R + const. (3)
Here ∆ serves as an effective inverse lattice spacing. Far
from criticality a perturbative calculation [44] shows
SE =
1
8
|∆|R
ξ⊥
exp
(
− 2 |∆|ξ‖
ξ⊥
)
, (4)
indicating that the non-universal contribution has van-
ished (i.e. α = 0) and that in this limit we can identify
f ∼ −(cξ‖/6R) log(N/(|∆|R)) + g(ξ⊥/(|∆|ξ‖)) .
In presenting our numerical results we start with dis-
ordered chains, ∆ = −1,Λ = 8.0 and display in Fig. 2
the behavior of SE as a function of J⊥, R and N , both
deep in the disordered phase and close to criticality. At
very small J⊥, SE displays an area law SE ∼ R as ex-
pected, and is nearly constant with N for values greater
than ∼ 10. On increasing J⊥ with fixed R, the value
of N at which SE saturates increases, and eventually
a logarithmic dependence on N becomes evident. At
J⊥ = 0.195, R = 10 this SE ∼ logN behavior extends
up to systems of N ∼ 100.
In Fig. 3 we show the emerging logN behavior as a
function of R. For J⊥ = 0.187, 0.195 the gradient be-
comes N dependent, indicating a crossover as ξ⊥ grows.
Also visible is a crossover with R between limiting forms
of f . At these values of J⊥ we find considerable improve-
ment in our results on performing truncation error ex-
trapolation [47], to compensate for the effect of the max-
imum DMRG correlation length [42, 48]. For J‖ = 0.195,
where the log behavior extends over the largest range, we
can subtract Eq. (3) at varied N and fixed R to estimate
c. Using data for N = 4, 12, and 20 we find the behavior
in the inset of Fig. 3: the extracted value of c tends to a
constant for large R. A power law fit yields c→ 1.04(5).
Prompted by the logarithmic piece and in analogy with
the 1D case, we look for ‘chord’ scaling near criticality:
SE =
c
6
log
[
sin
(pix
N
)]
+ · · · (5)
In our DMRG calculations x corresponds to the number
of chains in the ‘system’ block while there areN−x chains
in the ‘environment’ block (Fig. 1). In Fig. 4 we plot
SE versus the ‘chord length’ at J⊥ = 0.195 for a variety
of aspect ratios; there is a clear linear relation. Similar
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FIG. 3: SE closer to criticality for a block of length N/2 as a
function of the chain circumference, R. For J⊥ = 0.187 and
0.195 the data sets are improved using truncation error ex-
trapolation. Inset: The effective value of c extracted. A power
law fit for R > 7 yields c(R) = 1.04(5)− [R/5.4(2)]−3.0(7).
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FIG. 4: SE/R for J⊥ = 0.195 as a function of block length.
scaling behavior in 2D was observed in Ref. [27] although
recent analytical results for 2D CQCP’s [21] suggest that
for 2D CQCP’s this chord scaling is merely an excellent
first approximation.
TABLE I: Values of c from data in Fig. 4.
R
10 11 12 13
N
12 0.76 0.76 0.77 0.77
20 0.78 0.80 0.83 —
40 0.80 0.84 0.87 —
100 0.80 0.86 — —
Entanglement Spectra: In principle much more in-
formation is encoded in the full spectrum of the re-
duced density matrix, ρr, than in the number SE =
−Trρr log ρr alone. The ES is usually defined in terms
of a fictitious Hamiltonian, ρr = exp(−HE) so that
the ES ‘energies’ are ω = − log ρr. We first consider
the entanglement ‘gap’, ∆ES , the difference between the
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FIG. 5: Finite size scaling of both (left) the entanglement
gap and (right) the real gap for DMRG calculations in which
eigenvalues of ρr are kept if they are ≥ 5× 10−7.
two lowest lying values of the ES. In Refs. [37, 38] it
was proposed that ES scaling in 1D can detect criti-
cal points. However these works do not find agreement
with the scaling relation found by Calabrese and Lefevre
[49, 50]: for a 1D conformal system of finite length N ,
∆ES ∼ const/ log(N/pi) [49, 50].
In Fig. 5 we plot ∆ES log(N/pi) against J⊥ for a va-
riety of 2D systems with the same aspect ratio (R/N)
but different sizes. Tellingly, the curves cross at a single
point, Jc = 0.186(2) indicating that we can use this finite
size scaling of the entanglement spectrum to discern the
critical point of the 2D system. To support this claim
we also perform finite size scaling on the true energy gap
(E1 − E0) in our system (right panel of Fig. 5) and find
Jc = 0.185(2). This also agrees well with the RG im-
proved value Jc = 0.184(3) in Ref. 39. We note that
calculating E1 − E0 is considerably more difficult than
∆ES , as the former requires targeting the first excited
state with the DMRG algorithm. Using ∆ES to find Jc
therefore offers a significant numerical advantage.
Finally we consider the ES as a function of the momen-
tum, k, along the chain direction. It has been shown that
the ES of spin ladders closely resembles the true energy
spectrum of a single spin chain [32–34]. The spectrum of
the QIC separates into two sectors, Neveu-Schwarz (NS)
and Ramond (R) [44]. For a ∆ < 0 chain these cor-
respond to even and odd numbers of solitons along the
chain respectively. Similarly the ES splits into two sec-
tors, depending on whether the state has an even or odd
number of chains in the NS sector (assuming N/2 is even).
Fig. 6 shows that at J⊥ = 0.13, far from criticality and
where short range (area law) entanglement at the bound-
ary dominates, the low lying ES resembles that of a single
QIC, where the one and two soliton sectors are mimicked
by ES states with odd and even numbers of NS chains.
Closer to criticality, at J⊥ = 0.18, the ES does not re-
semble that of a disordered QIC, in particular ∆ES → 0.
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FIG. 6: Plot of the entanglement spectra both away from
criticality (left), J⊥ = 0.13 and closer to criticality (right),
J⊥ = 0.18. N = 160. In both cases the ES is measured
relative to its lowest eigenvalue. The two sectors of the energy
spectrum of a QIC are also plotted, rescaled so that the lowest
band overlaps the lowest ES band at k = 0. The curve labelled
‘theory’ is a perturbative calculation in [44].
A perturbative calculation for weak intrachain coupling
gives ω = 2 log(∆2 + k2) + const for the lowest ‘band’
in the ES (see [44]). The good agreement between this
prediction (with ∆ = −1) and the J⊥ = 0.13 spectrum
is shown in Fig. 6.
The 1D like features that we see in our 2D system sug-
gests the following interpretation. Using the intuition
that comes from our anisotropic treatment of a 2D sys-
tem, any 2D system can be thought of as a set of coupled
continuum chains. At a critical point, this anisotropic
representation does not affect the critical properties (pro-
vided the critical point is a point and not a line where
a lattice vs continuum treatment might control where
along the line one ends up). If at the 2D critical point, a
finite number of chains become critical with the remain-
ing chains massive with a gap of at least ∆min, one would
expect to see 1D scaling.
In summary, we have shown that an unconventional
DMRG technique can be used to study the entanglement
content of strongly correlated 2D quantum systems. Us-
ing this technique we have established the existence of
an additive logarithmic piece in SE with a universal co-
efficient c ≈ 1 for the 2D quantum Ising model. We have
also shown that the ES gap can be used to efficiently find
a critical point in 2D and that when this gap is large and
short range entanglement is dominant, the ES reflects the
spectrum of a single Ising chain.
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SUPPLEMENTAL MATERIAL
Details of Numerics: We consider arrays of N chains
with N ≤ 200 and ∆ = −1 (which sets the overall energy
scale). The primary limitation on our numerics is storage
for the states of two chains, necessary for the first basic
step of the DMRG where we consider a system of four
chains. The number of these states grows rapidly with
energy cutoff and chain length, R. In the following we set
Ec = 8.0 and R ≤ 12 corresponding to the incorporation
of <∼ 18000 two chain states.
A number of tests of our method were carried out in
Ref. [39] including a check of the contribution from lead-
ing order finite size corrections. Here we discuss the role
of chain length, R, for the parameters in this work. In
Fig. 7 we plot the ground state energy, E0 per unit vol-
ume as a function of R for three different couplings, cor-
responding to deep in the disordered phase J⊥ = 0.13
and much closer to criticality J = 0.187, 0.195. We see
that there is rapid convergence as R is increased, both
in the disordered phase and near criticality, so that the
change in E0/NR is <∼ 5% between R = 6 and R = 12.
We also see a scaling collapse for R ≥ 6 in Fig. 8 com-
patible with the 3D classical Ising exponent ν = 0.630.
As described in Ref. [39], the leading cause of depar-
ture from this behaviour is the finite energy cutoff Ec,
which slightly modifies ν (for Ec = 7.8 it was found that
ν = 0.650). For small R we expect to crossover to 1D
quantum Ising critical behaviour. In Fig. 9, for R = 1
and Ec = 20, we show a scaling collapse with the 2D
classical Ising exponent ν = 1.
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FIG. 7: The ground state energy per unit volume, as a
function of R for values of J⊥ corresponding to deep in
the disordered phase (J = 0.13) and close to criticality
(J = 0.187, 0.195). Inset: the percentage error at R = 6
defined in terms of the ground state energy per unit volume
at R = 12.
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On approaching the critical point SE increases. This
indicates that the spectrum of the reduced density ma-
trix is no longer dominated by just a small number of
eigenvalues. Consequently the DMRG algorithm must
retain a larger number of eigenvalues in order to accu-
rately represent the target state with a larger computa-
tional penalty. In our DMRG algorithm whether or not
an eigenvalue is kept in each step is controlled by the
condition ρred,i > ρc where ρc is a threshold value. For
the detailed plots of the energy gap, E1 − E0, and ∆ES
close to criticality (Fig. 5 of the letter) we found it neces-
sary to decrease ρc by a factor of 5 (effectively increasing
the number of kept states by 50%) to produce sufficiently
accurate results. In Fig. 10 we plot data obtained using
the larger (less accurate) value of ρc. The effect is most
clearly visible for the larger system sizes and especially
for the plot of the energy gap, because the first excited
state carries more entanglement relative to the ground
6state and is thus more challenging for the DMRG to rep-
resent, reducing the accuracy and rate of convergence.
It was necessary to increase the number of convergence
sweeps in the finite volume part of the DMRG routine
from ∼ 4 for the ground state with R = 6, J⊥ = 0.17 to
∼ 20 for the first excited with R = 9.2, J⊥ = 0.185. We
also found it necessary to choose our system sizes such
that N/2 was even, to avoid small even–odd effects asso-
ciated with the number of chains in a block. In Fig. 10
it is much harder to discern the crossing points, leading
to crude estimates of Jc as 0.187(3) and 0.185(5) from fi-
nite size scaling of ∆ES and E1−E0 respectively. We do
see however from this computation that as we increase
the accuracy of the DMRG computation (as measured
by kept states), the crossing points from the finite size
scaling of the ES and the gap to the first excited state
move closer together.
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FIG. 10: Finite size scaling of (left) the real gap and (right)
the entanglement gap for DMRG calculations in which eigen-
values of ρr are kept if they are ≥ 25× 10−7.
Entanglement Spectra of Weakly Coupled
Chains: Consider a system of N disordered (∆ < 0)
QICs, where N/2 is an even number, with weak in-
trachain exchange J⊥. The Hilbert space of a single
QIC on a periodic interval of finite length R (as
summarized succinctly in [51]) splits into two sectors,
known as Neveu-Schwarz (NS) and Ramond (R). For a
disordered chain the states in the NS sector consist of
even numbers of solitons with their momenta quantized
as ki = 2pimi/R with mi taking half-integer values.
In contrast the states of the R sector consist of odd
numbers of solitons with ki = 2pini/R where ni takes
integer values. The energy of a p soliton state is the sum∑p
i=1
√
∆2 + k2i with p even and odd for the NS and R
sectors respectively (we neglect the two vacuum state
energies, the difference between which is exponentially
small in the length R).
The ground state of the N chain system for J⊥ = 0 is
then a tensor product of zero soliton (vacuum) NS states.
|ψ0〉 =
N∏
i=1
|NS〉i . (6)
Treating the intrachain coupling in the Hamiltonian as a
perturbation
H⊥ = J⊥
∫ R
0
dr
N−1∑
i=1
σi(r)σi+1(r), (7)
and using translational invariance along the chains, we
find the first order contribution to the ground state is
|ψ1〉 =− J⊥R
N−1∑
i=1
( ∏
j 6=i,i+1
|NS〉j
)
×
∑
k
|k〉i |−k〉i+1 〈k|σ |NS〉 〈−k|σ |NS〉
2
√
∆2 + k2
, (8)
where we have used the property that matrix elements of
the spin operator only connect different sectors. Further-
more we have assumed that the most important contri-
bution comes from the one soliton (Ramond) states, |k〉,
as there is a mass gap, ∆. We write this state as
|ψ1〉 =− J⊥
N−1∑
i=1
( ∏
j 6=i,i+1
|NS〉j
)∑
k
Ak |k〉i |−k〉i+1
(9)
where we have defined the function Ak. For large R the
matrix elements simplify and
Ak ≈ σ¯
2
2∆2
(
1 +
[ k
∆
]2)−1
(10)
with σ¯ = |∆|1/8 × 1.35783834 · · · [51]. The second order
contribution |ψ2〉 is somewhat involved, but we will only
need the piece that connects to the unperturbed ground
state:
|ψ2,0〉 =− N − 1
2
J2⊥
N−1∏
i=1
|NS〉j
∑
k
A2k. (11)
The norm of the corrected state is
N = 〈ψ0|ψ0〉+ 〈ψ1|ψ1〉+ 〈ψ2,0|ψ0〉+ 〈ψ0|ψ2,0〉+O(J3⊥)
= 1 +O(J3⊥). (12)
We now form the density matrix
ρ = N−1(|ψ0〉+ |ψ1〉+ |ψ2〉)(〈ψ0|+ 〈ψ1|+ 〈ψ2|)
(13)
and take the trace over the states of the N/2 chains on
the right-hand side of the system, keeping terms toO(J2⊥)
only. The resulting contributions to the reduced density
7matrix, ρr, can be separated into even and odd sectors
depending on whether they include an even or odd num-
ber of NS chains (equivalently an even or odd number of
total solitons) on the leftmost N/2 chains. Working in
the even sector one finds a diagonal piece
(
1− J2⊥
N
2
∑
k
A2k
)N/2−1∏
i=1
|NS〉i 〈NS|i , (14)
and off-diagonal terms
− J⊥
N/2−1∑
i=1
∑
k
Ak
( |k〉i |−k〉i+1 〈NS|i 〈NS|i+1 + H.c.)
×
N/2∏
j 6=,i,i+1
|NS〉j 〈NS|j +O(J2⊥). (15)
The resulting matrix can itself be diagonalised using sec-
ond order perturbation theory (the off-diagonal J2⊥ terms
would enter at O(J4⊥), hence their neglect above). The
lowest lying even soliton eigenvalue of ρr is then given by
ρ0r =
(
1−
∑
k
[
J⊥Ak
]2)
=
(
1−
∑
k
[ J⊥σ¯2
2(∆2 + k2)
]2)
=
[
1− ∆R
2
(J⊥σ¯2
4∆2
)2 ∆R+ sinh(∆R)
sinh2(∆R/2)
]
, (16)
where we keep terms in ρ0r to O(J2⊥) only. We extract
the ‘ground state energy’ of the ES as
ω0 =− log
(
1− ∆R
2
(J⊥σ¯2
4∆2
)2 ∆R+ sinh(∆R)
sinh2(∆R/2)
)
≈∆R
2
(J⊥σ¯2
4∆2
)2 ∆R+ sinh(∆R)
sinh2(∆R/2)
, (17)
which is of order 10−2 for the range of parameters we
use. In the odd sector the one soliton contributions can
be organised by chain momentum, k:
ρ1r(k) =
[ J⊥σ¯2
2(∆2 + k2)
]2
(18)
so that the lowest ES band is given by
ω1(k) = −2 log
(J⊥σ¯2
2∆2
)
+ 2 log(1 + (k/∆)2). (19)
This is the curve plotted in Fig. 6 of the letter.
We now consider corrections arising from the sublead-
ing R dependence of Ak. Using the exact expression for
the matrix elements [51] we find that the most important
correction is at 2pin/R = k = 0:
A0 =
σ¯2
2∆2
(
1 +
e−∆R(1− 6∆R)
(∆R)3/2
√
2pi
)
+ · · · (20)
Corrections to the finite momenta contributions are much
smaller, so we may continue to take
An 6=0 =
σ¯2
2∆2
1
1 +
[
2pin
∆R
]2 . (21)
The two largest eigenvalues of the reduced density matrix
are now
ρ0r =
(
1−
∑
k
[
J⊥Ak
]2)
=
(
1−
∑
k 6=0
[
J⊥Ak
]2)
+ a2
[
1−
(
1 +
e−∆R(1− 6∆R)
(∆R)3/2
√
2pi
)2]
+ · · ·
= 1− a2
[∆R(∆R+ sinh(∆R))
8 sinh2(∆R/2)
+ 2
e−∆R(1− 6∆R)
(∆R)3/2
√
2pi
]
+ · · · (22)
and
ρ1r(0) = a
2
(
1 + 2
e−∆R(1− 6∆R)
(∆R)3/2
√
2pi
)
+ · · · (23)
where we have defined a = J⊥σ¯2/(2∆2). We now use
these expressions to calculate the entanglement entropy
for large R and small J⊥. The contribution to SE from
ρ0r is
SE(ρ
0
r) = −ρ0r log ρ0r
= a2∆R
[∆R+ sinh(∆R)
8 sinh2(∆R/2)
+ 2
e−∆R(1− 6∆R)
(∆R)5/2
√
2pi
]
+ · · · (24)
To calculate the contribution from one soliton states we
must approximate the sum over n as an integral, taking
into account the correction at n = 0:
SE(ρ
1
r) = −
∞∑
n=−∞
ρ1r(2pin/R) log ρ
1
r(2pin/R)
=
∞∑
n=−∞
bn = b0 + 2
∞∑
n=1
bn (25)
The n = 0 term is
b0 = −2a2
[(
1 + 2
e−∆R(1− 6∆R)
(∆R)3/2
√
2pi
)
log a
+
e−∆R(1− 6∆R)
(∆R)3/2
√
2pi
]
+ · · · . (26)
8The sum is
2
∞∑
n=1
bn = −a2 log a
[∆R(∆R+ sinh(∆R))
4 sinh2(∆R/2)
− 2
]
+ 4a2
∞∑
n=1
(
1 +
[2pin
R
]2)−2
log
(
1 +
[2pin
R
]2)
+ · · ·
= −a2 log a
[∆R(∆R+ sinh(∆R))
4 sinh2(∆R/2)
− 2
]
+ ∆R
a2
2
(2 log 2− 1) + · · · (27)
SE(ρ
1
r) =− a2
{
log a
(
4
e−∆R(1− 6∆R)
(∆R)3/2
√
2pi
+
∆R(∆R+ sinh(∆R))
4 sinh2(∆R/2)
)
+
e−∆R(1− 6∆R)
(∆R)3/2
√
2pi
+ ∆R
(1
2
− log 2
)}
+ · · · (28)
The large R limit for the lowest two entanglement spec-
trum bands gives an entanglement entropy,
SE =
∆R
4
(J⊥σ¯2
2∆2
)2[
− 2 log
∣∣∣J⊥σ¯2
2∆2
∣∣∣− 1 + 4 log 2].
(29)
We can also calculate the energy gap perturbatively. To
order J⊥ this is
∆2D = ∆
[
1− 4
∣∣∣J⊥σ¯2
2∆2
∣∣∣ cos( pi
N + 1
)]
. (30)
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