The α-curvature tensors of the statistical manifolds of the length-biased versions of the log-normal and gamma distributions are derived and discussed. This study was designed to investigate observations related to the parameter estimation for the length-biased lognormal distribution as a model for the lengthbiased data from oil field exploration.
Introduction
Data are referred to as length-biased when the probability of inclusion of the observation in the sample is proportional to its magnitude. It has been documented in a number of research articles that the presence of length-biasedness in data arising in fields such as ecology, economics, geology, bioinformatics and medical science. Some examples of such data sets can be found in Ratnaparkhi and Naik-Nimbalkar (2012) . The applications of concepts of differential geometry, such as the curvature tensor of the statistical manifolds, have been investigated with reference to statistical inference (Amari, 1985) . Recently, Ratnaparkhi and Naik-Nimalkar (2012) 
The generalization of (1) (referred to as the weighted distribution) is given by:
.
The special cases of (1) and (1a) for commonly used statistical distributions such as Gamma, Poisson, etc., are useful in data analysis. For example, the survival or failure time data, the probability of inclusion of the observation is proportional to the magnitude, for example x, of the observation. The resulting data is referred to as length-biased data. For this type of data the pdf (1) (Ratnaparkhi & Naik-Nimbalkar, 2012) it was observed that the properties of the estimators of the parameters of the original lognormal distribution -when replaced by its length-biased version -undergo a considerable change. Therefore, a need for further detailed study of the family of length-biased lognormal distributions was identified; in particular, studying the properties of the manifold of the length-biased lognormal distributions is likely to lead to the root cause of the above mentioned somewhat curious situation. The differential geometric properties, such as the symmetry and duality of α−curvature tensor of a statistical manifold (Amari, 1985) , are known to be related to the statistical inference for the parameters of any distribution belonging to the manifold. In particular, in this article the α-curvature tensors for the original lognormal and gamma distributions and their corresponding lengthbiased versions are derived and their properties are compared in view of related applications in the analysis of length-biased data. 
Methodology
Using (1) the pdf of the length-biased lognormal (LBLN) distribution is given by
The Fisher information matrices for the LN (μ, σ) and LBLN (μ, σ) distributions are provided in Table 1 . Note that the information matrices have different structures. These matrices play an important role in deriving the differential geometrical properties of the corresponding manifolds. 
The Presence of Curvature Component in the Manifold of LBLN (μ, σ)
Because, the derivation for pdf (3) is straightforward the detailed proof is omitted here for the sake of brevity. Let U 1~ LN (μ, σ/√2) and V 1 ~L N (σ 2 , σ/√2). If U 1 and V 1 are independent, then, X= (U 1 V 1 ) ~ LBLN (μ , σ) with pdf (3). However, it is notable that the distribution of V 1 belongs to the curved family of distributions, hence, the statistical manifold of the LBLN distributions must be investigated for the nature of its curvature. Note that, in the derivation, using the logarithmic transformation on U 1 and V 1 results in the distribution of Y=log(X) as a convolution of two normal random variables with respective distributions. Clearly, the manifold of the distributions of Y has the corresponding curvature property.
Statistical Manifolds
A family of probability distributions Amari, 1985) . 
( 
where ( ; , ) l x μ σ is the log-likelihood function.
For this study, ( ; , ) l x μ σ is the likelihood function of ( ; , ) f x μ σ or ( ; , ) g x μ σ and the subscripts i=1, 2, j=1, 2 and k=1, 2 correspond to the derivatives with respect to μ and σ respectively. Thus, there are eight α-connections for each manifold. The α−curvature tensor, using the Einstein summation notation, in terms of the α-connections is given by the formula 
Statistical Applications of α-Curvature
Three properties of a manifold related to the concepts of α-connections and α-curvature relevant to this study are:
1. If all components of ( ) ijkm R α = 0, then the manifold is said to be flat as opposed to curved. The efficiency of the parameter estimators depend on the curvature of the manifold. (See Amari (1985) for a discussion of α-connections and the curvature tensors with reference to the exponential family of distributions.) 2. If the curvature vanishes at α = ± 1 then the α-affine coordinate system exists for α = ± 1. In such cases 1-affine coordinate system is called the natural parameter system and the −1-affine coordinate system is called the expectation parameter system. For example, for the Gaussian manifold it can be shown that such coordinate systems exist. For α=0 the curvature becomes the Riemannian curvature.
3. If R denotes the curvature tensor, and if
for all real values of α, then the manifold is said to be conjugate symmetric. This is considered to be one of the desirable properties in statistical applications of differential geometry, for, example, the Gaussian manifold is conjugate symmetric.
Results
The maximum likelihood estimators ( 2, μ σ ) of the parameters μ and σ 2 of the LBLN distribution and their properties are discussed in Ratnaparkhi and Naik-Nimbalkar (2012) . These estimators, for reference, are: Table 2 shows that the α-connections for LN and LBLN do not have the same structure and that the α-curvature tensors are expected to be different for these distributions, however, interest lies in the nature of the structure of the difference between the curvatures. There are total of sixteen components of the α-curvature tensor for each of the manifolds of the LN and LBLN distributions. The derivation of all such components is lengthy and tedious; for the objective of this article -and to draw conclusions -all sixteen components are unnecessary. For brevity, only some of the components are reported and serve the purpose of illustrating the difference between the behaviors of these two manifolds.
The α-curvature of M 1 is given by
and the Riemannian curvature, at α = 0 is
For M 2 the scalar curvature κ is a function of σ 2 (i.e., not constant as in case of M 1 ).
The α-Curvature of the Manifolds of Gamma (μ, β) and Length-Biased Gamma (μ, β)
The gamma distribution is sometimes considered an alternate model for the lognormal distribution. Let G (μ, β) and LBG (μ, β) denote the gamma and its length-biased version respectively where parameter μ is the mean of the gamma distribution. The pdf of G (μ, β) distribution is given by
The pdf of LBG (μ, β) is given by
Using formulae (4) and (5), the α-curvature of the manifold of G (μ, β) distributions is given by 
The α-curvature of the manifold of LBG (μ, β) is of the same form as (10) where β is replaced by (β+1).
Conclusion Previous research investigated estimation of the parameters (μ, σ) of the original lognormal distribution (LN) using the length-biased lognormal (LBLN) distribution based on the known length-biased nature of data arising from oil field exploration (Ratnaparkhi & NaikNimbalkar, 2012) . In this estimation process, the MLE ( 2, μ σ ) shown in (6) was obtained.
Examination of (6) shows that the properties of these estimators are different from the properties of the corresponding estimators of the original lognormal distribution, thus, to better understand the structure of LBLN distribution the differential geometric properties of the manifolds of the LN and LBLN distributions were studied. In addition, this research was undertaken because the respective pdf's (1) and (2) of the LN and LBLN distributions are considered to be of the same form. Although pdf's (1) and (2) appear similar it was thought that there must be some other criterion for referring to these two pdf's as of the same form. Finally, for comparison purposes the differential geometric properties of the gamma and lengthbiased distributions were derived.
Based on the above results the following conclusions are put forth:
1. It is known that all information about the curvature tensor of the manifold of the LN distribution can be extracted from the single component ( ) 1212 curvature is not constant and in particular is a function of σ 2 . The properties of the estimators the parameters are known to be associated with the curvature of the manifold (Amari, 1985) . Therefore, if the LBLN is the model that is used for the estimation of the parameters of the original LN distribution the properties of the estimators will be distorted non-uniformly depending on σ. In fact, the manifold of the LBLN distributions is a unique example that we have identified in real data analysis. The systematic theoretical analysis of the LBLN manifold is needed. The details are beyond the scope of this brief report and hence are not included here. However, this observation indicates that due caution is necessary if the LBLN distribution is to be considered as a model for length-biased data.
2. The gamma distribution can be used in certain data analysis problems in lieu of the lognormal distribution investigated herein, the differential geometrical properties of the gamma manifold. Equation (11) verifies that ( ) 1212 R α vanishes at α = ± 1 for the manifolds of the gamma and the length-biased version of gamma distribution and, therefore, the three properties presented herein hold equally for both manifolds. Hence, the parameter estimators of the original gamma distribution based on its length-biased version should not pose problems either locally or globally.
Thus it may be concluded that, in data analysis, a researcher should either use the LBLN distribution with due caution considering the unusual behavior of the LBLN manifold or, whenever possible, consider the LBG distribution as an alternative to the LBLN distribution.
