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2 Optimality conditions
1 Introduction
It is well-known that second-order optimality conditions are fundamental re-
sults in nonlinear mathematical programming [2,3,4,16,17,23,24,26,28], which
have numerous applications in stability and sensitivity analysis, as well as
in numerical methods for optimization problems. The need of generalizing
these conditions to broader settings continues to attract attention of many
researchers; see, e.g., [7,9,11] and the references therein.
In classical second-order optimality conditions, the objective function of
the finite-dimensional optimization problem in question is assumed to be twice
continuously differentiable (a C2-smooth function for short). If the objective
function is continuously Fre´chet differentiable and the gradient mapping is lo-
cally Lipschitz, then one has deal with a C1,1-smooth problem. Second-order
optimality conditions for finite-dimensional C1,1- smooth optimization prob-
lems have been obtained by Hiriart-Urruty et al. [9], Huy and Tuyen [11].
If the objective function of an optimization problem is continuously Fre´chet
differentiable and the gradient mapping is merely continuous, then one has deal
with a C1-smooth problem. The class of C1-smooth optimization problems is
much larger than that of C1,1- smooth optimization problems. As far as we
know, the tools employed in [9,11] are no longer suitable for C1-smooth prob-
lems. To describe locally optimal solutions of C1-smooth unconstrained mini-
mization problems in a Banach space setting, Chieu et al. [7] have explored the
possibility of using the Fre´chet second-order subdifferential and the limiting
second-order subdifferential, which can be viewed as generalized Hessians of
extended-real-valued functions. These concepts are due to Mordukhovich [18,
19]. The limiting second-order subdifferential has many applications in stabil-
ity analysis of optimization problems; see, e.g., [21,22,25] and the references
therein. As shown in [5,6], the Fre´chet second-order subdifferential is very use-
ful in characterizing convexity of extended-real-valued functions. The authors
of [7] have shown that the Fre´chet second-order subdifferential is suitable for
presenting second-order necessary optimality conditions [7, Theorems 3.1 and
3.3], while the limiting second-order subdifferential works well for second-order
sufficient optimality conditions [7, Theorem 4.7 and Corollary 4.8]. Consult-
ing a preprint version of [7], which appeared in 2013, Dai [8] has extended the
finite-dimensional version of [7, Theorem 3.3] to the case of C1-smooth opti-
mization problems whose constraint sets are described by linear equalities.
Our interest in knowing deeper the role of second-order tangent sets in
second-order optimality conditions mainly comes from the book of Bonnans
and Shapiro [4] and Theorem 3.45 in the book by Ruszczynski [28]. When the
second-order derivative of the C2-smooth objective function is replaced by the
Fre´chet second-order subdifferential or the limiting second-order subdifferen-
tial, nontrivial questions arise if one wants to have second-order optimality
conditions based on second-order tangent sets. Since optimization problems
with polyhedral convex constraint sets or generalized polyhedral convex con-
straint sets will be encountered frequently in our investigations, we remark
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that they are of great importance in optimization theory (see for example [22],
where full stability of the local minimizers of such problems was character-
ized). An extended-real-valued function defined on a Banach space is said to
be a generalized polyhedral convex function if its epigraph is a generalized
polyhedral convex set. The interested reader is referred to [15, pp. 71–77]
and [13] for more comments on the role of generalized polyhedral convex sets
and generalized polyhedral convex functions.
The main goal of this paper is to clarify the applicability of the Fre´chet
second-order subdifferential to establishing second-order optimality conditions
for constrained minimization problems. For problems in the classical setting,
where the objective function is C2-smooth, we show that strengthened second-
order necessary optimality conditions are valid if the constraint set is gener-
alized polyhedral convex. For problems in a new setting, where the objective
function is just assumed to be C1-smooth and the constraint set is general-
ized polyhedral convex, we establish sharp second-order necessary optimality
conditions based on the Fre´chet second-order subdifferential of the objective
function and the second-order tangent set to the constraint set. Our second-
order necessary optimality conditions refine and extend several existing results.
We will give three examples to show that the used hypotheses are essential for
the new theorems.
The paper organization is as follows. Section 2 presents some basic defini-
tions and auxiliary results. Section 3 is devoted to second-order optimality con-
ditions for constrained optimization problems, where the objective function is
C2-smooth. Section 4 studies the possibility of using the Fre´chet second-order
subdifferential in second-order necessary optimality conditions for constrained
optimization problems, where the objective function is C1-smooth.
2 Preliminaries
Let X be a Banach space over the reals with the dual and the second dual
being denoted, respectively, by X∗ and X∗∗. As usual, for a subset Ω ⊂ X , we
denote its convex hull (resp., interior, and boundary) by convΩ (resp., intΩ,
and ∂Ω). One says that a nonempty subset K ⊂ X is a cone if tK ⊂ K for
any t > 0. Following [14], we abbreviate the smallest convex cone containing
Ω to coneΩ. Then, coneΩ = {tx | t > 0, x ∈ convΩ}. The polar to a cone
K ⊂ X is K∗ := {x∗ ∈ X∗ | 〈x∗, x〉 ≤ 0, ∀x ∈ K}. If A is a matrix, then we
denote its transpose by AT . The set of positive integers is denoted by N.
The forthcoming subsection recalls the definitions of contingent cone and
second-order tangent set.
4 Optimality conditions
2.1 Second-order tangent sets
Definition 1 (See, e.g., [28, Definition 3.11]) A direction v is called tangent
to the set C ⊂ X at a point x¯ ∈ C if there exist sequences of points xk ∈ C
and scalar τk > 0, k ∈ N, such that τk → 0 and v = lim
k→∞
[
τ−1k (xk − x¯)
]
.
The set of all tangent directions to C at a point x¯ ∈ C, denoted by TC(x¯), is
called the contingent cone or the Bouligand-Severi tangent cone [19, Chapter 1]
to C at x¯. From the definition it follows that v ∈ TC(x¯) if and only if there
exist a sequence {τk} of positive scalars and a sequence of vectors {vk} with
τk → 0 and vk → v as k → ∞ such that xk := x¯ + τkvk belongs to C for all
k ∈ N.
Definition 2 (See, e.g., [28, Definition 3.41]) A vector w is called a second
order tangent direction to a set C ⊂ X at a point x¯ ∈ C and in a tangent
direction v, if there exist a sequence of scalars τk > 0 and a sequence of points
xk ∈ C such that τk → 0 and
w = lim
k→∞
xk − x¯− τkv
τ2
k
2
. (2.1)
The set of all second-order tangent directions to C at a point x¯ ∈ C in a
tangent direction v, denoted by T 2C(x¯, v), is said to be the second-order tangent
set to C at x¯ in direction v. Note that the equality (2.1) can be rewritten as
xk = x¯+ τkv +
τ2k
2
w + o(τ2k ).
Thus, w ∈ T 2C(x¯, v) if and only if there exist a sequence {τk} of positive scalars
and a sequence of vectors {wk} with τk → 0 and wk → w as k →∞ such that
xk := x¯+ τkv +
τ2
k
2 wk belongs to C for all k ∈ N.
In the next subsection, we recall the definition of the generalized polyhedral
convex set from [4] and establish some auxiliary results.
2.2 Generalized polyhedral convex sets
Definition 3 (See [4, p. 133] and [14, Definition 2.1]) A subset D ⊂ X is
said to be a generalized polyhedral convex set if there exist x∗i ∈ X∗, αi ∈ R,
i = 1, 2, ..., p, and a closed affine subspace L ⊂ X , such that
D = {x ∈ X | x ∈ L, 〈x∗i , x〉 ≤ αi, i = 1, 2, ..., p}. (2.2)
If D can be represented in the form of (2.2) with L = X , then we say that it
is a polyhedral convex set.
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From Definition 3 it follows that every generalized polyhedral convex set
is a closed set. If X is finite-dimensional, a subset D ⊂ X is a generalized
polyhedral convex set if and only if it is a polyhedral convex set; see [14,
p. 541].
Let D be given as in (2.2). According to [4, Remark 2.196], there exists a
continuous surjective linear mapping A from X to a Banach space Y and a
vector y ∈ Y such that L = {x ∈ X | Ax = y}. Hence,
D =
{
x ∈ X | Ax = y, 〈x∗i , x〉 ≤ αi, i = 1, 2, ..., p
}
. (2.3)
Put I = {1, 2, .., p} and, for any x ∈ D, let I(x) := {i ∈ I | 〈x∗i , x〉 = αi}.
The first assertion of the next proposition can be found in [1]. The second
assertion extends the result in [28, Lemma 3.43] to an infinite-dimensional
spaces setting.
Proposition 1 Let D be a generalized polyhedral convex set in a Banach
space X. The contingent cones and the second-order tangent sets to D are
represented as follows:
(i) TD(x¯) = {v ∈ X | Av = 0, 〈x∗i , v〉 ≤ 0, i ∈ I(x¯)} for any x¯ ∈ D;
(ii) T 2D(x¯, v) = TTD(x¯)(v) for any x¯ ∈ D and v ∈ TD(x¯).
Proof (i) To show that
TD(x¯) ⊂ {v ∈ X | Av = 0, 〈x∗i , v〉 ≤ 0, i ∈ I(x¯)}, (2.4)
take any v ∈ TD(x¯). Let τk ↓ 0 and vk → v be such that x¯ + τkvk ∈ D for
k ∈ N. Then, we have A(x¯ + τkvk) = y and 〈x∗i , x¯ + τkvk〉 ≤ αi for all i ∈ I.
This implies that
A(τkvk) = 0 and 〈x∗i , τkvk〉 ≤ 0 (∀i ∈ I(x¯), ∀k ∈ N). (2.5)
From (2.5) we have
A(vk) = 0 and 〈x∗i , vk〉 ≤ 0 (∀i ∈ I(x¯), ∀k ∈ N). (2.6)
Letting k →∞, from (2.6) we get A(v) = 0 and 〈x∗i , v〉 ≤ 0 for any i ∈ I(x¯). In
other words, v belongs to the right-hand-side of (2.4). So, the inclusion (2.4)
is valid. To prove the opposite inclusion, pick any v ∈ X satisfying Av = 0
and 〈x∗i , v〉 ≤ 0 for i ∈ I(x¯). Since x¯ ∈ D, one has Ax¯ = y, 〈x∗i , x¯〉 = αi for
i ∈ I(x¯), and 〈x∗i , x¯〉 < αi for i ∈ I \ I(x¯). Hence, for all t > 0 small enough,
one has A(x¯ + tv) = y, 〈x∗i , x¯ + tv〉 ≤ αi for i ∈ I(x¯) and 〈x∗i , x¯ + tv〉 < αi
for i ∈ I \ I(x¯). So, x¯ + tv ∈ D for all t > 0 small enough. It follows that
v ∈ TD(x¯). Thus, assertion (i) is justified.
(ii) Fix any x¯ ∈ D and v ∈ TD(x¯). By assertion (i), Av = 0 and 〈x∗i , v〉 ≤ 0
for all i ∈ I(x¯). Moreover, since
TD(x¯) = {u ∈ X | Au = 0, 〈x∗i , u〉 ≤ 0, i ∈ I(x¯)}, (2.7)
6 Optimality conditions
applying the same assertion we can compute the contingent cone to the gen-
eralized polyhedral convex set TD(x¯) at v as follows
TTD(x¯)(v) =
{
u ∈ X | Au = 0, 〈x∗i , u〉 ≤ 0, i ∈ I0(v)
}
, (2.8)
where I0(v) := {i ∈ I(x¯) | 〈x∗i , v〉 = 0}. On one hand, for any fixed vector
w ∈ T 2D(x¯, v), we can find sequences τk ↓ 0 and wk → w such that
x¯+ τkv +
τ2k
2
wk ∈ D (∀k ∈ N).
By (2.3), one has A(x¯+ τkv+
τ2
k
2 wk) = y and 〈x∗i , x¯+ τkv+ τ
2
k
2 wk〉 ≤ αi, i ∈ I.
As x¯ ∈ D and v ∈ TD(x¯), this yields
A
(τ2k
2
wk
)
= 0 and
〈
x∗i ,
τ2k
2
wk
〉 ≤ 0, ∀i ∈ I0(v). (2.9)
Since τk > 0, (2.9) implies that A (wk) = 0 and 〈x∗i , wk〉 ≤ 0 for all i ∈ I0(v).
Letting k → ∞, we obtain A (w) = 0 and 〈x∗i , w〉 ≤ 0 for all i ∈ I0(v).
Therefore, by (2.8) we can assert that w ∈ TTD(x¯)(v). On the other hand,
taking any w ∈ TTD(x¯)(v), from (2.8) one gets Aw = 0 and 〈x∗i , w〉 ≤ 0 for all
i ∈ I0(v). By the definition of I0(v), we have 〈x∗i , v〉 = 0 for any i ∈ I0(v)
and 〈x∗i , v〉 < 0 for any i ∈ I(x¯) \ I0(v). Moreover, since x¯ ∈ D, it holds that
Ax¯ = y, 〈x∗i , x¯〉 = αi for i ∈ I(x¯), and 〈x∗i , x¯〉 < αi for i ∈ I \I(x¯). So, for every
t > 0 sufficiently small, one has A(x¯+ tv + t
2
2 w) = y, 〈x∗i , x¯+ tv + t
2
2 w〉 ≤ αi
for all i ∈ I0(v) and 〈x∗i , x¯ + tv + t
2
2 w〉 < αi for all i ∈ I \ I0(v). This yields
x¯ + tv + t
2
2 w ∈ D for every t > 0 sufficiently small. Hence, w ∈ T 2D(x¯, v). We
have thus proved the equality stated in assertion (ii). ✷
Remark 1 If D ⊂ X is a generalized polyhedral convex set then, for any
x¯ ∈ D and v ∈ TD(x¯), one has TD(x¯) ⊂ T 2D(x¯, v), and the inclusion can be
strict. We can justify this observation by representing D in the form (2.3) and
applying some formulas established in the proof of Proposition 1. Indeed, since
I0(v) ⊂ I(x¯), from (2.7), (2.8), and the equality T 2D(x¯, v) = TTD(x¯)(v), one can
deduce that TD(x¯) ⊂ T 2D(x¯, v). When I0(v) is a proper subset of I(x¯), the last
inclusion can be strict. To have an example, one can choose
D =
{
x = (x1, x2) ∈ R2 | x1 ≥ 0, x2 ≥ 0
}
,
x¯ = (0, 0), v = (1, 0), then use (2.8) and the equality T 2D(x¯, v) = TTD(x¯)(v) to
show that T 2D(x¯, v) =
{
w = (w1, w2) ∈ R2 | w2 ≥ 0
}
, while
TD(x¯) =
{
u = (u1, u2) ∈ R2 | u1 ≥ 0, u2 ≥ 0
}
.
As a preparation for getting optimality conditions based on the Fre´chet
second-order subdifferential, we now recall the later concept and some related
constructions.
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2.3 Constructions from generalized differentiation
Definition 4 (See [19, p. 4 ]) Let Ω be a nonempty subset of X. The Fre´chet
normal cone to Ω at x ∈ Ω is given by
N̂Ω(x) :=
{
x∗ ∈ X∗ | lim sup
u
Ω−→x
〈x∗, u− x〉
‖u− x‖ ≤ 0
}
,
where u
Ω−→ x means that u→ x and u ∈ Ω. If x 6∈ Ω, we put N̂Ω(x) = ∅.
If Ω is convex, one has
N̂Ω(x) = NΩ(x) :=
{
x∗ ∈ X∗ | 〈x∗, u− x〉 ≤ 0, ∀u ∈ Ω},
i.e., N̂Ω(x) coincides with the normal cone in the sense of convex analysis. In
that case, [TΩ(x)]
∗ = NΩ(x) and [NΩ(x)]
∗ = TΩ(x), where
[NΩ(x)]
∗ := {x ∈ X | 〈x∗, x〉 ≤ 0, ∀x∗ ∈ NΩ(x)}.
Given a set-valued map F : X ⇒ Y between Banach spaces, one defines
the graph of F by gphF = {(x, y) ∈ X × Y | y ∈ F (x)}. The product space
X × Y is equipped with the norm ‖(x, y)‖ := ‖x‖+ ‖y‖.
Definition 5 (See [19, p. 40]) The Fre´chet coderivative of F at z¯ = (x¯, y¯) in
gphF is the multifunction D̂∗F (x¯, y¯) : Y ∗ ⇒ X∗ given by
D̂∗F (z¯)(y∗) =
{
x∗ ∈ X∗ | (x∗,−y∗)∈N̂gphF (z¯)
}
, ∀y∗ ∈ Y ∗.
If (x¯, y¯) /∈ gphF , one puts D̂∗F (z¯)(y∗) = ∅ for any y∗ ∈ Y ∗.
If F (x) = {f(x)} for all x ∈ X , where f : X → Y is a single-valued map,
we will write D̂f(x¯)(y∗) instead of D̂∗F (x¯, f(x¯))(y∗).
Proposition 2 (See [19, Theorem 1.38]) Let f : X → Y be a Fre´chet dif-
ferentiable function at x¯. Then D̂f(x¯)(y∗) = {∇f(x¯)∗y∗} for every y∗ ∈ Y ∗,
where ∇f(x¯)∗ is the adjoint operator of ∇f(x¯).
Consider a function f : X → R, where R = [−∞,+∞] is the extended real
line. The epigraph of f is given by epi f = {(x, α) ∈ X × R | α ≥ f(x)}.
Definition 6 (See [19, Chapter 1]) Let f : X → R be a function defined on a
Banach space. Suppose that x¯ ∈ X and |f(x¯)| <∞. One calls the set
∂̂f(x¯) :=
{
x∗ ∈ X∗ | (x∗,−1) ∈ N̂epi f ((x¯, f(x¯)))
}
the Fre´chet subdifferential of f at x¯. If |f(x¯)| =∞, one puts ∂̂f(x¯) = ∅.
8 Optimality conditions
Definition 7 (See [19, p. 122]) Let f : X → R be a function with a finite
value at x¯. For any y¯ ∈ ∂̂f(x¯), the map ∂̂2f(x¯, y¯) : X∗∗ ⇒ X∗ with the values
∂̂2f(x¯, y¯)(u) := (D̂∗∂̂f)(x¯, y¯)(u) (u ∈ X∗∗)
is said to be the Fre´chet second-order subdifferential of f at x¯ relative to y¯.
If ∂̂f(x¯) is a singleton, the symbol y¯ in the notation ∂̂2f(x¯, y¯)(u) will be
omitted. If f : X → R is Fre´chet differentiable in an open neighborhood of x¯,
then ∂̂f(x¯) = {∇f(x¯)}. Moreover, if the operator ∇f : X → X∗ is Fre´chet
differentiable at x¯ with the second-order derivative ∇2f(x¯) := ∇(∇f(·))(x¯),
then ∇2f(x¯) maps X∗∗ to X∗. By Proposition 2, ∂̂2f(x¯)(u) = {∇2f(x¯)∗u} for
every u ∈ X∗∗. When X is finite-dimensional and f is C2-smooth in an open
neighborhood of x¯, then ∇2f(x¯) is identified with the Hessian matrix of f at
x¯ for which one has ∇2f(x¯)∗ = ∇2f(x¯) by Clairaut’s rule.
The forthcoming subsection presents two lemmas which will be used re-
peatedly in the sequel.
2.4 Auxiliary results
Lemma 1 Let C =
{
x ∈ X | Ax = y, 〈x∗i , x〉 ≤ αi, i = 1, 2, ..., p
}
, where
A, y, x∗i , and αi for i = 1, . . . , p are the same as in (2.3), be a generalized
polyhedral convex set. For any v ∈ TC(x¯) with −v ∈ TC(x¯), it holds that
T 2C(x¯,−v) = T 2C(x¯, v). (2.10)
Proof By Proposition 1, T 2C(x¯, v) = TTC(x¯)(v) and T
2
C(x¯,−v) = TTC(x¯)(−v).
Moreover, one has TTC(x¯)(v) = [NTC(x¯)(v)]
∗ and TTC(x¯)(−v) = [NTC(x¯)(−v)]∗.
Therefore,
T 2C(x¯, v) = [NTC(x¯)(v)]
∗ and T 2C(x¯,−v) = [NTC(x¯)(−v)]∗. (2.11)
On one hand, by [14, Proposition 4.2],NC(x¯) = cone
{
x∗i | i ∈ I(x¯)
}
+(kerA)⊺,
where I(x¯) = {i ∈ I | 〈x∗i , x¯〉 = αi} and
(kerA)⊺ = {x∗ ∈ X∗ | 〈x∗, x〉 = 0, ∀x ∈ kerA}.
On the other hand, according to Proposition 1,
TC(x¯) = {v ∈ X | Av = 0, 〈x∗i , v〉 ≤ 0, i ∈ I(x¯)}.
So, v ∈ TC(x¯) and −v ∈ TC(x¯) if and only if Av = 0, 〈x∗i , v〉 ≤ 0, and
〈x∗i ,−v〉 ≤ 0 for all i ∈ I(x¯). This means that Av = 0 and 〈x∗i , v〉 = 0 for all
i ∈ I(x¯). Putting I0(u) = {i ∈ I(x¯) | 〈x∗i , u〉 = 0} for every u ∈ TC(x¯), we see
that I0(v) = I(x¯) = I0(−v). So, thanks to [14, Proposition 4.2], we have
NTC(x¯)(v) = cone {x∗i | i ∈ I0(v)} + (kerA)⊺
and NTC(x¯)(−v) = cone {x∗i | i ∈ I0(v)} + (kerA)⊺. Thus, by (2.11) we get
T 2C(x¯,−v) = [NTC(x¯)(−v)]∗ = [NTC(x¯)(v)]∗ = T 2C(x¯, v).
This justifies (2.10) and completes the proof. ✷
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Consider the problem
min{f(x) | x ∈ C}, (P)
where f : X → R is a Fre´chet differentiable function and C is a nonempty
subset of X .
Lemma 2 Suppose that x¯ is a local minimum of (P), where C is a generalized
polyhedral convex set. Then, 〈∇f(x¯), v〉 ≥ 0 for every v ∈ TC(x¯). Moreover, if
v ∈ TC(x¯) is such that 〈∇f(x¯), v〉 = 0, then
〈∇f(x¯), w〉 ≥ 0 for all w ∈ T 2C(x¯, v). (2.12)
Proof The first assertion is a special case of the result recalled in Theorem 1
below. Let v ∈ TC(x¯) be such that 〈∇f(x¯), v〉 = 0. To get (2.12), fix any
w ∈ T 2C(x¯, v). By Proposition 1 we have T 2C(x¯, v) = TTC(x¯)(v). Moreover, since
C is a generalized polyhedral convex set, TC(x¯) is a generalized polyhedral
convex cone by [14, Proposition 2.22]. So, applying [14, Proposition 2.22], one
has TTC(x¯)(v) = cone (TC(x¯)−v). Thus, the representation w = λ(v′−v) holds
for some v′ ∈ TC(x¯) and λ > 0. Therefore,
〈∇f(x¯), w〉 = λ〈∇f(x¯), v′〉 − λ〈∇f(x¯), v〉.
As 〈∇f(x¯), v′〉 ≥ 0 for any v′ ∈ TC(x¯) by the first assertion and 〈∇f(x¯), v〉 = 0
by our assumption, this implies (2.12). ✷
3 Problems in the classical setting
In this section, we focus on second-order optimality conditions for problem (P)
under the assumption that f is twice continuously differentiable on X (i.e., f
is a C2-smooth function). By abuse of terminology, we call this (P) a problem
in the classical setting.
The next first-order and second-order necessary optimality conditions are
known results. The proofs in a finite-dimensional setting given in [28, p. 114
and p. 144] are also valid for the infinite-dimensional setting adopted in the
present paper. For the first statement, it suffices to assume that f is Fre´chet
differentiable at x¯.
Theorem 1 (See, e.g., [28, Theorem 3.24]) If x¯ is a local minimum of (P),
then
〈∇f(x¯), v〉 ≥ 0 for all v ∈ TC(x¯). (3.1)
Theorem 2 (See, e.g., [28, Theorem 3.45]) Assume that x¯ is a local minimum
of (P). Then (3.1) holds and, for every v ∈ TC(x¯) satisfying 〈∇f(x¯), v〉 = 0,
one has
〈∇f(x¯), w〉+ 〈∇2f(x¯)v, v〉 ≥ 0 for all w ∈ T 2C(x¯, v). (3.2)
10 Optimality conditions
Clearly, the simultaneous fulfillment of the inequalities 〈∇f(x¯), w〉 ≥ 0 and
〈∇2f(x¯)v, v〉 ≥ 0 yields the inequality 〈∇f(x¯), w〉+ 〈∇2f(x¯)v, v〉 ≥ 0 in (3.2).
Hence, it is reasonable to raise the next question.
Question 1: When Theorem 2 can be stated in the following stronger form:
“If x¯ is a local minimum of (P), then (3.1) holds and the conditions
(c1) 〈∇f(x¯), w〉 ≥ 0 for all w ∈ T 2C(x¯, v), where v ∈ TC(x¯) is such that
〈∇f(x¯), v〉 = 0 (i.e., v is a critical direction),
(c2) 〈∇2f(x¯)v, v〉 ≥ 0 for all v ∈ TC(x¯) satisfying 〈∇f(x¯), v〉 = 0
are fulfilled.”?
If C is a generalized polyhedral convex set, we can answer the above ques-
tion as follows.
Theorem 3 Let C be a generalized polyhedral convex set in a Banach space X.
If x¯ is a local minimum of (P), then (3.1) holds and the conditions (c1) and (c2)
are fulfilled.
Proof To obtain (c1), pick an arbitrary vector w ∈ T 2C(x¯, v), where v ∈ TC(x¯)
and 〈∇f(x¯), v〉 = 0. Applying Lemma 2, we have 〈∇f(x¯), w〉 ≥ 0.
To prove (c2), take any v ∈ TC(x¯) with 〈∇f(x¯), v〉 = 0. If v = 0, then
the inequality 〈∇2f(x¯)v, v〉 ≥ 0 is obvious. Now, assume that v 6= 0. On one
hand, since C is a generalized polyhedral convex set, Proposition 2.22 from [14]
guarantees that
TC(x¯) = cone (C − x) = {λ(x− x¯) | λ > 0, x ∈ C}.
Hence, we have v = λ0(y− x¯) for some y ∈ C, y 6= x¯, and λ0 > 0. On the other
hand, as x¯ is a local minimum of (P), there exists ε > 0 such that f(x¯) ≤ f(x)
for every x ∈ C with ||x − x¯|| ≤ ε. Put λ¯ = min{λ0, ε(λ0||y − x¯||)−1}. Then,
λ¯ > 0 and we have x¯ + λv ∈ C and ||(x¯ + λv) − x¯|| ≤ ε for all λ ∈ (0, λ¯].
Therefore,
f(x¯) ≤ f(x¯+ λv) = f(x¯) + λ〈∇f(x¯), v〉+ λ
2
2
〈∇2f(x¯)v, v〉+ o(λ2)
= f(x¯) +
λ2
2
〈∇2f(x¯)v, v〉+ o(λ2).
It follows that λ
2
2 〈∇2f(x¯)v, v〉 + o(λ2) ≥ 0 for all λ ∈ (0, λ¯]. Dividing both
sides of the last inequality by λ
2
2 and taking the limit as λ → 0+, we get〈∇2f(x¯)v, v〉 ≥ 0, as desired. ✷
Remark 2 In the setting of Theorem 3, one has TC(x¯) ⊂ T 2C(x¯, v) for any
v ∈ TC(x¯). Since the inclusion of sets can be strict (see Remark 1), the prop-
erty (c1) asserted by Theorem 3 is more stringent than the first-order necessary
condition in (3.1) which reads as follows: 〈∇f(x¯), u〉 ≥ 0 for every u ∈ TC(x¯).
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As an application of Theorem 3, we now specialize it to the case of quadratic
programming problems on Banach spaces with generalized polyhedral convex
constraint sets. Note that the later problems have been considered, for ex-
ample, in [4] and [29]. One calls (P) a quadratic programming problem on a
generalized polyhedral convex set if C ⊂ X is a generalized polyhedral convex
set and f(x) = 12 〈Mx, x〉 + 〈q, x〉 + α, where M : X → X∗ is a bounded
linear operator, q ∈ X∗, and α ∈ R. It is assumed that M is symmetric in
the sense that 〈Mx, y〉 = 〈My, x〉 for all x, y ∈ X . Since ∇f(x) = Mx + q
and ∇2f(x)v = Mv for all x, v ∈ X , the next statement follows directly from
Theorem 3.
Theorem 4 Assume that (P) be a quadratic programming problem given by
a generalized polyhedral convex set C ⊂ X and a linear-quadratic function
f(x) = 12 〈Mx, x〉+〈q, x〉+α with M being symmetric. If x¯ is a local minimum
of this problem (P), then the following conditions are satisfied:
(c0) 〈Mx¯+ q, v〉 ≥ 0 for all v ∈ TC(x¯);
(c1’) 〈Mx¯ + q, w〉 ≥ 0 for all w ∈ T 2C(x¯, v), where v ∈ TC(x¯) is such that
〈Mx¯+ q, v〉 = 0,
(c2’) 〈Mv, v〉 ≥ 0 for all v ∈ TC(x¯) satisfying 〈Mx¯+ q, v〉 = 0.
According to the Majthay-Contesse theorem (see [12, Theorem 3.4]), second-
order necessary optimality conditions for finite-dimensional quadratic pro-
grams are also sufficient ones. Thus, it is of interest to know whether a similar
assertion remains true for the second-order necessary optimality conditions in
Theorem 4, or not.
Question 2: Under the assumptions of Theorem 4, if x¯ ∈ C is such that the
conditions (c0), (c1’), and (c2’) are fulfilled, then x¯ is a local minimum of (P)?
Turning our attention back to Theorem 3, observe that if C is not a gener-
alized polyhedral convex set, then the assertions of that theorem may not hold
anymore. This means that, in general, the pair of conditions (c1) and (c2) is
much stronger than condition (3.2).
To clarify the above observation, we first consider an example where C is
a compact convex set in R2, which is given by a simple inequality.
Example 1 (See [8, Example 2, p. 20]) Consider problem (P) where X = R2,
f(x) = −2x21 − x22 for all x = (x1, x2), and
C =
{
x = (x1, x2) | g(x) = 2x21 + 3x22 − 6 ≤ 0
}
.
Since f is continuous and C is compact, (P) has a global solution. As f is
Fre´chet differentiable, by a well known necessary optimality condition (see the
proof of Theorem 5.1 in [20]) which is a dual form of the condition recalled in
Theorem 1, if x¯ = (x¯1, x¯2) is a solution of (P) then
0 ∈ ∇f(x¯) + N̂C(x¯). (3.3)
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On one hand,∇f(x¯) = (−4x¯1,−2x¯2)T . On the other hand, as C is a convex set,
N̂C(x¯) coincides with the normal cone to C at x¯ in the sense of convex analysis.
Hence, by [10, p. 206] we have N̂C(x¯) = {λ∇g(x¯) = λ(4x¯1, 6x¯2)T | λ ≥ 0}
whenever x¯ ∈ ∂C. Therefore, if x¯ ∈ ∂C, then (3.3) is equivalent to the existence
of λ ≥ 0 satisfying {
−4x¯1 + 4λx¯1 = 0
−2x¯2 + 6λx¯2 = 0.
From this condition, we get four critical points x¯1 = (
√
3, 0)T , x¯2 = (−√3, 0)T ,
x¯3 = (0,−√2)T , x¯4 = (0,√2)T . If x¯ ∈ intC, then (3.3) is equivalent to the
condition ∇f(x¯) = 0, which gives the fifth critical point x¯5 = (0, 0)T . Com-
paring the values of f at these five points, we conclude that x¯1 = (
√
3, 0)T and
x¯2 = (−√3, 0)T are the global minima of (P). Obviously, there exists x0 ∈ R2
such that 〈∇g(x¯1), x0〉 < 0. This means that the regularity condition in [28,
Lemma 3.16] is satisfied. So, according to [28, formula (3.29), p. 115], one has
TC(x¯
1) = {v ∈ R2 | 〈∇g(x¯1), v〉 ≤ 0}
= {v = (v1, v2) ∈ R2 | v1 ≤ 0, v2 ∈ R}.
Since ∇f(x¯1) = (−4√3, 0)T , fixing any v = (0, v2)T ∈ TC(x¯1), we have
〈∇f(x¯1), v〉 = 0. Moreover, by [28, Lemma 3.44],
T 2C(x¯
1, v) = {w = (w1, w2) ∈ R2 | 〈∇g(x¯1), w〉 ≤ −〈∇2g(x¯1)v, v〉}
=
{
w = (w1, w2) ∈ R2 | w1 ≤ −6v
2
2
4
√
3
}
.
It follows that 〈∇f(x¯1), w〉 = −4√3w1 ≥ 0 for every w ∈ T 2C(x¯, v). Hence,
condition (c1) in Theorem 3 is satisfied. Since 〈∇2f(x¯1)v, v〉 = −2v22 , the
requirement 〈∇2f(x¯)v, v〉 ≥ 0 in condition (c2) is violated if v2 6= 0. Thus, the
pair of conditions (c1) and (c2) does not hold, while condition (3.2) is fulfilled.
Next, let us consider an example where C is a nonconvex compact set given
by an equality.
Example 2 (See [8, Example 1, p. 29]) Consider problem (P) and suppose that
f(x) = −x21 − x22 for x = (x1, x2) ∈ R2,
C =
{
x = (x1, x2) ∈ R2 | h(x) = x21 + 2x22 − 1 = 0
}
.
As it has been shown in [8, p. 29], x¯1 = (1, 0)T and x¯2 = (−1, 0)T are the
global solutions of this problem. According to [28, Formula (3.29), p. 115],
TC(x¯
2) = {v = (v1, v2) ∈ R2 | v1 = 0}.
Fixing any v = (0, v2)
T ∈ TC(x¯2), we have 〈∇f(x¯2), v〉 = 0. By [28, Lemma 3.44],
T 2C(x¯
2, v) = {w = (w1, w2) ∈ R2 | 〈∇h(x¯2), w〉 = −〈∇2h(x¯2)v, v〉}
= {w = (w1, w2) ∈ R2 | w1 = 2v22}.
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Since 〈∇f(x¯2), w〉 = 2w1 = 4v22 ≥ 0 for all w ∈ T 2C(x¯, v), condition (c1)
in Theorem 3 is satisfied. Meanwhile, since 〈∇2f(x¯2)v, v〉 = −2v22 ≤ 0, the
inequality 〈∇2f(x¯)v, v〉 ≥ 0 in condition (c2) is violated if v2 6= 0. Thus, the
conditions (c1) and (c2) do not hold simultaneously, while condition (3.2) is
fulfilled.
4 Problems in a new setting
The following second-order necessary optimality condition for (P) is one of the
main results of this paper. It is based on the Fre´chet second-order subdiffer-
ential of f and the second-order tangent set to C, which is assumed to be a
convex set of a special type. Unlike the situation in Theorem 3 where f was
assumed to be a C2-smooth function, in the next theorem and throughout this
section we just assume that f is a C1-smooth function.
Theorem 5 (Second-order necessary optimality condition) Assume that x¯ is
a locally optimal solution of (P), where C is a generalized polyhedral convex
set. Suppose that there exists a constant ℓ > 0 such that
||∇f(x) −∇f(x¯)|| ≤ ℓ||x− x¯|| (4.1)
for every x in some neighborhood of x¯. Consider the restricted second-order
subdifferential ∂̂2f(x¯) : X ⇒ X∗, where X is canonically embedded in X∗∗.
Then, (3.1) is valid and, for each v ∈ TC(x¯) such that −v ∈ TC(x¯) and
〈∇f(x¯), v〉 = 0, one has
〈∇f(x¯), w〉 ≥ 0 (4.2)
and
〈z, v〉 ≥ 0 (4.3)
for any w ∈ T 2C(x¯, v) and z ∈ ∂̂2f(x¯)(v).
Proof Let x¯ be such a locally optimal solution of (P) that (4.1) is valid for
all x in a neighborhood U of x¯, where ℓ is a positive constant. Let v ∈ TC(x¯)
be such that −v ∈ TC(x¯) and 〈∇f(x¯), v〉 = 0. Suppose that w ∈ T 2C(x¯, v)
and z ∈ ∂̂2f(x¯)(v) are given arbitrarily. Since C is a generalized polyhedral
convex set, by Lemma 2 we have (4.2). It remains to prove (4.3). To obtain a
contraction, suppose that
〈z, v〉 < 0. (4.4)
By the definition of Fre´chet second-order subdifferential, from z ∈ ∂̂2f(x¯)(v)
we get z ∈ D̂∗∇f(·)(x¯)(v) or, equivalently, (z,−v) ∈ N̂gph∇f(·)((x¯,∇f(x¯))).
So, one has
lim sup
x→x¯
〈(z,−v), (x,∇f(x)) − (x¯,∇f(x¯))〉
‖x− x¯‖+ ‖∇f(x)−∇f(x¯)‖ ≤ 0. (4.5)
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Recall that every vector u ∈ X can be regarded as an element of X∗∗ by
setting 〈u, x∗〉 = 〈x∗, u〉 for all x∗ ∈ X∗. Hence 〈u,∇f(x)〉 = 〈∇f(x), u〉 for all
u, x ∈ X . Since 〈∇f(x¯), v〉 = 0, from (4.5) we obtain
lim sup
x→x¯
〈z, x− x¯〉 − 〈∇f(x), v〉
‖x− x¯‖+ ‖∇f(x)−∇f(x¯)‖ ≤ 0. (4.6)
Moreover, as C is a generalized polyhedral convex set, there exists k¯ ∈ N such
that xk := x¯− 1
k
v belongs to C for all k ≥ k¯.
Since x¯ is a local solution of (P) and lim
k→∞
xk = x¯, there is no loss of
generality in assuming that
f(xk) ≥ f(x¯), ∀k ≥ k¯. (4.7)
For each k ≥ k¯, by the classical mean value theorem one can find a vector
ξk ∈ (x¯, xk) := {(1− τ)x¯ + τxk | τ ∈ (0, 1)}
such that f(xk)− f(x¯) = 〈∇f(ξk), xk − x¯〉. Since xk = x¯− 1
k
v, combining this
with (4.7) yields − 1
k
〈∇f(ξk), v〉 ≥ 0. It follows that
〈∇f(ξk), v〉 ≤ 0 (∀k ≥ k¯). (4.8)
From (4.6) we can deduce that
lim sup
k→∞
〈z, ξk − x¯〉 − 〈∇f(ξk), v〉
‖ξk − x¯‖+ ‖∇f(ξk)−∇f(x¯)‖ ≤ 0.
Noting that ξk = x¯− tkv for some tk ∈
(
0, 1
k
)
, from this one gets
lim sup
k→∞
∆k ≤ 0, (4.9)
where
∆k :=
−tk〈z, v〉 − 〈∇f(ξk), v〉
‖ − tkv||+ ‖∇f(ξk)−∇f(x¯)‖ .
Clearly,
∆k =
−〈z, v〉 − t−1k 〈∇f(ξk), v〉
‖v||+ t−1k ‖∇f(ξk)−∇f(x¯)‖
.
Hence, by (4.8) one has
∆k ≥ −〈z, v〉‖v||+ t−1k ‖∇f(ξk)−∇f(x¯)‖
.
On one hand, using (4.1) we obtain
||∇f(ξk)−∇f(x¯)|| ≤ ℓ||ξk − x¯|| = ℓtk||v||,
D.T.V. An and N.D. Yen 15
provided that k is large enough. On the other hand, by virtue of (4.4) we have
−〈z, v〉 > 0. Consequently, for large enough indexes k, it holds that
∆k ≥ −〈z, v〉
(1 + ℓ)‖v‖ .
So, we get lim sup
k→∞
∆k > 0, which contradicts (4.9).
The proof is complete. ✷
Remark 3 To compare Theorem 5 with Theorem 3, assume for a while that f is
C2-smooth. Let x¯ be a locally optimal solution of (P), where C is a generalized
polyhedral convex set. Then, applying the mean-value theorem for vector-
valued functions (see [10, p. 27]) to the gradient mapping ∇f(·) : X → X∗,
one can show that there exists a constant ℓ > 0 such that (4.1) holds for every
x in some neighborhood of x¯. Since ∂̂2f(x¯)(u) = {∇2f(x¯)∗u} for every u in the
space X , which is canonically embedded in X∗∗, inequality (4.3) means that
〈∇2f(x¯)∗v, v〉 ≥ 0. Hence, 〈v,∇2f(x¯)v〉 ≥ 0. By the definition of the canonical
embedding of X in X∗∗, the latter means that 〈∇2f(x¯)v, v〉 ≥ 0. Therefore,
the assertions of Theorem 5 coincide with those of Theorem 3, provided that
the critical direction v satisfies the condition −v ∈ TC(x¯). Thus, in comparison
with Theorem 3, although Theorem 5 helps us to treat optimization problems
with objective functions from a larger class, it does not provide a complete
extension for the former theorem.
When C = X , (P) becomes the unconstrained optimization problem
min{f(x) | x ∈ X} (P1)
with f : X → R being a C1-smooth function. From Theorem 5 one can easily
derive the following second-order optimality condition for (P1), which is due
to Chieu et al. [7].
Theorem 6 (See [7, Theorem 3.3]) Suppose that x¯ is a local solution of (P1)
and there exists ℓ > 0 such that ||∇f(x) −∇f(x¯)|| ≤ ℓ||x− x¯|| for every x in
some neighborhood of x¯. Then ∇f(x¯) = 0 and the second-order subdifferential
∂̂2f(x¯) : X ⇒ X∗, where X is canonically embedded in X∗∗, is positive semi-
definite, i.e., 〈z, u〉 ≥ 0 for any u ∈ X and z ∈ ∂̂2f(x¯)(u).
Dai [8, Chapter 3] has extended the finite-dimensional version of Theorem 6
to case of constrained C1-smooth optimization problems of the form
min{f(x) | h(x) = 0} (P2)
with h(x) = Ax + b, where A ∈ Rp×n is a given matrix and b ∈ Rp is a given
vector. In this case, one has C = {x ∈ Rn | Ax + b = 0}. Thus, C is a special
polyhedral convex set in Rn. The Lagrange function associated with (P2) is
defined by setting L(x, µ) = f(x) + 〈µ, h(x)〉 for (x, µ) ∈ Rn × Rp.
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Theorem 7 (See [8, Theorem 3.3]) Suppose that x¯ is a local solution of (P2)
and µ¯ ∈ Rp is a Lagrange multiplier corresponding to x¯, that is,
∇xL(x¯, µ¯) = ∇f(x¯) +AT µ¯ = 0. (4.10)
Suppose that, in addition, there exists a constant ℓ > 0 and a neighborhood
U of x¯ such that ||∇f(x) −∇f(x¯)|| ≤ ℓ||x− x¯|| for all x ∈ U . Then, for any
v ∈ Rn with Av = 0, one has 〈z, v〉 ≥ 0 for any z ∈ ∂̂2L(·, µ¯)(x¯)(v).
Theorem 5 is a generalization of Theorem 7. Indeed, the existence of µ¯ ∈ Rp
satisfying (4.10) follows from the necessary condition in (3.1) and Farkas’
Lemma (see, e.g., [27, p. 200]). On one hand, since ∇xL(x, µ) = ∇f(x)+ATµ
for every (x, µ) ∈ Rn × Rp, one has ∂̂2L(·, µ¯)(x¯)(·) = ∂̂2f(x¯)(·). Hence, the
inclusion z ∈ ∂̂2L(·, µ¯)(x¯)(v) is equivalent to saying that z ∈ ∂̂2f(x¯)(v). On
the other hand, as TC(x¯) = {u ∈ Rn | Au = 0}, the condition Av = 0
implies that v ∈ TC(x¯) and −v ∈ TC(x¯). Moreover, from (3.1) one deduces
that 〈∇f(x¯), v〉 = 0. Therefore, its follows from (4.3) that 〈z, v〉 ≥ 0 for any
z ∈ ∂̂2L(·, µ¯)(x¯)(v).
Theorem 5 asserts that inequality (4.3) holds for any z ∈ ∂̂2f(x¯)(v) if the
critical direction v satisfies the additional condition −v ∈ TC(x¯). The following
example will show that the last condition is essential for the validity of the
assertion.
Example 3 Let n = 1, C = R+, g(x) = −x for x ≤ 0 and g(x) = x2 for x ≥ 0.
Define f(x) =
∫ x
0
g(t)dt for all x ∈ R, where the integration is Riemannian.
Since g(·) is continuous on R, f is a C1-smooth function and ∇f(x) = g(x)
for x ∈ R. Note that f(x) = − 12x2 for x ≤ 0, f(x) = 13x3 for x ≥ 0. Consider
the point x¯ := 0, which is the unique global solution of (P). Clearly, f satisfies
condition (4.1) for every x ∈ (−1, 1) with ℓ = 1. On one hand, by Proposition 1
we have TC(x¯) = R+ and
T 2C(x¯, v) = TTC(x¯)(v) =
{
R if v > 0,
R+ if v = 0.
On the other hand, using the definition of the second-order subdifferential, we
have
z ∈ ∂̂2f(x¯)(v) ⇔ z ∈ D̂∗∇f(·)(x¯)(v)
⇔ (z,−v) ∈ N̂gph∇f(·)((x¯,∇f(x¯)))
⇔ lim sup
x→ x¯
〈(z,−v), (x,∇f(x)) − (x¯,∇f(x¯))〉
|x− x¯|+ |∇f(x) −∇f(x¯)| ≤ 0.
Since x¯ = 0 and ∇f(x¯) = 0, the last inequality is equivalent to
lim sup
x→0
zx− v∇f(x)
|x|+ |∇f(x)| ≤ 0. (4.11)
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From (4.11) one has
0 ≥ lim sup
x→0+
zx− vx2
x+ x2
= lim sup
x→0+
z − vx
1 + x
= z
and
0 ≥ lim sup
x→0−
zx+ vx
−2x =
−(z + v)
2
.
It follows that
z ≤ 0 and z + v ≥ 0. (4.12)
Conversely, if (4.12) is satisfied, then (4.11) holds. Consequently, the inclu-
sion z ∈ ∂̂2f(x¯)(v) means that −v ≤ z ≤ 0. So, choosing v = 1 and z = −1,
one has v ∈ TC(x¯), ∇f(x¯)v = 0, and z ∈ ∂̂2f(x¯)(v). Clearly, (4.2) holds for
any w ∈ T 2C(x¯, v) because ∇f(x¯) = 0. However, (4.3) is violated as zv = −1.
Note that −v /∈ TC(x¯).
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