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Abstract
We prove that for the radial Dirac equation with Coulomb-type po-
tential the generalized dynamical scattering operator coincides with
the corresponding generalized stationary scattering operator. This
fact is a quantum mechanical analogue of ergodic results in the clas-
sical mechanics.
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1 Introduction
In the present paper we consider radial Dirac systems with Coulomb-type
potentials:(
d
dr
+
k
r
)
f − (λ+m− v(r))g = 0, (1.1)(
d
dr
− k
r
)
g + (λ−m− v(r))f = 0, k = k 6=0, m > 0. (1.2)
We assume that the potential v(r) has the form
v(r) = −A
r
+ q(r), A = A6=0, |k| > |A|. (1.3)
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We use the notions of the generalized wave operators, deviation factors and
the generalized (dynamical) scattering operators Sdyn (see [12]). In Section
3 we introduce the notions of the generalized stationary scattering operators
Sst and the corresponding deviation factors. The main result of this paper
is the following ergodic type equality (see Theorem 5.1):
Sdyn = Sst. (1.4)
Equality (1.4) is new even in the case A = 0 (in (1.3)), which is treated
separately in Section 6.
Remark 1.1 The ergodic theorems in classical mechanics assert that, under
certain conditions, the time average of a function along the trajectories exists
almost everywhere and is related to the space average. In quantum mechan-
ics, relation (1.4) is an analogue of the formulated ergodic properties from
classical mechanics.
2 Radial Dirac system
In this section, we study the asymptotic behavior of the solutions of radial
Dirac system (1.1)–(1.3). Introduce the following notations
γ =
√
k2 − A2 > 0, ε =
√
λ2 −m2 > 0 (|λ| > m), (2.1)
where i is the imaginary unit. We deal with the two cases:
λ > m,
√
m+ λ > 0, −i
√
m− λ > 0, (2.2)
and
λ < −m, √m− λ > 0, −i
√
m+ λ > 0. (2.3)
Further, m > 0 is fixed and the formulas below are valid (if not stated
otherwise) for both cases. We consider solutions of (1.1), (1.2) depending on
r, k and λ or on r, k and ε. It is easy to see that in both cases (2.2) and
(2.3) the variable λ is uniquely recovered from ε.
1. We begin with the case when
v(r) = −A
r
(A = A6=0, |k| > |A|), i.e., q(r) ≡ 0, (2.4)
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The regular at the point r = 0 solution F0 =
[
f0
g0
]
of system (1.1), (1.2),
with v of the form (2.4), satisfies the condition
F0 =
[
f0
g0
]
∼Nrγ
[
1
b0
]
, b0 := (γ + k)/A, r→0, (2.5)
where N does not depend on r and N 6=0. Further we assume, that N = 1.
The solution F0 can be represented in the form (see [3, Section 36]):
f0 =
√
m+ λ e−iεrrγ(Q1 +Q2), g0 = −
√
m− λ e−iεrrγ(Q1 −Q2). (2.6)
The functions Q1 and Q2 can be expressed with the help of the confluent
hypergeometric functions Φ(a, c, x) (see [2]):
Q1 = a1Φ(γ − Aλ/ε, 2γ + 1, 2iεr), (2.7)
Q2 = a2Φ(γ + 1− Aλ/ε, 2γ + 1, 2iεr). (2.8)
Using relation (2.5) and equalities N = 1, Φ(a, c, 0) = 1 we have
(a2 + a1)
√
m+ λ =
A
γ + k
(a2 − a1)
√
m− λ = 1. (2.9)
System (1.1), (1.2) (where v is given by (2.4)) admits also a non-regular at
r = 0 solution G0 =
[
φ0
ψ0
]
of the form [1, 2]:
φ0 =
√
m+ λ e−iεrrγ(P1 + P2), ψ0 = −
√
m− λ e−iεrrγ(P1 − P2), (2.10)
where
P1 = b1Ψ(γ + Aiλ/ε, 2γ + 1, 2iεr), (2.11)
P2 = b2Ψ(γ + 1 + Aiλ/ε, 2γ + 1, 2iεr), (2.12)
and Ψ(a, c, x) is the confluent hypergeometric function of the second kind.
When r→0, we have (see [3, Ch. 6]):
φ0∼
√
m+ λ r−γ(b1 + b2), ψ0∼−
√
m− λ r−γ(b1 − b2), (2.13)
where
(b2 + b1)
√
m+ λ =
A
−γ + k (b2 − b1)
√
m− λ. (2.14)
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Using formulas (2.6)–(2.8) and asymptotic behavior of the confluent hyper-
geometric function (see [3]) we obtain the relations
f0 = 2ℜ
(
a1
√
m+ λ e−iεrr−iAλ/2εC0(−ε)
(
1 +Mf/r +O(r
−2)
))
, (2.15)
g0 = 2ℜ
(
a2
√
m− λ eiεrriAλ/2εC0(ε)
(
1 +Mg/r +O(r
−2)
))
, (2.16)
where Mf and Mg do not depend on r, r→∞, and
C0(ε) =
Γ(2γ + 1)
Γ(γ + iAλ/ε)
(2iε)−γ+iAλ/(2ε). (2.17)
Taking into account (2.10)–(2.12) and asymptotic behavior of the confluent
hypergeometric function of the second kind (see [3]), we obtain the relations:
φ0 = b1
√
m+ λ e−iεr(2iε)−γ(2iεr)−iAλ/ε
(
1 +Mφ/r +O(r
−2)
)
, (2.18)
ψ0 = −b1
√
m− λ e−iεr(2iε)−γ(2iεr)−iAλ/ε(1 +Mψ/r +O(r−2)), (2.19)
where r→∞ and Mφ, Mψ do not depend on r.
2. Now, we consider the case q(r) 6≡0. That is, we consider system (1.1),
(1.2), where the initial v of the form (2.4) is perturbed by q and has the
form (1.3). We study this case using solutions F0 =
[
f0
g0
]
and G0 =
[
φ0
ψ0
]
of
system (1.1), (1.2), (2.4) and assume thatˆ ∞
0
(1 + r)|q(r)|dr <∞, q(r) = q(r). (2.20)
Introduce the 2×2 matrices D(r, k, ε) and H(r) by the relations
D(r, k, ε) =
[
f0(r, k, ε) φ0(r, k, ε)
g0(r, k, ε) ψ0(r, k, ε)
]
, H(r) =
[
0 q(r)
−q(r) 0
]
. (2.21)
It is easy to see, that the solution F (r, k, ε) of the integral equation
F (r, k, ε) = F0(r, k, ε)−
ˆ r
0
D(r, k, ε)D(t, k, ε)−1H(t)F (t, k, ε)dt (2.22)
satisfies the system (1.1)–(1.3) where (2.20) holds.
Proposition 2.1 The solution F (r, k, ε) of (2.22) has the asymptotics
F (r, k, ε)∼rγ
[
1
b0
]
, r→0. (2.23)
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P r o o f. In view of (1.1), (1.2), detD(r) does not depend on r. Hence, using
(2.5) and (2.13) we obtain
detD(r, k, ε) =Md(k, ε) 6=0. (2.24)
Thus, we have
r−γD(r)D−1(t)tγ = O(1), r≥t, r→0. (2.25)
The proposition follows from (2.20), (2.22) and (2.25). 
Consider the solution Φ0 of (1.1), (1.2), (2.4) with the asymptotics
Φ0(r, k, ε) = e
−iεrriAλ/ε
[ √
m+ λ+ o(1)
−√m− λ+ o(1)
]
, r→∞. (2.26)
The solution Φ(r, k, ε) of the integral equation
Φ(r, k, ε) = Φ0(r, k, ε) +
ˆ ∞
r
D(r, k, ε)D(t, k, ε)−1H(t)Φ(t, k, ε)dt (2.27)
satisfies the system (1.1)–(1.3).
Proposition 2.2 The solution Φ(r, k, ε) of (2.27) has the asymptotics
Φ(r, k, ε) = e−iεrriAλ/ε
[ √
m+ λ+ o(1)
−√m− λ+ o(1)
]
, r→∞. (2.28)
P r o o f. Taking into account (2.15), (2.16) and (2.18), (2.19), we derive the
relation
||D(r)D−1(t)]|| = O(1) (r≤t), r→∞. (2.29)
The proposition follows from (2.27) and (2.29). 
Let us consider Φ(r, k, ε) =
[
φ(r, k, ε)
ψ(r, k, ε)
]
in greater detail. Using (2.18)–(2.20)
and (2.27), we obtain the assertion below.
Corollary 2.3 The entries of the solution Φ(r, k, ε) of (2.27) have the fol-
lowing asymptotics:
φ = b1
√
m+ λ e−εr(2ε)−γ(2εr)Aλ/ε
(
1 +Mφ/r +O(m(r))
)
, (2.30)
ψ = −b1
√
m− λ e−εr(2ε)−γ(2εr)Aλ/ε(1 +Mψ/r +O(n(r))), (2.31)
where r →∞, Mφ and Mψ do not depend on r, and the inequalityˆ ∞
a
(|m(r)|+ |n(r)|)dr <∞ (2.32)
is valid for some a > 0.
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3 Generalized stationary scattering operators
In many important cases, the initial and final states of the system (i.e.,
the states when t→ ±∞) cannot be regarded as free. For these cases the
generalized dynamical wave operators and generalized dynamical scattering
operators are used effectively instead of the usual dynamical wave and scat-
tering operators (see [7,11,12]). In the present section we consider the radial
Dirac system (1.1), (1.2) and introduce the notions of generalized wave and
scattering operators for the stationary case. In this way, we deal with the
non-free states when r → ±∞ (instead of the non-free states when t→±∞
for dynamical systems). Let the following conditionˆ ∞
a
|q′(r)|dr +
ˆ ∞
a
|q2(r)|dr +
ˆ a
b
|q(r)|dr <∞, 0 < b < a <∞, (3.1)
where q′(r) :=
(
d
dr
q
)
(r), be fulfilled. System (1.1), (1.2) can be written in
the matrix form
d
dr
Z = A(r)Z, A(r) =
[ −k/r m+ λ− v(r)
m− λ+ v(r) k/r
]
, (3.2)
where Z(r, k, λ) ∈ C2. According to [4, Ch.II, Theorem 8], system (3.2) has
two linear independent solutions Z1 and Z2 such that:
Z1(r, k, λ)∼ exp{−iθ}V0(r, λ)−1C1(k, λ), r→∞; (3.3)
Z2(r, k, λ)∼ exp{iθ}V0(r, λ)C2(k, λ), r→∞, (3.4)
where θ = εr, C1(k, λ) and C2(k, λ) are 2×1 vectors, C1(k, λ) = C2(k, λ), ε
is introduced in (2.1), and
V0(r, λ) = exp
{
i
λ
ε
ˆ r
a
v(u)du
}
. (3.5)
Recall that we consider the cases (2.2) and (2.3), and (if not stated otherwise)
our formulas are valid for both cases. Relations (3.3) and (3.4) yield the next
assertion.
Proposition 3.1 Let condition (3.1) be fulfilled. Then, the regular at the
point r = 0 solution Zreg of system (1.1)–(1.3) has the following asymptotics
at r →∞ :
Zreg∼ 1
2i
(
exp{iθ}V0(r, λ)C2(k, λ)− exp{−iθ}V0(r, λ)−1C1(k, λ)
)
. (3.6)
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We introduce the scattering matrix function via the entries of
C1(k, λ) =
[
c1,1(k, λ)
c2,1(k, λ)
]
.
Definition 3.2 The matrix function
S(k, λ) =
[
s1,1(k, λ) 0
0 s2,1(k, λ)
]
, (3.7)
where
sn,1(k, λ) := cn,1(k, λ)
/
cn,1(k, λ) (n = 1, 2), (3.8)
is called the generalized stationary scattering matrix function.
Definition 3.3 The function V0(r, λ) (see (3.5)) is called the stationary de-
viation factor.
It follows from (3.7), (3.8) and the equality C1(k, λ) = C2(k, λ) that
S(k, λ)C2(k, λ) = C1(k, λ). (3.9)
Remark 3.4 Note that the deviation factor V0(r, λ) does not depend on k.
4 Coulomb-type potentials: spectral theory
1. We study first the system (1.1), (1.2) where
k = 0, v(r) ≡ 0, (4.1)
that is, k = 0, A = 0, q(r) ≡ 0. In this case we have the system:
d
dr
f − (λ+m)g = 0, (4.2)
d
dr
g + (λ−m)f = 0, m > 0, 0≤r <∞. (4.3)
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Consider the special solution f1 = f and g1 = g of (4.2), (4.3) with the initial
conditions
f1(0, λ) = 1, g1(0, λ) = 0. (4.4)
It follows from (4.2) and (4.3) that both f(r, λ) and g(r, λ) satisfy the equa-
tion:
d2
dr2
y + (λ2 −m2)y = 0. (4.5)
Taking into account (4.4) and (4.5), we obtain the equalities
f1(r, λ) = cos εr, g1(r, λ) = β(λ) sin εr, (4.6)
where ε is given in (2.1). Recall that either (2.2) or (2.3) holds. Relations
(4.3) and (4.4) imply that
d
dr
g1
∣∣∣
r=0
= m− λ. (4.7)
It is immediate from (4.6) and (4.7) that
β(λ) = (m− λ)/ε. (4.8)
2. Let us introduce the differential operator L0, which corresponds to
Dirac system (4.2), (4.3):(L0h)(r) = j1 d
dr
h(r)−mj2h(r) (0≤r <∞), (4.9)
where
j1 =
[
0 −1
1 0
]
, j2 =
[ −1 0
0 1
]
, h(r) =
[
h1(r)
h2(r)
]
. (4.10)
The boundary condition is defined by the relation:
h2(0) = 0. (4.11)
By µ1(u), we denote the spectral function of the operator L0 Using (4.6) and
(4.8), it is easy to see that the spectral density ρ1(σ) = µ
′
1(σ) is given by the
formula
ρ1(σ) =
1
pi
√∣∣∣σ +m
σ −m
∣∣∣ for |σ| > m; ρ1(σ) ≡ 0 for |σ| < m. (4.12)
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The operator L0 is similar to the multiplication by λ in a space of functions
F (λ) (λ ∈ E) where
E := (−∞, −m]
⋃
[m, +∞). (4.13)
More precisely, we have the following proposition.
Proposition 4.1 The operator L0, introduced by (4.9), (4.11), admits rep-
resentation
L0 = U0QU−10 , (4.14)
where the operators U0, U
−1
0 and Q are given by the equalities :(
U0F
)
(r) =
ˆ
E
[
f1(r, λ)
g1(r, λ)
]
F (λ)ρ1(λ)dλ = h(r), (4.15)(
U−10 h
)
(λ) =
ˆ ∞
0
[
f1(r, λ) g1(r, λ)
]
h(r)dr = F (λ), (4.16)(
QF
)
(λ) = λF (λ) (λ∈E). (4.17)
P r o o f. In view of (4.9), (4.15) and (4.17), direct calculation shows that
L0U0F = U0QF. (4.18)

We note that the following Parseval-type relation holds (see [14, Ch. 10]).
Proposition 4.2 Let equality (4.15) be valid. Then, we have
ˆ
E
|F (λ)|2ρ1(λ)dλ =
ˆ ∞
0
(|h1(r)|2 + |h2(r)|2)dr, (4.19)
where hk (k = 1, 2) are the entries of h.
3. Next, we consider the radial Dirac system (1.1)–(1.3) assuming that (2.20)
holds. We introduce the differential operator
Lh(r) = j1 d
dr
h(r)−mj2 + V (r)h(r), 0≤r <∞, (4.20)
where
V (r) =
[
v(r) k/r
k/r v(r)
]
, h(r) =
[
h1(r)
h2(r)
]
. (4.21)
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Similar to (4.11), the boundary condition for L is given by the relation:
h2(0) = 0. (4.22)
By G we denote the maximal invariant subspace on which the operator L
induces an operator with absolutely continuous spectrum, and P stands for
the orthogonal projection from L22(0,∞) onto G. The spectral function of the
operator L (given by (4.20) and (4.22)) is denoted by µ(λ) and the spectral
density µ′(λ) (on the absolutely continuous part of spectrum) is denoted by
ρ(λ).
Proposition 4.3 Let the operator L be given by (4.20)–(4.22) and (1.3).
Assume that (2.20) holds. Then, the equality
LP = UQU−1P, (4.23)
where the operators U , U−1 and Q have the form(
UF
)
(r) =
ˆ
E
[
f(r, λ)
g(r, λ)
]
F (λ)ρ(λ)dλ = h(r)∈G, (4.24)
(
U−1h
)
(λ) =
ˆ ∞
0
[
f(r, λ) g(r, λ)
]
h(r)dr = F (λ) (h∈G), (4.25)(
QF
)
(λ) = λF (λ), λ∈E, E := (−∞, −m]
⋃
[m, +∞), (4.26)
is valid.
P r o o f. Similar to the proof of Proposition 4.1, direct calculation (using
(4.20), (4.24) and (4.26) shows that
LUF = UQF. (4.27)

The following Parseval-type relation is fulfilled (see [14, Ch. 10]).
Proposition 4.4 Let the conditions of Proposition 4.3 hold. Then,ˆ
E
|F (λ)|2ρ(λ)dλ =
ˆ ∞
0
(|h1(r)|2 + |h2(r)|2)dr. (4.28)
Remark 4.5 According to (4.14) and (4.23), we have
eitL0e−itLP = U0e
itQU−10 Ue
−itQU−1P. (4.29)
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4. Taking into account (2.28), we see that (under condition (2.17) instead
of condition (3.1) in Section 3) the relations (3.6)–(3.9) are valid for V0 of
the form
V0(r, λ) = r
iAλ/ε. (4.30)
Using (3.6)–(3.9), we consider below the generalized stationary scattering
matrix Sst(L,L0) = S(k, λ) for the case of Coulomb-type potentials satisfying
(2.17).
In view of Corollary 2.3, we rewrite (3.6) as
Zreg =
1
2i
ω(k, ε)
(
Φ(r, k, ε)− Φ(r, k, ε)), (4.31)
where ω(k, ε) is a real-valued function. It follows from (2.30) and (2.31) that
c2,1(k, λ)
/
c1,1(k, λ) = iβ(λ), (4.32)
where β coincides with β in (4.8). Relations (3.8) and (4.32) imply that
s1,1(k, λ) = −s2,1(k, λ). (4.33)
Hence, the scattering matrix S(k, λ) (λ = λ) has the form
Sst(L,L0) := S(k, λ) =
[
s1,1(k, λ) 0
0 −s1,1(k, λ)
]
, |λ| > m. (4.34)
5 Ergodic properties
In the present section, we consider the generalized dynamical scattering oper-
ators (which are introduced in Appendix) for the case of Dirac systems with
Coulomb-type potentials, where A0 = L0 = L∗0 and A = L = L∗, that is,
we consider S(L,L0) given by (7.4) and (4.9), (4.20). Moreover, we consider
S(L,L0) in momentum representation
Sdyn(L,L0) = U−10 S(L,L0)U0, (5.1)
where U0 and U
−1
0 are given by (4.15) and (4.16) We compare the generalized
dynamical scattering operator Sdyn with the generalized stationary scattering
operator Sst given by (4.34). More precisely, we compare the actions of Sdyn
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and Sst on the subspace L of functions f(λ) ∈ C2 (λ ∈ E˜), where
E˜ = (−∞,−m) ∪ (m,∞):
L =
{
f(λ) =
[
f1(λ)
f2(λ)
]
: f1(λ) ≡ 0 for λ < −m, f2(λ) ≡ 0 for λ > m
}
.
(5.2)
In this way, we find formulas, which demonstrate quantum analogues of the
ergodic properties from classical mechanics.
Theorem 5.1 Let the radial Dirac system (1.1)-(1.3) and corresponding op-
erators L0 and L (defined via (4.9), (4.11) and (4.20), (4.22), respectively)
be given. Assume that (2.20) holds. Then, the generalized stationary and
dynamical scattering matrices are equal on L, that is,
Sst(L,L0)f = Sdyn(L,L0)f for f ∈ L. (5.3)
P r o o f. Step 1. First, we study the operator T = U−10 U , where U
−1
0 and U
are given by (4.16) and (4.24). According to (4.16) and (4.24), T admits the
representation(
TF
)
(λ) =
ˆ
E
F (u)ρ(u)
ˆ ∞
0
(
f1(r, λ)f(r, u) + g1(r, λ)g(r, u)
)
drdu. (5.4)
Using (4.6) and (5.4), we rewrite the operator T in the form
T = T1 + T2, (5.5)
where the operators T1 and T2 are defined by the formulas(
T1F
)
(λ) =
d
dε
ˆ
E
F (u)T1(ε, u)du, (5.6)
T1(ε, u) := ρ(u)
ˆ ∞
0
f(r, u)
sin(εr)
r
dr; (5.7)(
T2F
)
(λ) = β(λ)
d
dε
ˆ
E
F (u)T2(ε, u)du, (5.8)
T2(ε, u) := ρ(u)
ˆ ∞
0
g(r, u)
1− cos(εr)
r
dr. (5.9)
We note that β(λ) in (5.8) is given by (4.8).
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We shall need some properties of the operators
Rlg =
d
dε
ˆ ∞
m
g(u)Rl(ε, u)du, l = 0, 1, 2, (5.10)
where the kernels Rl(ε, u) have the form
Rl(ε, u) = ρ(u)
ˆ ∞
0
pl(r, u)
1− cos εr
r
dr. (5.11)
Here, ρ is again the spectral density of L, the functions p0 and p1 are fixed,
and p2 is some summable function:
p0(r, u) = e
−iεrr−iAu
/√
u2−m2 , (5.12)
p1(r, u) = p0(r, u)
/
r,
ˆ ∞
0
|p2(r, ε)|dr <∞. (5.13)
We assume that the functions g(u) belong to the class S, that is, g ∈ C∞
and functions g have finite support (more precisely, g(u) ≡ 0 for u /∈ (ag, bg),
where m < ag < bg <∞). It follows from (5.10)–(5.13) that
Rl
(
eit
√
u2−m2g(u)
)→0, t→±∞, l = 1, 2. (5.14)
Now, consider R0. Recall the relation [8, Ch. 2]:
ˆ ∞
0
rµeixrdr = iΓ(µ+ 1)
(
eiµpi/2x−µ−1+ − e−iµpi/2x−µ−1−
)
, (5.15)
where µ 6= − 1,−2, ...; Γ(ζ) is Euler gamma function; x+ = x if x > 0 and
x+ = 0 if x < 0, x− = 0 if x > 0 and x− = |x| if x < 0. Due to relations
(5.10)–(5.12) the operator R0 can be written in the form
R0g =
1
2
d
dε
ˆ ∞
m
g(u)
(
Φ(u,−ε−
√
u2 −m2)+Φ(u, ε−
√
u2 −m2))du, (5.16)
where
Φ(u, ζ) = −Γ(− iφ(u))ρ(u)(epiφ(u)/2ζ iφ(u)+ + e−piφ(u)/2ζ iφ(u)− ), (5.17)
φ(u) =
Au√
u2 −m2 . (5.18)
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Introduce the operators
R±g =
1
2
d
dε
ˆ ∞
m
g(u)Φ(u,−
√
u2 −m2∓ε)du, (5.19)
According to (5.19), we have
R0 = R− +R+. (5.20)
It is easy to see that
R+
(
eit
√
u2−m2g(u)
)→0, t→±∞. (5.21)
Step 2. In this and the following steps of proof, we consider the case
(2.2), where λ > m. The case (2.3) may be considered in the same way. The
present step of proof is dedicated to the study of R−. Taking into account
(5.17) and (5.19) we obtain
R− = V1 + V2, (5.22)
V1g =
1
2
d
dε
ˆ √m2+ε2
m
g(u)ξ1(u)(ε−
√
u2 −m2)iφ(u)du, (5.23)
V2g =
1
2
d
dε
ˆ ∞
√
m2+ε2
g(u)ξ2(u)(
√
u2 −m2 − ε)iφ(u)du, (5.24)
where the functions ξ1(u) and ξ2(u) are defined by the relations
ξ1(u) = −Γ
(− iφ(u))ρ(u)epiφ(u)/2, (5.25)
ξ2(u) = −Γ
(− iφ(u))ρ(u)e−piφ(u)/2. (5.26)
The operator V1 can be written in the form
V1g =
1
2
d
dε
ˆ ε
0
g
(√
m2 + η2
)
ξ1
(√
m2 + η2
)
× (ε− η)iφ(√m2+η2)(η/√m2 + η2)dη. (5.27)
Using [11, f-las (3.14) and (3.15)], we obtain (for t→±∞):
V1
(
eit
√
u2−m2g(u)
)∼ ε
2λ
eitε|t|−iφ(λ)Γ(1 + iφ(λ))e±piφ(λ)/2ξ1(λ)g(λ), (5.28)
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where λ > m and the functions g(u) belong to the class S. Recalling the
well-known relation
Γ
(
1 + iφ(λ)
)
Γ
(− iφ(λ)) = ipi
sinh(piφ(λ))
, (5.29)
from (5.25) and (5.28) we derive (for t→±∞):
|t|iφ(λ)e−itεV1
(
eit
√
u2−m2g(u)
)∼ν1(λ)e±piφ(λ)/2g(λ), (5.30)
where
ν1(λ) = −iρ(λ) piε
2λ sinh(piφ(λ))
epiφ(λ)/2. (5.31)
The operator V2 given by (5.24) admits representation
V2g =
1
2
d
dε
ˆ ∞
ε
g
(√
η2 +m2
)
ξ2
(√
η2 +m2
)
× (η − ε)iφ(√η2+m2)(η/√η2 +m2)dη. (5.32)
Due to (5.32) we have
V2
(
eit
√
u2−m2g(u)
)∼ lim
δ→+0
ε
2iλ
φ(λ)g(λ)ξ2(λ)
ˆ ∞
ε
eitη
(
η−ε)iφ(λ)+δ−1dη. (5.33)
Using (5.15) and the equality
ˆ ∞
ε
eitη
(
η − ε)iφ(λ)+δ−1dη = eitε ˆ ∞
0
eitrriφ(λ)+δ−1dr, (5.34)
we obtainˆ ∞
ε
eitη
(
η − ε)iφ(λ)+δ−1dη→eitεΓ(iφ(λ))
× (e−piφ(λ)/2t−iφ(λ)+ + epiφ(λ)/2t−iφ(λ)− ), (5.35)
where δ→+ 0. It follows from (5.33) and (5.35) that for t→±∞ we have:
V2
(
eit
√
u2−m2g(u)
)∼− ε
2λ
eitε|t|−iφ(λ)g(λ)ξ2(λ)Γ
(
1 + iφ(λ)
)
e∓piφ(λ)/2. (5.36)
Relations (5.26) and (5.36) imply that
|t|iφ(λ)e−itεV2
(
eit
√
u2−m2g(u)
)∼ν2(λ)e∓piφ(λ)/2g(λ) (t→±∞), (5.37)
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where
ν2(λ) = iρ(λ)
piε
2λ sinh
(
piφ(λ)
)e−piφ(λ)/2. (5.38)
Finally, taking into account (5.20)–(5.22), (5.30) and (5.37) we have
R0
(
eit
√
u2−m2g
)∼piε
iλ
|t|−iφ(λ)eitερ(λ)g(λ), t→+∞, (5.39)
and
R0
(
eit
√
u2−m2g(u)
)∼0, t→−∞. (5.40)
It is easy to see that the equality
R0
(
eit
√
u2−m2g(u)
)
= R0
(
e−it
√
u2−m2 g(u)
)
holds for the operator R0 given by
R0f =
1
2
d
dε
ˆ ∞
0
f(u)R0(ε, u)du. (5.41)
Thus, it follows from (5.39) and (5.40) that
R0
(
eit
√
u2−m2g(u)
)∼ipiε
λ
|t|iφ(λ)eitερ(λ)g(λ), t→−∞; (5.42)
R0
(
eit
√
u2−m2g(u)
)∼0, t→+∞. (5.43)
Step 3. Now, we return to the study of T . Relations (3.6), (5.4)–(5.9)
and (5.39)–(5.43) imply that
T
(
eit
√
u2−m2g
)∼piε
2λ
|t|−iφ(λ)eitερ(λ)(c2,1(k, λ)β(λ) + ic1,1(k, λ))g(λ), (5.44)
where t→+∞. According to (2.1), (4.8) and (4.32) the equality
c2,1(k, λ)β(λ) + ic1,1(k, λ) = i
2λ
λ+m
c1,1(k, λ) (5.45)
is valid. Hence, relation (5.44) takes the form
T
(
eit
√
u2−m2g
)∼i|t|−iφ(λ)eitε(ρ(λ)/ρ1(λ))c1,1(k, λ)g(λ), (5.46)
where t→ +∞ and the function ρ1(λ) is given by (4.12). It follows from
(5.42) and (5.45) that
T
(
eit
√
u2−m2g
)∼− i|t|iφ(λ)eitε(ρ(λ)/ρ1(λ))c1,1(k, λ)g(λ), (5.47)
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where t→−∞. Using (5.46), (5.47) and the invariance principle for general-
ized wave operators (see [13, Theorem 1.1]), we obtain the relations
T
(
eitug
)∼i|tλ/ε|−iφ(λ)eitλ(ρ(λ)/ρ1(λ))c1,1(k, λ)g(λ) (t→+∞), (5.48)
T
(
eitug
)∼− i|tλ/ε|iφ(λ)eitλ(ρ(λ)/ρ1(λ))c1,1(k, λ)g(λ) (t→−∞). (5.49)
Step 4. According to (5.48) and (5.49) we have
lim
t→+∞
(
W0(t)e
itL0e−itL
)
P = iU0
(
ρ(λ)/ρ1(λ)
)
c1,1(k, λ)U
−1P, (5.50)
lim
t→−∞
(
W0(t)e
itL0e−itL
)
P = −iU0
(
ρ(λ)/ρ1(λ)
)
c1,1(k, λ)U
−1P, (5.51)
W0(t) = |tλ/ε|i(sgn t)φ(λ). (5.52)
Definition 7.1 of the generalized wave operators W±, relations (5.50)–(5.52)
and the fact that L0 and L are self-adjoint, imply that
W+(L,L0) = −iU
(
ρ(λ)/ρ1(λ)
)
c1,1(k, λ)U
−1
0 P0, (5.53)
W−(L,L0) = iU
(
ρ(λ)/ρ1(λ)
)
c1,1(k, λ)U
−1
0 P0. (5.54)
Therefore, in view of (7.4), the generalized dynamical scattering operator
has the form
Sdyn(L,L0) = U0
(
(ρ(λ)/ρ1(λ))c1,1(k, λ)
)2
U−10 . (5.55)
The scattering operator Sdyn(L,L0) is unitary. Hence, it follows from (5.55)
that
|c1,1(k, λ)| = ρ1(λ)/ρ(λ). (5.56)
Formulas (5.55) and (5.56) imply the following representation of the gener-
alized scattering operator
Sdyn(L,L0) = U0
(
c1,1(k, λ)
/
c1,1(k, λ)
)
U−10 , λ > m. (5.57)
In the same way, it can be proved that
Sdyn(L,L0) = −U0
(
c1,1(k, λ)
/
c1,1(k, λ)
)
U−10 , λ < −m. (5.58)
Recall that Sst satisfies (3.8) and (4.34). Then, formulas (5.1),(5.2) and
(5.57), (5.58) yield (5.3) (i.e., the assertion of the theorem is proved). 
The proof of Theorem 5.1 and Definition 7.1 imply the assertion.
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Corollary 5.2 Let the conditions of Theorem 5.1 hold. Then, the deviation
factor W0(t) corresponding to the operators L and L0 has the form (5.52).
Comparing equalities (4.30) and (5.52), we obtain the assertion:
Corollary 5.3 The deviation factor V0(r, λ) for the stationary case and the
deviation factor W0(t) = W0(t, λ) for the dynamical case are connected by
the following simple equality:
V0(|tλ/ε|, λ) =W0(t, λ), t > 0. (5.59)
6 The classical case (A = 0)
In this section, we again consider the operator L of the form (4.20), (4.21),
where v in (4.21) is given by (1.3), but this time we set A = 0 in (1.3).
That is, we consider the classical case. Dynamical and stationary approaches
for this case were studied separately in many important publications (see,
e.g., [5, 9, 10]). Here, we compare these approaches, and our ergodic-type
theorem is new even for the classical case. We stress that the classical wave
and scattering operators are used in this section instead of the generalized
wave and scattering operators in Section 5. The result and proof are similar
to Theorem 5.1 and its proof but there are some differences, and so we
consider the case A = 0 separately.
Theorem 6.1 Let the radial Dirac system (1.1), (1.2), where v(r) ≡ q(r)
and (2.20) holds, be given.
Then (for the corresponding operators L0 and L defined via (4.9), (4.11)
and (4.20)–(4.22), respectively) the generalized stationary and dynamical scat-
tering matrices are equal on L, that is, Sst(L,L0)f = Sdyn(L,L0)f for f ∈ L,
where Sst, Sdyn and L are given in (4.34), (5.1) and (5.2), respectively.
P r o o f. First, we consider the case (2.2) where λ > m. Recall that ε is
determined in (2.1). According to [6, Ch.8, f-las 495 and 496], the following
Fourier transformation equalities are valid:
ˆ +∞
−∞
e−ir
√
u2−m2 (sin(εr/2))
2
r
dr =
pi
2i
{
1, m < u < λ;
0, u > λ.
(6.1)
ˆ +∞
−∞
e−ir
√
u2−m2 (sin(εr/2))
2
|r| dr =
1
2
ln
∣∣∣∣ u2 − λ2u2 −m2
∣∣∣∣ . (6.2)
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From (6.1) and (6.2), we derive
ˆ +∞
0
e−ir
√
u2−m2 (sin(εr/2))
2
r
dr =
1
4
ln
∣∣∣∣ u2 − λ2u2 −m2
∣∣∣∣− ipi4
{
1, m < u < λ;
0, u > λ.
(6.3)
Following the scheme of the proof of Theorem 5.1, we rewrite (5.9) in the
form
T2(ε, u) = ρ(u)
ˆ ∞
0
g(r, u)
2(sin(rε/2))2
r
dr. (6.4)
In view of (6.1)–(6.3) the corresponding operator R0 is defined by the relation
R0g =
d
dε
ˆ ∞
0
g(u)Φ(ε, u)du, (6.5)
where
Φ(ε, u) =
1
2
ρ(u) ln
∣∣∣∣ u2 − λ2u2 −m2
∣∣∣∣− ipi2
{
ρ(u), m < u < λ;
0, u > λ.
(6.6)
We represent the operator R0 in the form
R0 = R− +R+, (6.7)
where
R−g =
1
2
d
dε
(
−ipi
ˆ λ
m
g(u)ρ(u)du+
ˆ ∞
m
g(u)ρ(u) ln |u− λ| du
)
, (6.8)
R+g =
1
2
d
dε
ˆ ∞
m
g(u)ρ(u)
(
ln(u+ λ)− ln(u2 −m2)) du. (6.9)
It is easy to see that relation (5.21) is valid in the case A = 0 too. Taking
into account (6.8) and equality λ =
√
ε2 +m2, we obtain
R−g =
ε
2λ
(
−ipiρ(λ)g(λ) +
 ∞
m
g(u)ρ(u)
λ− u du
)
. (6.10)
We note that the integral
ffl
on the right-hand side of (6.10) is a Cauchy-type
integral. Using (6.7), (6.9), (6.10) and the equality
lim
t→±∞
i
pi
 ∞
m
f(u)
ei(λ−u)t
λ− u du = ∓f(λ), (6.11)
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one may show that the relations
R
(
eit
√
u2−m2g
)
∼− 2ipieitερ(λ)g(λ), t→−∞; (6.12)
and
R
(
eit
√
u2−m2g(u)
)
∼0, t→+∞ (6.13)
are valid. The final part of the proof of Theorem 6.1 coincides with the final
part of the proof of Theorem 5.1. 
7 Appendix
In this Appendix, we introduce the notions of the generalized dynamical wave
and scattering operators [11–13] (see also [7]). Consider linear (not necessar-
ily bounded) operators A and A0 acting in some Hilbert space H and assume
that the operator A0 is self-adjoint. The absolutely continuous subspace of
the operator A0 (i.e., the subspace corresponding to the absolutely continu-
ous spectrum) is denoted by G0, and P0 is the orthogonal projection on G0.
Generalized wave operatorsW+(A,A0) andW−(A,A0) are introduced by the
equality
W±(A,A0) = lim
t→±∞
(
eiAte−iA0tW0(t)
−1)P0, (7.1)
where W0 is an operator function taking operator values W0(t) acting in G0
in the domain |t| > R (t ∈ R) for some R ≥ 0. More precisely, we have the
following definition (see [11,12]) of the generalized wave operatorsW±(A,A0)
and deviation factor W0.
Definition 7.1 An operator function W0(t) is called a deviation factor and
operators W±(A,A0) are called generalized wave operators if the following
conditions are fulfilled:
1. The operators W0(t) and W0(t)
−1 acting in G0, are bounded for all t
(|t| > R), and
lim
t→±∞
W0(t+ τ)W0(t)
−1P0 = P0, τ = τ . (7.2)
2. The following commutation relations hold for arbitrary values t and τ :
W0(t)A0P0 = A0W0(t)P0, W0(t)W0(t + τ)P0 =W0(t+ τ)W0(t)P0.
(7.3)
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3. The limits W±(A,A0) in (7.1) exist in the sense of strong convergence.
If W0(t) ≡ I in G0 (where I is the identity operator), then the operators
W±(A,A0) are usual wave operators.
Clearly, the choice of the deviation factor is not unique.
Remark 7.2 Let unitary operators C− and C+ satisfy commutation con-
ditions A0C± = C±A0. If W0(t) is a deviation factor, then the opera-
tor function given (for t > 0 and t < 0, respectively) by the equalities
W+(t) = C+W0(t) (t > 0)), and W−(t) = C−W0(t) (t < 0)) is the devi-
ation factor as well.
The choice of the operators C± is very important and is determined by specific
physical problems. The definition below shows that generalized scattering
operators also depend on the choice of C±.
Definition 7.3 The generalized scattering operator S(A,A0) has the form
S(A,A0) =W+(A,A0)
∗W−(A,A0), (7.4)
where
W±(A,A0) = lim
t→±∞
(
eiAte−iA0tW±(t)
−1
)
P0.
In fact, operator functions W±(t) are uniquely determined up to some
factors C±(t) tending to C± when t tends to ∞ or −∞, respectively. This
means that S(A,A0) is uniquely determined by the choice of C±.
It is not difficult to prove that the operator S(A,A0) unitarily maps G0
onto itself and that
A0S(A,A0)P0 = S(A,A0)A0P0. (7.5)
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