Abstract. Though model checking itself is a fully automated process, verifying correctness of a hybrid system design using model checking is not. This paper describes the necessary steps, and choices to be made, to go from an informal description of the problem to the final verification result for a formal model and requirement. It uses an automotive control system for illustration.
Introduction
Hybrid systems are characterized by a non-trivial interaction between discrete and continuous subsystems. A typical setting is a digital controller in an analog environment. This interaction makes formal verification of hybrid systems not just tedious, but intrinsically difficult. In recent years the field of hybrid systems has seen significant advances. The hybrid automaton model has been widely adopted as standard for describing hybrid systems [1] , and model checking has been shown to be decidable for important classes of hybrid systems [10, 15] . This research has resulted in a number of tools for model checking of hybrid systems such as Hytech [8] , Verishift [14] , d/dt [5] and CheckMate [3] . A comparison of the different tools can be found in [21] .
These tools and other techniques have been applied to a number of case studies in the domain of automotive control, robotics, avionics or process control. Examples can be found in the proceedings of the Workshop Hybrid Systems: Computation and Control (HSCC) [18] and in the proceedings of its predecessors. Despite successful applications of verification tools, it has been questioned if these techniques scale to real life problems, i.e. problems with a complexity that can be encountered in industry. The DARPA project Model Based Integration of Embedded Software (MoBIES) includes Open Experimental Platforms (OEPs) that should help to assess the limits of current technology for hybrid systems verification. This paper considers the Electronic Throttle Control (ETC) problem of the automotive OEP. Given a Simulink/Stateflow model and an informal description of system requirements, the task is to take the model, translate it if necessary, and to then to apply a model checker to show that the system requirements are satisfied.
This paper uses the ETC case study to illustrate the process that leads from the informal specification to verification. Model checking for hybrid systems requires a verification model and and properties to be verified. Application of hybrid system verification tools involves a process with several stages, even if a simulation model is given to start with. This paper identifies the different steps; each step in this process is then illustrated for the ETC example. This required in a few cases extensions of the ETC problem, because the original informal description for the ETC did not provide requirements that were suitable for verification.
A review of several case studies performed with the tool HyTech is presented in [12] , along with criteria to decide when model checking with HyTech is promising. Shortcomings of HyTech and future directions for tool development are also discussed. The authors of [12] conclude, for example, that the number of continuous variables is a limiting factor. This paper identifies steps in the process where limiting the number continuous variables is an important concern. We assume known limitations of hybrid verification, and describe how and where these limitations come into play.
In [19] Rushby describes the use of verification in the design process of critical systems, provides an introduction to different formal methods and their main concepts, and identifies steps in the design process where formal methods could contribute to the quality of the design. We assume that the decision to use formal verification has been made, and discuss the verification process itself in more detail.
From Simulation to Verification
The ideal situation for hybrid verification would be to start from a formal model that either has already the desired input format or can be translated automatically into the input format of the model checker of choice. In addition, the complexity of the verification model should be within the capabilities of the model checker, with the property to be checked given as a proper temporal logic formula, or whatever formalism required by the model checker. In this situation model checking would indeed be a push button technology.
It is, however, more likely that the starting point for formal verification is an informal description of the system. The description might be accompanied by a simulation model or implemented in code. This information is then used to build the verification model manually. A first step in this process is to understand the mathematical relationships that govern the system. Examining the simulation model and studying several simulation runs can be very useful in this process.
Having a verification model alone is not sufficient. Model checking only makes sense if there are properties to be checked. As with modelling, deriving verification requirements from informal specifications is not a just a question of translating given informal requirements. Some requirements might be implementation details, such as what target platform should be used. Though these details influence the system, there is no need to examine the dynamic behavior to establish satisfaction of these requirements. But even if a requirement asserts a certain dynamic behavior, one might find that formal methods are not appropriate to verify them. For some requirements simulation can already be sufficient. In particular, some requirements can already be stated in terms of a particular simulation experiment.
Once the properties and a mathematical model of the system have been determined one can start to build a verification model. Having both, properties and the mathematical model, can be important for determining what aspect of the system has to be included in the verification model. The next step in verifying the properties can be to divide the verification problem into sub-problems. This is typically necessary to deal with the complexity of the problem. A well known approach is assume-guarantee reasoning that introduces a number of tractable verification problems, that, when verified individually, imply the correctness of the requirement [9] .
A last step in this verification process is to set up the model checking algorithm. This might include choosing a proper size for a hash table, defining a proper exploration order, or , since many hybrid system tools have to rely on numerical routines, to choose suitable numeric tolerances.
To summarize, the following steps are in general necessary to obtain a verification model, with verified properties. In practice there might not be a clear distinction between the separate steps. In particular steps 3 to 5 can be iterated a few times, before one arrives at a tractable verification model. The next section describes the hybrid systems model checker CheckMate. The remaining sections will then discuss each of the above steps in more detail, and uses the ETC case study for illustration.
A Brief Introduction to CheckMate
CheckMate is a model-checker for polyhedral invariant hybrid automata (PIHA) [3] , a slightly restricted class of hybrid automata. As in hybrid automata, a PIHA is assumed to have a finite number of control locations. The continuous evolutions of the continuous state variables is governed in each location by a set of differential equations. Locations are switched as soon as switching conditions become true. These switching conditions are defined as a conjunction of linear inequalities. A transition can also reset the continuous state vector by applying an affine mapping .
The model-checking algorithm of Checkmate partitions the state space, and builds an over-approximation of the transition relation on this partition using flowpipe approximations. CheckMate then provides an ACTL modelchecker to check the obtained abstraction against the specification. ACTL is a subset of CTL (computation tree logic) that states universal properties, that is, properties that are true for all trajectories of the system. CTL is a temporal logic described in detail in [4] .
A flowpipe is the set of states that are reachable from a given initial set by continuous evolution of the system. A flowpipe can be viewed as a bundle of trajectories. Checkmate uses polyhedra to over-approximate flowpipes. This has the advantage that intersections of approximations with switching conditions and invariants, yield again polyhedra. The basic steps of the modelchecker are manipulations of polyhedra, and computing flowpipe approximations, followed by the application of standard model checking algorithms [4] to the resulting finite-state transition system.
(3) (4) Fig. 1 . Steps in the flowpipe approximation are (1) simulating the vertices, (2) enclosing the simulation points in a polyhedron, (3) determining the normals and (4) bloating the polyhedron, such that it contains the complete segment.
For a differential equationẋ = f (x), with x ∈ R n , let ϕ(x 0 , t) be the solution at time t with initial point x 0 . Given an initial set X(0) ⊂ R n , we define a flowpipe segment from t 1 to t 2 as the set {x|∃x 0 ∈ X(0), t ∈ [t 1 , t 2 ].x = ϕ(x 0 , t)}. The over-approximation of this segment is computed using the following steps (illustrated in Figure 1 ):
1. For the vertices x 01 , . . . , x 0m of X(0) compute ϕ(x 0i , t 1 ) and ϕ(x 0i , t 2 ). CheckMate uses numerical integration to compute these points. 2. Compute a polyhedron that encloses these points. One might use a convex hull routine to do so, but other approaches work as well, such as oriented hyper-rectangles [23] . Later in this paper we discuss implications of different choices. This polyhedron is an initial guess, and does not necessarily include the complete flowpipe segment. 3. Determine the linear inequalities c i x ≤ d i , with c i ∈ R 1×n and d i ∈ R, that define the initial polyhedron.
4. Solve for each face of the polyhedron the optimization problem
The conjunction of the inequalities c i x ≤d i then defines an over-approximation of the flowpipe segment, i.e. of all points that are reachable from X(0) within interval
Computing flowpipe approximations for PIHAs with parametric differential equationsẋ = f (x, p), where p is an unspecified constant parameter, is a straightforward extension of flowpipe approximations as described before. We assume that p is an element of a bounded polyhedron P in R m . In the first step, we simulate all vertices of X(0) for all vertices of P . In the next two steps, we compute the enclosing polyhedron of the simulation points, as before. The last step includes the parameter in the optimization problem and computes for each inequality found in step 3:
This defines a polyhedron that includes all states that are reachable from X(0) with parameter values in P and within interval [t 1 , t 2 ] time.
Discovering the Mathematical Model
The first step in deriving a verification model is to get an understanding of the system behavior. The essential components of the system have to be identified, as well as the control structure, and the physical laws that govern the behavior. Information from an informal description might be supplemented by a simulation model. The structure of the simulation model can already indicate what main components the system has. The mathematical model captures different system characteristics and should reflect the following aspects of the system: -Physical and mechanical laws, or chemical, biological processes that play an important role. These are typically described in terms of systems of differential equations or inequalities, partial differential equations and algebraic constraints. -The switching conditions. Even if the state of a component evolves continuously, it might entail autonomous switching, for example to model elastic collisions, or changes of the aggregate state. -The time scale, which is determined, for example, by the poles for a linear timeinvariant system, or by the sampling rate of a sensor. -The switching logic of the controller, which might be modelled as a state chart or as a finite state machine. This control logic might also be given as a program, e.g. as relay lader logic or a sequential function chart for PLCs -Control laws. In some applications control laws will be given as continuous-time feedback controllers or as discrete time difference equations; in other applications the control laws might be encoded completely in the switching logic.
-Communication among components. Communication can be synchronous or asynchronous, with shared events or variables, using message buffers, channels, broadcasting, interrupts, or a combination of those. If the mathematical model is given in a single formal framework, such as hybrid automata, the verification model may be obtained by mathematically exact defined abstraction techniques. This guarantees that the final verification model includes all behaviors of the mathematical model. However, more often, especially if the system is large, models of embedded systems will be heterogenous, which reflects the fact that the systems themselves are heterogeneous. In this case there is a larger gap between mathematical and verification model, and the translation might be mainly manual.
Bayen et al. describe an air traffic control system with differential equations and switching conditions, which is already close to the formalism used for verification [2] . Stauner et al. describe an automotive level control system as a general hybrid automaton, though the verification model is linear hybrid automaton [22] . Powers et al. describe a pipeline system with leaking valves using partial differential equation for the continuous dynamics, and a piping and instrumentation diagram to represent the switches, though the verification model is purely discrete [24] .
Here we illustrate the elements of the mathematical model of an embedded control system for the ETC OEP system. The ETC problem is presented as MatLab/Simulink model along with an informal description [7] . Griffith provided more details and background in [6] . The ETC system is a component that replaces the mechanical link between pedal and throttle plate. Figure 2 depicts the throttle plate as part of the powertrain. The throttle plate angle determines the airflow to the combustion chamber of the engine, and controls thus (along with the amount of injected fuel) the engine torque.
The task of the ETC is to control the throttle angle, based on the current control mode and the input from the human driver. The system that is controlled by the ETC comprises a pulse-width modulation (PWM) driver, an actuator (a DC motor), the mechanical system (the throttle and spring), sensors and a controller. Variables of the ETC system are the throttle angle α, the angular velocity ω, the driver input u. Table 1 gives the most important parameters of the ETC model.
Ks Spring constant Table 1 . Parameters that determine the plant dynamics.
The remainder of this this section describes two components of the ETC system in more detail, the mechanical system and the ETC controller.
The Mechanical System The behavior of the throttle plate is governed by the spring dynamics, the friction of the throttle plate with other mechanical parts, the friction with the airflow and the input torque from the actuator. The mechanical part has a feedback to the actuator which takes into account that a changing current induces an electro magnetic force (back EMF) that opposes the change.
The mechanical system is modelled as the following second-order differential equation:α
The Coulomb friction is proportional to the sign of the angular velocity ω, the viscous friction is proportional to the angular velocity, and the force of the spring is proportional to the difference between the actual angle α and the spring equilibrium α eq . This system is non-linear, due to the Coulomb friction. Outputs of the mechanical system are the throttle angle α and the back EMF K t ω.
The ETC controller The ETC controller has several levels of hierarchy. The top level is governed by a Stateflow diagram, that switches between four normal modes, two failure modes and a startup mode. The human control mode uses a sliding-mode controller. All modes other than the human control mode are merely place holders for details in the implementation that are not defined in the OEP model. The controller delivers in most of those modes just a constant output. The ETC controller uses a fifth-order filter (with poles -80, -80, -90, -90, -100) to smooth the input from the human driver (the sensor output). The performance of this filter determines in part whether the controller meets its performance requirements. The filter itself can be modelled as linear time-invariant dynamic system of the forṁ
A sliding-mode controller is designed according as follows: First, define a surface in the state space, and show that states on the surface behave as desired. Next, design for each side of the sliding surface a control law that drives the system to the sliding surface, as illustrated in Figure 4 (a).
The sliding-mode controller of the ETC has as inputs the filtered input u f , and the throttle position α. The sliding surface of the ETC is s = λ(α − u f ) + (ω −u f ). We say that the system is on the surface if s = 0, above the surface if s > 0, and below the surface if s < 0. The surface is chosen such, that ω −u f < 0 if α − u f > 0, i.e. the difference between the angle and the filtered input angle decreases if the difference is positive. Hence, on the surface the actual angle will eventually be equal to the filtered desired angle.
The sliding-mode controller applies the following control law to determine the desired current: Whether the controller is above or below the surface is encoded as sign(s). This controller drives the system to the surface. As soon as the system hits the sliding surface, close enough to the equilibrium point, it will stay on the surface and converge to the equilibrium point, where α = u f and ω = 0.
The OEP model uses discrete-time versions of the fifth-order filter and the slidingmode controller. It takes the numerical derivative of α to obtain ω, and of u f to obtaiṅ u f andü f . The model of the controller contains, in addition to the Stateflow model, the sliding-mode controller, the fifth-order filter, and the place holders of the other modes, blocks that model sampling of input and output, fault detection, delays, a scheduler, and finally signals that interconnect all components.
Obtaining the Formal Requirements
The purpose of formal verification is to prove that a system satisfies its specification. When handed a informal description of the system requirements only some will be suitable for verification. We can distinguish three types of requirements.
-Implementation requirements. They impose certain details in the implementation that can be checked statically. They may vary from requirements on the floating point precision, the platform the controller should run on, the programming language that should be used, the clock-speed, the scheduling policy or the input range of the sensors. There is no need to examine the dynamic behavior of the system to establish that a system satisfies those requirements. -Requirements on a representative behavior. Those requirements define an acceptance criterion for a single execution of the system. Satisfaction of the requirement can typically be established by a single run of the simulation model; hence we call these requirements simulation requirements. These requirements can also serve as testing scenario for the implemented system. -Requirements on a class of behaviors. These requirements can define a possibly infinite set of acceptable behaviors, of possibly infinite length. A typical example would be a liveness property such as "Each request is always eventually granted", which is defined for runs of infinite length. Another example is a requirement that a linear time invariant dynamic system has to be stable, which guarantees that certain infinite length behaviors will stay inside a stability ellipsoid forever. We refer to these requirement as verification requirements.
The informal description of the ETC lists seven requirements. They include implementation requirements as well as simulation and verification requirements.
A typical implementation requirement is that the nominal battery voltage should be 12 V. There is no need to use simulation or formal verification, and correctness can be proven by inspection of the value of the corresponding parameter.
The rise-time requirement for the ETC is a requirement on a representative behavior. The rise time is defined as "the time required for the throttle plate angle response to a step change in pedal position to rise from 10% of the steady-state value to 90% of the steady-state value". It continues, "The rise time for step changes from closed to fully open is 100ms (...)". The requirements thus put bounds on these times, given a particular change in the input signal. Whether this requirement holds can be answered by a single simulation with the test input. The simulation test shows that the rise time requirement is indeed satisfied.
We note that for the rise time requirement -as for most simulation requirements -it is unlikely that someone's primary interest is how the system reacts to a specific input. This input probably never occurs in reality. The property of interest is the responsiveness of the system. The rise time requirement is just the means to learn about the the system's responsiveness. This requirement is widely accepted since the designer infers from simulations with particular input properties of the overall system. Another requirement was informally expressed as: "[The] throttle plate shall never hit the stops" [7, p. 10] . This requirement has to hold, no matter what the input is and in what (normal) operation mode the system is (failure modes are excluded). Proving that this requirement holds could require formal verification. However, simulations show that it is possible to reach the upper bound with a positive velocity, as can be seen in Figure 5 , at approximately time 0.2 seconds. Formal verification is therefore not necessary. The counterexample proves the requirement can be violated.
Such a counterexample typically points to problems in the design. Clarification of the informal description by the designers revealed that this behavior should not be considered a violation of the requirement. The requirement should be read as a constraint on the value of the throttle angle. It should always be in the range of 0 to 90 degrees. The requirement thus just states that the implementation should contain mechanical stops that constrain the angle to the desired range, which was reflected in the model by the saturation block. This saturation block limits the range of angle to the interval from 0 to 90 degrees, i.e. it is impossible for the angle in the model to ever exceed these bounds. This reading of the requirement means that the limit on the angle is a implementation requirement, rather than a restriction on the acceptable behavior.
A liveness property for the ETC is the following. The ETC system will, after a step input, always eventually enter a certain neighborhood of the steady-state, and remain there forever. This property has an unlimited time horizon, unlike properties that can be shown by simulation. In addition we assume that the spring constant K s and the spring equilibrium α eq may deviate from their nominal values by up to 20%. Rather than defining infinitely many behaviors for a single system, this requirement defines a single behavior of infinite length, for a infinite class of systems. Simulations in contrast require that the parameters are exactly known, and a finite number of simulations can only cover a finite number of parameter values; in the verification model these parameters are only known within bounds, and the verification covers all parameters values within these bounds.
This liveness property was not part of the informal description for the ETC, as the requirements in that description could either be proven by inspection of the OEP model, or simulations of the OEP model proved whether they were satisfied or not. In the remainder of this paper we use the liveness property to illustrate the verification process. As a side note, in the cases were counterexamples were found, there was a subjective acceptance criterion, that considered these violations as not significant. This is typical of requirements for embedded control systems. Many requirements are not just true or false, but certain violations are still acceptable within a certain, albeit subjective range.
Obtaining the Verification Model
Hybrid verification models should be limited in the number of continuous variables and the number of control locations [12] . Verifying a model that uses a fifth-order system just to filter the input and that takes several discrete transitions every millisecond for the PWM controller -while the timespan of interest is about 100 ms -is beyond reach of hybrid verification. As in other areas, one typically does not verify the implementation model but a scaled-down version [19] .
A well known technique for scaling down models in formal verification of hybrid systems is abstraction [9, 17] . An abstraction of a model preserves the essential behavior of the original system, and it is guaranteed that when a safety property holds for the abstraction, it then also holds for the original system. But when scaling down hybrid systems, techniques from system and control theory, such as order-reduction and linearization, can also be useful to obtain proper approximations of the original system.
Since model checking for hybrid systems is a computationally expensive task, particular choices in the modelling phase can have a drastic effect on the performance of the model checker. One must decide what part of the mathematical model should be part of the verification model. In addition, one has to decide what approximations and abstractions are justified and suitable, given the system and the requirements. Stauner et al. use in [22] a linear hybrid automaton 1 to approximate a non-linear hybrid automaton. They had to find an approximation that is appropriate, given the property that has to be verified, but that keeps the number of control locations small. In addition, the constraints in the verification model were chosen such that arithmetic overflows during the HyTech analysis are avoided.
In summary, considerations when building a verification model are the following.
-First, the verification model has to be in the class of systems that the model checker of choice applies to. Or vice versa, one has to choose a tool that is applicable to the class of systems one has in mind. To illustrate the process of obtaining a verification model we describe how to obtain a CheckMate model for the ETC case study. The starting point for the CheckMate model is the OEP model. The OEP model of the ETC serves two purposes: It is used for simulation to examine the system behavior, and it is used as a blueprint for the implementation. There is limited incentive to be concerned about complexity, since it is used for simulation rather than verification. As a blueprint for implementation, the OEP model contains details such as what task has to run on what platform and under which scheduling policy. One the other hand, when the implementation details are unknown it contains empty subsystems that serve as place holders for future implementations. This model is already by its size and complexity unsuitable for verification.
The PIHA of Checkmate are continuous-time models 2 , and can include non-linear dynamics. However, it still has to be decided what non-linearities one wants to retain. Non-linearities may cause numerical problems, and a linear abstraction might be easier to analyze. The number of variables is a concern, too; models with more than 5 continuous variables are found to be hard to analyze. More than 10 is considered currently impossible. Furthermore, CheckMate uses the assumption that no two transitions can happen in zero time, which in particular excludes certain Zeno-behavior.
Obtaining a Continuous-Time Model
Since CheckMate models are continuous-time, the discrete-time components of the OEP model have to be replaced by appropriate continuous-time components. Discrete-time components in the OEP model are the PWM driver, the sensor and the ETC controller. In this section we discuss how to obtain a continuous-time variant of the ETC-controller.
The ETC controller has only one mode with meaningful dynamics in the simulation model. This is the human control mode. We omit in the verification model all other modes, and can omit the control logic of the controller, too. Furthermore, we replace the discrete sliding-mode controller and the filter by their continuous-time equivalent. They were designed as continuous-time models, but then discretized to become part of the ETC controller.
The sliding-mode controller uses the numeric derivatives of the throttle angle α and of the filtered input u f . In the continuous-time model we can replace the numeric derivative of α by ω. To deal with the numeric derivatives of u f , observe that the requirement is formulated for step inputs. We can assume thatu = 0 (except for a finite number of points), and substituteu f andü f in (6), using (4) and (5), as follows:
Resolving Zenoness CheckMate assumes, as do other model checkers for hybrid systems, that all acceptable behaviors are non-Zeno. The sliding-mode controller, in contrast, intentionally drives the system to a surface where infinite, even uncountable switching occurs (in the continuous-time realization). When analyzing the model the following will happen. If we use a fixed step integration routine the simulation of the system will start chattering, which can lead to unreliable results. If we use a variable-step integration routine the simulation tends to get stuck on the sliding surface. This is not just a problem for the verification procedure, this problem also occurs already in simulations of the model. To resolve this problem, we define a boundary layer (or -neighborhood) around the sliding surface s = 0, in which we apply an alternative control law. We apply the sliding-mode controller (6) if |s| ≥ , and replace the term sign(s) in (6) by the s/ , if |s| < . The controller is thus equivalent to the original controller outside the boundary layer, and there is a steep but continuous transition from one sliding mode to the other. On the sliding surface the control law is equal to the so-called equivalent controller. Figure 6 (b) depicts the basic idea of a boundary layer. When the system enters the boundary layer, the controller brings the system to the sliding surface, where the equivalent controller is applied. The boundary layer leads to a numerically well-conditioned, non-Zeno, and close approximation of the ideal sliding-mode behavior. The technique of boundary layers is also used in physical systems to mitigate the physical stress by chattering that can lead to mechanical damage.
Modelling Non-Linearities
The mechanical system describes the dynamics of the throttle plate, one of the key components of the ETC system. The coulomb friction makes this second-order system nonlinear. We have to decide whether we are going to include this non-linearity, as well as the non-linearities caused by the saturating actuator and the sliding-mode control as different modes, or as non-linearities. One extreme choice would be to model the ETC as non-linear hybrid system with a single mode. The other extreme choice would be to model it with linear dynamics, which results in 18 modes for the ETC problem.
If we put the complete behavior in a single non-linear differential equation, the flowpipe-approximation gets worse and computationally more expensive when the vector field changes abruptly, e.g. when the system changes the sliding modes. Flowpipe computations for linear dynamics yield usually better results, and are, in addition, computationally cheaper. However, each time the analysis algorithm encounters switching between modes it uses over-approximations of previous modes, and over-approximation errors may proliferate. As long as we stay in the same mode, the over-approximation error will not accumulate. If we model the system with many modes but with linear dynamics, it will result in many modes and a lot of switching, and thus to an increased over-approximation error. Based on above consideration we have chosen to model the Coulomb friction and saturation as non-linearities, to reduce the number of modes, and to model the sliding-mode controller as different modes, to avoid over-approximation errors due to sudden changes of the vector field. This decision was made after running a number of experiments with different models.
Reducing the Order The ETC uses a fifth-order filter to smooth the input from the human driver. This means that the filter alone has more than twice as many state variables as the rest of the system. Since verification of hybrid systems becomes more difficult with each additional dimension, we reduce the order of the filter. We obtain a reduced filter using the model-reduction capabilities of MATLAB's system identification toolbox. The combined dynamics of plant and the reduced filter result in a fourth-order system with nonlinear dynamics. continuous block ETC, a finite state machine mode and switching conditions above and below. The finite state machine is modelled in StateFlow (Figure 7 .ii). It depicts the different modes, and the conditions for switching between modes. Note that the switched continuous system block and the switching condition blocks are customized blocks of the CheckMate library.
Setting Up the Problem
This section addresses the problem that in some cases it not possible to verify the desired property directly. A common approach is to break down the verification problem in smaller problems by decomposing the system and property [11, 16] . We illustrate this idea, by decomposing the liveness property for the ETC into a series of properties, which can all be verified using CheckMate.
The property that we verify is the following. Given that the system is in steady-state with throttle angle α = 0, assume a that the desired angle makes a step to 89.8 degrees (which is the maximal input; the input has a safety margin of 0.2 degrees) at time 0. Verify that the angle will always eventually reach a 2% neighborhood of the desired angle, and remain there forever. We furthermore assume that the spring constant and spring equilibrium may deviate from their nominal values by 20%. This means that they may take any value in this range.
We define a cascade of subproblems in order to show that the system behaves as desired. For each of the stages we use a variant of the basic CheckMate model that was outlined in the previous section. For each stage we define an initial set and a goal set that has eventually to be reached. The goal set of one stage is then the initial set of the next stage.
The first stage considers the transient phase, the next stage considers the regulation problem when the filter levelled out after the step input, and the third stage considers the asymptotic behavior.
The transient phase The first stage of the cascade deals with the transient phase when the throttle angle changes quickly in response to the step input. We show that all trajectories that start from the initial set -in this case the origin -hit the first goal set, the so called outer box. The model in Figure 7 was changed to include an extra location reach that is entered when the system reaches the goal set. Figure 8 depicts projections of the flowpipe approximations that show that all trajectories do indeed reach the outer box. The model checker verifies furthermore that the system will always reach this set eventually.
Regulation phase
The next stage is to show that all trajectories that start in the outer box will eventually reach the inner box. We use the almost same model as for the transient phase, but of course with a different initial set, the outer box of the transient phase, and a different goal set. Figure 9 (i) and (ii) show the resulting flowpipe approximations for this model. The system starts in the outer box and all trajectories converge quickly to a neighborhood of the steady-state. No segment of flowpipe approximation violates the 2% bound. This guarantees that once the system enters the outer box, the inner box will be reached without violating the 2% bound.
The asymptotic behavior As the last step we show that the inner box, a neighborhood of the steady-state value, will map onto itself in a finite number of steps. We will eventually find a flowpipe segment that is completely contained in the inner box. This means all trajectories that start in this set, return to this set. None of the computed flowpipe segments of the over-approximation violates the 2% threshold.
Figures 10(i) and (ii) depict the result. They show that the inner box is recurrent. Note that it is not sufficient to show that a flow pipe segment is contained in another, since they are over-approximations. We cannot assume that all states in a segment are actually reachable. But if some segment is inside the initial set we know that this set is recurrent. All states that can be reached in a certain time interval from the initial set will be contained in this segment, and thus also in the initial set. This completes the verification.
Setting Up the Verification Algorithm
The previous section presented the results of the verification of the liveness property for the ETC. Getting the verification results is not only a matter of defining the subproblems and corresponding models -which is some work by itself -and then applying the verification algorithm. Getting the verification to run requires a fair amount of tweaking of the algorithm, too. For finite-state modelcheckers this might entail choosing a proper order of the variables, for other model checkers it might entail to find a proper size for the hash table. To give an impression of the kind of choices that have to be made for CheckMate, we elaborate on the choice when to use convex hull in the approximation and when to use oriented rectangular hulls. This choice makes a difference in two different steps of the algorithm. As mentioned before, CheckMate obtains an initial approximation of the flowpipe segment, by computing a polyhedron that encloses the simulation points. If it takes the convex hull of these points, this polyhedron will be by definition the smallest polyhedron that contains all points. Using the convex hull in this step has the advantage that the overapproximation error is likely to be small. A drawback is however that taking the convex hull will also yield a polyhedron with a lot of faces. Each additional face leads to one additional optimization problem in the last step of the flowpipe approximation routine.
CheckMate offers as an alternative to use the so called oriented rectangular hall (ORH) routine [23] . The ORH routine chooses an oriented hyper-rectangle that keeps the over-approximation error small, and limits at the same time the number of faces. For the ETC model with four state variables, the OHR will result in a polyhedron with exactly eight faces. This approximation is then improved by including also the directions of the invariants in the optimization (1) . This ensures that a switching condition will only be found reachable if it really is.
If we use the convex hull approximation CheckMate computes polyhedra with up to 119 faces before it gets stuck. Using the ORH solves this problem. All segments of the approximation can be computed, and the number of faces of the computed polyhedra is limited to 20.
Another point where the choice between the convex hull and the OHR routine matters, is when CheckMate computes which states can be reached by a discrete transition. To compute this set, CheckMate computes for each segment of the flowpipe approximation the intersection with the switching condition, which is again a polyhedron. If more than one segment intersects with a particular switching condition, the verification algorithm proceeds with an over-approximation of the union of these intersections. This over-approximation is obtained by taking either the convex hull or the rectangular hull of the those sets. For this case study we found that the results of the OHR were too conservative. The over-approximation error soon becomes too large.
To summarize. To get the verification to run required a proper setup of the verification algorithm. We use for example a modified ORH routine to compute the polyhedra of the flowpipe approximation, and the less conservative convex hull routine to compute the over-approximation of the intersections with switching conditions. Similar choices had to be made to find the proper integration routine, and to chose the parameters for the numerical integration and optimization routines properly.
Discussion
The starting point for the work presented in this paper was the OEP model of the ETC system, and a informal description. The first step towards verification was to discover the underlying mathematical model. The OEP model was useful since it already provided information about the main components in the system, and since it allowed one to get a sense of the interaction between those components by simulation. When a such a model is not present in the beginning, building a simulation model can help significantly to understand the problem.
The second step towards the verification was to formulate the requirements of the system. In our case we had an informal description to start from. Simulation of the OEP model showed that some requirements were satisfied, and provided counterexamples for the others. Formal verification was therefore not necessary. We defined a liveness property for the system that captures the sprit of the simulation scenarios, but that also illustrates the added value of verification.
The mathematical model and the liveness requirement were the basis of the verification model. When building the verification model, one has to take into account the class of systems that can be dealt with, and also the computational restrictions imposed by the model checker. For the ETC case study we took into account that we needed a continuous-time model, with a minimal number of continuous variables, and with dynamics that are numerically well-conditioned.
The process of building the verification model involved simulation of various models, in which certain components were replaced. The intermediate models helped to answer whether the model should be linear or non-linear, what non-linearities to maintain, and how many auxiliary modes to introduce. We replaced components by continuoustime equivalents, by numerical well-conditioned approximations, by equivalent components with less switching conditions but more non-linearities, or reduced-order models. The final result was fourth-order hybrid system with non-linear dynamics.
Given the verification model we could not verify the requirement directly, but had to decompose the problem into smaller problems. For the ETC case study defining a series of three problems that CheckMate could verify was already sufficient. For other problems decomposing the model and formal compositional reasoning might be necessary as well.
Finally, we had to setup the verification algorithm. Having access to CheckMate's source code -all verification routines are written for MatLab -made this step easier. Not only did it make possible to change the routines where needed, it made it a lot easier to trace the implications of certain choices for numerical constants and parameters. But finding suitable verification parameters in general might involve several experiments with different settings.
An interesting aspect of the ETC case study is that none of the given requirements was suitable for verification, for various reasons. Most of the requirements were formulated as simulation scenarios. If a requirement can be sufficiently reflected by simulation scenarios, one should not use verification for the sake of verification. If the goal is to formulate requirements for families of models, as parametric verification allows one to do, with uncertain initial conditions, and non-determinism in the model description, then the the requirements should reflect this, too. In that case formal verification of the requirement can be a valuable contribution. In many situations one will find that simulation-based methods and formal methods can complement each other.
Another interesting observation was that the counterexamples that were found in the early stages, were considered not to be significant by the designers. There were subjective acceptance criteria, which are hard to formalize. The solution to this problem is are not probabilistic approaches, or multi-valued logics. Those are formal methods, too, and require also a mathematical precise formulation of the requirements. The issue is that there is a human involved in the design process, who judges based on experience and domain knowledge whether a counterexample is acceptable.
Given our experience from the ETC case study, future research should focus on supporting the process that was described in this paper. Hybrid systems verification will in the foreseeable future not become a completely automated process. There is a lot of work currently focussing on automating and supporting particular steps, but little that aims to support the complete process. Tool support can be useful to guide and assist the designer throughout the process that leads from informal description to verification result. At the same time it can help to make this process transparent, such that the steps and choices become can be re-evaluated at a later stage. Figure 3 shows the layout of the OEP model, Figure 7 the final CheckMate model. Though these two models have a completely different structure -the OEP model is decomposed in plant, controller actuator and sensor, whereas the Checkmate model separates the continuous and discrete part -those models are related by a number of intermediate models. Intermediate models might be obtained by abstraction or refinement, as well by approximation, discretization, order-reduction or by automatic or manual translation. Keeping track of the different models, and why and how their were obtained, can help to assess why a system was found to comply with its requirement. This would take into account that formal verification of a hybrid system is not just algorithmic, but a creative process.
