In this paper, we study Markov chains with infinite state block-structured transition matrices, whose states are partitioned into levels according to the block structure, and various associated measures. Roughly speaking, these measures involve first passage times or expected numbers of visits to certain levels without hitting other levels; they are very important and often play a key role in the study of a Markov chain. Necessary and/or sufficient conditions are obtained for a Markov chain to be positive recurrent, recurrent, or transient in terms of these measures. Results are obtained for general irreducible Markov chains as well as those with transition matrices possessing some block structure. We also discuss the decomposition or the factorization of the characteristic equations of these measures. In the scalar case, we locate the zeros of these characteristic functions and therefore use these zeros to characterize a Markov chain. Examples and various remarks are given to illustrate some of the results.
Introduction
It is well-known now how significant the rate matrix R is in discussing a Markov chain of GI/M/1 type and the matrix G of the fundamental period in discussing a Markov chain of M/G/1 type (for example, Neuts (1980 Neuts ( , 1989 ). In the present paper, we will discuss the matrices R i,j and G i,j , which are the counterparts of R and G for general Markov chains. Along the way, we will also study some related measures. The only condition imposed on the Markov chains is irreducibility, though this condition is not essential for all of the results presented in this paper. Results presented here are for discrete time Markov chains. However, corresponding results for continuous time Markov chains can be obtained in parallel. Let {Z t = (X t , Y t ); t = 0, 1, 2, . . .} be the Markov chain, whose transition matrix P is expressed in block matrix form:
P 0,0 P 0,1 P 0,2 · · · · · · P 1,0 P 1,1 P 1,2 · · · · · · where P i,j is a matrix of size k i × k j with both k i < ∞ and k j < ∞. In general, P is allowed to be substochastic. The state space S is partitioned accordingly into
with L i = {(i, 1), (i, 2), . . . , (i, k i )}. (1.3) In state (i, r), i is called the level variable and r the stage variable. We also use the notation
Partitioning the transition matrix P into blocks is not only done because it is convenient for a comparison with results in the literature, but also because it is necessary when the Markov chain exhibits some kind of block structure. For the above Markov chain, we define matrices R i,j for i < j and G i,j for i > j as follows. R i,j is a matrix of size k i × k j whose (r, s)th entry is the expected number of visits to state (j, s) before hitting any state in (r, s)th entry is the probability of hitting state (j, s) when the process enters L ≤(i−1) for the first time, given that the process starts in state (i, r). We call matrices R i,j and G i,j , respectively, the matrices of expected number of visits to higher levels before returning to lower levels and the matrices of the first passage probabilities to lower levels.
The significance of R i,j and G i,j in studying Markov chains, especially for ergodic Markov chains, has been pointed out in many research papers, including some which are closely related to the present paper (for example, Grassmann and Heyman (1990) , Grassmann and Heyman (1993) , and Heyman (1995)). In these papers, under the ergodic condition, stationary distribution vectors, the mean first passage times, and the fundamental matrix are discussed in terms of these matrices. In light of this work, we have continued the discussion of these matrices and have obtained more results about them. We also study some related measures, for example, matrices A i,j and B i,j , which are defined below.
For i ≥ 0 and j ≥ 0 with i = j, define A i,j to be a matrix of size k i × k j whose (r, s)th entry is the expected number of visits to state (j, s) before hitting any state in level i, given that the process starts in state (i, r). For i ≥ 0 and j ≥ 0, define B i,j to be a matrix of size k i × k j . When i = j, the (r, s)th entry of B i,j is the probability of visiting state (j, s) for the first time before hitting any state in level j, given that the process starts in state (i, r).
When i = j, the (r, s)th entry of B i,j is the probability of returning to level j for the first time by hitting state (j, s), given that the process starts in state (i, r).
The measure A i,j is the block form counterpart of the generalized stationary distribution defined in the scalar case, when the Markov chain is recurrent (for example, Karlin and Taylor (1981) ). The measure B i,j is the block form counterpart of the scalar case probability of ever hitting state j given that the Markov chain starts in state i.
Results obtained in this paper include: necessary and/or sufficient conditions for a Markov chain to be positive recurrent, recurrent, or transient in terms of R i,j , G i,j and related measures, and the decomposition or factorization of the characteristic equations of these measures. In the scalar case, we locate the zeros of these characteristic functions and therefore use these zeros to characterize a Markov chain. Examples and various remarks are also provided in the paper. Many aspects of the study of Markov chains can be carried out in terms of these results, including the classification of states of Markov chains, the limiting behavior of Markov chains, and treatment of computational issues which arise for various measures.
The rest of the paper is organized into four sections. In Section 2, we discuss a general Markov chain, whose transition matrix is partitioned into blocks. Section 3 contributes to a study of Markov chains partitioned in block form and with a repeating property. Results, which only apply to Markov chains whose transition matrix entries are scalars, are obtained in Section 4. Examples are provided and conclusions are drawn in the last section of the paper.
Markov chains in block form
In this section, we discuss the matrices of expected visits to higher levels before returning to lower levels and the matrices of the first passage probabilities to lower levels for Markov chains P partitioned in block form. We also discuss the measures A i,j and B i,j . We show that many basic aspects of Markov chains can be discussed in terms of these measures, for example, the classification of states of Markov chains. There are many advantages for using these measures for computing various interesting probabilities and expected values.
Theorem 2.1 Matrices A 0,n and R k,n as defined in Section 1 satisfy
(2.5)
Proof: It is clear from the definitions that A 0,1 = R 0,1 . When n ≥ 2, 
Remark 2.3 i) P D is not necessarily stochastic even though the original P is stochastic.
ii) A i,j , B i,j , R i,j and G i,j are independent of the censoring process. It means that if we let C be any of A, B, R and G and let C D be the corresponding measure for the censored process with censoring set D, then C i,j = C D i,j for all i, j ∈ D. This fact was essentially observed by Grassmann and Heyman (1990) for the case when C = R or G.
Theorem 2.4 Let
For j = 0, rewrite P as
By the properties of the censored Markov chain and the definition of A 0,n , we have (A 0,1 , A 0,2 , . . .) = UQ and P
0,0 = P 0,0 + UQD, whereQ = ∞ k=0 Q k . Therefore, the result is also true when j = 0. Define π by π n = π 0 A 0,n for n ≥ 1. By Theorem 2.4, we have (for n ≥ 0)
which means that π is a nonnegative left regular measure of P . Proof: This follows from Corollary 2.7 and Theorem 2.1.
is the stationary probability vector of P , unique up to multiplication by a constant. ii) A i,j was introduced by Karlin and Taylor, page 35 of [7] , for the case where P has scalar entries. They used it to study ratio theorems and for the interpretation of generalized stationary probabilities.
Theorem 2.10 Matrices B n,0 and G n,i as defined in Section 1 satisfy
(2.7)
Proof: For n = 1, the result follows immediately from the definitions. For n ≥ 2,
Thus,
Corollary 2.11 B i,0 is stochastic for all i ≥ 1 if and only if
Lemma 2.12 Let P be stochastic. If B i,0 is stochastic for all i ≥ 1, then so is B 0,0 .
Proof: Notice that
and that B i,0 is stochastic for all i ≥ 1. The result follows.
Theorem 2.13 Let P be stochastic. P is recurrent if and only if
Proof: Suppose first that P is recurrent. Let f (i,r),(j,s) be the probability that the process ever makes a transition into state (j, s), given that the process starts in state (i, r).
We have f (i,r),(j,s) = 1 for all i ≥ 0, 1 ≤ r ≤ k i , j ≥ 0 and 1 ≤ s ≤ k j . Stochasticity then follows from Corollary 2.11 and
Suppose now that i−1 k=0 G i,k is stochastic for all i ≥ 1. Then, B i,0 is stochastic for all i ≥ 1 from Corollary 2.11. Partition the transition matrix P according to L 0 andL 0 as in Theorem 2.4 and consider the censored process with censoring set L 0 , which gives us
By Lemma 2.12, B 0,0 is stochastic. Now, for a Markov chain with transition matrix B 0,0 , consider the censored process with the censoring set consisting of the single element (0, 1).
Since B 0,0 is finite stochastic matrix, the transition matrix of the censored process is also stochastic. Hence, the only entry in this matrix is one. Take
It follows from vi) of Lemma 2.2 that P E 1 = P E 2 E 1 . Therefore, the only transition probability in the transition matrix of P E 1 is equal to f (0,1),(0,1) according to the definition of the censored process, which in turns equals 1. Recurrence thus follows from irreducibility.
Corollary 2.14 Let P be stochastic. P is recurrent if and only if B i,0 is stochastic for all i ≥ 1.
Proof: Use Corollary 2.11 and Theorem 2.13.
Remark 2.15
It follows from the definition of G i,k that for any Markov chain,
k=0 G i,k is either stochastic or substochastic for any i.
For i ≥ 0 and j ≥ 0, define M i,j to be a matrix of size k i × k j . When i = j, the (r, s)th entry of M i,j is the expected number of transitions needed to enter level j for the first time by hitting state (j, s), given that the process starts in state (i, r). When i = j, the (r, s)th entry of M i,j is the expected number of transitions needed to return level j by hitting state (j, s), given that the process starts in state (i, r). 
The proof of the following lemma is obvious, and is therefore omitted. Proof: a) According to Theorem 2.1, A 0,n = R 0,n + n−1 k=1 A 0,k R k,n for n ≥ 1. For convenience, we agree to write A 0,0 = I. Notice that A 0,0 was defined as P 
For any n ≥ 1, using the above inequality repeatedly leads to
and then
N +1 converges, and since by assumption B N < ∞ for some N , ∞ k=1 A 0,k also converges. Thus, P is positive recurrent by Corollary 2.18. b) If P is positive recurrent, then B 0 < ∞ by Theorem 2.1 and Corollary 2.18. For any Remark 2.22 i) When rows of P are repeating, the above corollary gives a necessary and sufficient condition for positive recurrence, which will be discussed in the next section. ii)
We will provide one example, Example 5.2, to show that the conditions cannot be sharpened any further. iii) When R i,j are scalars, lim n→∞ (D N ) n = 0 for some N ≥ 0 is equivalent to
Markov chains in block form and with repeating rows
In this section, we study a special type of Markov chains in block form, that have the property of repeating rows (or columns). Markov chains of GI/M/1 type and M/G/1 type are special cases. Results given in the previous section will be sharpened and new results will be also provided. By repeating rows, we mean that the transition probability matrix partitioned as in (1.1) has the following form: It is easy to see that for any censoring set L ≤n with n ≥ 1, the fundamental matrix of the censoring Markov chain remains the same because of the repeating property of the transition matrix. The next corollary directly follows from the above property and the definition of R i,j .
Corollary 3.1 For the block-structured Markov chain P with repeating rows as given in (3.8), R i,n and G n,i depend only on the difference n − i for all 1 ≤ i ≤ n − 1.
Remark 3.2 Because of Corollary 3.1, we can write R n−i = R i,n and G n−i = G n,i for i > 0. When i = 0, R 0,n may not be equal to R n and G n,0 may not be equal to G n .
Proof: For any n ≥ 1, partition P according to censoring set L ≤n−1 and its complement:
Denote the (i, j)th element of the fundamental matrixQ by
since lim n→∞ P n+k,0 e = 0 for all k ≥ 0. The interchange of the limit and the summation is justified by the dominated convergence theorem. Let f n,k = q 1,k+1 P n+k,0 e. f n,k ≤ q 1,k+1 P 1+k,0 e for all n ≥ 1 since P n,0 e is decreasing. Also, ∞ k=0 q 1,k+1 P 1+k,0 e < ∞. The dominated convergence theorem now applies. 
) is recurrent if and only if G is stochastic.
Proof: a) Let A = ∞ k=1 A 0,k . From Theorem 2.1, we see that A = R 0 + AR. If P is positive recurrent, then 0 < R 0 < ∞ by Corollary 2.18. By repeatedly using A = R 0 + AR, we can write
Since R 0 > 0, it follows that ∞ k=0 R k < ∞ and therefore lim k→∞ R k = 0. To prove the other half of the conclusion, use ∞ k=0 R k < ∞ since lim k→∞ R k = 0 and use A = R 0 + AR repeatedly to obtain
The positive recurrent property of P now follows from Corollary 2.18.
b) If P is recurrent, then for all n ≥ 0, B n,0 is stochastic from Corollary 2.14. It follows from Theorem 2.10 that for n ≥ 2,
Taking the limit as n → ∞, it follows that G is stochastic. By using the repeating property of the transition probabilities and the assumption that ∞ k=−∞ A k is stochastic, we have P n,0 e = (P n+1,0 + P n+1,1 )e, for all n ≥ 1.
For any censoring set L ≤n with n ≥ 1, the fundamental matrixQ = (q i,j ) i,j∈{1,2,...} is independent of n. Consider two censoring sets L ≤n and L ≤n−1 . We have
and
Combining (3.11) and (3.12), together with (3.10), leads to G n,0 e = (G n+1,0 + G n+1,1 )e, for all n ≥ 1. (3.13)
Now, for any n ≥ 1, since (3.13) and G n,k = G n−k for k = 1, 2, . . . , n − 1, we have
The second last equality follows from Lemma 3.3. Finally, we complete the proof by using Corollary 2.14.
Remark 3.5 i)
We can use a) and b) of Theorem 3.4 to give a necessary and sufficient condition for a null recurrent Markov chain. ii) For the scalar case, the condition lim k→∞ R k = 0 in a) of Theorem 3.4 is equivalent to R < 1. However, for the block case, this condition is not equivalent to R being substochastic (see Example 5.5).
When the transition matrix P has the repeating property, one may analyze the Markov chain using the generating function technique. In the scalar case -all blocks in P are numbers -it is well-known that the factorization of the so-called queueing equation plays a key role. This factorization was obtained in Grassmann (1985) in terms of R n and G n .
In the following, we discuss the factorization for the block-structured Markov chain P . Let P n n−i,n be the (n − i, n)th block of the transition matrix of the censored Markov chain with censoring set L ≤n . Grassmann and Heyman showed that if P is ergodic, then P n n−i,n is independent of n if n > i ≥ 0. By using the same argument one may see that this claim is also true for a non-ergodic P . Let Φ i = P n n−i,n for 0 ≤ i < n.
Lemma 3.6 Let E 0 = I − Φ 0 and define R(z), G(z) and Q(z) by
14)
where
Proof: This follows from direct algebraic manipulations. Some steps are shown below. 
Theorem 3.8 For an irreducible Markov chain with repeating rows as given in (3.8),
and b) if the Markov chain is recurrent, then 
Markov chains with scalar entries
When all entries, except the boundaries, of the Markov chain defined in (1.1) are scalars, all results given in previous sections are reduced to scalar form. We will not repeat these results. We only give those results, which need additional attention or are not valid for block-structured Markov chains. Therefore, in most cases of this section, we will study the Markov chain with repeating property. The transition probability matrix is assumed to be
. Proof: The proofs to a) and b) are similar, we only give the details of the proof to a) here. If ∞ k=1 c k < 1, let x = αe iθ be the complex expression of an arbitrary solution of f (z) = 0. we want to show that |x| > 1. Suppose that it were not true, then
which is a contradiction. If all the solutions of f (z) = 0 lie outside the unit circle, but
Since all the solutions of f (z) = 0 lie outside the unit circle, f (1) > 0. Also, we know that f (0) = −1. Therefore, there exists a solution inside the unit circle, which is a contradiction.
For scalar cases, we will often use lower case letters for notations instead of upper case.
For example, we will use r i,j , g i,j , a i,j , b i,j and etc. for the corresponding measures R i,j , 
where R(z) = 0 gives all zeros 1/θ k , k = 1, 2, . . . , m. We then obtain the relationship between r k and θ k : Proof: For j = 0, we have
by using Theorem 2.4. For j ≥ 1, again by using Theorem 2.4, we have 
and an irreducible Markov chain is recurrent if and only if p (a i,0 , a i,1 , a i,2 , . . . , ) with a i,i = 1, then a in the above theorem can be replaced by a i for any i ≥ 1. ii) One may also discuss right regular vectors of P in terms of b i,j . Proof: For any censoring set L ≤n with n ≥ m, the fundamental matrixQ = (q i,j ) i,j∈{1,2,...} is independent of n. Therefore,
Consider the following irreducible Markov chain whose transition matrixP = (p i,j ) is defined byp i,j = β i−j for all i ≥ 0 and j ≥ 1 such thatP is a stochastic matrix. We will use a bar on the top of symbols for the corresponding measures for Markov chainP . For any censoring set {0, 1, 2, . . . , n} with n ≥ 1, the fundamental matrix is the transpose ofQ.
Therefore,ḡ i = r i for i = 1, 2, . . .. Now, the theorem follows from Remark 2.15.
Remark 4.9 As we mentioned in Remark 3.5, R is not always stochastic or substochastic even if the Markov chain is ergodic (Example 5.5).
Examples and conclusions
In this section, we present several examples to illustrate some of the results obtained earlier.
These examples may be meaningful and are often crucial for a better understanding of the results obtained in previous sections and conditions imposed.
Our first example is the basic example in block form. For this example, all the important measures introduced in this paper can be explicitly expressed.
Example 5.1 The transition matrix of the basic example in block form is given by
where all P i and Q i are finite matrices of appropriate size. Let P ≤0 = I and P ≤n = P 1 P 2 · · · P n for n ≥ 1.
By direct calculation, one finds that all R i,j = 0 except when i = j − 1, in which case, R j−1,j = P j for j ≥ 1 and all G i,j = 0 except
It follows from Theorem 2.1 and Theorem 2.10 that A 0,n = P ≤n and B n,0 = G n,0 for n ≥ 1.
Also, we notice that G n,0 e = e − lim k→∞ P ≤n+k e. Therefore, the Markov chain is positive recurrent if and only if 
Interesting performance measures can be easily determined as soon as the fundamental matrixQ = ∞ k=0 Q k is obtained. For the purpose of finding r 1 , g 1 , a 0,n and b n,0 , it is enough to find the (1, 1)st entry q 1,1 ofQ. Notice that all r k = 0 and g k = 0 if k > 1. Let r = r 1 , g = g 1 and q = q 1,1 . For this special case, q can be analytically found using the repeating property. We summarize some measures of interest as below. q = min 1 λ , 1 µ , r = λq, g = µq, a 0,n = r n , and b n,0 = g n for n ≥ 1.
It is interesting to notice that when the Markov chain is recurrent, r is equal to ρ = λ/µ, the traffic intensity; and when the Markov chain is transient, g is equal to 1/ρ, the inverse of the traffic intensity. Also, regardless of whether or not the Markov chain is recurrent, the nonnegative left regular vector of P is equal to π 0 = 1 and π n = ρ n for n ≥ 1. This is unique up to multiplication by a scalar. It means that π n = a 0,n if the Markov chain is recurrent; and π n = b Example 5.5 This example was designed to show that for an ergodic Markov chain, R need not be substochastic. Consider the shortest queue with jockeying, which was first considered in [6] . Let λ be the arrival rate and let two service rates be equal µ 1 = µ 2 = µ/2.
When the Markov chain is ergodic, ρ = λ/µ < 1, R can be expressed as It is clear the lim k→∞ R k = 0. However, R is not substochastic or stochastic since the row sum of the second or third row is ρ(1 + ρ) > 1 whenever (−1 + √ 5)/2 < ρ < 1.
Before we make final conclusions, we would like to mention that since we are dealing with infinite matrices, the associativity of matrix multiplication cannot be taken for granted.
Many proofs would have been much simpler if we had dealt with finite matrices. For example, let P be a stochastic matrix partitioned according to {i} and its complement:
Since D = (I − Q)e, we can write
Since associativity does not always hold, one cannot write it as UQD = U [Q(I − Q)]e = U e = 1 − p i,i .
Otherwise, P would be always recurrent because the probability of ever returning to i is f i,i = p i,i + UQD = 1.
In this paper, we have studied the measures R i,j , G i,j , and related ones to characterize 
