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Hadamard systems and balanced weighing systems, generalizing Hadamard matrices and 
balanced weighing matrices respectively, are defined and their properties are examined. Some 
of these systems are constructed and then used in constructing infinite families of BIBD’s. 
We assume that the reader is familiar with balanced incomplete block designs, 
projective geometries, pairwise balanced designs, group divisible designs, or- 
thogonal arrays Hadamard matrices [2-5,7,12,16]. 
In particular, a balanced incomplete block design (BIBD) is an arrangement of v 
objects a,, a2,. . . : a, into b blocks B1, B2,. . . , I$, such that each object occurs in 
I blocks, each block contains k objects and every pair of distinct objects occur 
together in A blocks. The parameters (u, 6, r, k, A) of a BIBD satisfy bk = ur and 
r(k - 1) = h(u - 1). A BIBD can be represented by a u x b incidence matrix 
M = (mij), where mij = 1 if Qi E Bj and mij = 0 if Ui4 Bj for i = 1,2, . . . , u and 
j=l,2,..., b. Whenever no confusion arises, the incidence matrix of a BIBD will 
be referred to as the BIBD. 
A symmetric B1.Q or an’ SBIBD, is one with o = b and thus r = k. The 
parameters (u, k, A) of an SBIBD satisfy (u - l)A = k(k - 1). Necessary conditions 
(Bruck-Ryser-Chowla) for an SBIBD with parameters (u, k, A) to exist are: 
(i) If u is even, (k - A) is a square. 
(ii) If v is odd, then the equation Z2 = (k - ,9)X* + (-1)(“-1)‘2A~ has an 
integral solution different from x= Y=Z=O [or equivalently 
(k -A, (-1)‘“-‘“2A), = +l for all odd primes p where ( , ),, denotes the Hilbert- 
norm residue symbol]. 
Given an SBIBD with parameters (u, k, A), a deriued BIBD is one whose 
objects are those belonging to block B,, and blocks are Bi n B,, i = 1,2, . . . , v - 1 
and a residual BIBD is one whose objects are those not belonging to B, and blocks 
are Bi\Bu, i=l,2,...,U-1. 
* The paper is based on the author’s doctoral dissertation written under the supervision d Prof. N.J. 
Pullman, Queen’s University, Kingston, Ontario, Canada. 
TThe paper is published posthumously after the unfortunate death of the author in July 1982. 
OC’i2-365X~83/0000-0000/$03.00 @ 1983 North-Hoiland 
62 D.P. Rajkundlia 
A BIBD with parameters (u, nr, r. k, A) is said to be resoIoable (RBIBD) if it is 
possible to separate its blocks into r disjoint sets of n blocks each such that each 
object occurs exactly once in each set. 
The concepts of a finite projective geometry and its dimensions are well known. 
In a finite projective of dimension n, the number of points in a subspace of 
dimension k is necessarily 1 + q + - - - +qk, where q is the order of the projective 
geometry. Subspaces of dimension (n - 1) are called hyperp&nes, and we say that 
a hyperplane belongs to a point if it contains the point. We remark that with 
hyperplanes as objects and points as blocks, a finite projective geometry of 
dimension n is an SBIBD with parameters ((@‘+I- l)/(q- l), (q” - l)/(q- l), 
(qn-’ - l)/(q - 1)). Residual BIBD’s of these SBIBD’s correspond to affine 
geometries. 
Definition 1.1 [lo, 11, 131. ATI SBXBD with parameters (n*t+n+l, nt+l, t) is 
called a geomerroid of order n, denoted G,(t). This generalizes projective geomet- 
ries as SBIBD’s. A residual BIBD of a geometroid G,(t) will be called an afine 
geomerroid and denoted A,(t). The parameters of A,(t) are (n(nt- t+ l), n(ntf 
11, nr+ 1, rtt - r+ 1,~). Often, we will be interested in the complement G;(t) of a 
geometroid G,(I), an SBIBD with parameters (n*t +n + 1, n(nr--t + l), (n - 1) 
(nr - r -+- 1)). 
Definition 1.2. A group divisible incomplete block design (or a GD design) is an 
arrangement of u distinct objects into b blocks such that each block contains k 
distinct objects and each object occurs in r different blocks with the following 
incidence property. The u objects can be divided into m groups of n objects each 
such that two distinct objects from the same group occur together in Al blocks and 
two objects from two different groups occur together m A2 blocks. A GD design 
can he represented by an incidence ma.trix in a similar fashion to a BlBD and its 
parameters satisfy u = mn, bk=ttr and (n-l)h,+n(m-l)A,=r(k-1). The 
parameters of a GD design also satisfy (r - A,) a 0 and (rk - uA2) 3 0 and this 
allows the following exhaustive and mutually exclusive classification: 
( 1) Singular GD designs characterized by r = A,. 
(2) Semi-reguiar GD designs characterized by r> A, and rk = uA2. 
(3) Pegwlar GD designs character&l by r ~‘4~ and rk > uA2, 
Notation 1.3. We write [w”’ for the direct product Ma.!,,, the matrix obtained 
by replacing every entry m of M by an n x t constant matrix with all entries m. 
Theorem 1.4, Zf D is a BIBD with parameters (m, b, r, k/n, A*), then [D]“” is Q 
CD design with parameters u = mn. 6, r, k, A, = r, AZ, m, n. Conoersely, euery singu- 
lar GD design is obtainable in this way. 
‘korrtm 1.5. For a semi-regular GD design, b 2 v - m + 1 and k is divisible by m. 
Furthc rmore, if k = cm, then every block must cor!tain c objects from every group. 
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‘Elreorem 1.6. For Q regular GD design, b bv. Necessary conditions for the 
existence of a symmetrical (i.e. v= b) regular GD design with parameters 
u, b, r, k, AI, A*, m and n are: 
(1) If m is euen, r2- vA2 must be a square. 
(2) If m = 2 (mod 4) and n is even, then (r - A,, -l&, = + 1 for all odd primes p. 
(3) If m is odd and n is even, then (r-AI) is a perfect square tind ((-l)“nAa, 
r2 - vA2& = +l for all odd primes Q, where a = $m(m - 1). 
(4) If m and n are both odd, then ((-l)“nA2, r2 - vA,),((-l)%, r - A,), = +l for 
all odd grimes p where a =$m(m - 1) and fl =in(n - l), and ( , ),, dentites the 
Hilbert norm-residue symbol. 
Definition 1.7. An orthogonal array of strength 2 and size N with k constraints 
and n leuefs is an N x k matrix with entries ffrom the set {1,2, . , . , n} such that 
each N x 2 submatrix contains each possible 1 x 2 row with the same frequercy A, 
where A is called the index of the array. Such an orthogonal array is denoted 
OA[N, k, n, 21. 
lbeorem 1.8. A semi-regular GD design with parameters v = mn, b = n2Az, r = 
nA2, k = m, Al = 0, A2, m, n exists if and only if an orthogonal array 
0A[A2n2, m, n, 21 of index A2 exists. 
Remark 1.9. In a Hadamard matrix of order m, replacing +l and -1 by [A y] afid 
[y :] respectively {or by [i] and [f] respectively} gives a GD design with parame- 
ters u=b=2m, r=k=m, A,=O, A2 =fm, m, n = 2 [an orthogonal array 
OA[2m, m, 2,2] with index $m]. 
Defirdtim 1.10 [lo]. A balanced weighing matrix of order and weight k 
W(U, is a x v matrix W with entries from (0, -1, +l} such that: 
(1) wu/r= kl,, and 
(2) 1 WI is an incident matrix of an SBIBD with parameters (v, k, k(k - l)/(u - l)), 
where 1 WI is a O-l matrix obtained by replacing -1’s by +1’s in W. 
Remark 1.11. Often we will be interested in starting with an incidence matrix of 
an SBIBD and seeing if some of the l’s can be replaced by -1’s to give us a 
balanced weighing matrix. If this is possible, the SBIBD is said to be signabk (see 
lm. 
Theorem 1.12. In a balanced weighing matrix, replacing 0 by [i “61, +l by [A :] 
and -1 by [y A] we obtain a symmetric, regular GD &sign. Using necessary 
conditions for Theorem 1.6 we get the following necessary conditions: 
(1) If v is even, then k - A must be a square. 
(2) If u is odd, then the equation z2 - - (k - A)X2 + (-1)‘“-‘)‘2h~ must have an 
integral solution other than X = Y = Z = 0. 
(3) A must be even. (A = k(k - l)/(u - 1) in (l), (2), (3).) 
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(4) Zf u is odd, k must be o square. 
(5) of u = 2 (mod 4), then the square-free part of k must not be divisible by a 
prime p = 3 (mod 4). 
Tbeomn 1.13 (I. Blake, see [lCl& Comp!ernenrs of the SBIBD’s comspotiing 
to Desarguesian projective geometries of order p are signnble if p is an odd prime 
power. 
2. Introduction 
Consider a construction of an incidence matrix of an SBIBD with parameters 
(25,9,3). Part of the matrix may be filled as in Diagram 1 where the last 
four rows (and the last four columns) are filled using 
101010 
A= 
100101 
[ 1 011001’ 010110 
an incidence matrix of an affine plane of order 2. In this case, observe that each of 
the 3 x 3 submatrix in the unfilled part has to be a permutation matrix and the 
unfilled part has to be an incidence matrix of a GD design with parameters 
v=b=lS, r=k-6. A,=O, h,=2, m=6 and n=3. So, the necessary and 
Diagram 1 
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sufficient condition to fill the above matrix is the existence of a system of 6 3 x 6 
matrices uch that (i) all the columns of each matrix are permutations of 1,2,3 
and (ii) any two rows frcm two different matrices, when superimposed, agree at 
exactly two positions; We shall, call such a system a ‘Hadamard system H(3,2)‘. 
In a similar construction of an SBIBD with parameters (61,16,4), we can fill 
the first four rows and columns as before and the last 9 rows and columns using 
tbe incidence matrix of an a%ne plane of order 3. The necessary and sufficient 
condition to fill the central 48x48 submatrix is the existence of a ‘Hadamard 
system H(4,3)‘. Such construction motivate the following definition. 
TDe&i&n 2.1. A Hadamard system with n levels and index d, denoted H(n, d), is 
1 system of nd n x nd matrices uch that: 
(1) All the columns of each matrix are pemutations of the integers 1,2, . . . , n. 
(2) Any two rows from two different matrices in the system have exactly d 
incidences, i.e. if they are superimposed, they agree at exactly d positions. 
Rem& 2.2, We shall also think of the Hadamard system H(n, d) as an nd X nd 
matrix whose entries are permutations as each column of the nd matrices of the 
system is a permutation. In this case, replacing each permutation by the corres- 
ponding permutation matrix gives us an incidence matrix of a GD design with 
paramet&s u = b=n2d, r=k=nd, 
design will be denoted [H(n, d)],. 
X1=0, h2=d, m=nd and n=n. This GD 
Example 2.3. A Hadamard system with 3 levels and index 2, H(3,2): 
I I I I I’ 
IPQI PQ 
IPPQQI 
IQPPIQ 
IIQPQP 
IQI QPP 
where I= [), P=($ and Q=(i) 
The GD design [H(3,2)],, corresponding to the Hadamard system above is shown 
in Diagram 2. 
A Hadamard system with 2 levels and index d exists if and only if a Hadamard 
matrix of order 2d exists since replacing +l and -1 by permutations [a] and [T] 
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100 100 100 100 100 100 
010 010 010 010 010 010 
001 001 GO1 001 001 001 
100 010 001 100 010 001 
010 001 100 010 001 100 
001 100 010 001 100 010 
100 010 010 001 001 100 
010 001 001 100 100 010 
001 100 100 010 010 001 
100 001 010 010 100 001 
010 100 001 001 010 100 
001 010 100 100 001 010 
100 100 001 010 001 010 
010 010 100 001 100 001 
001 001 010 100 010 100 
100 001 100 001 010 010 
010 100 010 100 001 oci 
001 010 001 010 100 100 
Diagram 2 
respectively in a Hadamard matrix gives us a Hadamard system with 2 levels, and 
conversely. Thus Hadamard systems generalize Hadamard matrices. 
Considering a Hadamard system H(n, d) as a nd X nd matrix of permutations; 
permutation of its rows, permutation of its columns, multiplication of all the 
entries of any row by a permutation or multiplication of all the entries of any 
column by a permutation gives us a Hadamard system with the same parameters. 
Hadamard systems thus obtained will be called equiualent. In view of this, it is 
always possible to normalize any given Hadamard system to an equivalent one, all 
of whose entries in the first row and the first column are identity permutations. 
Given any Hadamard system, deleting the first row and the first column after 
normalizing it gives us a core of the Hadamard system. As in the case of Hadamard 
matrices, it is possible to normalize a Hadamard system in different ways and 
obtain different cores. 
‘ILkrem 2.4. lf two lfadamard systems with n levels and indices d, and d, exist, 
then so does one with n levels and index nd, d,. 
Proof. Think of Hadamard systems as matrices whose entries are permutations. 
The direct product of the two Hadamard systems H(n, d,) and H(n, d2) gives the 
required Hadamard system H(n, nd,d,). 
Fo: example, the direct product of a Hadamard system 
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with itself gives the Hadamard system 
H(3,3) = 
‘II I I I I I I I’ 
IPQI.PQI PQ 
IQPI’QPI’QP 
IIIPP#QQQ 
IPQPQIQIP 
IQPPIQQPI 
II I QQQPPP 
IPQQIPPQI 
_I QP QP 1 P I Q. 
where I = [i], P=[-] and Q=[$ 
‘Ilworem 2.5. Giuen any Hudamard system H(n, d), let A be a n*d x nd matrix 
whose rows are the rows of the nd n x nd matrices of the Hadamard system. When 
the first column of A is compared with any other column of A, for each i 
(i = 1,2,. . . , n), the number of rows for which there is 1 in the first column and i in 
the other column is exactly d. 
Proof. Let B be the nd x nd matrix formed by rows of A such that their 1st 
entries are 1. Clearly these rows come from different matrices of H(n, d) and thus 
any two of them have d incidences. Therefore, the total number of non-incidences 
S, when all the possible rows of B are compared is $d(nd - l)(n - 1)d. Let tij 
(i=l,..., n;j=l,..., nd) be the number of i’s in the jth column. If we let Si 
(j=l ,***, nd) be the number of non-incidences contributed by the jth column to 
form S, then for each 1 <j s nd, we have 
Si = $ $tii(nd -- tij). 
i=l 
Since t,, = n.d and til = 0 if if 1, we have S1 = 0. Using e.g. Lagrange multipliers, 
it is easy to verify that for jf 1, Sj has a maximum possible value when tij = d for 
all i. This maximum possible value for Sj is 4nd(n!d - d). Since the total number of 
non-incidences S = $ad(nd - l)(n - l)d, each column has to contribute this max- 
imum and thus tij = d for all i and for all jf 1. This proves the theorem. 
Corolkry 2.6. If a Hudamard system with n levels and index d, H(n, 4, axis& 
then SO does an orthogonal array of strength 2, size n*d, with nd constraints, n levels 
and index d. 
Proof. A, as in 2.5, is an O.A[n*d, nd, n, 21 with index d. This is so because the 
argument in 2.5 can be repeated for any integer other than 1 and any column of 
A other than the first column. 
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Corollary 2.7. The transpose of he incidence matrix of a GD design [H( n, d)], is 
crlso an incidence matrix of a GD design with the sume parameters. 
We will now define ‘balanced weighing systems’ which generalize balanced 
weighing matrices in the same fashion as Hadamard systems generalize Hadamard 
matrices. 
DeiinitioE 2.8. A balanced weighing system of order u, weight k and with n leuels, 
denoted W(u, k ; n), is a system of u n X t, matrices such that 
(1) Each column in each matrix is a column of n zeros or a permutation of 
integers 1,2,. . . , rr. 
(2) The number of incidences of non-zero elements between two rows from 
two different matrices of the system is h/n where A = k(k - l)/(u - 1). 
(3) The u x u O-l matrix whose rows are obtained from the u n x u matrices of 
the system by replacing (i) a column of zeros by 0, and (ii) a non-zero column by 1 
is an incidence matrix of an SBIBD with parameters (u, k, A) where A = 
k(k - l)/(v - 2) as before. 
An example of a balanced weighing system of order 5, weight 4 and 3 levels, 
W(5,4; 3) is 
[ 
01111 
02222 
03333 
10123 
I[ 1 20231 30312 
11032 
I[ 
12301 
22013 23102 
.33021 31203 I[ 
13210 
21320 
32130 
Remark 2.9. As in the case of Hadamard systems, we can think of balanced 
weighing systems defined above as a u x u matrix whose entries are either 
permuations of columns of zeros. In this case, the replacement of columns of 
zeros by an n x n matrix of zeros and permutations by the corresponding n X n 
permutation matrices gives us a GD design, denoted [W(u, k; n)], with parame- 
ters V-B=vn, R=K=k, A,=O, A2=k(k-l)/((u-1)/n), M=u and N=n. 
Thus, W(5,4; 3) given above can also be written as: 
01111 
1OlPQ 
I 1 0 Q P 
I PQOZ 
I Q P I 0 
where 0= FJ I=[-], p=[IJ and G=[J 
and tI,e corresponding GD design [ W(5,4; 3)], is as in Diagram 3. 
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000 100 100 100 100 
000 010 010 010 010 
000 001 001. 001 001 
100 000 100 010 001 
010 000 010 001 100 
001 000 001 100 010 
100 100 000 001 010 
010 010 OONO 100 OGl 
001 001 000 010 100 
100 010 001 000 100 
010 001 1010 000 010 
001 100 01.0 000 001 
100 001 01.0 100 000 
010 100 001 010 000 
001 010 100 001 000 
Diagram 3 
Theorem 2.10. The following are necessary conditions for the balanced weighing 
system W(u, k; n) to exist. Let h = k(k -. l)l(u - 1). 
(1) A is a multiple of n. 
(2) If D is euen, k-A must be a squa,re. 
(3) If t, = 2 (mod 4) and n is even, (k, -l),, = 1 for aZI odd primes p. 
(4) If u is odd and n is euen, k must be a square and 
(-1, k - ;\);‘“-‘)“(A, k -A)P = 1 
(5) If u is odd and n is odd, then 
(-1, k - A);‘“-‘“*(A, k-A&(-l, 
for all odd primes p. 
k) z(n-l)l*(n, k)p = 1 
for all odd primes p. 
The proof is straightforward. 
Remark errd Dehition 2.11. Often we will be interested in starting with an 
incidence matrix of an SBIBD and seeing whether the l’s can be replaced by 
permutations on n integers 1,2, . . . , n (and O’s by columns of zeros) so as to give 
a balanced weighing system of n levels. If this can be done, we say that the 
SBIBD is n-signable. 
We now give some simple examples of Hadamard systems and balanced 
weighing systems. 
Theorem 2.12. A Hadamard system with n levels and index 1 exists if and only if 
a projective plane of o *der n exists. Thus H(n, 1) exists for n a prime power. 
Proof. Given H(n, 1) Diagram 4 is the incidence matrix of the projective plane of 
order n where [H(n, l)], is the GD design discussed in 2.2, I,, is the identity 
matrix of order n, 0 and 1 are 1 x 1 matrices with entries 0 and 1 respectively. 
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1 1 [o]‘x”2 I CW”” I El1 I 
Diagram 4 
Conversely, given a projective plane of order n [an SBIBD with parameters 
(n*+ n i- 1, n + 1, l)], permute the rows and columns of its incidence matrix so 
that the l’s in the last row and the last column are in the last (n + 1) positions. 
This gives us an incidence matrix of the form shown in Diagram 5. Observe that 
(i) D is a matrix of zeros, (ii) columns of B have no incidences and (iii) rows of C 
have no incidences. Now, the first n2 rows and the first n* columns can be 
permr:ted so that B and C are put in the form [In]“X’ and [Im]l”” respectively. 
From the resulting form of A, the required Hadamard system H(n, 1) can be 
extracted. 
Example 2.13. If n is a prime power, projective planes of order n exist. One of 
these arises from the existence of a finite field F of order n and in this case, the 
following is the corresponding Hadamard system H(n, 1) written in terms of 
elements of E We let o be the primitive element of F, 1 the multiplicative 
identity, 0 the additive identity and p(x) the left regular permutation representa- 
tion of x 
= 
b(O) Pi01 P(O) - * * P(O) P(O) 
P(O) P’J) p(w) ’ * * p(w”-“) p(ar2) 
P(O) f-44 P(02) * ’ - p(aP-*) p(1) 
P(O) PkJ2) p(0”) ’ ’ * p(l) PW 
. . 
. . . 
. . . . 
p(0) p(o”-2) p(1) . . ’ p((ri\ &p-J) 
Corollary 2.14. If n is a prime power, then Hudamard systems H(n, n’) exist for all 
integers i ~0. Furzhennore, if u Hadamard system H(n, d) exists, then so do 
Hadumurd systems H( n, n’d) for all integers i 3 0. 
Proof. Use Theorems 2.4 and 2.9. 
Theorem 2.15. The bcllunced weighing system W(n + 1, n; n - 1) exists if and only 
if u projectiue pfune of order n exist?. 
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n2 n 
A2 
n 
A B 
C D 
0. ..o Il...1 
Diagram S
1 
0 
. 
.* 
; 
i 
. 
. 
. 
1 
-i - 
Proof. The proof is similar to that of Theorem 2.12 and Diagram 6 shows how 
one can be obtained from t.he other. In Diagram 6 below we have, without any 
loss of generality, assumed that the columns of zeros occur in the diagonal of the 
balanced weighing system. 
n2-1 n+l 
n~~~~~ 
Diagram 6
3. Construction of series of BIBD’s 
In this section, we use Hadamard systems and balanced weighing systems to 
construct series of BIBD’s. We first use some Hadamard systems to construct GD 
designs (other than [H(n, d)], seen in the last section) and then use them in 
constructing BIBD’s. In a.11 the constructions, we construct designs by constructing 
their incidence matrices. 
Construction 3;l. If a Hadamard system H(u, d) and a BJBD BO with parameters 
(0, b, r, k, A) exist, then the following construction gives a GD design with parame- 
ters V = v2d, B = vdb, R = vdr, K = vdk, A, = udA, A2 = (v - l)dh + dr, M = vd and 
N= u. Let A be the v2d x vd matrix whose rows are the rows of the vd u x vd 
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matrices ad the Hadamard system H(u, d). Thus A has entries from (1,2,. . . , u} 
and its rolws; can be divided into ud groups of u each such that (i) two rows from 
the same ;group have no incidences and (ii) two rows from different groups have d 
incidences. In A, replace each integer i, 1 6 i < u, by the ith row of the BIBD &. 
It is easy to verify that the O-l matrix thus obtained, denoted [H(u, d)], is a GD 
design with the required parameters. 
We illustrate the above construction using the Hadamard system H(4,l) and a 
BIBD B,, with parameters (4,6,3,2,1). 
Incidence matrix of B,: 
[N(4, l)lBo is shown in Diagram 7. 
[H(4,1)1 : 
BO 
101010 101010 101010 101010 
010110 010110 010110 010110 
100101 100101 100101 100101. 
011001 011001 011001 011001 
101010 010110 100101 OllOOl 
010110 101010 011001 100101 
100101 011001 101010 010110 
011001 100101 010110 101010 
101010 100101 011001 010110 
010110 011001 100101 101010 
100101 101010 010110 011001 
011001 010110 101010 100101 
101010 011001 010110 100101 
010110 100101 101010 011001 
100101 010110 1~11001 010l.0 
011001 101010 100101 010110 
Diagram 7 
Note 3.2. (i) If we think of the identity matrix as a trivial BIBD with parameters 
(u, U, 1, 1, 0), the replacements in 3.1 amount to replacing each permutation of 
Ig(u, d]t by its permutation matrix. Thus the two notations [H(u, d)], and 
[H( v.1 d’)L, are consistent. 
(ii) If B0 is an SBIBD with parameters (0, k, A], then [H(u, d)JB, is a GD design 
with Farameters V= B = v2d, R = K = vdk, A, = udh, A2 = k2d, M= cd and N= u. 
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Conatruetion 3.3. If a Hadamard system H(u, 1) and a BIBD 1% with parameters 
(u, b, r, k, A) exist, then so does a series of BIRD’s B,,,, nl= 0, 1,2, . . . with 
parameters V= um+l, B = b(cI”lo u’), R = ra;“l() u’), K = umfc, h = 
umh + r(cz;’ u’). Using 2.4, we have Hadamard systems H(u, u’) for all integers 
i > 0. &, is known; B, can be recursively constructed as follows: 
B, is a BIBD with required parameters because 
(1) W(u, u”-‘)l& is a GD design with parameters V= urn+‘, B = Pb, R = umr, 
K = u”k, A1 = PA, hz = (u - l)um-‘A + urn-%, M = urn, N = u, and 
(2) [~m-13ux* is a GD design with parameters V = urn”, B = baz%l u’}, 
R = r(Cz;’ u’), K = u”‘k, Al = r(cE;’ u’}, A2 = urn-‘A + r(czi2 u’}, M = u” and 
N=u. 
An m x nt O-l matrix with constant rows sums of rt is said to be r-resolvable if 
its columns can be divided into t disjoint groups of n consecutive columns each 
such that each row of the matrix has exactly r l’s in each group. Columns of an 
RBIBD can be permuted so that it is l-resolvable, BIBD’s constructed in 3.3 and 
GD designs [H(n, d)]% are r-resolvable where r is the row sum of the BIRD BO. 
These designs have been considered in [ 121. 
Lemma 3.4. If ara m x nt O-l matrix X with constant row sum of rt is r-resolwable, 
then the number of incidences between any row of X and a roH# vector [C]lxn, where 
C is a O-l row vector of length t, is equal to the product of the row sum of C and r. 
Proof. Columns of [C)lX”can be divided into t disjoint groups of n consecutive 
columns each, such that each group has either all zeros or all ones. The number of 
groups having all ones is equal to the row sum of C and each such group 
contributes r incidences. 
Corollary 3.5. If X is as in Lemma 3.4 and D is an s X t O-1 matrix (for any s) 
with a constunt row sum, then the number of incidences between any row of X and 
any row of [II]‘“” is the product of r and the row sum of D. 
Constn~ctio~~ 3.6. If Hadamard systems H(n, n - 1) and El(n - 1,l) both exist 
then the construction shown in Diagram 8 where d = n - 1 gives an SBIBND Q1 
with parameters (n(n+ l)(n- l)+ 1, n*, n). 
n2d n d2 
[Idlnxd dn 
KI”“’ H [H(d, 1);“’ d2n 
NJ lX?ld [ll,x” [O]nXdZ n 
Mild”” [H(d, I);“” [Oldrxn [O]da:‘d’ d2 
Diagram 8 
Let’s see why this is so. Observe that 
is an nd x (1+ d+ d*) O-l matrix with (1) row sums= 1 +d=n, (2) number of 
incidences between rows = l., (3) column sums of the first n columns = d, and (4) 
column sums of the last d* columns = 1 + d = n. Such a design is called a pairwise 
balanced design. Using the properties of AO, it can be shown that 
is also a pairwise balanced design. Al is an n*d x (n*d + n + d*) O-l matrix with 
(1) rows sums = nd + n = n(d + 1) = rz*, (2) number of incidences between rows = 
d + 1 = n, (3) column sums of the fust (n*d + n) columns = nd, and (4) column 
sums of the last d* columns= n*. Thus all the row sums of Al are n* and the 
numbe:r of incidences between rows in Al is n. 
Observe also that 
is an ISBIBD with parameters (d* + d + 1, d + l,l). Thus [QJ”” is a BIBD with 
parameters (d* + d + 1, n(d* + cl + l), n(d+ l), d + 1, n(1)). Thus rows in Y have a 
row sum of n( 1 + d) = n*, the number of incidences between rows in Y is n, the 
column sums of the first n*d + n columns of Q1 = nd + d + 1 = nd + n = n(d + 1) = 
n* and the column sums of the last columns of Q1 = n*+O = n*. Furthermore, the 
submatrix of A1 formed by the first n*d + n columns is l-resolvable and rows in Y 
Tre Iof the form [[C]lx” i [O]‘Xd’] where C is a row of the SBIBD QO. Thus, using 
Lenl..~ 3.4, the number of incidences between a IOW of Al and a row in Y is the 
row sum of C = n. Thus Q, is an SBIBD with the required parameters. 
M’e illustrate this construction for the case n = 3. H(3,2) as given in 2.3 is 
and H(2,l) is [~~][~~]. The construction gives us the following incidence matrix 
(see D agram 9) of an SBIBD with parameters (25,9,3). 
We low extend 3.6 to give a series of SBIBD’s. 
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100100100100100100 100 1100 
010010010010010010 
001001001001001001 
100010001100010001 
010ao1uoln00~uJo 
001100010001100010 
100010010001001100 
010001001100100010 
OOBlOOlOoolOOlOOOl 
100001010010100001 
010100001001010100 
001010100100001010 
100100001010001010 
010010100001100001 
001001010100010100 
100001100001010010 
010100010100001001 
001010001010100100 
111111000000000000 
000000111111000000 
000000000000111111 
111000111000111000 
111000000111000111 
000111111000000111 
000111000111111000 
100 1100 
100 1100 
100 0011 
u30 0011 
100 0011 
010 1010 
010 1010 
010 1010 
010 0101 
010 0101 
010 0101 
001 1001 
001 1001 
001 1001 
001 0110 
001 0110 
001 0110 
111 0000 
111 0000 
111 0000 
000 0000 
000 0000 
000 0000 
000 0000 
Diagram 9 
Construction 3.7. If Hadamard systems H(n, n-l), H(n, 1) and H(n - 1,l) all 
exist, then so does a series of SBIBD’s Q,,, with parameters ((n”” - 1)n f 1, 
n m+l, nm) for all integers m = 0, 1,2,. . . . Q,, was considered in the proof of 3.6 
and Q, was constructed in 3.6. Hadamard systems H(n, n - 1) and H(n, 1) exist 
and so, using 2.4, we can construct Hadamard systems Ii(n, nm-‘(n - 1)) for all 
m = 1,2, a - -. We define A0 as in 3.6 and recursively define A,,, as follows: 
A,= I[ ( H n, nm-‘(rz- l))], 1 [A,,,_,j”x1 1 
Now Q,,, can be recursively constructed using A,,, and Qm_1 as follows: 
d2 
where t = n(nm - 1) t 1 and d = R - 1. Q, is an SBIBD with the required parame- 
ters. 
Construction 3.7 gives us series of SBIBD’s if we ca11 construct he required 
Hadamard systems. In Section 5, we do this for the cases when n and (n - 1) are 
both prime powers, i.e., n = 3,4,5,&g, 17,32,128, - . - . Next, we generalize 
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Constructions 3.6 ar 13.7, which will turn out to be the case t = 0 of the next two 
constmctions respectively. 
Cor@n~ctioa 3.8. Using a Hadamard system H(d2 t + d + 1, d) and geometroids 
G,&t) and G,(dt+ l), we can construct an SBIBD Q1 with parameters (nd(n+ 
l)+ 1, n2, n(dt+ 1)) <where n = d’t+d+ 1. Denote G,(dr+l), an SBlBD with 
parameters (d3t+d2fd+l,d2t+d+1,dt+1) as QO. Write Q,, such that all its 
l’s in the last row are in the first n( = d2t + d + 1) positions. Define A0 as Q,, with 
the last row removed. Thus A, is a painvise balanced design with row sum = n, 
number of inciriences between rows = dt + 1, column sums of the first n columns = 
d(di + 1) and column sums of the last d2(dt- f+ 1) columns = n. 
and tet 
.A1 -7 ta.1’““. 0 
d2(dt-I+l) 
0, is an SBIBD with the required parameters. The details to be checked are 
similar to the ones in 31.6. 
Constnwtion 3.9. If Hladamard systems H(d2t + d + 1, d) and H(d2t+ d + 1,l) 
exist and geometroids G,Jf) and G,(dt+ 1) also exist, then we can construct a 
series of SBIBD’s Q,,, with parameters (ndpi + 1, PI”‘+‘, n”(dt + 1)) for all integers 
ma0, where n=,d’t+d+l and p,,,=1+n+n2+-..+n”. Wedefine A,and Q, 
as in 3.8. Then A,,, and Q,,, are recursively defined as follows: 
A, = 
Q,,, = 
( FL,V”“( 0 ( 
1 , 1 
d2(dt - t - 1) 
We next consider constructions ,using balanced weighing systems. We will first 
consider those using balanced weighing systems with two levels or balanced 
weighing matrices and then try to generalize the situation, Here, we recall that 
compkments of Desarguesian projective geometries of order 2t + 1 are 2- 
signatlie. u 
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camtrdo113.ldL If the complement of a geometroid G&m) is Zsignable [i.e. 
if the balanced weighing system W((2t+ l)*m +(2t+ l)+ 1, ‘(2t+ l)(2zm+ 1); 2) 
exists] and an afline geometroid A*(t) exists [i.e. a BIBD with parameters 
(2t+2,4t+2,2t+ 1, t+ 1, t) exists], then the following replacement in the bal-, 
aneed, weighing system W 
(1) [$I (or +l) by the incidence matrix of A,(t), 
(2) g] (or -1) by the incidence matrix of the compiement of A,(t), 
(3) [z] (or 0) by a (2t + 2) X (4t+2) matrix of zeros, 
gives a BIBD F with parameters 
0=(2t+2)(rn(2t+1)*+(2t+l)+l), 
b=(4t+2)(&21+1)*+(2t+l)t-1, 
I = (2t+ 1)*(2rm + l), 
k = (t+ 1)(2t+ 1)(2nn + l), 
A = t(2t + 1)(2ffn + 1). 
Verification is left to the reader. 
We illustrate the above construction by construcl:kg a BIBD with parameters 
(16,24,9,6,3) using A,(l) and balanced weighing system W(4,3; 2). F is given 
in Diagram 10. 
000000 101010 101010 101.010 
000000 010110 010110 Ol~JllO 
000000 100101 100101 100101 
000000 011001 011001 01:LOOl 
101010 000000 101010 010101 
010110 000000 010110 lOLOO 
100101 000000 100101 011010 
011001 000000 011001 103110 F = 
101010 010101 000000 101010 
010110 101001 000000 010110 
100101 011010 000000 100101 
511001 100110 000000 011001 
101010 101010 010101 ocoooo 
010110 010110 101001 oc'oooo 
100101 100101 011010 oc~oooo 
011001 011001 100110 ocloooo 
Diagram 10 
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C?amtrodon 3.11. If a geometroid G2(t) exists and (2t+ 1) is a prime power, 
then a series of SIBIBD’s Ei with parameters 
k = (2t+ 1)2(2tm, +1) = (2t+ l)i+i, 
A = t(2t t l)(Zt?ni + l)= t(2t+ l)i* 
where mi=~j~2(2t+l)i-2and i=l,2,..., afso exists. Observe that a projective 
geometry of order (2t+ 1) and dimension i is a geometroid G2,+I(mi) and since 
(2t+ I) is a prime power, the projective geometry exists and its complement is 
2-signable. Furth,ermore, a geometroid G&t) exists and thus (a residual design) an 
affine geometroid AZ(t) also exists. Using 3.10, we can obtain a BIBD Fi with 
parameters: 
u~(2t+2)(~i(2~+1)2+(2t+1)+l)~(21+2)( i 2t+l)i), 
j-0 
b=(4,+2)( i (2t.t l)i>, 
j=O 
t = (2r + 1)*(2fmi + 1) = (2t + l)i+‘, 
k = (f-t 1)(2t + l)i, A = t(Zt+ 1)‘. 
Let I$,, a BIBD with parameters (2r+ I,& + 2,2t, r, I - 1) be the derived design of 
the geometroild G,(t). Since (2r + 1) is a prime power, a Hadamard system 
H(2r f 1, 1) exists. Using Construction 3.3, we can construct a BIBD Bi with 
parameters 
u = (2t-t l)‘+’ =*t( i (2r+l)‘)+l, 
j=0 
b = ,,4,+2@ (:lt+ 1)j). 
j-0 
r=2 t (2r+l)’ =(2r t1)‘+‘--1, k = r(2t + l)i. 
I=0 
h =(2t+l)‘(l-.l)+2t(‘~ (2t+*)‘) 
j-0 
=(2r~l~‘(t-1)+(2t+l)“-l=t(2t~I)‘-l. 
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Ei = 
0 
1 ’ 
. 
1 
r/ 
Clearly it is sufficient o show that the number of incidences between a row in X 
and a row Y is t(2t+ l)i. To do this we observe that the number of incidences 
between any row of B0 and any row of AZ(t) is t and the number of incidences 
between any row of B, and any row of the complement of A,(i) is also t Then 
observe that the first (4t+2)(&(2t+ 1)‘) columns of Ei can be divided into 
groups of (4t + 2) consecutive columns each such that 
(1) rows in X have ii) a row of A,(t), or (ii) a row of the complement of A2( t), 
or (iii) a row of zeros, in each group of columns, and 
(2) rows in Y have a row of B0 in each group of columns. 
Furthermore, the total number of groups of columns having either a row of A,(r) 
or the complement of AZ(t) in any row in X is (2t-t 1)(2mi + 1). Therefore the 
number of incidences between a row in X and a row in Y is t(2t+ 1)(2mtm, + 1) = 
t(2t+ l)i. 
We illustrate this construction by constructing an SBIBD El (see Diagram 11) 
parameters (25,9,3) using G,(l). F, was constructed in 2.10. 
&+ZJ, H(3,I): (i9 (!K) (9. 
Observation 3.12. The series of SBIBD’s with parameters ($(Si” - l‘)+ 
I,$?+‘, 2(5’)), ($(7’+‘- 1) + 1, 7i+1, 3(7’)) etc. exist. 
In generalizing 3.10 and 3.11 to constructions using balanced weighing systems 
with levels other than 2, our Srst problem is to obtain ‘complements’ to replace 
permutations on n integers corresponding to A,(t) and its complement which 
replaced [‘I and [f]. In the next construction, we do this in the case of afline 
geometries. 
Construction 3.13. Let G be a cyclic group of order IZ (n pririie power) generated 
by o. Let a(&) =[uJ~, @I,. . . , CO~+“-~ r be the left regular permutation rep- 
D.P. Rojkundh 
El = 
000000 11?1010 101010 101010 0 
000000 cl10110 010110 010110 0 
000000 1100101 00101 100101 0 
000000 011001 011001 011001 0 
101010 000000 101010 010101 0 
010110 000000 010110 101001 0 
100101 000000 100101 011010 0 
011001 000000 011001 100110 0 
101010 010101 000000 101010 0 
010110 lO?OOl 000000 010110 0 
130101 011010 000000 100101 0 
011001 100110 000000 01100x 0 
101010 101010 010101 000000 0 
01011cl 010110 101001 000000 0 
loololl 100101 011010 000000 0 
011oo:L 011001 100110 000000 0 
11000'0 110000 110000 110000 1 
001100 001100 001100 110000 1 
000011 000011 000011 110000 1 
1100cl0 001100 000011 001100 1 
001100 000011 110000 001100 1 
0000P1 110000 001100 001100 !. 
110000 000011 001100 000011 Y 
001100 110000 000011 000011 1 
000011 001100 110000 00001L 1 
Diagram 11 
resentation of G;. Observe that if P is the permutation matrix of a(w), then Pi is 
the permutation1 matrix of (~(0~) and thus P” = I, is the permutation matrix of 
a(+/) = r?(l). Write Aii for the BIBD B+ constructed in 3.3 using a Hadamard 
sysliem H(n, l).. which exists as n is a prime power, and Pi is Zl$,. A,, j = 
1 ,2,..., n, are BIBD’s corresponding to affine geometries and they will be used 
as ‘complemenas’ in Constructions 3.16 and 3.17. 
Remark 3.14. For the A,‘S constructed in 3.13. 
(i) It can be shown inductively that Cy=, A, is an n’ XX:=, nk matrix d ones. 
Thus the total number of incidences between the Ith row of Ai, and the sth rows 
of Ai,, j = 1,2. . . . , n is the row sum of the tth TOW of Ai, = Ci20 rtk. 
(ii) The number of incidences between the Ith row of Ai, and the sth row of 
Ati, ~b the same as the number of incidences between the Ith row of Akl (x’ = x + 1 
if xfn and n’= 1) and the sth row of Ai,, (y’ = y + 1 if y # n and n’ = 11 because 
columns of A,, for all j, can be divided into groups of n columns each such that 
e:ach row of l4ii has exactly one 1 in each group and an incidence between the Ith 
row of Ai, and the sth row of Ai, occurs in the rth rolumn of a particular group if 
and only if an incidence between the Ith row of A+,# and the sth row of Ai,* occurs 
in the r’th (I*’ = r + 1 if r # n and h’ = 1) columns of the same group. 
(iii) Let C’ and D be two n x nd matrices such that each of the columns is CT(&) 
for some 1 S: j s n and the number of incidences between any row from C and any 
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row from D is exactly d. Suppose 
c = [o(& u(&) * ’ * o(&)], 
D = [+‘I) a(&) - . - ~(a,~+]. 
Let C* and L)* be O-l matrices obtained by replacing each permutation by the 
corresponding Aij in C and D respectively. Let 
C’ = [u(l) a( 1) l - l u(l)], 
D’= [u(oil-k) &,!&. . . u(,Jti-l-kti)J; 
C’* and D’* are obtained by replacing each permutation by the corresponding A, 
in C’ and D’. The number of incidences between any row of c’ and any row of D’ 
is exactly d. Thus D’ has exactly d permutations u(oi) for each i = 1,2, . . . , n. By 
(i), the number of incidences between any row of C’* and any row of D’* is d 
times the row sum of Ail = d ci.-,“, nk. By recursive use of (ii), on columns of C’ 
and D’, the number of incidences between any row of C* and any row of D* is 
also d C~-L!~ nk. 
Deli&ion 3.15. An SBIBD B is cyclic n-sign&e if and. only if R is n-signable 
such that the permutations used in the balanced weighing system form a cyclic 
group of order n. 
Construction 3.16. Let n be a prime power and t = 1 + y1+ - - - + ni-’ (where i is 
the dimension of the affine geometries Ai, which can now be considered as 
‘complement’ affine geometroids A,(t)). In this case, if the complement of a 
geometroid G,,, 1 (m) is cyclic n-signable, then the replacement of permu.tations 
by the corresponding affine geometries A, and columns of zeros by a ni X 1; = l n k 
matrix of zeros in the balanced weighing system gives us a BIBD F with 
parameters 
1) = n((n - 1)t + l)(m(rzt+ 1)2+(Ilf+ 1)+ l), 
b = n(nt + l)(m(nt+ 1J2+(nt-c 1)+ 1), 
r = (nt+ l)“(mnt+ l), 
k=((n=l)t+l)(nr+l)(mnt+l), 
A = t(nt + l)(mnt+ 1). 
The proof of this construction is straightforward. 
Our second problem is to generalize Ian Blake’s result 1.13, i.e., to obtain a 
result like “complements of Desarguesian projective geometries of order (nt+ 1) 
are cyclic n-signable”. We will do this in the next two sections. But assuming that 
such a result exists, we will extend the result of 3.11 in the same fashion as 3.16 
extended 3.10. 
82 D.P. Rajkudia 
C~nsfnrction 3.17. If n and (nt + l), where t = 1 f n +a . . + n’-‘, are both prime 
powers, then a series of SBIBD’s Ei with parameters 
~~~(~~+1)(m(nri1)‘+(~~+1~+1)+1~~(~~+1)[,~~(~~~~1}~]+1, 
.- 
k=(nt+ 1)2(mint+ l)=(nt+ l)i+‘, 
A = t(nt+ l)(mint + l)= t(Flt+ l)i, 
where mi = xi=, (tat+ 1)je2, can be constructed. 
The complement of a projective geometry of order (nr + 1) and dimension i is 
cyclic n-signable and thus we have a Gnl+i(mi) whose complement is cyclic 
n-signable. Using 3.16, we construct Fi. 
LRt BO = [PI’“” where P is a projective geometry of order n and dimension 
i - 1. ‘It can be shown that P’, as defined below, is a projective geometry of order 
n and dimension i, for all j = 1,2,. . . , m. 
p’= Ei = 
Thus the number of incidences between a row of Aic for any j, and a row of BO is t. 
A Hadamard system H( nf + 1,l) which exists since nt + 1 is a prime power can 
be used together with BO in Construction 3.3 (B* is a BIBD with u -L nt + 1) to 
construct a BIBD Bi, such that Ei, as defined above, is an SBIBD with the 
required parame’ters. The proof is similar to the one in 3.11. 
We illustrate the above construction (see Diagram 12) by giving an SBIBD with 
paramiaters (61,16,4), the case n = 3, t = 1 and i = 1. We use the balanced 
\eb.iehirlg system W(5,4; 3) given in the last section as an example and Hadamard 
system: 
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000000000000 1001(10100100 100100100100 100100100100 100100100l00 0 
000000000000 010010010100 010010010100 010010010100 010010010100 0 
ooooooOo00Oo 00100100L100 00~001001100 0010010@1100 001d010ci1100 0 
000000000000 100010001010 100010001010 100010001010, 100010001010 0 
oooOoooooogo 03.0001100010 olooolnooolP 010001100010 010001100010 0 
ooOOtmO00000 01100010010 0011000lQ010 0011b00f0010'Oo1i00010010 0 
000000000000 30000101000l 100001~l0001 100001010001 100001O10001 0 
ooooo0o0000o o~ol00bo~oo1 oi01daonilooi oG3lb0dolool oioimdoioot 0 
0000000000w ooiololooool oo~olcisOoooi oo~or.O~oooOi O0~0l010000i 0 
100100l001qo 000000000000 100100100100 ,0100~O010010 a01p01001001 0 
010010010100 000000000000 010010010100 001O0100101d '160100100001~0 
001001001100 000000000000 001001001100 100100100010 010010010001 0 
100010001010 000000000000 1000l0001010 010001100001 003.100010100 0 
010001100010 300000000000 010001100010 001100010001 100010001100 0 
001100010010 0cm000000000 001100010010 100010001001 010001100100 0 
100001010001 000000000000 100001010001 010100001100 001010100010 0 
010100001001 000000000000 010100001001 001010100100 100001010010 0 
001010100001 000000000000 001010100001 100001010100 010100001010 0 
100100100100 100100100100 000000000000 001001001001 010010010010 0 
010010010100 010010010100 000000000000 100100100001 001001001010 0 
001001001100 001001001100 000000000000 010010010001 100100100010 0 
100010001010 100010001010 000000000000 001100010100 0l0001100001 0 
010001100010 010001100010 000000000000 100010001100 00l100010001 0 
001100010010 001100010010 000000000000 010001100r00 100010001001 0 
100001010001 100001010001 000000000000 001010100010 010100001100 0 
010100001061 010100001001 000000000000 lOOOO101OO10 01010100100 0 
001010100001 001010100001 000000000000 010100001010 100001010100 4 
100100100100 010010010010 001001001001 000000000000 100100100100 0 
010010010100 001001001010 10010010c001 000000000000 010010010100 0 
001001001100 1001001000l0 010010010001 000000000000 001001001100 0 
10001000~010 010001100001 001100010100 000000000000 100010001010 0 
0100011000P0 001100010001 100010001100 000000000000 01000110c310 0 
001100010010 100010001001 010001100100 000000000000 001100010010 0 
1000010101~01 010100001100 001010100010 000000000000 100001010001 0 
010100001001 001010100100 100001010010 000000000000 010100001001 0 
001010100001 100001010100 010100001010 000000000000 001010100001 0 
100100100100 001001001001 010010010010 100100100100 000000000000 0 
010010010100 100100100001 001001001010 010010010100 000000000000 0 
001001001100 010010010001 100100100010 001001001100 000000000000 0 
100010001010 001100010100 010001100001 100010001010 000000000000 0 
010001100010 100010001100 001100010001 010001100010 000000000000 0 
00110001.0010 010001100100 100010001001 001100010010 000000000000 0 
100001010001 001010100010 01010000L100 100001010001 000000000000 0 
0101000O1001 100001010010 0010101c0100 010100001001 000000000000 0 
001010100001 010100001010 100001c)10100 001010100001 000000000000 0 
111000000000 111000000000 111000000000 111000000000 1110000000Q~ 1 
000111000000 000000111000 000000111000 000000111000 111000000000 1 
ooooooillooo 000000111000 000000111600 000000111000 111000000000 1 
000000000111 000000000111 000000000111 000000000111 111000000000 1 
111000000000 000111000000 000000111000 000000000111 000111000000 1 
000111000000 111000000000 000000000111 000000111000 000111000000 1 
000000111000 000000000111 111000000000 000111000000 000111000000 1 
000000000111 000000111000 000111000000 111000000000 000111000000 1 
111000000000 000000111000 ooooocJooo111 000111000000 000000111000 1 
000111000000 000000000111 000000111000 111000000000 000000111000 1 
000000111000 111000000000 000111000000 000000000111 000000111000 1 
000000000111 000111000000 111000n00000 000000111000 00000011L000 1 
1110J0000000 000000000111 000111000000 000000111000 000000000111 1 
000111000000 000000111000 111000000000 000000000111 000000000111 1 
0000001l1000 000111000000 000000000111 111000000000 000000000111 t 
000000000111 111000000000 000000111000 000111000000 000000000~1 1 
Diagram 12 
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Comtrwtion 3.18. If (n - 1) is a prime power and the balanced weighing system 
W(112- n+2, n*- n + 1; n) exists, then the following construction gives an SBIBD 
with parameters (n3+ n + 1) n* + 1, n). Start with thie balanced weighing matrix 
with columns of zeros in the main diagonal. Denote A for the matrix obtained 
from [W(n*- n + 2, n* - n + 1; n’JI by replacing O’s in the n x n submatrix formed 
by the first n rows and n columns by 1’s. Let B be the incidence matrix of a 
projective plane of order (n - l), which exists as (n - 1) is a prime power. It can be 
verified that Diagram 13 where t = n* - n + 1 is an SBIBD with the required 
parameters. 
We illustrate the above construction for the case n = 3: 
W&7; 3) = 
-0I z z z II II. 
1 OPQII QP 
ZPOPQIIQ 
:I QPOPQZZ 
I1 QPOPQI 
1IIQPOPQ 
I QI 1 QPOP 
_Z P Q I I Q P 0. 
r0.i rli 
where 0 =l;], Z=L:], P=[i] and Q=[i] 
gives the following SBIBD with parameters (31,10,3) (see Qiagram 14). 
As we will see in the next two sectional, a balanced weighing system W( n” - n + 
2, n*- n + 1; n) exists when (n2- n + 1) is a prime power and thus SBIBD’s with 
parameters tn3 + n + 1, n* + 1, n) can bt: constructed whenever (n - 1) and (n* - 
n + 1) are prime powers. SBIBD’s with these parameters and conditions have 
been constructed in [13]. 
n nt r 
n 
nr 
Diagram 13 
4. Regular Hadamard systems 
We have seen that Hadamard systems generalize many properties of Hadamard 
matrices. In this section, we consider two properties which could not generalize. 
First, if the order of a Iiadamard matrix is greater than 2, it must be a multiple 
of 4. Since Hadamard systems H(3, I), H(3,2), Hf,3,3) and (as we shall see later) 
H(3,4) atl exist, one cannot get su.ch a result for 311 Hadamard systems. Second, 
there e ,ists a Hadamard matrix of order 41 if and only if there exists an SBIBD 
with parameters (4t - 1,2 t - 1, t - 1) [a geometriod G,(t - l)]. We shall define a 
subclass of Hadamard systems, called regular Hadamard sysf.ems, which contain 
all Hadamard matrices and for which we are able to generalize these two 
properties. We motivate our definition by the proof of the following theorem. 
Th~rcm 4.1. Xf the complement of a geometroid G,(t) is (n - l)-sign&e [i.e. if 
ttlre balanced weighing system W(n26 + n + 1, n2t + n; n - 1’~ exists) and a Hada- 
mard system Ef(n, 1) exists, then a Mudumard system H(n, n(nt- t + 1 j) also exists. 
Praof. Normalize the given Hadamard system H(n, 1) and denote its core as A. 
Let B be an (n - 1) x (n - 1) matrix, all of whose entries are the identity ptrmua- 
tion on n integers. Thus A and B are both (n - %) x (n - 1) matrices whose entries 
are permutations on n integers. The balanced weighing system W is an (n* t + n + 
1) x (n2t + n + 1) matrix whose entries are either columns of zeros or permutations 
on (n - 1) integers. In W, replace columns of zeros by B and each permutation on 
(n- 1) integers by the matrix equivalent to A obtained by performing that 
permuation on the ro’vs of A. This replacement gives us an TX r matrix C, all of 
whose entries are permutations on n integers and where r = (n - l)(n*t+ II + 1) = 
n*(nt - I: + 1) - 1. By counting, it is straightforward b show that C has the re- 
quired incidence reIationships to be a core of a Hadam;ird system H(n, n(nt - t + 1)). 
111 100 100 100 100 100 100 100 coooooo 
111 010 010 010 010 010 010 010 0000000 
111 001 001 001 001 001 001 001 0000000 
100 000 010 001 100 100 001 010 1110000 
010 000 001 100 010 010 100 001 1110000 
001 000 100 010 001 001 010 100 1110000 
100 010 000 010 001 100 100 001 1001100 
010 001 000 001 100 010 010 1rao 1001100 
001 100 000 100 010 001 001 0:-o 1001100 
100 001 010 000 010 001 100 1JO 1000011 
010 100 001 000 001 zoo 010 Cl0 1000011 
001 010 100 000 100 010 001 (901 1000011 
100 100 001 010 000 010 001 LOO 0101010 
010 010 100 001 000 001 100 010 0101010 
001 001 010 100 000 100 010 001 0101010 
100 100 100 001 010 000 010 001 0100101 
010 010 030 100 001 000 001 100 0100101 
001 001 oa1 010 100 000 1oc 010 0100101 
100 001 100 100 001 010 000 010 0011301 
010 100 010 010 100 001 001 001 0011001 
001 010 001 001 010 100 003 100 0011001 
100 010 001 100 100 001 GIO 003 0010110 
010 001 100 010 010 100 O')l 000 0010110 
001 100 010 001 001 010 110 000 0010110 
000 111 111 111 000 000 cso 000 1110000 
000 111 000 000 111 111 C'OO 000 1001100 
000 111 000 000 000 000 111 111 1000011 
000 000 111 000 111 000 111 000 0101010 
000 000 111 000 000 111 300 111 0100101 
000 000 000 111 111 000 000 111 0011001 
000 000 000 111 000 111 111 000 0010110 
Diagram 14 
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The Hadamard system ‘; obtained in 4.1 are of a special kind and the& 
properties are identified in the next definition. 
Debition 4.2. A Hadamard system H(pt, d) is (cyclic) regular with respect o a 
given core C of a Hadamzlrd system H(n, 1) if rows and columns of its core can be 
divided into groups of (n - 1) each sucn that the (ii - 1) X (n - 1) submatrices thus 
formed fall into one of t’ne follciwing two categories: 
(1) All of its entries are identity permuations. 
(2) Some (cyclic) permutations of its rows is C 
For n a prime power, we will often say that H(n, d) is regular meaning that it is 
regular with respect o tile specific ore of the Hadamard system EZ(n, 1) displayed 
in 2.13. Also, we will !;ay that a regular Hadamard system is written in regular 
form if each group of rows and each group of columns in the definition Lzntsins 
consecutive rows and consecutive columns respectively. 
Example 4.3. Of a Hlldamard system H(3,3) written in regular form. 
‘I z II z z z z z I. 
ZZfPQPQPQ 
ZZZQPQPQP 
Z PQZZ PQQP 
Z QPZZQPPQ 
ZPCIQPZZPQ 
Z QPPQZZQP 
Z P 0 P Q Q P Z Z 
0 Q F’ Q P P Q Z I_ 
where Zl[j, P=[:] and Q=[i]. 
‘fbeoaem 4.4. Zf a regular Hadamard system H(n, d) exists, rhen LJ = 1 or d, = 
ntnr - t+ 1) for some inreger t. 
Proof. (1) The delinition of regularity implies nd - 1s 0 (mod n - 1) and there- 
fo:- d = 1 (mod n - 1). 
(2) L-t A be thl: nd x nd matrix formed by tlhc, first entries of the: permutations 
of H(n, d). Without any loss of generality, the first r rows of A are 
d 
r- 1 1 1 --* 1 1‘ ‘1 1 I... @-_~~d . ..I 1’ 1 1 1 1 -‘* 1 1 . . . n . . . : : R-q 
. . , . . 
1 1 1 -a* 1 1 
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If d > 1, A has a (n + 1)th row. Let x be the number of l’s in the first d positions 
of the (n + 1)th row. Every entry in y.yxitions (d + 1) onwards will contribute one 
incidence to the total number of incidences between the (n + 1)th row and the first 
n rows. Thus this total is nx + (n - 1) d. But this must be equal to nd. Hence nx = d 
and so n divides d. 
(3) Combining (1) and (2) gives t.he required result. 
Theorem4.5. Let n be a prime power. A reguZarHadamard system H(n, n(nt - t + 1)) 
exists if and only if the complement of a geometroid G,(t) is (n - l)-signable. 
Proof. One direction was done in 4.1. The definition of regular Hadamard 
systems enables u.s to have the converse by the reverse replacem;icPxt to the one 
discussed in 4.1. 
Corollary 4.6. Let n be a priwle power. A cycle regular Hadamard system 
H(n, n(nt- t+ 1)) exists if and only if the complement of a geometroid G,(t) is 
cyclic (n - l)-signable. 
Observation 4.7. Since Hadamard systems with two levels (those corresponding 
to Hadamard matrices) are trivia.lly regular, the result “the order of a Hadamard 
matrix is either 2 or a multiple of 4” is a special case of 4.4. Furthermore, since 
complements of geometroids G,(t) are trivially 1-signable, the result “a 
Hadamard matrix of order 4( t + 1) exists if and only if an SBIBD with parameters 
(4t + 3,2t + 1, t) exists” is a special case of 4.5. 
Observation 4.8. Further to the necessary conditions for the existence of a 
regular Hadamard system H(I;~, d) discussed in 4.4, for n > 2, we can obtain 
necessary conditious by applying 2.10 to the balanced weighing systems of 4.5. 
For n = 3, the non-existence of H(3, 15), H(3,21), H(3,33), H(3,39), H(3,45), 
H(3, Sl), H(3,57), H(3,63), H(3,69), H(3,87), etc. can bc established. In fact, 
for n > 2, the non-existence r sults for regular Hadamard systems are so abundant 
that the existence conjectures for the case n = 2 and the cases n >2 are at 
opposite ends. 
The well-known Hadamard conjecture says that a regular Hadamard system 
H(2, d) exists if and only if d = 1 or d is even. According to [15], the smallest 
undecided case is d = 134, a Hadamard matrix of order 268. 
Conjecture 4.9. A regular Hstdamard system H(n, d), n a prime power greater 
than 2, exists if and only if d == n’ for some integer i 3 0. That is, complements of
geometroids G,(t) are (n - 1)~.signable if and only if the geometroids are projec- 
tive geometries. 
In [ll] it is observed that the existence of a balanced weighing matrix 
W(112,75) is undecided and thcs for n - - 3 the smallest undecided case is that of 
a regular Hadamard system H(3,75). 
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We will ILOW prove the other direction of 4.9, i.e., comp’lements of projective 
geometries of order n are (n - l)-signable. This will be a step towards generalizing 
1.13, the full strength of which we need for Construction 3.17. 
Theorem 4.10. If H(n, d,) and H(rl, d,) are two cyclic regwhr Hudamard systems, 
then their. direct product H(n, d,)C3H(n, d,) is also a cyclic regular Hadamard 
system. 
Proof. We first denote the core of H(n, 1) given in 2.13 by A and the (n-1)x 
(n - 1) matrix with every entry the identity permutation as B. Permuting the rows 
by writing them in the following sequence: 1st row of list group, 2nd row of 2nd 
group, . . , (n - I)th row of (m - 1)th group, 2nd row of ‘1st group, 3rd row of 2nd 
group, . . . , 1st row of (n-1)th group,..., (n - 1)th row of 1st group, 1st row of 
2nd group, . . . , (n - 2)th row of (II - 1)th group; and permuting the columns in the 
same lashion gives A@A in a regular form. This is because the (rs)th submatrix 
of ACgA after its rows and columns have been permuted is of the form 
PtW+O r+r-‘) p(Q$*+o’+7 . . . 
p(02 + @r+S) . . . . 
. . 
C= 
. 
. 
Q’sserve that w + w’+‘-’ = o( 1 + u#+~-*), O’ + or+’ = o*(l + or+‘-*) and so on. 
TBUS if 1 + w’+‘-* = 0, all the entries of C are p(O) and thus C is the same as Is. If 
l+o ‘+*-* = ok for some k, then C is 
which can be obtained by cycling the rows of A k times. Now observe that if A, 
and A, are two matrices obtained by cycling the rows of A respectively x and y 
times, the same permutation of rows and columns regularize A,@A, as all the 
(n - 1) x (n - 1) submatrices satisfy properties imilar ro C above. It can also be 
seen that the same permutations of rows and columns regularize A, @B, ElBAA,, 
B@B. 
Thus if H(n, d,) and N(n, d2) are regularized, the direct product H(n, d,)@ 
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H(n, d2) can be regukized by 
ZW(n, 03Mn, &)I~ 
where 2 is an n2d1ci2x n2d1d2 permutation matrix 
where 
E 22 
J533 
E 44 
. 
E33 
E 44 
ES5 
. 
. 
. . 
JL E22 
. . . 
. . . 
. . . 
. . . 
En-wt-, 
6, 
E22 
. 
. 
. 
En-2,n-2 
where & is an (n - 1) x (n - 1) matrix, all of whose entries are zeros except the 
(ij)th entry which is 1. 
CoroUary 4.11. CompZements of Desarguesian projective geometries of order n are 
cyclic (n - l)-signable, i.e. balanced weighing systems W(n’+’ - l)(n -- 1), n’; n - 1) 
exist for a11 integers i 3 1 if n is a prime power. 
Proof. The Hadamard system H(n, 1) is cyclic regular. By recursive use of 4.10, 
we get cyclic regular Hadamard systems H(n, n’) for all integers it 1. By 4.5, we 
have the result. 
5. Construction of Hadamard systems and babmced weighing systems 
We commence by recalling the established results on the existence of 
Hadamard systems and balanced weighing systems. 
A Hadamard system H(2, d) exists if and only if a Hadamard matrix of order 
26 exists. Since a large number of Hadamard matrices are known to exist (see for 
example [16]), we have a lot of Hadamard systems with 2 levels. We also know 
that Hadamard systems H(2, d) do not exist if d is odd and greater than 1. 
A Haclamard system H(n, 1) exists if and only if a projective plane of order n 
exists. So Hadamard systems H(n, 1) exist if n is a prime power. In 2.13, 
Hadamard systems H(n, 1) were given explicitly using elements of the finite field 
of order n if n is a prime power. In 2.14, we had Hadamard systems H(n, n’) for 
i 30 and n a prime power. Using the Bruck-Ryser-Chowla Theorem on the 
non-existence of projective planes, we can rule out the existence of Hadamard 
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systems HI(n, 1) if 81 satisfies (a) n 3.11 or 2 (mod 4) and (b) n is not a sum of two 
squares. 
We say in 2.15 that a balanced weighing system W(n + 1, n; n - 1) exists if and 
only if a projective plane of order II exists. We can draw similar conclusions to 
those in ,the last paragraph. However the corresponding recu.rsive result is 4.11: 
Balanced weighing systems W( 1 + rr + - - -+n’, n’; n-l) exist for all integers i>O 
if n is a prime power. 
We now discuss two new &nstruction techniques. 
‘Ikorem 5.1. lf n and (n - 1) arc! both prime powers, then the Hadamard system 
H( n, n - 1) exists. 
Proof. Since n and (n - 1) are both prime powers, we can cionstruct an SBIBD E, 
with parameters (n(n*- l)+ 1, tr*. n) using 2.15. In the construction we use a 
balanced weighing system W( n -I- 1, n ; n - 1) and Hadamard systems H(n, 1) and 
H(n-1,l). 
Assuming that W(n + 1, n ; n -- 1) is normalized, i.e., all of its entries in the first 
column and the first row are the identity permutation except for the (1,l)th entry 
which is a column of zeros, w.e can assume that El is of the form shown in 
Diagram 15 where 
A= mifx( and m=n-1. 
Assuming also that all the entries in the 1st row of H(n, 1) are the identity 
permutation, we can permut.e the :rows and the columns of El and put it in the 
form shown in Diagram 16. This is similar to the SBIBD Q, constructed in 3.6. A 
Hadamard system H(n, n - 1). can be extracted from the submatrix G as G is 
isomorphic to [H(n, n - l)],. 
Example 5.2. Manually performing the steps of the proof of the theorem for the 
case n = 4, we obtain the Hadamard system H(4,3) in Diagram 17. 
?Qeorern 5.3. Jf (i) n = 2 (mod 4). (ii) n is net a sum of two squares, and (iii) 
(n-k: . IS a prime power; then no Hadamard system H(n, n - 1) exists. 
Proof. If H(n, n - 1) did exist, by 3.6 we can construct an SBIBD with parame- 
ters ((n* -- 1)n + 1, n*, n), whose parameters corltradict the Bruck-Ryser-Chowla 
Theorem. 
Next we will try to prove that complements of Desarguesian projective geomet- 
ries of order nt + 1 are cyclic n-signable. If m = nt + 1 is a prime power, from 
4.11. a balanced weighing system W(l + m +. . . -t m’, m’; nt) exists for all inte- 
gers i > 0. The approach we use will involve the replacement of each permuation 
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m2 
m2 
m2 
n2 
n 
m2 
n2m 
mn 
0 
A 
. 
. 
. 
A 
rwxm 
mn mn 
A A . . . 
Wh 1)X”” 
A 
- 
(n + 1)ms 
Diagram 15 
1 
-ii- 
. 
. 
. 
0 
0 
. 
. 
. 
0 
. 
” 
0 
. 
. 
. 
0 
h-1) 
n m* n2m 
[l]mXn I [ol,xm2 1&l 1xnm 
Diagram 16 
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111111111111 
222222222222 I 1 333333333333 444444444444 
111333444222 
222444333111 
I 1 333111222444 444222111333 
111444222333 
I 
222333111444 
333222444111 
444111333222 
I 
124321342314) 
213412431423' 
347143124132 
1 43123421324 , 
1124132234431 
:213241143342 
I 
342314412213 
43142332?124 1 
124213423143 
213124314234 
342431241321 
431342132412 I 
on rrt integers in the balanced weighing syst.em by a permutation on n integers 
such that the resulting system is a balanced v:eighing system W(l + m + - - - t 
m', m': n). Such an approach can also be used for Hadamard systems but before 
doing this, we consider another representation of Hadamard systems. 
Definition 5.4. Given a Hadamard system H[n, d) the characteristic matrices 
corresponding to it are nd X nd O-l matrices Mij, i = I, 2,. . . , n and j = 
1,2, . , . , n, obtained from it in the following way. The (k, s) entry of Mij is 1 or 0 
depending on whether or not integer i is in jth position in the permutation at 
(k, s) entry of H(n, d). 
Remarks 5.5. If Mij are characteristic matrices corresponding to a Hadamard 
system H(n, d). then 
(1) E, M,, = J for all i and Ii Mii = J for .ali j wh$re j is an nd x nd matrix of 1’s. 
(2) c Mi& := (n-l)dl+dJ if i==k, 
i 
lar _ DIj 
if i + k 
where I is an nd x nd identity matrix and J is the nd x nd matrix of 1’s. 
(3) If the I-lad amard system is normalized, all the entries of the first row and 
the first column of each matrix Mij are 0 if if j and 1 if i = j. Furthermore, in this 
case, if Nii is Mii with the 1st column removed, the matrices Ai defined by: 
for i=l,2,... , r;:; are incidence matrices of BIMD’s with parameters (nd, rind - 
lh. rui - 1, d. d - 1). Each Ai is a resolvable BIBD as its n(nd - 1) columns can 
be put into fnd .- 1) groups of n each to satisfy the resolvability condition by 
putting the kth column of each matrix Nij, j = 1, . . . , n, into the same group. 
Furthermore, when if m the kth row of Ai and the sth row of A,,, have 0 
incidences if k - s and d incidences if k f s. 
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(4) If the permutations used in H(n, d) are from a restricted set of n permuta- 
tions such that i appears in jth position in precisely one permutation, then the n* 
characteristic matrices A&, i = I, . . . , n and j = 1, . . . , n can be divided into n sets 
of n each such that the matrices in the same set are all equal. Thus, in such a case, 
there are only n distinct matrices. 
Theorem $6. If the permutations used in a Hadamard system H(n, d) are from a 
group of G of order n which has a normal subgroup T of order t (necessarily n.= rt 
for some integer r), then there exists a replacement of these permutations on n 
integers by those of r integers such that the resulting system is a Hadamard system 
H(r, td). 
hof. Let R be a subgroup of the symmetric group of all permutations on r 
integers S, such that R is isomorphic to G/T. The n.atural homomorphism G + R 
gives us a replacement scheme whereby all the elements of any particular coset of 
T is replaced by a unique permutation on r integers. 
By Remark (4’! of 5.5, there are only n distinct characteristic matrices corres- 
ponding to this H(n, d). The replacement groups these into r groups of t 
matrices each. Using the remarks in 5.5, it is easy to deduce that the r matrices 
obtained by adding the t characteristic matrices in each group are in fact the r 
distinct characteristic matrices of H(r, rd). 
Corollary 5.‘7. For p any prime, Hadamard systems H(p’, p”) r z 1, s 5 0 exist. 
Proof. Additive group of the finite field of order n = p”” has a normal subgroup 
of order p”. So applying Theorem 5.6 to the Hadamard system H(n, 1) given in 
2.13 gives us the result. 
Theorem 5.8. Complements of Desarguesian projective geometries of order nt + 1 
are cyck n - signa ble. 
hoof. If M = nt + 1 is a prime power, by 4.11, we have a balanced weighing 
system W(l+m_+.. . + mi, m’ ; nt) for all i 3 1. The permutations used in the 
system are from a group isomorphic to the multiplicative group of the finite field 
of order nt + 1. This is a cyclic group of order nt and has a normal subgroup of 
order t. By a replacement similar to the one in 5.6, we have a balanced weighing 
system W(l + m + - - - + mi, m’; n), using permutations from a cyclic group of 
order n. 
6. Conclusions 
In this paper, we have constructed following families of BIBD’s. 
I. SBIBD’s with parameters (n(ni+’ - l)+ 1, n’+‘, n’) for integers i 3 1 and n 
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such that n and (n - 1) are both prime powers. The firrt members of these series 
have been :ftudied in [l]. 
II. SBIBD’s with parameters ((2t + 1)((2t+ l)‘+’ - 1)/t i- 1, (2t + l)i+l, t(2t + 1)‘) 
for integers i 3 0 and for I such that (2t+ 1) is a prime power and G*(t) exists. 
III. SBI!BD’s with parameters ((nt + l)(( nt + l)i+’ - 1)/f + 1, (nt + l)i+l, t(nt + 1)‘) 
for integers i 2 0 and for all values of t and n such that (a) n is a prime power, (b) 
t=l+n+n*+ - - - + nc for some positive integer k, and (c) (nt+ 1) is a prime 
power. 
IV. BIRD’s with parameters (oi+‘, bp, rp, uik, u’h + I$) for integers i a0 where 
P=l+U+ . . . . +t)i, p’=l+...+vi-l and (ty, b, r, k, A) are parameters of any 
BIBD with u being a prime power. 
V. SBIBD’s with parameters (n’+ n + 1, n2 + 1, n) for integers n such that 
(n - 1) and (n* - n + 1) are prime powers. 
We will now briefly expose a construction technique for Hadamard systems and 
balanced weighing systems using sets of ditierence sets. In Remark (3) of 5.5, we 
observe that given a normalized Hadamard system H(n, d) we can obtain resolva- 
ble balanced incomplete block designs {A,, A*, . . . 1 A,,} each wiuh parameters 
(nd, n(nd - l), nd - 1, d, d - 1). These RBIBD’s have a property that for i# j, the 
kth row of Ai and the sth row of A,, have 0 incidences if k = s and d incidences if
k # s. We will see how these RBIBD’s can be constructed using sets of difference 
sets. 
To construct an RBIBD with parameters (nd, n(nd - l), nd - 1, d, d-l), it is 
sufficient o partition (m, 0, 1,2, . . . , nd -2) into n sets of d each such that the 
((n - l)d(d - 1) + (d - l)(d - 2)) finite differences modulo nd - 1 of elements in the 
same set have each difference {1,2, . . . , nd - 2) occurring d - 1 times (see [9]). 
For example, the partition ( m, 0), (1,4), (2,3) of (00, 0,2,3,4} satisfies the 
property and gives rise to th,e following RBIBD with parameters (6,1S, S,2,1): 
- (=, 0’1 - t-(L4)- c-(2,3)---* 
~111110000000000 
01~0000100100110 
1 0 1 0 0 (11 1 0 0 1 0 0 0 0 1 1 
2 0 0 1 0 a 0 1 0 1 0 1 0 0 0 1 
3 0 0 0 1 0 0 0 1 0 1 1 1 0 0 0 
4 0 0 1) 0 1 1 0 0 0 1 0 0 1 0 1 
Observe that any permutation of sets of differenct: sets would give us an RBIBD 
with the same parameters. Thus given any latip square of order n, replacing each 
integer with a distinct set gives us a matrix whose rows give the RBIBD’s 
A,, , . . . A, satisfying the condition that the sth row of Ai and kth row of Aj have 
0 irrcidences if s = k and i # j. Thus in the example, rows of 
(0,~) (134) (2,3) 
(273) (0, m) fl,4) 
(114) (293) (0, =) 1 
Families of Bll3D.s 9s 
give rise to three RBIBD’s Al, Al, A3 with parameters (6,15,5,2,1) satisfying 
the condition that the sth row of Ai and the kth row of A, have 0 incidenres if 
s = k and i# j. Now to ensure that these A,, . . . , A, satisfy the condition that the 
kth row of A and the sth row of Ai, have d incidences if k# s and i# j, the set of 
{2(d - 1)d +(n -2)d*) finite differences of the (im)th set and the (jm)th set, 
m=l,..., n has each difference 1,2, . . . , nd -2 appearing d times. This is so in 
the case of the example and we obtain the following Hadamard system H(3,2): 
II I I I I 
II PQQP 
IQQPIP 
=[TJ P=[fJ and Q=E] 
IPQQPI 
Observe that Hadamard systems thus obtained use only n permutations and have 
cyclic cores. Thus, to construct a Hadamard system using sets of difference sets, it 
is sufficient o partition (00, 0, 1, . . . , nd -2) into n sets of d each satisfying the 
‘right’ conditions and find a latin square of order n satisfying the ‘ri8ht’ condition. 
For the case n = 2, this is equivalent to finding a (4t-- 1,2t- 1, t- 1)-difference set 
as this difference set with 00 gives one set and the complement gives the other. All 
the required properties are satisfied as a consequence of the fact that we started 
with a (4t- 1,2t- 1, t- 1)-difference set. So in fact, we have discussed a method 
which is a generalization of the method of constructing Hadamard matrices using 
difference sets. For the case n = 3, there is a unique (up to permutation of rows 
and columns) latin square of order 3. So after obtaining the sets of difference sets 
used to construct he RBIBD, there is only one latin square to try. Manually 
performing the above processes for the case H(3,4), we obtain the difference sets 
(00, 0, 1,3), (2,6,7,0), (4,5,8,10) which satisfies the properties and gives us the 
following Hadamard system: 
‘IIIIIIIIIIII 
IIIPIQQPPQPQ 
IQIIPIQQPPQP 
IPQIIPIQQPPQ 
IQPQIIPIQQPP 
IPQPQIIPIQQP 
!PPQPQIIPIQQ 
IQPPQPQPQIIP 
IQQPPQPQIIPI 
IIQQPPQPQIIP 
IPIQQPPQPQII 
_IIPIQQPPQPQI 
D. P. Rajkundlia ‘96 
[ 
1’ 
wZ7ere I= 2 
3 
1, P:=[:] and o=[FJ. 
For values of n larger than 3, the amount of checking to be done is larger as there 
is more than one latin square. A similar method can be obtained for balanced 
weighing systems but the underlying SBIBD must be obtainable using difference 
sets. 
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