Contagion is usually defined as correlation between markets in excess of what would be implied by economic fundamentals; however, there is considerable disagreement regarding the definitions of the fundamentals, how the fundamentals might differ across countries, and the mechanisms that link the fundamentals to asset returns. Our research takes, as a starting point, a two-factor model with time-varying betas that accommodates various degrees of market integration between different markets. We apply this model to stock returns in three different regions: Europe, South-East Asia, and Latin America. In addition to providing new insights on contagion during crisis periods, we document patterns through time in world and regional market integration and measure the proportion of volatility driven by global, regional, and local factors.
Introduction
Contagion in equity markets refers to the notion that markets move more closely together during periods of crisis. One of the most interesting aspects of the contagion debate is the disagreement over a precise definition. Forbes and Rigobon (2001) declare that "there is no consensus on exactly what constitutes contagion or how it should be defined." Rigobon (2001) states "paradoxically, ... there is no accordance on what contagion means."
What is clear is that contagion is not simply revealed by increased correlation of market returns during a crisis period. From a completely statistical perspective, one would expect higher correlations during periods of high volatility.
1 Forbes and Rigobon (2001) present a statistical correction for this conditioning bias and argue that there was no contagion during the three most recent crises.
We define contagion as excess correlation -that is, correlation over and above what one would expect from economic fundamentals. Unfortunately, there is disagreement on the definitions of the fundamentals, the potential country-specific nature of the fundamentals, and the mechanism that links the fundamentals to asset correlation.
Our paper takes an asset pricing perspective to the study of contagion. For a given factor model, increased correlation is expected if the volatility of a factor increases. The size of the increased correlation will depend on the factor loadings. Contagion is simply defined by the correlation of the model residuals.
By defining the factor model, we avoid a problem with the bias correction for correlations that Forbes and Rigobon (2001) propose, that the bias correction does not work in the presence of common shocks. Defining the factor model does mean that we effectively take a stand on the global, regional and country specific fundamentals, as well as the mechanism that transfers fundamentals into correlation. Of course, any statements on contagion will be contingent on the correct specification of the factor model; therefore, we start with a model that has the maximum flexibility.
We apply a two-factor model with time-varying loadings to "small" stock markets in three different regions: Europe, South-East Asia, and Latin America. The two factors are the U.S.
equity market return and a regional equity portfolio return. Our framework nests three models: a world capital asset pricing model (CAPM), a CAPM with the U.S. equity return as the benchmark asset, and a regional CAPM with a regional portfolio as the benchmark. We test the asset pricing specifications by adding local factors.
Segmentation and integration play a critical role in our tests. If the countries in a particular region are globally integrated for most of the sample period, but suddenly see their intra-regional correlations rise dramatically during a regional crisis, our test will reject the null hypothesis of no contagion. If, however, these countries do not follow a global CAPM, but rather a regional CAPM, the increased correlations may simply be a consequence of increased factor volatility.
Our volatility model is related to Bekaert and Harvey (1997) and Ng (2000) in that equity return volatilities follow univariate generalized autoregressive conditional heteroskedasticity (GARCH) processes with asymmetry. Hence, negative news regarding the world or regional market may increase volatility of the factor more than positive news and lead to increased correlations between stock markets. 2 Moreover, our model incorporates time-varying betas, where the betas are influenced by the trade patterns. Chen and Zhang (1997) find that the crossmarket correlations of stock returns are related to external trade among countries.
Previous studies on international market linkages have focused mainly on one source of risk or on the effects of a single international market (often the U.S. or world market) on other stock markets. 3 In fact, a contemporaneous paper (Tang, 2001 ) uses a definition of contagion similar to the one we propose, but restricts the model to a world CAPM. Our structure, which allows world market integration to be a special case, bears some resemblance to the set-up in Chan, Karolyi and Stulz (1992) . However, the existing literature has primarily focused on world market integration, and regional integration has been scarcely discussed. Exceptions include Engle and Susmel (1993) , who group the data according to time zones and search for common regional news factors, and Cheung, He, and Ng (1997) , who examine common predictable components in returns within a region.
2 Longin and Solnik (1995) report an increase in cross-country correlation during volatile periods. Other empirical studies (for example, Erb, Harvey, and Viskanta, 1994 and De Santis and Gerard, 1997) find different correlations in up and down markets, while Longin and Solnik (2001) , Ang and Bekaert (2002) and Das and Uppal (2001) document higher correlations in bear markets. 3 See, for example, Hamao, Masulis, and Ng (1990) , Bekaert and Hodrick (1992) , Harvey (1995, 1997) , Karolyi (1995) , Karolyi and Stulz (1996) and Connolly and Wang (2002) .
Our main contribution is to examine periods of crises and investigate whether our model can generate sudden increases in correlations across countries. Our approach, however, produces many other useful empirical tests and implications. Indeed, our framework provides a natural test for world and regional market integration. In addition, we analyze the time variation and crosssectional patterns in regional versus world market correlations, addressing the question of whether correlations between country returns and the world or regional market have increased over time. Finally, we measure the proportions of variance driven by global, regional and local factors, and how these proportions change through time.
The remainder of the paper is organized as follows. Section 2 presents the empirical model specifications and several testable hypotheses. Section 3 describes the data and presents the empirical results. Some conclusions are offered in the final section.
Framework
The international version of the conditional CAPM of Sharpe (1964) and Lintner (1965) under the assumption of purchasing power parity (PPP) predicts the excess return on a world market portfolio, with the factor of proportionality being the country-specific conditional beta.
Rather than focusing on currency risk [see Ferson and Harvey (1993) , and Dumas and Solnik (1995) ], we extend the traditional CAPM from a one-factor to a two-factor setting, by dividing the world market into the U.S. and a particular region, and also allow for local factors to be priced. 
The Model
( ) 
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contains a constant and the local dividend yield, which help estimate the expected return of market i. The dividend yields are lagged by one month. The variance of the idiosyncratic return shock of market i follows a GARCH process in (3) with asymmetric effects in conditional variance, as in Glosten, Jagannathan, and Runkle (1993) and Zakoian (1994) .
The sensitivity of equity market i to the foreign news factors is measured by the parameters Following Bekaert and Harvey (1995, 1997) and Ng (2000), we model these risk parameters to be time-varying as: 
X ) consists of information variables that
capture the covariance risk of market i with the U.S. (the region). We use a constant and the sum of exports to and imports from the U.S. (the rest of the world) divided by the sum of total exports and total imports. Chen and Zhang (1997) study the relation between cross-market return correlation and bilateral trade and find that countries with heavier external trade to a region tend to have higher return correlations with that region. Similarly, the information set
of local instruments that should capture the covariance risk of market i with a world portfolio.
Here, we include a constant and the country's total size of trade as a percentage of GDP. All of the trade variables are lagged by six months. 4 The appendix provides a detailed discussion of the construction of the information variables.
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The U.S. and regional markets models are special cases of (1) to and imports from the U.S. divided by the sum of total exports and imports of the region.
As shown in (1), the expected excess return on market i is a linear function of some local information variables and the expected excess returns on the U.S. and regional markets, that is, 
Hence, the effect of the world market information originating from the U.S. on market i's expected return has two components -a direct impact, as measured by 
where t i, ε denotes the return residual of market i. To complete the model, we further assume that the idiosyncratic shocks of the U.S., regional market, and country i are uncorrelated. As a result, the model implies the following variance and covariance expressions: 
[ ] 
Equation (8) shows that the return volatility of market i is positively related to the conditional variances of the U.S. and regional markets. Consequently, we can investigate whether potential asymmetric effects in the U.S. and/or regional markets induce asymmetry in the conditional return volatility of any equity market.
The conditional covariance dynamics given in (9)-(11) have several important implications.
First, a market's covariance with the U.S. (regional) market return is positively related to its country-specific beta with the U.S.,
. Second, provided that the countryspecific beta parameter
is positive, higher volatility in the U.S. market induces higher return covariance between the U.S. and market i. Third, the covariance with the regional market or any other national market j within the same region increases in times of high return volatility in the U.S. and/or the regional market. This natural implication of any factor model, coupled with asymmetric volatility, could lead to the appearance of "contagious bear markets." Whereas these points, which follow immediately from (9)-(11), apply to covariances, they are also true for correlations. 5 Notice, that increased trade integration (changes in
) may also increase the correlation with the U.S. or regional market and between countries.
In the empirical section, we study the time variation and cross-sectional patterns in regional versus U.S. market correlations of market i. The U.S. and regional correlations are given by: 
Clearly, these variance ratios increase when the "factor" variance (US or regional market)
increases. We are specifically interested in the crisis periods and investigate whether the model can generate sudden increase in correlations across markets following a crisis.
Testable hypotheses regarding market integration
The specification presented in (1)- (5) 
Contagion definitions and tests
We measure contagion by measuring the correlation of the model's idiosyncratic shocks or unexpected returns. We establish a baseline level of contagion by examining shock correlations estimated over the full sample period; however, we are most interested in the shock correlations during particular periods. Our tests involve the time-series cross-section regression model: 
where G denotes a particular country-group. In studying the market residuals, countries are categorized into the following country-groups: Europe, Europe excluding Turkey, Asia, and Latin America. are zero (overall contagion), and whether 1 b is significantly different from zero (contribution of particular periods to contagion).
Estimation method
The model presented in the first section can be expressed in a multivariate setting. Let We estimate the joint multivariate likelihood function for the returns in three stages. Given that the density of the U.S. return, conditional on (5) country by country, conditioning on the U.S. and regional market model estimates. This methodology is similar to the one proposed by Bekaert and Harvey (1997) .
Model selection and specification tests
Because asymmetric and symmetric GARCH models produce very different conditional variances,, our model selection focuses on that issue. Moreover, it is conceivable that asymmetric effects at the U.S. or regional market level make the country-specific asymmetry superfluous. We first carry out a likelihood ratio (LR) test for the null hypothesis of no asymmetry in the conditional variance of the local return residual. If the LR test rejects the null hypothesis at the 5% level, the model with asymmetry is chosen; if the p-value of the test statistic is greater than 15%, the model without asymmetry is selected. For the intermediate case, we regress the squared return residuals for both models on the estimated conditional variances, as in Pagan and Schwert (1990) , and select the model with the higher R 2 .
We conduct specification tests on the estimated standardized idiosyncratic shocks,
for all i, using the generalized method of moments. Under the null hypothesis that the model is correctly specified,
Equations (17b) and (17d) χ statistic with four degrees of freedom. We also carry out a joint test of all six restrictions, which has 4 2 + τ degrees of freedom. In all of the specification tests, τ is set equal to 4. The Monte Carlo analysis in Bekaert and Harvey (1997) , in a similar setting, confirms that the small sample distribution of the test statistics is relatively well described by 2 χ distributions, despite the multi-stage estimation.
Results

Equity market data
Our sample of national equity markets includes data for both developed markets, as compiled As section 2.1 indicated, we use a substantial number of both economic and financial information variables, which are detailed in the appendix 3.2 U.S. and regional models shows that, consistent with previous research, there is significant variation in the conditional mean for the U.S. return. Our results strongly reject the hypothesis of no asymmetry in the conditional variances. All three specification tests fail to reject the U.S. model specification. The joint test fails to reject the specification at the 5% level, but provides some evidence against the specification at the 10% level. These conditional betas and correlations are the cornerstone of our tests of contagion and market integration. We are interested in whether these betas and correlations increase during crisis periods. Our framework gives us the ability to decompose the increased correlation of returns into two components: the part the asset pricing model explains and the part the model does not explain. The explained part provides potential insights about market integration through the movements in the betas. We define contagion as the correlation of the unexplained portion.
Country models and integration
Our framework nests at least three distinct models: an asset pricing model with a single factor (a regional portfolio return), an asset pricing model with a single U.S. factor, and a world capital asset pricing model. Detailed country-by-country results are available upon request. Here we summarize the main findings.
In Europe, most country residuals still display asymmetric volatility, but in the other regions only half the countries do. Our residual specification tests typically fail to reject. The joint test is the most powerful, rejecting at the 1% level in three countries (Greece, Turkey and Colombia), and at the 5% level in four other countries.
We also test whether lagged local information enters the mean equation (test of 0 δ = i ). If the asset pricing model is properly specified, these lagged instruments should not enter the model. That is, the asset pricing model through its time-varying risk and risk premiums should capture variation in the country's conditional mean. This test can be thought of as a test of whether the conditional alpha (or pricing error) is zero and, under the null hypothesis of the regional or world CAPM, as a test of market integration.
The hypothesis that local information is unrelated to the pricing errors is rejected in seven of 10 European countries. In Asia, local information is important for explaining the pricing errors in Korea, Malaysia, the Philippines, and Taiwan. Local information is also important for the pricing errors in Argentina, Chile, Colombia, and Mexico. Similar to our regional analysis, we are interested in whether the beta with respect to the U.S. is influenced by trade with the U.S. and, more generally, whether the beta is equal to zero
). We find that U.S. trade impacts the conditional betas in eight of 10 European countries (exceptions are Austria and Portugal), five of six Asian countries (exception is the Philippines), and two of six Latin American countries. The tests of whether the betas are equal to zero closely mimic the tests of whether trade is important. The beta with respect to the U.S. is significantly different from zero in eight of 10 European sample countries. The beta with respect to the U.S. is not zero at the 5% level for all Asian countries except for the Philippines (where it is significant at the 10% level). In Latin America, three of the countries, Chile, Colombia and Venezuela, have statistically significant non-zero betas with respect to the U.S.
At the country level, we can also examine how trade with the rest of the world impacts the regional beta and, more generally, whether the beta with respect to the regional benchmark is equal to zero (test whether
). Trade with the rest of the world is important for nine of 10 European markets' regional betas. In Asia, five of the six countries have regional betas that are significantly influenced by trade (at the 10% level). The regional beta of three Latin American countries (Chile, Colombia and Mexico) is influenced by trade. In the more general tests of whether the regional betas equal zero, we find that eight of 10 European countries have non-zero betas, and that Austria does when the test is conducted at the 10% level. In Asia, the betas are non-zero (at the 5% level) for all countries except for the Philippines, where the test rejects at the 10% level. In contrast, only two of Latin American countries' regional betas are statistically nonzero: Chile and Colombia.
We also test the significance of the total trade size as a percentage of GDP in the U.S. and regional betas. Here, we find that trade impacts the betas of nine of 10 European countries (the exception is Austria), five of six Asia countries (the exception is Thailand), but only one of six Latin American countries (Chile). These Wald tests reveal that the special cases are usually rejected. Consequently, a regional international model is not a good description of the data by itself, but the covariance with one regional benchmark is a significant determinant of expected returns in most markets. Table 2 reports average betas, correlations and variance ratios for all the countries with respect to the U.S. and the regional markets. Note that our model produces time-varying betas, correlations and variance ratios, but we only report the sample average of these conditional variables.
First, let us focus on the small European markets. The betas and correlations with respect to the U.S. market are surprisingly small for most markets, and even negative for Turkey. The exceptions are Finland (dominated by Nokia, a very international, U.S. listed company) with a beta of 0.883 and Norway, an oil sensitive economy, with a beta of 0.784. However with the exception of Greece, betas and correlations with the regional market (the European index) are always larger than with the U.S. market. Given the small size of these markets and their correspondingly small weight in the index, this is not spuriously accounted for by index composition. Not surprisingly, this implies that the fraction of the return shock variance explained by U.S. factors is small. It is mostly in the 15-22% range. The regional market accounts for 25-35% of total shock variance, with the exceptions being Greece (close to 0%) and Turkey (3.4%). The qualitative nature of the results is definitely in line with what we would expect given the relative idiosyncratic nature of various markets.
The results for the Asian markets are somewhat surprising. The betas with respect to the U.S. market factor are quite high, exceeding 0.7 in four of the six markets. Only Korea and Taiwan display very small betas. The correlations are lower, because of the higher idiosyncratic volatility of these markets. Except for Korea and Taiwan, it is always the case that the beta with respect to the U.S. is larger than the beta with respect to the regional market. In terms of variance ratios, Taiwan and Korea are similar to Greece and Turkey: the U.S. and regional factors do not account for very much of the total variation of return shocks. However, the other markets are closer to what we see for the European markets, with the regional and U.S. factors jointly accounting for over 30% of the variance of return shocks.
For the Latin-American countries, high betas with respect to the U.S. market are no surprise, but there is substantial cross-country variation: they range from 0.413 for Venezuela to 1.205 for Brazil. The regional betas are always much smaller than the U.S. betas. This is also true, to a lesser extent, for the correlations, with the exceptions being Argentina and Brazil. Overall, this analysis suggests that regional integration may not be as strong a phenomenon as previously thought. Examining the variance ratios, in four of the six countries we explain less than 20% of the shock variance with both the U.S. and regional factors. Only in Argentina and Brazil do we explain around 28% of the variance, which is still lower than what we observe for most European and the Asian markets. These results also help us calibrate the results on changes in betas, correlations and variance ratios during crises times.
Patterns in regional and global integration
We investigate patterns in regional and global integration by examining how the estimated betas and correlations change during particular periods. We also examine the patterns in the variance ratios (amount of variance in the country's unexpected return accounted for by the U.S. or region). We consider five different sample periods: the second half of the sample (or subsample), the Mexican crisis, the Asian crisis, periods of abnormally negative U.S. unexpected returns, and periods of abnormally negative regional unexpected returns. Abnormal is defined as more than one standard deviation below zero. We run panel regressions of each of our measures on a constant and on a dummy variable that takes a value of one during these designated periods.
The first panel of Table 3 compares the first half of the sample to the second half, which is dominated by the 1990s. For most countries, the betas, correlations and variance ratios with respect to the U.S. and the region increase, leading to positive slope coefficients. This increase suggests increased linkages among the various countries. In Asia, there is a sharp increase in the regional betas, correlations and variance ratios in the second half of the sample. In general, the regional correlations, betas and variance ratios increase by more than their U.S. counter parts.
There are some exceptions. In Europe, the betas with respect to the U.S. increase somewhat more than the regional betas. This is somewhat surprising given that the second sub-sample is a time when Europe is moving further towards unification and a single currency. However, it is probably best to interpret these results as showing increased correlation both within the region and with respect to the U.S., given that there is little economic difference between the increases. Table 3 examines the Mexican crisis. For Latin America, there is no significant increase in the regional beta or correlation during the crisis. At only 0.004, the increment to regional correlation is not even one standard error from zero. Indeed, the regional beta decreases while the beta with respect to the U.S. increases, but neither change is significantly different from zero. The regional variance ratio change is not significantly above zero. Overall, the model suggests no change in correlation during this crisis period.
Panel B of
The Asian crisis presents a completely different story. The regional correlations, betas and variance ratios for Asia in Panel C of Table 3 increase by economically meaningful magnitudes in Asia, and the change appears statistically significant. The fact that the effect is economically much smaller for correlations and variance ratios than for betas is due to higher overall volatility during this period. Comovements with the U.S. appear to have decreased during the period, suggesting increased economic regional integration during this time. Interestingly, the same regional effects are evident in both Latin America and Europe during this period, but they are smaller and, in fact, are dominated by increased comovement with the U.S. market.
The last two panels of Table 3 examine periods of large negative returns. In periods of negative abnormal returns, we would expect the asymmetric model to generate higher correlations. Although these negative abnormal returns are usually associated with higher correlation, the increment in correlation is substantially smaller than that experienced during the Asian crisis. Indeed, the last two panels help to calibrate the importance of Asian crisis with respect to our comovement variables.
Contagion
The increased correlation detected during the Asian crisis is not itself evidence of contagion.
The hypothesis of contagion would be supported if the model's idiosyncratic shocks exhibit significant correlation. Table 4 provides a baseline estimate of contagion over the full sample.
We examine the correlation of the country idiosyncratic shocks with the U.S. residuals, the regional residuals, and every other country's idiosyncratic residuals.
To assess the statistical significance of the residual correlations, we perform a bootstrap exercise based on 5,000 draws of the actual return residual set, with the same number of observations as in our sample. The bootstrap experiment is constructed as follows. First, we compile all the idiosyncratic shocks from all markets, including the U.S. and regional indices, together into one grand vector of return shocks. Second, in each replication, we draw from the grand return shock vector to construct a matrix of return shocks with the same number of observations as in the sample (rows) and number of countries (columns), and then compute the bivariate correlation and cross-country correlation matrix. We use 5,000 replications in all.
Finally, we record the 95% values for the bivariate correlation and the cross-country correlation matrix.
In the first panel of Table 4 , we find that there is no evidence of excess correlation between the European countries and the U.S. There is one country, Greece, which has excess correlation with the regional residual. However, most interestingly, we find evidence in all but one country (Belgium) of contagion among the European countries. That is, the residual correlations among the different countries are significantly above zero.
In the second panel of Table 4 , we find no evidence of excess correlation with the U.S. This analysis measures the correlation of idiosyncratic residuals over the entire sample. We are most interested in the time-series patterns of these residuals. Table 5 uses the five time periods introduced in Table 3 to examine patterns in the residuals. Basically, we use a panel regression of the country idiosyncratic shocks onto a country-specific constant and a relevant benchmark residual with the slope coefficient allowed to change during the time periods of interest. We estimate the panel model accommodating group-wise heteroskedasticity.
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In panel A, the 1 b coefficient measures the additional correlation in the second half of the sample. Regardless of the benchmark or region, 1 b is positive, suggesting that the idiosyncratic residuals are more correlated in the second half of the sample. The correlation with respect to the U.S. index residuals is significantly higher only for Asia; however, the correlation with the regional residuals is significantly higher for all regions in the second half of the sample.
Considering the sum of the country-specific residuals, we find that the correlation jumps significantly in the second half of the period for both Asia and Latin America.
The joint test of 0
is an overall test of contagion. We reject at the 5% level for Asia with respect to the U.S. index, for Latin America with respect to regional return residuals, and for all regions with respect to the "sum of other residuals" benchmark. In the latter case, 0 b is by itself also significant for three regions. Clearly, country residuals within a region are correlated beyond what is captured in our model, suggesting evidence of contagion. Overall, contagion worsened in the second half of the sample, but it is only economically and statistically significant for Asia and Latin America.
Panel B of Table 5 
Conclusions
Contagion is a level of correlation over and above what is expected. Considerable research has investigated whether the crises in both Mexico and Asia in the 1990s resulted in contagion.
Our research directly addresses the issue of "what is expected." We present a two-factor asset pricing model and define contagion as correlation among the model residuals. It is important here to operate within the framework of a model. Indeed, increased return correlation between two countries during a period of crisis could simply be the consequence of their exposures to a common factor. That is, it is necessary to undo the natural changes in correlation that result from an asset pricing model, before making statements about contagion.
Our framework allows for time-varying expected returns as well as time-varying risk loadings for the countries we examine. Our results suggest that there is no evidence of contagion during the Mexican crisis. However, we find economically meaningful increases in residual correlation, especially in Asia, during the Asian crisis. Dungey and Martin (2001) , using a different methodology, find similar results for Asia and explore the role of currency risk in equity market contagion.
One useful extension of our methodology could be to investigate contagion in currency markets and to link equity to currency contagion. In fact, our framework is very different from the typical empirical strategy used in the international economics literature, where crisis indicators in one country (e.g. the probability of a speculative attack or the magnitude of a crisis indicator) are directly linked to indicators in other countries (see De Gregario and Valdes (2001) and Eichengreen, Rose and Wyplosz (1997) . As Rigobon (1999) also stresses, this approach is problematic in the presence of common unobservable shocks and increased variances during crisis periods. Our asset pricing approach, which directly models the shock and correlation structure, and uses crisis and non-crisis periods for identification, does not suffer from these problems. Of course, it is possible that our model of correlations is incorrect and that contagion could simply be a result of model misspecification. Nevertheless, we believe that it is more desirable to frame statements about excess correlation in the context of an asset-pricing model.
Appendix: Information variable specification
In estimating the time-varying beta model in (1)- (5), we introduce several sets of information variables in the empirical model. This appendix provides a detailed discussion of these information variables.
Stage 1: U.S. Model
The U.S. instrument set,
, includes: a constant, the lagged world market dividend yield, the lagged spread between the 90-day Eurodollar rate and the 3-month Treasury-bill yield; the difference between the US 10-year Treasury bond yield and the 3-month Treasury-bill yield, and, finally, the change in the 90-day Treasury-bill yield.
Stage 2 : Regional Model
The regional instrument set,
, includes: a constant and regional market dividend yield.
Note that for the MSCI Europe, the market-capitalization weighted dividend yield includes the large, developed markets, such as France, Germany, Italy, the Netherlands, Switzerland, and the The trade data set with the U.S.,
X¸ includes a constant as well as adjusted trade with U.S.
(i.e., sum of exports to and imports from the US divided by the sum of total exports and imports) lagged 6 months. Note, for Belgium, there are many missing values in its trade with the U.S. ;
therefore, we replace the data for Belgium with the average of France, Germany, and the Netherlands.
The trade data set with the region,
X , includes a constant and the sum of exports to and imports from the rest of the world except to and from the U.S., divided by the sum of total exports and imports, lagged 6 months.
The trade with the rest of the world data set,
X , includes a constant and total trade by GDP, lagged 6 months. world information variables, which includes a constant, the world market dividend yield, the spread between the 90-day Eurodollar rate and the 3-month Treasury-bill yield, the difference between the U.S. 10-year Treasury bond yield and the 3-month Treasury-bill yield, and the change in the 90-day Treasury-bill yield. All these U.S. information variables are lagged by one month. For the regional market (i.e., i = reg), Z reg,t-1 represents a set of regional information variables, which includes a constant and the regional market dividend yield weighted by the market capitalization, and us t reg 1 , − X a constant, and the sum of the region's total exports to and imports from the U.S. divided by the sum of total exports and imports of the region. The dividend yield is lagged by one month and the trade variable is lagged by six months.
All monthly returns are calculated in excess of the U.S. one-month Treasury-bill rate and in U.S. dollars. The sample covers the period from January 1980 to December 1998 for the U.S. and Europe, while the data for Asia and Latin America start from January 1986. Return data for the U.S. and Europe are from Morgan Stanley Capital International (MSCI), whereas Asia and Latin America data are from the International Finance Corporation (IFC). The Asia or Latin America emerging market index is a value-weighted average of all the Asian or Latin American emerging markets in the sample.
To test for model specification, the mean test is based on the first four autocovariances of the scaled residuals (17b); the variance test is based on the first four autocovariances of the squared scaled residuals (17d); the moment test is based on four moments (17a,c,e,f); and the joint test is based on all the restrictions in (17). Three hypotheses are tested. Wald I is a test of the significance of the regional information in the mean, i.e., δ i = 0; Wald II is a test of the significance of the trade variable in 
