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Abstract
The integral equation coarse-graining (IECG) approach is a promising high-level
coarse-graining (CG) method for polymer melts, with variable resolution from soft
spheres to multi CG sites, which preserves the structural and thermodynamical con-
sistencies with the related atomistic simulations. When compared to the atomistic
description, the procedure of coarse-graining results in smoother free energy surfaces,
longer-ranged potentials, a decrease in the number of interaction sites for a given poly-
mer, and more. Because these changes have competing effects on the computational
efficiency of the CG model, care needs to be taken when studying the effect of coarse-
graining on the computational speed-up in CG molecular dynamics simulations. For
instance, treatment of long-range CG interactions requires the selection of cutoff dis-
tances that include the attractive part of the effective CG potential and force. In
particular, we show how the complex nature of the range and curvature of the effec-
tive CG potential, the selection of a suitable CG timestep, the choice of the cutoff
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distance, the molecular dynamics algorithms, and the smoothness of the CG free en-
ergy surface affect the efficiency of IECG simulations. By direct comparison with the
atomistic simulations of relatively short chain polymer melts, we find that the overall
computational efficiency is highest for the highest level of CG (soft spheres), with an
overall improvement of the computational efficiency being about 106 − 108 for various
CG levels/resolutions. Therefore, the IECG method can have important applications
in molecular dynamics simulations of polymeric systems. Finally, making use of the
standard spatial decomposition algorithm, the parallel scalability of the IECG simula-
tions for various levels of CG is presented. Optimal parallel scaling is observed for a
reasonably large number of processors.
1 Introduction
The properties of polymeric liquids develop on such an extended range of time- and length-
scales that they cannot be directly explored by standard atomistic Molecular Dynamics
(MD) simulations. While MD simulations are useful in providing a microscopic picture of
the mechanisms that determine the macroscopic properties measured experimentally,1–3 the
computational efficiency of atomistic simulations for polymeric liquids still doesn’t allow the
direct comparison with experimental data.4 It has been shown that by simplifying the molec-
ular description, thus reducing the degrees of freedom, MD simulations are able to afford
a considerable computational speed-up, opening the way to extended simulation studies in
time- and lengthscales never covered before.4–7 This computational speed-up is a consequence
of the many effects of this coarse-graining (CG) procedure on the potential, which are com-
plex and sometimes competing. To the best of our knowledge, a comprehensive and detailed
analysis of the effects of coarse-graining on the computational efficiency of CG-MD has not
yet been performed. We aim at addressing this point through a careful study of the effects
of coarse-graining on the computational efficiency of CG-MD simulations, starting from the
Integral Equation Coarse-Graining (IECG) method.7–9 The IECG-MD simulations have the
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advantage of predicting, among other properties, quantitatively consistent radial distribu-
tion function and pressure with the related atomistic simulations.9–12 Furthermore, the IECG
potential has been analytically solved for liquids of long polymer chains, and low granular-
ity coarse-grained description.8,10,13–15 Density-dependent studies of the IECG method have
proved transferability of the potential through mapping on the Carnahan-Starling equation
of state.9,11,16
Extensive CG methods have been developed in recent years.17–21 In general, a CG proce-
dure involves averaging a number of local details into an effective CG site through a mapping
scheme. This gives an effective CG potential that is a free energy of the system and as such,
is state dependent. Even at the thermodynamic sate of calibration, most CG models fail to
simultaneously reproduce all properties accurately, which is known as the representability
problem. In addition, the CG parameters optimized for a set of thermodynamic states do
not usually apply to other thermodynamic conditions, which is known as the transferability
problem. It is often the case that a trial function is used in the CG simulation and the pa-
rameters in this function are optimized numerically to reproduce a target atomistic property.
The target property can be defined in atomistic simulations that need to be performed at the
start, in the so-called bottom-up approaches,4,6,22–26 or from experimental data in top-down
CG models.27,28 Hybrid approaches, which combine both bottom-up and top-down strategies
have also been developed.29
The IECG method approaches coarse-graining from a first-principles perspective, as this
formalism is rooted on liquid-state theory and on the solution of the Ornstein-Zernike equa-
tion.7–11,13 This model has the advantage of depending only on one non-trivial parameter,
the direct correlation function at zero wavevector (c0), which can be determined either from
a bottom-up or a top-down procedure. This direct correlation function follows the proper
equation of state making the IECG potential transferable. In this work, we focus on the
bottom-up IECG approach to assess and optimize its computational efficiency; therefore,
the IECG simulations are compared with the underlying atomistic simulations in the same
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thermodynamic conditions. While analytical solution of structural and thermodynamical
properties, as well as IECG MD simulations have shown quantitative agreement, within
numerical error for IECG-MD, with the atomistic MD simulations for radial distribution
functions, equation of state, and free energy,9,11,12 in this study, we specifically focus on the
pair correlation functions and on the pressure, for which direct comparison of atomistic and
IECG simulations from a bottom-up approach perspective is a reasonable test.
As a consequence of coarse-graining, a number of monomeric sites becomes represented
by a single CG interaction site. Choosing the granularity of this description depends on the
amount of molecular details the CG model should retain to investigate the physical problem
of interest.6,9,11,30 The range of the effective CG potential depends on the extent of CG.
The analytical solution of the IECG potential for polymer melts shows that the range of the
effective CG potential, expressed in units of the CG size, scales with the number of monomers
inside the CG unit (level of CG) as a power of 1/4.10 One should expect that fine-graining
models are relatively more long-ranged than the atomistic ones4,22 but less long-ranged than
the effective CG potential in the IECG method, which involves coarse-graining to a higher
degree.10 However, care must be taken in constructing short-ranged CG potentials for highly
coarse-grained systems, because the range and curvature of the effective CG potential can
have complex effects on the efficiency of various levels of CG and the accuracy of the physical
properties measured in the CG-MD simulation.
In addition, the fastest motions of the CG system are substantially slower in their char-
acteristic correlation times than the atomistic bond fluctuations, thus making possible the
use of much larger timesteps in the CG-MD simulations than in the atomistic simulations.
More importantly, the CG potential becomes softer and longer-ranged as the extent of CG
becomes larger. The range of the effective CG potential being significantly larger than the
atomistic one leads to important implications in the computational efficiency, as we discuss
in detail in this paper. In general, averaging the related degrees of freedom in the CG process
results in a relatively smoother CG free energy surface, with the dynamics of the CG system
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significantly enhanced.31–36 Therefore, the computational efficiency for a given CG approach
may be determined by considering the relative number of pairwise interactions and timestep
for atomistic and CG simulations, as well as the dynamical enhancement in CG simulations,
as quantified by eq 6 and discussed in Section 4.
One final aspect that we will address in this paper is the relevance of the MD algorithms
on the efficiency of the IECG method.2,3,37–39 Since the seminal paper by Verlet,40 the Verlet
neighbor list has been used extensively to reduce the computational time in MD simulations.
Chialvo and Debenedetti41 performed a thorough study of the optimum neighbor list radius
and update frequency for atomic Lennard-Jones systems and linear rigid triatomics at various
timesteps, system sizes, temperatures, and densities. Their simulation results showed that
the optimum neighbor list radius increases with temperature and MD timestep and decreases
with density. They reported optimum neighbor list radii ranging from 0.1 to 0.5 σ at various
state points, where σ is the intermolecular separation for which the potential energy is zero.
The more complex nature of the CG interactions than the ones for simple atomistic systems
indicates the need to investigate the optimum values of the neighborhood list radii, which is
required in performing IECG-MD simulations.
Although the comparison with atomistic simulations is reasonable when studying many
structural and thermodynamical properties via molecular simulations, in the case of phase
transitions,42,43 where finite size effects44 are extremely important, atomistic simulations
become problematic. While the IECG method can explore more extended regions of time
and space,45 in those conditions a direct test of CG methods against atomistic simulations
would not be possible and an evaluation of the computational speed-up is not feasible.
Finally, while we notice that the IECG is a theory specific for CG of polymeric liquids, the
effects of coarse-graining on the efficiency of CG-MD simulations presented here are general
and should hold qualitatively, albeit not quantitatively, for any CG model of molecular
liquids.
The paper is organized as follows: In Section 2 the IECG theory is briefly discussed to
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define the properties relevant to this study, while Section 3 illustrates the procedure used
in performing atomistic and IECG simulations. The calculation of the efficiency and the
factors that determine its value are discussed in Section 4. This section consists of a number
of subsections that contain: a brief introduction to the equation defining the computational
efficiency (Section 4.1); the evaluation of the number of pairwise interactions and the role
of the range of the effective CG potential in determining this number (Section 4.2); the
determination of the proper CG timestep as a function of the level of CG (Section 4.3); and
the effects of the enhancement of the dynamics, due to coarse-graining, on computational
efficiency (Section 4.4). Section 4.5 presents the overall computational efficiency of the IECG
simulations for various levels of CG, from the soft spheres to multi CG site models, as directly
compared with the related atomistic simulations. Finally, the parallel scalability of the IECG
simulations are presented in the last section. A brief discussion concludes the paper.
2 Theoretical Background
The IECG method is a theoretical approach to coarse-grain polymer liquids, based on the
solution of the Ornstein-Zernike integral equation theory.46 IECG is an implementation in
the coarse-graining framework of the PRISM approach47,48 by Schweizer and Curro, which
is an extension to polymeric liquids of the RISM approach by Chandler and Andersen.49
While atomistic MD simulations provide useful information in the temporal trajectory of
the space and momentum coordinates, from which all the structural, thermodynamics, and
dynamic quantities can be calculated, they are limited to the range of length- and timescales
that they can cover when simulating polymeric liquids, and rarely reach the conditions typ-
ically sampled experimentally. On the other hand, the PRISM approach has no significant
limitations in the range of lengthscales that it can cover, and has been validated for a wide
number of polymeric systems,13,50–52 but it provides information only at the level of the pair
distribution functions, and their Fourier transforms, analogous to a scattering experiment.
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Thus, the IECG method addresses a much needed niche in the study of complex polymeric
liquids, because it connects the flexibility and accuracy of the PRISM theory to the conve-
nient representation of the temporal evolution of the system through space coordinate and
velocity trajectories. Furthermore, the IECG-MD simulations have been shown to produce
pair distribution functions, pressure, equation of state, and excess free energies in quanti-
tative agreement with the atomistic simulations,8,9,11,12 while further extending the time-
and lengthscales that can be simulated. Thus, the IECG method is an ideal complementary
technique to atomistic simulations of polymeric systems.
Figure 1: A snapshot of IECG simulations consisting of polymer chains represented as four
CG sites (ns = 4), where each polymer chain consists of 300 monomers (N = 300). Note
that the CG correlation functions can be obtained in terms of monomer correlation functions
(see Eq. 1), and the number of monomers in each CG site is large enough to allow one to
use the Gaussian statistics to obtain the intramolecular correlations.
In the IECG model, each polymer is represented by one or more CG sites, (see Figure
1), where each site consists of a large enough number of monomers that Gaussian statistics
applies for the intramolecular correlations (the lengthscale of a site has to be larger than the
polymer persistence length). Given a liquid of n polymers in a volume V , the chain density
is ρch = n/V , while the monomer density is ρm = ρch/N , with N the number of monomers
in a chain. When a chain is partitioned in ns sites, such that the number of monomers in a
site is Ns = N/ns, the site density is ρs = nns/V . For ns = 1 each polymer is represented
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as a soft sphere. Considering the CG units as auxiliary sites, the total correlation function
between the CG units for a system consisting of the monomeric and CG sites in reciprocal
space, hˆss(k), is obtained as a combination of intramolecular, ωˆ(k), and monomeric total
intermolecular, hˆmm(k) correlation functions as
hˆss(k) = [ωˆsm(k)/ωˆmm(k)]2 hˆmm(k), (1)
where s is the index of the CG unit and m is the index of the monomeric (atomistic) unit.
Making use of the Ornstein-Zernike (OZ) equation and the PRISM approach, the monomer
total intermolecular correlation function, hˆmm(k), is given in Fourier space by
hˆmm(k) = ωˆmm(k)cˆmm(k)
[
ωˆmm(k) + ρmhˆmm(k)
]
=
ωˆmm(k)cˆmm(k)ωˆmm(k)
1− ρmcˆmm(k)ωˆmm(k) , (2)
where cˆmm(k) is the monomer-monomer direct correlation function, which can be approxi-
mated by its behavior at large values of distance or small values of k such as the limit of
zero wavevector k, c0 = cˆmm(k → 0). The value of c0 may be determined from the pressure
values obtained from the atomistic simulations, PAT, via
c0 =
2
Nρm
− 2PAT
ρ2mkBT
, (3)
where kB is the Boltzmann constant, T is the temperature, and the aforementioned equation
of state is derived in previous works.9,10,12 Therefore, making use of eq 1 one can get the total
correlation function between CG units. The direct correlation functions between CG sites,
cˆss(k), are then determined by solving the OZ equation for a system consisting of the CG sites
only, and the effective CG potential is then generated using the appropriate closure, such as
the HyperNetted Chain (HNC) closure:53 Uss(r)/(kBT ) = − ln [hss(r) + 1] + hss(r)− css(r)
(also see our previous work for more details).8–11,14 In addition, the IECG Python-based
programs and usage instructions as well as related knowledgebase materials are presented
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on a dedicated documentation Web site.54
The IECG-MD simulations can be used as an efficient way to investigate large-scale
molecular mechanisms of interest in polymeric systems. The results obtained from the IECG
simulations have been shown to be structurally and thermodynamically consistent with the
atomistic ones.8,9,11,12 Figure 2 illustrates the structural and thermodynamical consistencies
for a polymer melt with a degree of polymerization of 300 at a given state point. Note
that an incorrect construction of the potential by using incompatible intramolecular distri-
butions and intermolecular closures can lead to the breaking of the correlation between the
pair distribution function and the thermodynamic properties, with the consequent loss of
consistency with atomistic properties.12
It follows, that once combined with the atomistic simulations in a multiscale modeling
procedure, the IECG approach is able to cover a wide range of lengthscales of interest.55
Furthermore, by making use of appropriate equation of states the IECG method can be
applied to other state points, which makes the method transferable.8–11,14
In the limit of a liquid of long-polymer chains, for which the distribution of CG sites
in the polymer chain follows the Markovian statistics, the IECG potential has been solved
analytically, providing a clear connection between the range of the potential and the physical
properties of the system coarse-grained. The solution shows that the leading term in the
range of the potential normalized by n1/2s increases with the number of monomers in the CG
site as N1/4s , indicating that the range of the potential increases with increasing level of CG.
This effect can have complex and competing consequences on the computational efficiency
of the IECG simulations, as discussed in the upcoming sections.10
9
-200 0 200 400 600 800
P, atm
0
0.01
0.02
0.03
0.04
0.05
0.06
Pr
ob
ab
ili
ty
(P
)
342 344 346 348
P, atm
0.05
Pr
ob
ab
ili
ty
(P
)
atomistic simulations
n
s
=1
n
s
=4
n
s
=6
n
s
=10
0 15 30 45 60
r, Å
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
gs
s (r
)
atomistic
n
s 
 = 4
theory
Figure 2: Structural and thermodynamical consistencies illustrated for a polymer melt with
N = 300, at 503 K and a monomer density of 0.03296Å−3. Pressure distribution for the
atomistic simulation (black curve). The blue line shows the average pressure for atomistic
simulations with the simulation error bars obtained from block averages (see left panel).
The red, orange, cyan, and magenta lines show the average pressure for coarse-grained
(CG) simulations with 1, 4, 6, and 10 sites per chain (ns), respectively. Theoretical and
simulated radial distribution functions (right panel) when the polymer is represented by four
coarse-grained sites. Atomistic simulations (blue triangle) are compared with coarse-grained
simulations (red square) and with the theoretical prediction (black line). The theoretical
prediction and the data from the coarse-grained simulation are both within the error of the
atomistic simulation.
3 Simulation Details
3.1 Atomistic Simulation Details
The molecular dynamics (MD) software program LAMMPS37 was used for all simulations.
All simulations were performed in canonical NVT ensemble with 3-dimensional boundary
conditions, Nose´-Hoover thermostat, and standard velocity-Verlet integrator. The TraPPE
united atom force field,56 which used a harmonic potential for adjacent intramolecular sites,
was used for the MD simulations. See Table 1 for more details. A cutoff distance of 14
Å were used and both potential and force were required to go smoothly to zero at the
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cutoff distance by multiplying the potential by the Mei-Davenport-Fernando (MDF) taper
function57
t(x) =


1 if r ≤ rm
(1− x)3(1 + 3x+ 6x2) if rm < r ≤ rc ,
0 if r > rc
(4)
where rc is the cutoff distance and we used an rm value of 12 Å and x is given by
x =
r − rm
rc − rm (5)
Table 1: TraPPE united atom force field used in this work.
Bond potential: Ubond = kb(l − l0)2
CH2–CH2 kb, kcal mol−1 Å−2 l0, Å
450 1.54
Angle potential: Uangle = kθ(θ − θ0)2
CH2–CH2–CH2 kθ, kcal mol−1 rad−2 θ0, deg
62.1 114
Dihedral potential: Udih = Σ3i
Ci
2
(1 + eicos(iφ))
CH2–CH2–CH2–CH2 Ci, kcal mol−1 ei
i = 1 1.4110 +
i = 2 −0.2708 −
i = 3 3.1430 +
Non-bonded potential: ULJ = 4ǫ [(σ/r)12 − (σ/r)6]
CH2–CH2–CH2–CH2 ǫ, kcal mol−1 σ, Å
0.0912 3.95
The atomistic simulations were performed for the polymers with degrees of polymeriza-
tions, N , of 44, 192, and 300 at a monomer density of 0.03296 sites Å−3 at 503.17 K, where
the system sizes consisting of 350, 350, and 300 polymer chains were used. To investigate the
effect of density on the relevant aspects of the computational efficiency, atomistic simulations
were also performed at 503 K at monomer densities of 0.03201, 0.0334, and 0.03439 Å−3.
Similarly, the atomistic simulations were also performed at a monomer density of 0.03296
Å−3 at 473, 543, and 563 K to investigate the temperature dependence. For all atomistic
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MD simulations, polymer chains were randomly generated, and overlapping chains in the
initial configuration were slowly pushed apart by a soft repulsive potential. Next, the full
non-bonded potential was switched on with a small timestep, and the system was run for an
additional 1 ns while ramping up the timestep to 1.25 fs. Subsequently, chains were allowed
to equilibrate before final production runs were used with a timestep of 2 fs and a neighbor
skin distance of 2 Å. The production periods consisted of 80, 700, and 215 ns for the polymer
melts with N of 44, 192, and 300, respectively. The square root of average square end-to-end
distance, 〈R2〉1/2, from atomistic simulations for N of 44, 192, and 300 were obtained as
26.8, 60.7, and 76.4 Å, respectively.
3.2 IECG Simulation Details
Unless mentioned all IECG-MD simulations were performed with the following simulation
protocol: the canonical ensemble was used with the Nose´-Hoover thermostat and standard
velocity-Verlet integrator. Periodic boundary conditions were applied in all three dimensions.
Intra and inter molecular effective IECG potentials, as described in ref 9 were adopted,
noting that in the multi-site CG models the nonbonded intrachain effective CG potential
involves intramolecular CG sites that are separated more than two apart. Details about using
various timesteps, cutoff distances (rcut), and neighbor skin distances (rskin) for different
approaches are presented in the following as needed. The combined Verlet neighbor list and
the link-cell binning algorithm were used to build the Verlet neighbor list, which was updated
every 10 steps.2 This algorithm has been used to obtain practical CG timesteps for various
levels of CG considering the curvature and range of the effective CG potential (see Section
4.3). The spatial decomposition of simulation domain was used for studying the parallel
scalability, where the Verlet neighbor list was updated every step and the parallel IECG
simulations were performed, making use of the standard frequency of writing the output
files and trajectory files, which include the positions of particles. Note that in the parallel
atomistic MD simulations the same standard frequency of the IECG-MD simulations was
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used for writing the output files and trajectory files.
4 Calculation of the IECG Simulation Efficiency
4.1 Definition of Efficiency
Given the discussions presented in the previous sections, the computational efficiency of a
CG approach at a given density and temperature can be quantified by the following equation:
ε(N, ns) = Npr ∆tr α, (6)
where Npr is the ratio of the total number of pairwise interactions in the atomistic simulations
to the ones in the CG simulations, ∆tr is the ratio of the timesteps used in the CG simulations
to the ones used in the atomistic simulations, and α is the dynamical scaling factor, which
corresponds to the speed-up of the dynamics due to coarse-graining. Note that the CG
particles can undergo large displacements due to the increase in the diffusion constants,
which has implications in the selection of the appropriate neighbor skin distance, rskin, and
the appropriate timestep. Therefore, the optimum values of Npr and ∆tr for the IECG
simulations also depend on the MD algorithms such as the Verlet neighbor list algorithm: in
this work, we choose rskin values such that one can use reasonable timesteps with standard
frequency of updates of the Verlet neighbor list for CG simulations as discussed in Section
4.3. This is because the choice of rcut and rskin values can depend on the choice of the
timestep in MD simulations and also on the curvature of the effective CG potential close to
the rcut value. In the following, we present the results about the effects on the computational
efficiency of Npr, ∆tr, and α.
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4.2 The Relative Number of Pair Interactions (Npr)
4.2.1 Range and Shape of the Nonbonded Effective CG Potential
MD simulations involve calculating interactions, and the related forces, between pairs of par-
ticles within the range of the potential. In the IECG model the total effective intermolecular
(nonbonded) CG potential, U inter, is given by
U inter =
n−1∑
i
n∑
j>i
ns∑
γ
ns∑
α
Usseff(r
(γα)
ij ), (7)
where n, ns, Usseff , r
(γα)
ij are the number of polymers, number of CG sites, the effective inter-
molecular CG potential, and the distance between the CG sites on two different polymers,
respectively: the Greek indices in eq 7 are used to label the number of a CG site along a
chain. The range of the effective CG potential is important because interactions beyond the
lengthscales in which the effective CG potential goes to zero are irrelevant and the calculation
of the forces can be avoided, thus improving the computational efficiency of the method.
In the simple-minded approach, one defines the radius of a spherical volume, the so-called
cutoff distance, rcut, beyond which forces are not calculated.2 However, at each MD step,
a loop over all pairs of CG particles in the system is required to calculate the interparticle
distances, which scales as O(n ns)2. The Verlet list algorithm40 further saves CPU time by
defining a layer sphere, called "skin", around the potential cutoff sphere. While in an initial
step a list of neighborhood particles is constructed inside the sphere defined by the cutoff
distance plus the skin neighbor distance, rcut + rskin, in the following few steps distances are
only calculated for pairs present in this list. After a time interval, shorter than the time
required for an outside molecule to traverse the skin region and get into the range rcut of the
potential, the neighbor list is reconstructed and the procedure repeated.
The values of the cutoff and neighbor skin distances at a given state point are a function
of the range of the intermolecular nonbonded potential, which is an important variable in
the study of the CG efficiency. Note that in the CG simulations, the nonbonded potential
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is a free energy; therefore, the cutoff distance is state dependent, which is different from
the atomistic simulations, where the cutoff distance is not state dependent and usually an
intrinsic parameter of the related force field. Furthermore, in the CG simulations, as the
level of CG increases, the range of the effective CG potential increases, which has important
effects on the selection of the size of the simulation box. Finally, the number of pairwise
interactions necessary to compute forces in the MD simulations is determined by the rcut
and rskin values.2 A reasonable choice of rcut value in the IECG simulations is given by
determining the first extremum of the effective CG potential (the first zero of the force)
over the range of r > 0, or σF1. Here we select a cutoff distance of 1.2 σF1, which allows
partial sampling of the attractive part of the effective CG potential in MD simulations and
ensures optimal stability of the MD simulations (see below). An illustration of these effects
is presented in Figure 3, which shows the effective CG potential for a polymer with N = 300
monomers, as the level of CG resolution decreases from a ten CG site representation to the
soft sphere model (ns = 1). The inset of Figure 3 shows the effective CG force for the same
system while zooming in on the attractive component of the effective CG force.
As the level of CG decreases, the effective CG potential at r = 0 become more repulsive
and its range decreases such that for the aforementioned polymer melt the rcut value for ten
CG site model is about six times less than the rcut value of the soft sphere model, but it is
still about 3 to 4 times larger than the standard rcut values used in atomistic simulations.
In addition, from the analytical solution of the effective CG potential, it is known that
the effective CG potential is bound and its magnitude at contact decreases with increasing
the level of CG. Furthermore, the range of the potential, normalized by
√
ns, increases with
increasing the number of monomers inside the CG unit as N1/4s .10 This scaling behavior
can be explained by considering a random walk on the network of interpenetrating CG
polymers in the space defined by the lengthscale of CG site-CG site interpenetration. In
fact, considering the range rcut of the effective CG potential, the analytical estimations of
its range are in good agreement with the numerical ones that are listed in Table 2. Our
15
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Figure 3: The range of potential for a polymer melt with N = 300 at 503 K and a monomer
density of 0.03296 Å−3 when the polymer is represented by one (black), two (red), four
(orange), six (cyan), and ten (magenta) CG sites. The inset shows the long-range behavior
of the force for all CG resolutions and illustrates the first zero of the force σF1 for the soft
sphere model. The legend shows the values of box lengths (lx) and the number of pairwise
interactions (Np) for various CG resolutions in this study. Note that rcuts of 1.2 σF1 were
used and the neighbor skin distances are higher for six and ten CG sites models than other
CG models (see the main text and Table 2 for more details.)
calculations show that the percentage difference range from 1 to 7 for the soft sphere to ten
CG site models.
4.2.2 Theoretical Calculation of Npr
It is important to note that coarse-graining has competitive effects on the number of pairwise
interactions. Considering a liquid of polymers, the number of pairwise interactions between
two molecules significantly decreases when increasing the extent of CG. On the other hand,
the range of the effective CG potential increases significantly as the level of CG increases,
which in turn alters the neighbor skin distances and increases the cutoff distances and thus
the number of polymers interacting.
Given the cutoff and neighbor skin distances, it is possible to theoretically calculate the
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total number of nonbonded pair interactions used in a given simulation as
NTp =
2π
3
ρ2sV (rcut + rskin)
3, (8)
where V is the volume of the simulation box, ρs is the site density, and NTp is directly
related to the total number of neighbors in a given MD simulation. Direct calculations of
Np from simulations, which are reported in Table 2 as normalized by the number of sites
in the simulation, show that the theoretical predictions are in quantitative agreement with
the simulation results, indicating that the number of nonbonded pair interactions are well
represented by eq 8. An analogous quantity is then calculated for the related atomistic
(AT) simulation, NTp,AT, which is also found to be in quantitative agreement with simulation
results. It is worth mentioning that for the atomistic MD simulations, the standard cutoff
distance of 14 Å and neighbor skin distance of 2 Å are used with appropriate system sizes,
which have negligible finite size effects for the structural and thermodynamical properties
such as pressure and radial distribution functions (RDFs). Therefore, the speed-up in CG
simulations due to the relative number of pairwise non-bonded interactions, which enters
eq 6, can be directly estimated as Npr = NTp,AT/N
T
p,CG. Thus, eq 8 is a reliable estimate of
the speed-up in efficiency resulting from the change in the number of pairwise interactions
following coarse-graining.
The legend in Figure 3 shows the number of pairwise interactions when cutoff distances
of 1.2 σF1 (see next section) and different rskin values are used for various CG resolutions,
where the number of pairwise interactions is largest for the soft sphere model, which is the
highest level of CG for this polymer melt. A more detailed analysis of the relation between
the rcut, rskin and the number of pairwise interactions in the IECG simulations is presented
in Table 2, which lists the values of σF1, σF2, rcut, rskin, suitable system sizes, the number
of interaction sites, and the number of pairwise interactions in the IECG and atomistic
simulations of polymer melts with degrees of polymerizations of 44, 192, and 300.
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Table 2: Top: The number of nonbonded pairwise interactions, Np, and the number of
interaction sites, Nsite, for several polymer melts with monomer densities of 0.03296 Å−3 at
503 K with various degrees of polymerizations (N) in the IECG simulations. The polymer
melts are represented by different number of CG sites, ns, and various system sizes have been
used depending on the appropriate cutoff distances (rcut) for the IECG simulations (see the
main text). The number of nonbonded pairs per interaction site is shown by N¯p and eq 8 is
used to estimate the theoretical predictions of Np (NTp ). The box length used in simulations
is shown as lx and σF1 is the first zero of the force at a distance range greater than zero, while
σF2 is the second zero. The Npr is defined as Npr = NTp,AT/N
T
p,CG. Bottom: The atomistic
simulation results are presented for system sizes, which do not exhibit considerable finite size
effects for the properties of polymer melts, such as pressure and pair correlations, at stable
state points in phase diagram. The statistical uncertainties in the Table are the standard
deviations obtained from 10 independent molecular dynamics simulations.
IECG simulations
N ns σF1/Å rcut/σF1 rskin/σF1 lx/σF1 Nsite NTp,CG Npr N¯
T
p,CG N¯
sim •
p,CG
44 1 61 1.2 0.1 2.6 3000 2.3× 106 1.9 781.9 781.91
44 1 61 1.85∗ 0.03 3.8 9261 2.2× 107 0.2 2384 2393.41
192 1 156 1.2 0.1 2.6 12000 3.7× 107 0.5 2997.3 2998.32
192 2 95 1.2 0.1 2.6 5200 7.1× 106 2.7 1356.8 1356.81
192 4 58 1.2 0.1 2.8 2800 1.7× 106 11.2 616.6 614.72
192 6 44 1.2 0.1 2.9 2100 8.5× 105 22.4 403.5 401.72
192 6 44 1.89∗ 0.05 4.0 5400 7.2× 106 2.6 1330.5 1323.13
192 6 44 1.2 0.1 4.0 5400 2.2× 106 8.6 405.5 4031
300 1 211 1.2 0.1 2.7 20000 9.5× 107 0.3 4745.4 4748.32
300 2 128 1.2 0.1 2.7 9000 1.9× 107 1.3 2119.2 2119.41
300 4 78 1.2 0.1 3.0 5600 5.4× 106 4.6 959.5 960.71
300 6 59 1.2 0.4 3.3 4800 5.6× 106 4.5 1160.8 1159.42
300 10 41 1.2 0.4 3.4 3000 1.9× 106 13.2 649.2 647.52
300 6 59 1.89∗ 0.02 4.0 8400 1.7× 107 1.5 1991.0 1990.11
300 6 59 1.2 0.4 4.0 8400 9.8× 106 2.6 1160.8 1159.41
Atomistic simulations
N lx/Å rcut/Å rskin/Å Nsite NTp,AT N¯
T
p,AT N¯
sim
p,AT
44 78 14.0 2.0 15400 4.4× 106 283 279.81
192 127 14.0 2.0 67200 1.9× 107 283 279.61
300 140 14.0 2.0 90000 2.5× 107 283 279.61
• The subscripts in the values of N¯ simp,CG indicate statistical uncertainties in the final digit.
∗ The location of the second zero of the force at a distance range greater than zero: σF2.
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Care is required to estimate NTp,CG when one goes to high-resolution CG models because
as the effective CG potential becomes steeper, the force and the particle displacement become
larger, so that relatively larger values of the neighbor skin distance should be used. Table
2 shows that indeed the NTp,CG values for a polymer with N = 300 increases when the CG
resolution changes from the four site model to the six site model due to increase in the rskin
value. However, by performing MD simulations we found empirically that the rskin values
of 0.4 σF1 work reasonably well for the highest multi-site resolutions of the polymer melt
with N = 300 using appropriate timesteps and frequency of updates of Verlet neighbor list
as discussed in Section 4.3; therefore, the NTp,CG values decreases when the CG resolution
changes from the six site model to ten site model as shown in Table 2. Given the complex
nature of the curvature of the effective CG potential for various levels of CG, we speculate
that there is a regime in which relatively small rskin values are not suitable for simulations of
high-resolution multi-site CG models (see the results in Table 2 for the polymer melt with
N = 300).
Furthermore, Table 2 reports the total number of interactions normalized by the number
of sites. The theoretical estimation is given by
N¯p
T
=
2π
3
ρs(rcut + rskin)
3, (9)
which does not depend on the volume and/or the simulation boxlength. Table 2 compares
the theoretical estimations with the MD simulation results, N¯p
sim
, where excellent agreement
is observed between N¯p
T
and N¯p
sim
. It is important to note that for the atomistic simulations
of polymers with various degrees of polymerizations at a given monomer density, the total
number of interactions normalized by the number of sites is almost constant because the cut-
off and neighbor skin distances remain the same. However, one can use different appropriate
system sizes to simulate the polymer melts, which determine the efficiency of the atomistic
simulations. On the other hand, in the CG simulations N¯p
sim
varies for various levels of CG
because the cutoff and neighbor skin distances, as well as the CG site density change, but
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the computational efficiency of the CG simulations still depends on the system sizes. There-
fore, the total number of interactions, Np, for the atomistic and CG simulations are used to
compute the ratios of the number of pairwise interactions in the atomistic simulations to the
ones in the CG simulations, Npr.
Interestingly, the higher the gain in the number of pairwise interactions from atomistic
to coarse-graining, the more convenient the adoption of the CG representation. However,
the level of CG has competing effects on Npr because increased level of CG implies longer
ranged potentials, and larger simulation boxes, which can lead to a decrease of Npr with
increasing level of CG. This is illustrated in Figure 4, which shows Npr as the degree of
polymerization increases when the polymers are represented by soft spheres. Making use
of the standard CG system sizes, the left panel of Figure 4 shows that the total number of
interactions in the CG simulations is comparable to the total number of interactions in the
atomistic level. In addition, as discussed before, the range of the effective CG potential for
higher CG resolutions is less long-ranged, which allows using relatively smaller system sizes
for the problem of interest.
The right panel in Figure 4 shows Npr for N = 300, which is the highest for ten site
model although the ten site model has more CG units than the soft sphere models. This also
shows the significance of the range of the effective CG potential in multi-site models, as also
reported in Table 2 where one can see that the range of the effective CG potential is largest
for the soft sphere models of polymer melts. Interestingly, this trend becomes opposite at
even smaller levels of CG, because in the limit of the atomistic resolution (where ns = 300)
it is evident that Npr = 1 has to be recovered.
Table 2 also reports how the values of NTp,CG for various degrees of polymerizations and/or
CG resolutions increase by an order of magnitude or less when the effective CG potential is
truncated at the second zero of the force, σF2, which can significantly decrease the compu-
tational efficiency. Therefore, it is important to address what values of rcut are suitable to
enhance the computational efficiency, which is addressed in more detail in the next section.
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Figure 4: The ratios of the number of pairwise interactions in the atomistic simulations to
the ones in the CG simulations (Npr) for various CG resolutions. The ratios of the box
lengths in the CG simulations to the box lengths in the atomistic simulations (lxr) are also
presented. Left panel: The values of Npr as the degree of polymerization (N) increases when
the polymer melts are represented by soft spheres. Right panel: The values of Npr as the
CG resolution increases for multi-site models for a polymer melt with N = 300.
4.2.3 Optimization of the Cutoff and Neighbor Skin Distances
Using standard MD simulation parameters, it is observed that truncating the effective CG
potential at σF1 at various state points can introduce significant artifacts especially for the
multi-site models (results not shown); therefore, to report the efficiency while making sure
the MD simulations results are accurate, the effective CG potential is truncated at greater
distances than σF1, (1.2 σF1) to allow exploration of the attractive part of the effective CG
potential.
The left panel of Figure 5 shows consistent RDFs for the polymer melts with N = 300
represented by soft spheres at 503 K at a monomer density of 0.03296 Å−3 when the IECG
effective potential is truncated at σF1 and σF2, both of which are consistent with the IECG
theory predictions. It is worth mentioning that the RDFs calculated for the given samples
are consistent with the atomistic simulations.9 The right panel of Figure 5 shows that the
21
0 0.3 0.6 0.9 1.2 1.5
r/<R2>1/2
0.85
0.9
0.95
1
1.05
gc
c (r
)
r
cut= σF1
r
cut= σF2
IECG theory
0 0.3 0.6 0.9 1.2 1.5
r/<R2>1/2
0.85
0.9
0.95
1
1.05
gc
c (r
)
r
cut= σF1
r
cut= 0.24 σF1
r
cut= 0.12 σF1
IECG theory
Figure 5: Illustration of various truncations of the effective IECG potential as it appears in
the radial distribution function of soft spheres representing a polymer melt with N = 300
at 503 K and the monomer density of 0.03296 Å−3. The cutoff distances are in units of the
first zero of the force, σF1. See the legends for the values of the cutoff distances, rcut.
inaccurate truncation of the IECG effective potential can result in significant errors in RDFs.
The blue triangles show the RDF when the effective CG potential is truncated at a distance
of about 0.12σF1, which results in significant deviations in the correlation holes as compared
to the accurate RDF. The deviations in the correlation hole is less pronounced when the
effective CG potential is truncated at a distance of about 0.24 σF1 (orange squares), but
artificial peak and minimum appear in the RDF. Making use of a distance of about 0.5 σF1
to truncate the potential still introduces an artificial peak but less pronounced than the red
squares (results not shown).
Note that for the homogeneous systems studied in this work, the long-ranged CG correc-
tions9 can be used to accurately compute the properties of interest such as pressure. In fact,
the tail CG corrections turn out to work reasonably well for the estimation of the pressure
obtained from various truncation of the effective CG potential when the MD simulations are
stable. For instance, the values of pressure corrected with the CG long-range contributions
for the relevant data presented in Figure 5 are about 343 atm, which are in agreement with
the atomistic simulation results (See Figure 2). This advancement in treating the long-range
CG interactions in the IECG simulations reasonably results in the consistencies of various
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levels of CG with the atomistic simulation results in properties such as RDF and pressure.
In addition, Table 2 shows that larger values of rskin are used for the IECG simulations
of high-resolution multi-site CG models than for the soft sphere model, for a polymer melt
with N = 300. This is because as the level of CG decreases and the range of the effective
CG potential decreases, the curvature of the repulsive part of the effective CG potential
becomes sharper such that relatively larger values of rskin are required to avoid the failure
of the MD algorithm. As discussed in Section 4.2.4, for a polymer melt represented by
a given CG resolution, the curvature of the effective CG potential alters significantly less
with varying density and temperature. This suggests that the optimum rskin values do not
change considerably for a polymer melt at a given degree of polymerization, in the range of
temperature and density studied here.
Note that the system sizes in the standard IECG simulations is determined from the
appropriate rcut and rskin. If one is not interested in problems that require large-scale simu-
lations as discussed above, the boxlength in the IECG simulation can be set to be somewhat
greater than twice as much as rcut, which suggests that the number of pairwise interactions
would be highest for the soft sphere models. In Table 2 the values of the box length are
reported as lx. As the CG resolution increases, the range of potential decreases and at a
given CG resolution one may use the system sizes close to the system sizes in the atomistic
simulations such as the ten CG site model of polymer melt with N = 300 as shown in Table
2 and Figure 4.
It is worth noting that a relatively small value of rskin is required when the effective CG
potential is truncated at larger distances, such as at the second zero of the force σF2. This is
mainly due to the large volume accessible to store the Verlet neighbor list when the effective
CG potential is truncated at large distances and also the change in the curvature of the
effective CG potential close to σF2.
To end this section, it is worth mentioning that as a consequence of applying the Verlet
neighbor list, combined with the link-cell method, the CPU time for computation of forces per
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MD timestep in the IECG simulations scales linearly with the number of IECG sites.37,41,58
4.2.4 Density and Temperature Dependence: Range of the Effective CG Po-
tential
Noting that the effective IECG potential is in fact a free energy, as the density and tempera-
ture increases for a given polymer melt, the first zero of the force, σF1, increases in the IECG
approach (see our previous work for the details9). Figure 6 illustrates this for a polymer
melt with N = 192, when it is represented by soft sphere and six CG site models. This has
implications on the computational efficiency of the IECG simulations. Making use of eq 8
and estimating the standard volume of the simulation box as (2.5σF1)3 and the rcut and rskin
values 1.2 σF1 and 0.1 σF1, respectively, the number of nonbonded pairwise interactions can
be calculated as follows:
NTp = Aρ
2
sσ
6
F1, (10)
where A ≈ 80, and ρs is the site density.
Therefore, at a given temperature as the site density and consequently σF1 increases,
the number of pairwise interactions in an IECG simulation can increase. This increase is
more pronounced for the soft sphere models than the six CG site models. Similarly, at a
given density, as the temperature increases so does σF1; therefore, the number of pairwise
interactions in an IECG simulation can increase. It is worth noting that the curvature of
the IECG effective potential slightly changes at various temperatures and densities, which
allows one to use the close values to the optimum neighbor skin distances reported in Table
2.
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Figure 6: Values of the first zero of the force over the distances greater than zero, σF1, for
polymer melts with a degree of polymerization of 192 at different densities and temperatures.
Left panels: Change in σF1 for polymer melts at 503 K as the density changes when it is
represented by soft sphere or six CG site models. Right panels: Change in σF1 for polymer
melts at a monomer density of 0.03296 Å−3 as the temperature changes when it is represented
by soft sphere or six CG site models.
4.3 Timestep (∆t)
The equation of motions in MD simulations are integrated using finite difference algorithms,
such as the Verlet integration algorithm,2 which can lead to errors if the suitable timestep
is not chosen, because making use of very large timesteps can cause numerical instabilities.
Meanwhile, the larger the timestep, the more rapid sampling of the phase space, and the
longer the timescale reached by the simulation. The MD timestep may be selected to be one
or two orders of magnitude smaller than the characteristic timescale,τ , of the fastest motion
of the system. In atomistic simulations, it is typical to adopt a timestep of femtoseconds,
as will be discussed below. Similarly, the timestep in a given CG-MD simulation should be
smaller than the fastest motion in the CG system.
Different CG models afford different timesteps, depending on the level of resolution of
the CG model. We compare the IECG models in soft sphere and multi-site representations
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to other models of polymers, including the united atom models,20,59 the MARTINI CG
models,60 and the CG model by Grest and coworkers.4 Starting from all atomMD simulations
of simple polymeric systems, where the shortest lengthscale is the atomistic lengthscale of
0.1 nm, the fastest motions of the system involve C-H vibrations, which restricts one to use
timesteps of 0.5−1 fs.61,62 In the united atom models, the fast vibrations of the C-H bonds are
averaged out, and the CH, CH2 and CH3 atomic groups are treated as single rigid particles,
allowing one to have access to about 1 nm lengthscale resolutions and to use a timestep
of 1 − 2 fs in standard MD simulations.20 It is worth mentioning that multiple timestep
methods such as Reversible REference System Propagator Algorithm (RESPA)63 can yield
2−3 times speed-up in MD of all atom or united atom simulations, but they are less efficient
in parallel MD simulations due to CPU communication. Neglecting the hydrogen atoms and
on average representing four heavy atoms by a single interaction site, the MARTINI force
field,60,64–67 developed to study biomolecular systems, allows for timesteps of 20−30 fs in MD
simulations, when an appropriate update of the Verlet neighbor lists is adopted. Recently,
Grest et al. developed a CG model, which groups from two to up to six CH2 units into
one CG unit, giving access to timesteps ranging from 2 to 10 fs in their MD simulations.4
Compared to the IECG models, the aforementioned CG models are low-level CG models.
In the IECG simulations, the appropriate timesteps may be estimated from the charac-
teristic timescales as ∆t ≈ 0.05τ . For the soft sphere models, the characteristic timescale is
given as
τsoft =
(
M〈R2〉
kBT
)1/2
, (11)
whereM is the mass of soft sphere and 〈R2〉 is the mean-square end-to-end polymer distance.
This time is related to the mean time between soft sphere collisions. Depending on the
degree of polymerization (N) and the level of molecular CG, this characteristic timescale
for soft sphere models may range from picosecond for N ≈ 30 to microsecond for N ≈ 106;
therefore, as shown in Figure 7, appropriate theoretical timesteps may range from hundreds
of femtoseconds to tens of nanoseconds in the IECG simulations. This is another advantage
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of the IECG method in comparison with the high-resolution CG methods discussed above,
where the timestep usually does not exceed tens of femtosecond.
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Figure 7: Values of timestep, ∆t, (red circles) and 〈R2〉 (blue squares) computed for polymer
melts of various degrees of polymerization, N , at 503 K and a monomer density of 0.03296
Å−3 for the soft sphere IECG model.
In the practical application of MD simulations, one has to carefully consider the Verlet
neighbor list updates to set up the appropriate timesteps, which should obey the following
relationship:
(nt − 1)∆t v ≤ rskin, (12)
where nt ≥ 1 is the number of timesteps between two consecutive updates, v is the velocity
of a given CG site, which directly depends on the temperature.
Considering the frequency of updating the Verlet neighbor lists, CG timesteps larger than
the characteristic timescale will result in the traveling of soft particles through distances
larger than the (sub)domain, in a time prior to the (sub)domain calculation, which distorts
the trajectory in phase space of the system, and affects the properties calculated from time
averages. In other words, when the Verlet lists and the subdomains are built, for instance in
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the combined Verlet list and link-cell algorithms, particles may be lost if a large timestep is
used and a particle travels a long distance before the list is updated. Therefore, the suitable
timestep also depends on the sizes of the subdomain, which is related to the rskin and rcut
values (see eq 12).
In addition, truncating the potential at short r leads to a more repulsive potential, so that
in the given timestep the high repulsive forces can make the particles travel unphysically long
distances, with consequent failure of the MD algorithm. Therefore, in similar conditions, as
the rcut value increases and the contribution of the attractive part of the potential is properly
taken into account in the IECG method, a larger CG timestep can be used with less likelihood
of the failure of the MD algorithms.
Our MD simulations suggest that an rcut value of 1.2σF1 allows one to use the appropriate
CG timesteps (∆t ≈ 0.05τ) using the standard update of the Verlet neighbor list in the
IECG simulations. To assess the accuracy of the suitable timestep, a series of IECG-MD
simulations were performed starting from the same equilibrated liquid configurations using
the Nose´-Hoover thermostat.
Pressure, RDFs, and mean-square displacements were tested. Figure 8 shows consisten-
cies in the RDFs and mean square displacements when relatively small and large timesteps
have been used in the IECG simulations of polymer melts with degrees of polymerization
of 300 at 503 K and the monomer density of 0.03296 Å−3 with the polymer represented as
one soft sphere. In addition, the IECG simulations result in the pressure value of 343.3 atm,
kinetic energy per particle of 1.5 kcal mol−1, potential energy per particle of 44.4 kcal mol−1,
and temperature of 503 K when timesteps less than 12.5 ps and reasonable values of rskin are
used. Therefore, the IECG simulations show that making use of larger timesteps up to 12.5
ps is possible for a polymer melt with N = 300 when represented by soft spheres, with the
caveat that one has to use reasonable values of rskin and Nose´-Hoover thermostat parame-
ters. Note that other common thermostats such as Berendsen thermostat may also be used
in the IECG simulations. It is worth mentioning that in cases where common thermostats
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are not efficient, a simple velocity rescaling method can allow one to get reasonable results
(not shown here) while saving computational time due to the simplicity of the algorithm.
This is because all ensembles in the thermodynamic limit should give consistent results.
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Figure 8: Left Panel: Radial distribution function of soft spheres representing a polymer
melt with N = 300 at 503 K and the monomer density of 0.03296 Å−3. Timesteps (∆t) of
2.5 ps (circles), 5 ps (squares), and 12.5 (triangles) ps have been used in molecular dynamics
simulations. For comparison the timesteps are presented in terms of τsoft ≈ 224 ps. Right
Panel: The mean square deviation of the aforementioned soft sphere models.
In the multi-site CG model, the characteristic timescale corresponds to the highest fre-
quency motion of the CG bond vibrations, where the effective bond potential in the IECG
method for a given polymer melt, i, is then given by
Ubondi =
ns−1∑
γ
(
2nskBT l2iγ/ < R
2 > +kBTUssc (liγ)
)
, (13)
with ns the number of CG sites in which the polymer chain is partitioned, l the bond length
between CG sites, and Ussc the correction term that enforces the correct distributions between
adjacent CG sites.
Approximating the force constant of the multi-site bond vibrations by the first term in
eq 13, i.e., treating the effective potential as a harmonic oscillator, gives a relaxation time
29
for the fastest modes of vibration, τsite, which theoretically scales as
τsite ∝ τsoft
ns
. (14)
Note that in the IECG simulations, the bonded sites are given a bond potential derived
from the direct Boltzmann inversion of the probability distribution of the effective bond
length, where the details are discussed in our previous works.8,11 Therefore, treating the
effective potential as the harmonic oscillator, the relaxation times of the fastest modes of
vibration, τsite, theoretically scales as 1/ns. However, in practice the choice of appropriate
timestep also involves the range of the effective CG potential, the cutoff distances, the
neighbor skin distances, and the frequency of updating the Verlet list. Therefore, it is useful
to evaluate if the theoretical scaling is recovered directly from MD simulations.
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Figure 9: The effect of CG resolutions on the practical timestep is presented for multi-site
models for polymer melts with degree of polymerization 300 at 503 K with a monomer
density of 0.03296 Å−3.
The effect of CG resolutions on the timestep was empirically investigated for multi-
site models in the IECG simulations using the update frequency mentioned in Section 3.2.
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Making use of the combined Verlet neighbor list and link-cell algorithms,37 the maximum CG
timesteps that don’t lead to numerical instability are observed in MD simulations for various
levels of CG, while using one processor. Figure 9 shows the effect of the CG resolutions on
this empirical CG timestep for the multi-site models of polymer melts with N = 300 at a
given state point. Making use of the standard cutoff distances and neighbor skin distances
presented in Table 2, the empirical timestep is found to obey the theoretical scaling with the
number of CG sites (eq. 14).
4.4 Dynamical Scaling Factor (α)
In principle, the CG procedure results in relatively much smoother free energy surfaces than
the atomistic description because local degrees of freedom are averaged out during coarse-
graining. In addition, coarse-graining on various levels results in various shapes of CG units
with different hydrodynamic radii and friction coefficients.32,33,35 Both contributions speed
up the dynamics, which significantly enhance sampling of the phase space for a given system.
Starting from the first-principle Liouville equation and applying the Mori-Zwanzig pro-
jection operator technique,68 we derived Generalized Langevin Equations (GLE) for the
atomistic and for the IECG representation.32,33,35 The two GLEs differ in the linear term,
which contains the entropic contribution due to the smoothing of the free energy landscape
following CG, and in the memory function, which leads to different site friction coefficients.
Both corrections are essential to reconstruct the atomistic dynamics from the IECG-MD
simulation.
When accurate GLE formalisms are not formulated for the atomistic and CG represen-
tations, it is common practice to calculate empirically a numerical scaling factor by directly
comparing dynamical quantities such as the mean square displacement (MSD), or diffusion
coefficients, in the CG and atomistic simulations.4,31,34 Note that this empirical procedure
doesn’t properly account for the physical motivation of the different dynamics that appear at
varying levels of CG. However, given that we are interested only in determining the numeri-
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cal gain following coarse-graining, we adopt this simple procedure to calculate the speed-up
factors.
This requires running relatively long atomistic trajectories of polymer melts to reach the
diffusive regime. Figure 10 demonstrates this for polymer melts with degrees of polymeriza-
tions of 44 and 192 in the relatively long atomistic simulations and the IECG simulations at
various levels of CG. The diffusion coefficient, D, in a system of identical particles can be
computed from the linear part of the center of mass MSD as a function of time, t, using the
Einstein relation:46
D = lim
t→∞
〈(Rcm(t)− Rcm(0))2〉
6t
, (15)
where Rcm is the position of the center of mass of a given polymer. The dynamical scaling
factor can then be estimated as the ratio between the diffusion coefficients from the CG
and atomistic (AT) simulations, i.e. α = DCG/DAT. We use this approach to compute the
dynamical scaling factor for relatively short chain polymer melts. The results are presented
in Table 3, where the diffusion constants in atomistic simulations were calculated as 74.1,
6.3, and 2.4 Å2/ns for the polymer melts with degrees of polymerizations of 44, 192, and
300, respectively.
4.5 Overall Computational Efficiency
Overall, the computational efficiency of the IECG simulations, ε, can be reported as defined
in eq 6, and reported in Table 3. The dynamical scaling factor turns out to dominate
the other terms in eq 6 while considerable computational efficiency can be gained via the
enhancement of the timestep in the IECG simulation. The computational gain based on the
number of pairwise interactions, Npr, can have positive and negative effects based on the
level of CG or the CG resolution noting that the contribution of this term among other terms
is lowest in eq 6. The range of potential significantly increases for soft sphere models such
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Figure 10: The top left and right panels show the center of mass mean square displacements
(MSD) for the IECG simulations at various CG resolutions and the atomistic simulations of
the polymer melts with degrees of polymerizations of 44 and 192, respectively. The bottom
panels display the rescaled MSD of the IECG simulations with respect to the atomistic
simulations.
that the computational gain based on Npr is inverse for the polymer melts with N = 192
and 300 when represented by soft spheres, but the computational gain of 1.9 is achieved for
the soft sphere model of polymer melt with N = 44.
For soft sphere models, as the level of CG increases, the dynamical scaling factor and
the CG timesteps increase while the computational gain via Npr in most cases decreases due
to the long-range CG potential. For a given polymer melt, as the CG resolution increases
the CG timesteps decrease, but the computational gain via Npr requires care because it
depends on the change in the rcut values as well as in the rskin values. In general, as the CG
resolution increases, the rcut values decrease, but the rskin values, which are directly related
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Table 3: The efficiency of CG simulations compared to the atomistic ones, when eq 6 is
used. The values of ∆tr are the ratios of the CG timestep to the atomistic timestep. The
values of Npr are the ratios of the CG non-bonded pairwise forces to the atomistic ones,
when cutoff distances of 1.2 σF1 and the neighbor skin distances reported in Table 2 are
used. Nose´-Hoover thermostat is used for all molecular dynamics simulations.
N ns α ∆tr Npr ε
44 1 6.5× 102 900 1.9 1.0× 106
192 1 2× 104 3500 0.5 3.3× 107
192 2 7× 103 800 2.7 1.4× 107
192 4 2× 103 400 11.2 1.1× 106
192 6 1.5× 103 250 22.4 7.8× 106
300 1 7× 104 6000 0.3 1.1× 108
300 2 2× 104 1500 1.3 4.0× 107
300 4 8× 103 750 4.6 2.5× 107
300 6 3.5× 103 500 4.5 9.7× 106
300 10 2× 103 300 13.2 9.1× 106
to the optimum values of the CG timestep, can increase and compensate the computational
gain obtained from the decrease in the rcut values.
Although Npr for the polymer melt with N = 192 decreases as the CG resolution de-
creases, Npr has a more complex behavior for the polymer melt with N = 300 such that the
Npr values for four and six CG site models are almost equal due to the significant change in
the rskin value for the six CG site model. At the highest level of granularity, the CG model
needs to recover the atomistic behavior. In a nutshell, Table 3 shows that the overall compu-
tational efficiency is highest for the soft sphere models and lowest for the highest resolution
multi-site models.
Figure 11 summarizes the overall computational efficiency results. The left panel of Figure
11 shows millions magnitude computational efficiency for the soft spheres as the degree of
polymerization increases while the right panel shows that the overall efficiency for a polymer
melt with N = 300 at various CG resolutions, which decreases as the level of CG decreases.
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Figure 11: Efficiency values, ε, as reported by eq 6 for various levels of CG. Left panel:
Efficiency values as the degree of polymerization (N) increases when the polymer melts are
represented by soft spheres. Right panel: Efficiency values for a polymer melt with N = 300
as the CG resolution changes from soft sphere model to ten CG site model.
4.5.1 Parallel Scalability
Due to the importance of parallel computing, we complete our study with a discussion on the
parallel scalability of the IECG simulations as compared with the atomistic simulations. A
thorough description of fast parallel algorithms such as atom decomposition, force decompo-
sition, spatial decomposition for MD simulations are given in ref 37. All three aforementioned
methods balance computation optimally as Nsite/(2P ), where Nsite is the number of inter-
action sites and P is the number of processors and Newton’s third law is implemented for
interactions between particle pairs inside a processor’s box.
Standard spatial decomposition algorithms subdivide the physical simulation domain
into small three-dimensional boxes for each processor and uses two data structures: one
for storing the Nsite/P particles in its box, which contains a complete set of data such as
position, velocity, and Verlet neighbor lists, and the other one for particles in nearby boxes,
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which only stores particle positions and the six data exchange algorithm described in ref 37,
which is used for exchanging all particle positions in adjacent boxes.
Added to the computation, which scales as Nsite/(2P ), the communication scales as
(Nsite/P )2/3 for relatively large problems and the memory scales as Nsite/P . Unlike the
link-cell algorithm, the box length (sub-domain) may now be smaller, equal, or larger than
the rcut value. This has important implications for the IECG simulations because the long-
range nature of the IECG effective potential requires using large rcut values. Therefore, the
sub-domain of a processor can be smaller than the rcut value and the particle information is
required from more distant boxes, which requires sending Nsite/P positions of a sub-domain
to many neighbors and extra communication to acquire the required particle positions and
forces.
Note that each processor computes forces on particles in its sub-domain using the ghost
information from nearby processors, and processors communicate and store ghost particle
information for particles that border their sub-domain. On the other hand, as discussed in
section 4.2, as the level of CG decreases, the range of the effective CG potential decreases,
and the total number of interactions can decrease in the IECG simulations. Therefore, it is
more likely to lead to the communication overhead, which can lower/stop the speed-up for
a given number of CPUs.
In the case of multi-site models, particles can move to new processors and molecular con-
nectivity information must be exchanged and updated between processors. The extra coding
to manipulate the appropriate data structures and optimize the communication performance
of the data exchange subtracts from the parallel efficiency of the algorithm (see Figures 12
and 13 and the discussion below).
To use the computational resources effectively and reduce the time to solve a problem,
efficient strong scaling is required. Figure 12 compares the strong scaling performance for the
IECG simulations of polymer melts with N = 300 represented by soft sphere and six CG site
models with the atomistic simulation performance, which does not have considerable finite
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Figure 12: Strong scaling performance for atomistic (blue triangles), soft sphere (black
circles), and six CG site (red squares) models of polymers with degrees of polymerization
of 300 at 503 K and a monomer density of 0.03296 Å−3: Top panel: The performance is
reported in terms of molecular dynamics step per second. Bottom panel: Including the
timestep in the performance, the performance is reported in terms of nanosecond per day.
Note that the statistical uncertainties are smaller than the symbol sizes.
size effects for the structural and thermodynamical properties of interest. All simulations
were performed on the compute nodes of the Comet supercomputer, a high-performance
computing cluster provided by Extreme Science and Engineering Discovery Environment
(XSEDE) resources,69 where the compute nodes consisted of Intel Xeon E5-2680v3 proces-
sors.
To minimize the communication in the spatial decomposition algorithm, the number of
processors in each dimension was chosen to make each processor’s box cubic. The Verlet
neighbor list was updated for each MD step for these sets of IECG simulations, which allowed
us to use the spatial decomposition algorithm by adopting the appropriate CG timestep. The
top panel presents the CPU strong scaling factor, when the performance is only reported
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in terms of MD step per second. Note that the dashed lines show 100% parallel scalability
(ideal scaling); therefore, excellent strong scaling is observed for the soft sphere and the
atomistic models, while good strong scalability is shown for the six CG site model.
Due to the significant increase in the range of the effective CG potential, the soft sphere
model in comparison with the six CG site and the atomistic models requires more compu-
tation time to complete one MD step. However, considering that a significantly larger CG
timestep can be used for the soft sphere model as compared with the six site and atomistic
models, the performance of soft sphere models considerably increases when the performance
is reported in terms of ns per day. Note that due to the long-range effective CG potential
for the soft sphere model, the simulation boxlength is the highest. In addition, larger CG
timesteps can be used for serial runs as compared with the parallel runs due to the spatial
decomposition algorithm and the enhanced dynamics of the CG system. For instance, it is
possible that a bond between the CG sites becomes large: when a bond that straddles two
subdomains becomes too large, one of the two CG sites forming the bond is no longer within
the surrounding ghost CG units and the spatial decomposition algorithm practically fails.
Indeed, it was found that as the size of subdomain is increased, the spatial decomposition
algorithm can handle larger CG timesteps.
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Figure 13: Strong scaling performance and its detailed analysis consisting of communication,
force calculations, and Verlet neighbor construction list for atomistic (blue triangles), soft
sphere (black circles), and six CG site (red squares) models of polymers with degrees of
polymerization of 300: the performance (nanosecond/day), percentage of communication,
percentage of non-bonded pair forces computation, and percentage of Verlet neighbor list
construction are reported for the atomistic and IECG simulations. The dashed lines in the
top left panel are the 100% efficiency. The simulation box lengths, lx, are 345, 194, and
140 Å for the soft sphere, six CG site and atomistic models, respectively. The statistical
uncertainties are smaller than the symbol sizes for all molecular dynamics simulations.
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Figure 13 provides a detailed analysis of the parallel scalability for the aforementioned
IECG and atomistic simulations. In summary, it shows that the overall time consumption
for a relatively short number of processors is due to the nonbonded force evaluations, but
it switches to the communication for a relatively large number of processors. Considering
the Message Passing Interface timing breakdown,37 the right top panel shows the percentage
of communication time as the number of processors increases. As the number of processors
increase, the percentage of communication increases with the highest slope for the six site
model most likely due to the effective CG potential that is more long-ranged than the
atomistic one and the absence of molecular connectivity information in the soft sphere model.
The range of potential in the atomistic simulations is much less than the IECG simulations,
which results in lower percentage of communication for exchanging the particles from nearby
boxes in the atomistic simulations.
The left bottom panel of Figure 13 shows that there is a crossover in the percentage
of nonbonded force calculations in MD simulations for the aforementioned models. The
percentage of nonbonded force calculations is almost a plateau for a relatively small number
of processors, but the crossover occurs at a relatively large number of processors, which is
highest for the soft sphere model. In addition, unlike the percentage of communication time,
which almost reaches a plateau for a large number of processors, the percentage of nonbonded
force computation time for all models does not show plateau behavior for a relatively large
number of processors.
The right bottom panel of Figure 13 shows the percentage of Verlet neighbor list calcu-
lation time, which is usually highest for the soft sphere model. This is expected as the range
of the effective CG potential and the number of pairwise interactions are the highest for the
soft sphere model. Similarly the six CG site model requires more percentage of consumption
time for all processors as compared to the atomistic one, noting that the consumption time
for the atomistic neighbor list calculations is almost constant for a relatively large number
of processors.
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To end this section, it is worth mentioning that one can adjust the size and shape of
processor sub-domains within the simulation box to balance the number of particles (load
balance) more evenly across processors. The load balancing used in the above analysis
was static in the sense that one performs the balancing once, before MD simulations. In
addition, the analysis was done for relatively homogeneous systems, where uniform load
balancing naturally emerges. For the inhomogeneous systems, other approaches such as the
Hilbert space-filling curve and cell task methods as discussed in the literature58,70,71 may be
used.
5 Conclusions
The IECG approach is a high level CG method, which allows modeling systems consisting
of long chain polymers. It can be developed from a top-down or bottom-up approach. The
bottom-up approach allows one to directly compare the computational efficiency of the IECG
simulations with the atomistic simulations. Due to the nature of long-range effective IECG
potential, relatively larger system sizes than the atomistic simulations are required when
computing relevant structural and thermodynamical properties. On the basis of the data
just discussed, it is clear that the selection of suitable parameters plays a pivotal role in
controlling the computational efficiency of the IECG simulations.
The recommendations from this work are to employ the following parameters for the
relevant IECG simulations at various state points: (i) truncating the effective CG potential
at distances, which include the attractive part of the effective CG potential/force allows
accurate and efficient IECG simulations; a cutoff distance of 1.2 σF1 turns out to fulfill this
requirement, where σF1 is the first zero of the force over the range of distance greater than
zero; (ii) considering the neighbor skin distance and the frequency of updating the Verlet
neighbor list, a timestep of 0.05 of the shortest characteristic time, τ , may be used for
the IECG simulations, where τ can be estimated from eq 11 and eq 14; (iii) the optimum
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neighbor skin distance depends on curvature of the effective CG potential, the CG timestep,
and the frequency of updating the Verlet neighbor list; as the level of CG changes for a given
polymer melt, the curvature of the effective CG potential changes, which can affect the
suitable neighbor skin distance; for a high level of CG the neighbor skin distances of 0.1 σF1
work reasonably well with the standard frequency of the Verlet neighbor list update, but
as the effective CG potential decays steeper for high resolution multi-site models relatively
larger neighbor skin distances such as 0.4 σF1 are recommended; note that the curvature of
the effective CG potential, at relevant densities and temperatures and at the level of CG
reported here, does not change considerably; (iv) while the spatial decomposition algorithm
can be used to speed up MD simulations using a large number of processors, the sub-domain
size decreases, which can influence the selection of the suitable parameters; for instance,
depending on the number of processors, smaller CG timesteps may be used for parallel
MD simulations; (v) when the physical problem involves large correlation lengths associated
with the properties of interest for long chain polymer melts, atomistic simulations, which
use relatively small system sizes, are more likely to be unsuccessful and it is inevitable to use
relatively large system sizes to avoid finite size effects; in these circumstances, a soft sphere
model is perhaps the most efficient model to study the global properties, considering that
the free energy surface is smoothest.
The soft sphere and multi-site models in the IECG simulations allow one to treat the same
molecular system at different resolutions while offering millions of magnitude computational
efficiency (as determined by eq 6 and presented in Table 3 for various polymer melts).
Considering the suitable MD parameters in the IECG and atomistic MD simulations, the
soft sphere models turn out to be computationally most efficient while the high-resolution
multi-site models give more detailed descriptions of the structure on the local scale. The
conclusions reached with regard to the optimal choice of the CG-MD parameters and the
computational efficiency should also be applicable to other high level CG approaches.
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