Band selection is an important dimensionality reduction (DR) methodology for hyperspectral images (HSI). In recent years, many ranking-based clustering band selection methods have been developed. However, these methods do not consider the combination of bands in different clusters but only select the desired number of clustering centers based on band ranking to construct the reduced band subset, which may lead to obtaining a set of bands with low redundancy but little information or a set of bands with a large amount of information but high redundancy, thus falling into the local optimal solution set. To solve this problem, an unsupervised hyperspectral band selection method based on shared nearest neighbor and correlation analysis (SNNCA) is proposed in this paper. The proposed SNNCA method considers the interaction of bands in different clusters, and can obtain a set of bands with a large amount of information and low redundancy. First, this method uses the shared nearest neighbor to describe the local density of each band and takes the product of local density and distance factor as the weight to rank each band to select the required number of clustering centers, which ensures low redundancy among the clustering centers. Then, all bands are grouped into several clusters based on the Euclidean distance matrix and the clustering centers. Finally, the correlation among intra-cluster and inter-cluster bands and the information entropy are further analyzed, and the most representative band is selected from each cluster. The experimental results on two HSI datasets demonstrate that the proposed SNNCA method achieves better classification performance than that of other state-of-the-art comparison methods and possesses competitive running time.
I. INTRODUCTION
In recent years, remote sensing technology has developed rapidly, and hyperspectral remote sensing technology is a significant breakthrough in the field of remote sensing [1] . Hyperspectral sensors can obtain images with hundreds of continuous bands ranging from the visible to infrared spectrum [2] , which can provide rich information for the classification of ground objects [3] , target detection [4] , and quantitative analysis of biochemical components [5] . However, high-dimensional hyperspectral data causes some problems. On the one hand, the high-dimensional data imposes a heavy burden on the subsequent processing, calculation, The associate editor coordinating the review of this manuscript and approving it for publication was Larbi Boubchir . transmission, and storage of data [6] , [7] . On the other hand, numerous hyperspectral bands, especially adjacent bands, are highly correlated. Hence, for hyperspectral classification problems, when there are limited training samples, the classification accuracy increases first and then decreases with the increase of spectral dimensions (i.e., spectral bands), an occurrence called the ''Hughes phenomenon'' [8] . Therefore, it is essential to reduce the hyperspectral dimension before data analysis.
In the past decades, research on dimensionality reduction (DR) methodology has become a popular topic in the field of hyperspectral remote sensing, and a large quantity of DR methods have been proposed [9] . Depending whether or not the physical meaning of the original hyperspectral data is changed, these DR methods can be divided into two categories, i.e., feature extraction and feature selection (also called band selection) [10] . The essence of feature extraction methods is to transform the original data in high-dimensional space into a new set of data in low-dimensional space by some rules, such as principal component analysis (PCA) [11] , canonical correlation analysis (CCA) [12] , and locality preserving projection (LPP) [13] . However, these methods alter the physical meaning of the original data, and may disrupt and distort some critical information [14] . In addition, when these methods are applied, all the original data need to be analyzed, thus increasing the complexity of the calculation [7] . Another DR method is band selection, which aims to select a set of strongly distinctive bands from all spectral bands to represent entire bands. Such methods retain the physical meaning of the original spectral data and facilitate the interpretation of the selected dataset [15] . Different from feature extraction, band selection methods only utilize the selected bands instead of all bands for subsequent analysis, and can effectively reduce the cost of acquiring hyperspectral data and improve the computational efficiency [7] , [16] . Therefore, band selection methods are highly suitable for the DR of hyperspectral data.
According to the availability of the labeled training samples, band selection methods can be roughly divided into supervised band selection [17] - [19] and unsupervised band selection [20] - [22] . In the process of DR, supervised band selection methods require the label information of training samples, which limits the practical application because of the difficulty of obtaining the label information in most cases [10] . Therefore, compared with supervised band selection methods, unsupervised band selection methods are used relatively more widely in practice. This study also focuses on unsupervised band selection.
In the past few years, researchers have developed a large number of unsupervised band selection methods. Some of these methods are ranking-based, which aim to assess the importance of each band via a certain criterion (such as variance, information divergence, and constrained energy minimization) and select top-ranked bands to construct the desired band subset [15] . These methods include maximum variance principal component analysis (MVPCA) [23] , constrained band selection (CBS) [14] , and mutual information (MI) [24] . However, the bands selected by these methods may still be highly correlated because these methods ignore the interrelationships among the selected bands [15] . To solve this problem, some methods take the correlation of bands into account in the process of DR, evaluate the quality between each candidate band and the selected band set, and then take the optimal band from the candidate bands into the selected band set, which can be regarded as a form of ranking-based method. For example, Du et al. [25] employed the content of linear prediction (LP) to measure the similarity between each candidate band and the selected band set, thus obtaining a group of bands with the least similarity. Zhang et al. [26] first combined the method of maximum ellipsoid volume with sequential forward search (MEV-SFS) for band selection, which aims to find the band subset with a large amount of information and low correlation. Zhang et al. [27] also proposed a novel unsupervised band selection method based on band correlation analysis (BCA). This method evaluates the quality of each candidate band from two aspects: one is the redundancy of each candidate band, which is evaluated by its correlation with the current selected bands, and the other is the representative ability of each candidate band, which is assessed by its correlation with the remaining unselected bands. The larger the difference is between the latter and the former, the more representative the candidate band is, and the lower the redundancy is. Different from ranking-based methods, the principle of clustering-based methods is to divide the whole bands into the desired number of clusters and then select the most representative band from each cluster to construct the desired band subset [15] , such as hierarchical clustering structure using information measures [28] , affinity propagation [29] , and dual-clustering-based hyperspectral band selection [30] . However, most clustering-based methods require repeated computations to obtain the desired number of clusters, which increases the computational complexity.
Recently, Rodriguez et al. [31] proposed a fast densitypeak-based clustering (FDPC) method, which considers that clustering centers possess a higher local density than that of their neighbors and are at a relatively large distance from points with higher local density. This method ranks each point by the product of its local density and the distance from points with higher local density, and then selects the points with high ranking scores as the clustering centers. Because of the ranking behavior of the FDPC method in the clustering process, this method can be regarded as a ranking-based clustering method, which can effectively avoid the disadvantage of repeated iterations of clustering methods and ensure the stability of the selected subset [32] . In view of the superiority of the FDPC method, researchers have introduced this theory into the field of hyperspectral band selection, where each spectral band is regarded as a point in high-dimensional space. For instance, Sun et al. designed a new clustering method based on exemplar component analysis (ECA) [33] . This method employs a Gaussian kernel function to calculate the local density of each band rather than the number of adjacent bands. Jia et al. [32] proposed an enhanced FDPC (E-FDPC) method using exponential-based heuristic rule for cutoff threshold and weighted ranking score scheme for each band. To ensure high-quality cluster centers, Luo et al. [34] proposed an information-assisted density peak index (IaDPI) method, which takes intraband information entropy into account in the evaluation of local density and intercluster distance. Moreover, Li et al. [35] proposed an efficient clustering method based on shared nearest neighbor (SNNC) for band selection, which utilizes shared nearest neighbor [36] to calculate the local density of each band and combine the local density with the distance factor and information entropy to comprehensively evaluate the quality of each band.
The common feature of these ranking-based clustering methods is that they do not involve the actual clustering VOLUME 7, 2019 process but only select the desired number of clustering centers based on band ranking scores to construct the reduced band subset. However, it is not very suitable to use clustering centers as the reduced band subset. To be specific, some ranking-based clustering methods, such as FDPC, E-FDPC, and ECA, only guarantee low redundancy among the reduced band subset but do not consider the amount of information contained in the reduced band subset. Although information entropy is introduced into the IaDPI and SNNC methods, the reduced band subset obtained by these methods may not be the optimal combination. For example, a set of bands with low redundancy but little information or a set of bands with a large amount of information but high redundancy may be obtained. The main reason is that IaDPI and SNNC do not consider the combination of bands in different clusters, and such drawback also exists in other ranking-based clustering methods.
To solve the problems mentioned above, an unsupervised hyperspectral band selection method based on shared nearest neighbor and correlation analysis (SNNCA) is proposed in this paper. In view of the advantage that shared nearest neighbor can accurately reflect the local distribution characteristics of each band [35] , the proposed method uses shared nearest neighbor to describe the local density of each band, which is the same as SNNC. Unlike SNNC, the proposed method only employs the product of local density and distance factor to rank each band and to select the required number of clustering centers, which can ensure the low redundancy among cluster centers. Then, the Euclidean distance is used to cluster all bands; that is, each cluster center absorbs the bands close to it, thus forming different clusters. Finally, through information entropy and correlation analysis of bands in different clusters, the most representative band is selected from each cluster. The proposed method considers the interaction of bands in different clusters and aims to obtain a set of bands with a large amount of information and low redundancy.
The remaining sections in this paper are organized as follows. Section II describes the principles of the SNNC and SNNCA methods. In Section III, the experimental settings are represented, and the experimental results are analyzed in details to prove the effectiveness of the proposed SNNCA method. Finally, Section IV draws the conclusion of this paper.
II. PRINCIPLES OF THE METHODS

A. SNNC
The proposed SNNCA method in this paper is developed on the basis of SNNC [35] , so it is necessary to introduce the principle of the SNNC method first.
Suppose that the hyperspectral dataset is X = [x 1 , x 2 , · · · , x L ] ∈ R N ×L , where N represents the number of samples, L represents the total number of bands, and
x Ni ] T is the vector constructed by the ith band. First, the Euclidean distance of any two bands is calculated as follows:
The distances from each band to other bands are sorted in ascending order, and the K nearest neighbors of each band are selected. Let KNN (x i ) denote the K nearest neighbor set of band x i . Then, the shared nearest neighbor is used to describe the degree of similarity between any two bands, i.e.,
where SNN (x i , x j ) denotes the number of elements shared by band x i and x j in the K nearest neighbor set. According to the obtained distance and similarity matrices, the local density ρ i of each band is computed as follows:
The distance factor δ i of each band is obtained by calculating its minimum distance to other bands with higher density. For the band with the highest density, the distance factor is directly equal to its maximum distance to other bands. The equation is specifically expressed in the following form:
Furthermore, SNNC uses information entropy to evaluate the information content of each band, i.e.,
where represents the grayscale space in a certain band, and p(z) represents the probability of a certain gray level in this band. The information entropy H i of each band can be computed according to the gray level histogram.
The local density, distance factor and information entropy of each band are normalized to the [0,1] scale. Then, the product of the three factors is taken as the comprehensive weight w i of each band, which is defined as follows:
After sorting the comprehensive weights of all bands in descending order, the desired number of top-ranked bands are selected as the clustering centers to construct the desired band subset.
B. SNNCA
The SNNC method selects cluster centers as the reduced band subset without considering the combination of bands in different clusters, which may lead to falling into the local optimum solution set. To solve this problem, the SNNCA method is proposed in this paper, which is based on shared nearest neighbor and correlation analysis. Figure 1 shows the flowchart of the original method and the proposed method.
First, the local density ρ i and distance factor δ i of each band are calculated using the Euclidean distance and shared nearest neighbor, respectively, as shown in Eq. (3) and Eq. (4). The values of the two factors are normalized to the [0,1] scale, and their product is taken as the band weight, i.e.,
As with the SNNC method, the weights of all bands are arranged in descending order, and the top-ranked bands are selected as the clustering centers according to the desired number of bands. This approach not only ensures the low redundancy among clustering centers but also avoids the disadvantage of multiple iterations in the process of searching for clustering centers.
Then, all bands are grouped into several clusters based on the Euclidean distance matrix and the clustering centers, i.e.,
is the ith cluster, n represents the number of clusters, and m (i) represents the number of bands in i . Instead of directly taking the clustering centers as the reduced band subset, the SNNCA method selects the most representative band from each cluster. Although the redundancy of inter-cluster bands is relatively low, a correlation should be further considered when selecting the most representative bands. Inspired by the correlation analysis in the BCA method [27] , both the correlation between each band and other bands in the same cluster and the correlation between each band and the remaining bands in the other clusters are analyzed in the proposed SNNCA method.
The mean correlation coefficient of each band with the other bands in the same cluster is computed as follows:
represents the correlation coefficient between the jth band and the kth band in i . The larger η j is, the more representative the band is. It should be noted that the absolute values of the correlation coefficients should be taken for subsequent analysis to avoid offsetting the positive and negative values in the calculation process.
Suppose
represents the band subset constructed by removing the bands in the ith cluster i from all bands, where q (i) represents the number of bands in i . The mean correlation coefficient of each band with the remaining bands in the other clusters is computed as follows:
where C(x
represents the correlation coefficient between the jth band in i and the kth band in i . The smaller µ j is, the lower the redundancy is.
Furthermore, the proposed SNNCA method employs information entropy to measure the amount of information in each band, as shown in Eq. (5). To find a representative band subset with a large information and low redundancy, a new weight is defined to evaluate the quality of each band. The specific equation is as follows:
According to Eq. (10), the band with the largest weight is selected from each cluster as the representative band. The specific flow of the proposed SNNCA is summarized in Algorithm 1.
III. EXPERIMENTAL RESULTS AND ANALYSIS A. EXPERIMENTAL DATA
In this paper, two public hyperspectral image (HSI) datasets are utilized to evaluate the performance of the proposed SNNCA method and are both available at http://www. ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_ Sensing_Scenes.
The first HSI dataset was acquired by the NASA EO-1 satellite over the Okavango Delta, Botswana, in May 2001. The Botswana dataset contains 242 spectral bands ranging from 400 nm to 2500 nm, including some uncalibrated and water absorption bands. After excluding these noisy bands, the remaining 145 spectral bands were employed for HSI classification. Furthermore, this HSI Algorithm 1 Proposed SNNCA Algorithm Input: Hyperspectral dataset X ∈ R N ×L , number of selected bands n, parameter of k-nearest neighborhood K .
Step 1: Calculate the weight γ i of each band according to Eq. (7) , and select n top-ranked bands as clustering centers.
Step 2: Group all bands into n clusters based on the Euclidean distance matrix and the clustering centers.
Step 3: Compute the mean correlation coefficient η j of each band with other bands in the same cluster according to Eq. (8).
Step 4: Compute the mean correlation coefficient µ j of each band with the remaining bands in the other clusters according to Eq. (9).
Step 5: Compute the information entropy H j of each band in each cluster according to Eq. (5).
Step 6: Calculate the weight θ j of each band according to Eq. (10), and select the band with the largest weight from each cluster as the representative band. Output: n selected bands. dataset consists of 1476×256 pixels with a spatial resolution of 30 m and 14 different land-cover classes with 3248 available labeled samples.
The second HSI dataset was collected by the NASA Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) with a spatial resolution of 18 m, over the Kennedy Space Center (KSC), Florida, in March 1996. The KSC dataset contains 224 bands covering the spectral range from 400 nm to 2500 nm. After removing the water absorption bands, a total of 176 bands with a size of 512×614 pixels were used for subsequent analysis. This HSI dataset consists of 13 classes with 5211 available labeled samples.
B. EXPERIMENTAL SETUP
To comprehensively evaluate the performance of the proposed SNNCA method, it is compared with several DR methods from five aspects, namely, classification performance, correlation, information entropy, standard deviation, and running time. The specific experimental settings are described in details in this section.
1) BAND SELECTION METHODS
In this paper, the proposed method is compared with seven state-of-the-art unsupervised band selection methods, i.e., LP [25] , FDPC [31] , ECA [33] , E-FDPC [32] , IaDPI [34] , MEV-SFS [26] , and SNNC [35] .
2) CLASSIFIERS
To assess the classification performance of different band selection methods, two classical classifiers, i.e., cooperative representation-based classifier (CRC) [37] and random forest (RF) [38] , are employed in this paper. In the experiment, each classifier is conducted for 10 times on each dataset. In each run, 10% of the samples from each class are randomly selected as the training set, and the remaining 90% of the samples are used as the test set. The mean value of overall accuracy (OA) of these 10 runs is taken as the final result to alleviate the random error caused by dividing the training samples and test samples.
3) PARAMETER OPTIMIZATION
To make each classifier achieve the optimal classification performance on each dataset, the parameters of the classifiers are optimized based on all data, in which 10% of the samples from each class are randomly selected as the training set, and the remaining samples are used as the validation set. Each classifier runs 10 times on each parameter, and the mean value of OA of 10 times is used to evaluate the performance of the corresponding parameter on the classifier. For CRC, the global regularization parameter λ is chosen from the given intervals {10 −3 , 3×10 −3 , 5×10 −3 , 10 −2 , 3×10 −2 , 5×10 −2 , 10 −1 , 3×10 −1 , 5×10 −1 , 1}. Through optimization, λ is set to 5×10 −2 for the Botswana dataset and 3×10 −2 for the KSC dataset. For RF, the number of decision trees is chosen from 50 to 1000 in steps of 50. After optimization, the number is set to 200 for the Botswana dataset and 300 for the KSC dataset. It should be noted that the optimal parameters are obtained based on all bands. To ensure the consistency of the experimental conditions, the parameters of classifiers are consistent in the reduced band set obtained by different DR methods.
4) NUMBER OF SELECTED BANDS
To investigate the effect of different numbers of selected bands on classification performance, the number is set from 5 to 50 in intervals of 5.
5) RUNTIME ENVIRONMENT
All the experiments in this paper are performed using MATLAB software on a computer with 3.40 GHz CPU and 8 GB RAM.
C. PARAMETER K ANALYSIS
In the SNNC and proposed SNNCA methods, the parameter K represents the number of nearest neighbors of each band, which is the key parameter to determine the shared nearest neighbor matrix. To analyze the influence of parameter K on the SNNC and SNNCA methods, the classification performance of different K values (from 3 to 15) under different numbers of selected bands (from 5 to 50 in intervals of 5) is tested.
To find the optimal K value of the SNNC and SNNCA methods on each dataset, we draw the boxplot to evaluate the overall performance for each K value under different numbers of selected bands. For the sake of understanding, Figure 2 shows a brief explanation for boxplot.
The boxplot of each K value represents the distribution characteristics of classification accuracy for different numbers of selected bands under the corresponding K value, as shown in Figure 3 and when the parameter K of SNNC is set to 10 for both the Botswana and KSC datasets, the classification results of the CRC and RF classifiers are the best. Moreover, Figure 4 shows that when the parameter K of SNNCA is set to 6 for the Botswana dataset and 5 for the KSC dataset, the CRC and RF classifiers achieve the best classification performance.
D. COMPARISON OF CLASSIFICATION PERFORMANCE
In this section, the classification performance for various band selection methods under different numbers of selected bands is compared. For the Botswana dataset, as shown in Figure 5 (a) and (b), the proposed SNNCA method achieves the best classification performance among all band selection methods in this paper, while the performance of SNNC is relatively poor. In particular, when using the CRC classifier, the performance of SNNC is worse than the other methods. For both CRC and RF classifiers, the ECA, LP, MEV-SFS, and IaDPI methods acquire comparable classification performance. Moreover, these four methods can achieve similar performance to that of the SNNCA method in some cases, but their overall performance is inferior to that of the SNNCA method. Figure 5 (c) and (d) shows that for the KSC dataset, the SNNCA, SNNC, and E-FDPC methods achieve comparable classification performance, and these three methods outperform the ECA, LP, MEV-SFS, FDPC, and IaDPI methods in most cases, especially when selecting fewer than 25 bands. Specifically, when using the CRC classifier, the proposed SNNCA method achieves the best classification performance compared with other methods. Although the classification performance of E-FDPC and SNNC is slightly superior to SNNCA when using the RF classifier on the KSC dataset, SNNCA obviously outperforms E-FDPC and SNNC for both CRC and RF classifiers on the Botswana dataset. The ECA, LP, and MEV-SFS methods obtain comparable classification performance on the KSC dataset, and the classification performance of these three methods is almost the same under different numbers of selected bands when the RF classifier is conducted.
Furthermore, the average overall accuracy (AOA) and average kappa coefficient (AKC) of different numbers of selected bands are used to evaluate the overall classification performance for various band selection methods, as shown in Table 1 . The results show that the proposed SNNCA method achieves the highest AOA and AKC based on the CRC and RF classifiers for the Botswana dataset, which is consistent with the results shown in Figure 5 (a) and (b). For the KSC dataset, the AOA and AKC of the SNNCA method are much superior to those of the other band selection methods when using the CRC classifier; however, using the RF classifier, the AOA and AKC of SNNCA are slightly lower than those of E-FDPC and SNNC but significantly higher than those of the other five methods. Although the AOA and AKC of E-FDPC and SNNC are slightly higher than those of SNNCA using the RF classifier on the KSC dataset, their AOA and AKC are obviously lower than those of SNNCA for both CRC and RF classifiers on the Botswana dataset. which is also consistent with the results shown in Figure 5 In general, the proposed SNNCA method outperforms the other state-of-the-art comparison methods in terms of classification performance.
E. CONTRIBUTION OF CORRELATION ANALYSIS IN SNNCA
In the proposed SNNCA method, we introduce correlation analysis among intra-cluster and inter-cluster bands, as shown in Eq. (8) and Eq. (9) . To further illustrate the importance of correlation analysis step in SNNCA, we design a band selection method based on shared nearest neighbor without correlation analysis in the framework of SNNCA method, which is named SNN. The SNN method does not carry out the calculation of Eq. (8) and Eq. (9), and replaces Eq. (10) with Eq. (5) . In other words, the SNN method directly selects the band with the largest information entropy from each cluster as the representative band. The specific process is summarized in Algorithm 2.
Algorithm 2 Proposed SNN Algorithm
Input: Hyperspectral dataset X ∈ R N ×L , number of selected bands n, parameter of k-nearest neighborhood K .
Step 3: Compute the information entropy H j of each band in each cluster according to Eq. (5), and select the band with the largest information entropy from each cluster as the representative band. Output: n selected bands.
To ensure the consistency of test conditions, the parameter K of SNN is set to the same as that of SNNCA on two HSI datasets. Moreover, AOA and AKC of different numbers of selected bands (from 5 to 50 in intervals of 5) are used to evaluate the overall classification performance for SNNCA and SNN methods. Table 2 shows that SNNCA achieves higher AOA and AKC than those of SNN for both CRC and RF classifiers on the KSC dataset and for the RF classifier on the Botswana dataset. Although the AOA and AKC of SNNCA are lower than those of SNN for the CRC classifier on the Botswana dataset, SNNCA outperforms SNN on the whole. The experimental results indicate that correlation analysis plays an important role in the SNNCA method and can effectively improve the classification performance of SNNCA.
Furthermore, the SNN and SNNCA methods possess the same framework, and Table 1 and Table 2 show that both SNNCA and SNN can achieve better classification performance than that of SNNC and other state-of-the-art band selection methods on the whole. Therefore, the experimental results further demonstrate that the framework proposed in this paper is superior to that of SNNC method.
F. COMPARISON OF CORRELATION AND INFORMATION CONTENT
The purpose of band selection is to select a set of bands with low redundancy and a large amount of information to represent the entire bands [35] . To this end, the quality of the bands selected by various band selection methods is evaluated with three kinds of evaluation indicators, i.e., correlation, information entropy and standard deviation. In this section, we calculate the average correlation coefficient (ACC), average information entropy (AIE) and average standard deviation (ASD) of different numbers of selected bands on two HSI datasets, as shown in Figure 6 . It should be noted that ''average'' refers to the average value of evaluation indicators of all bands in each selected band subset. Small ACC indicates that the redundancy is low in the selected bands, while large AIE and ASD values indicate that more information is contained in the selected bands. Figure 6 (a) and (d) shows that the ACC of the ECA, LP, MEV-SFS, and FDPC methods is lower than that of the proposed SNNCA method for different numbers of selected bands. To be specific, for the Botswana dataset, the ACC of all band selection methods used in this paper is very high, and the ACC of SNNCA is only slightly higher than that of the ECA, LP, MEV-SFS, and FDPC methods. For the KSC dataset, although the ACC of SNNCA is higher than that of the ECA, LP, MEV-SFS, and FDPC methods, the ACC curve of SNNCA is less than 0.5, which belongs to a low correlation level in experience. Moreover, the band subsets selected by the SNNCA method contain much more information than that of the ECA, LP, MEV-SFS, and FDPC methods, as shown in Figure 6(b) , (c), (e), and (f). Therefore, the proposed SNNCA method achieves better classification performance than that of the ECA, LP, MEV-SFS, and FDPC methods. Compared with other methods, the band subsets selected by the E-FDPC, IaDPI, and SNNC methods contain more information, but the redundancy of these band subsets is extremely high. In general, the proposed SNNCA method can select a set of bands with low redundancy and a large amount of information.
G. COMPARISON OF RUNNING TIME
To evaluate the overall computational complexity of each band selection method, we calculate the average running time for different numbers of bands selected by each band selection method on the Botswana and KSC datasets, as shown in Table 3 . The results show that the LP method has the maximum running time, because this method is time-consuming in selecting the initial band pairs. On two HSI datasets, the proposed SNNCA method costs much less time than that of LP and MEV-SFS but slightly more time than that of ECA, E-FDPC, FDPC, IaDPI, and SNNC. Compared with other methods, the proposed SNNCA method does not have the minimum running time, but its running time is acceptable in practice.
IV. CONCLUSION
In this paper, we propose an unsupervised hyperspectral band selection method based on shared nearest neighbor and correlation analysis (SNNCA), which is developed based on SNNC. First, this method uses the shared nearest neighbor to describe the local density of each band and employs the product of local density and distance factor to rank each band to select the required number of clustering centers. Then, all bands are grouped into several clusters based on the Euclidean distance matrix and the clustering centers. Finally, the most representative band is selected from each cluster based on information entropy and correlation analysis. Unlike other ranking-based clustering methods, the proposed SNNCA method does not directly select the cluster centers as the reduced band set but considers the combination of bands in different clusters to avoid falling into the local optimal solution. The experimental results on two HSI datasets demonstrate that the proposed SNNCA method has competitive running time and is able to select a set of bands with low redundancy and a large amount of information, and the selected bands achieve better classification performance than that of other state-of-the-art band selected methods.
In the proposed method, the selection of clustering centers is an important step. The quality of clustering centers has a significant impact on the performance of this method. In the future, we will explore a better clustering center selection mechanism to improve the robustness of selected bands.
