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Discrete-Word 
Recognition Utilizing 
a Word Dictionary  and 
Phonological  Rules 
SHUICHI ITAHASHI, SHOZO MAKINO, and KEN'ITI KID0 
A bstract-A  discrete-word recognition  system utilizing a 
word dictionary and phonological rules is described. In this 
system,  nine  distinctive features are extracted from  a  discrete- 
word input. Segmentation is performed using these features. 
Segmentation errors  are corrected by applying  a phoneme  con- 
necting rule. The  input  word is transformed into an  input fea- 
ture matrix. The  comparison of this matrix with  the standard 
derived  from the dictionary is performed in the feature 
(matrix) space. Another method of segmentation is also de- 
scribed in which segmentation is performed using a duration 
dictionary. The effectiveness of utilizing a word dictionary 
and phonological  rules in automatic discrete-word recognition 
is discussed. 
I. Introduction 
The history of automatic speech recognition goes 
back 30 years  or so, during  which  time attempts have 
been made to automatically  transform  human speech 
into sequences of discrete  units  such  as  phonemes  or 
standard orthographical, characters [l] -[9] . Of par- 
ticular  interest  here  are  those  studies  relating to 
discrete-word  recognition  utilizing  linguistic  informa- 
tion  as  a first  step  in  continuous speech recognition. 
The' invention of the vocoder in 1939 [ lo]  demon- 
strated  the possibility of narrowing the transmission 
channel by removing from the speech signal redundant 
components  that are  irrelevant to  the meaning of the 
message being transmitted. The sound spectrograph 
was developed in 1949 [ll] and has ,since  contributed 
much to  the  study of speech analysis. Later,  theoreti- 
cal or statistical methods based on  the development 
of information theory were adopted and studies on 
discrete-word  recognition made considerable progress 
[12]  -[17]. The  study of speech  recognition has been 
largely conducted as one aspect of pattern recogni- 
tion, artificial  intelligence,  and  information processing 
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as the processing of mass data became tractable 
through  the development of electronic  computers 
Studies by D. B. Fry  and P. B. Denes [12] , [13] , 
were among the  first  that utilized  linguistic  informa- 
tion  explicitly.  Their  recognizer  stored the digram of 
phonemes in addition to processing speech acousti- 
cally. Selection of the next phoneme was biased to 
the most probable one, according to  the previous 
choice of a phoneme, depending upon the digram. 
In this  equipment, 14 phonemes were recognized; four 
vowels, nine consonants, and silence. With the ma- 
chine adjusted  for  a given speaker, the percentage  cor- 
rect  response on individual  sounds  and on words was 
60 and 24 percent,  respectively,  when the digram con- 
straints were not used. With  digram constraints,  those 
scores rose to 72 and 44 percent. For a second and 
third  speaker, without readjusting the  equipment,  the 
scores fell  from about 70 t o  45 percent. 
Sakai and Doshita calculated digrams and trigrams 
of Japanese  phonemes  with 50 000 phonemes as basic 
material. The result indicated that the accumulated 
frequency of about 1000 types  of. trigrams of higher 
occurrence  frequency  reached  more  than 90 percent. 
They proposed to improve vowel recognition by uti- 
lizing the occurrence frequency for these phoneme 
triplets [15], but effectiveness was not mentioned 
explicitly. 
In  spite of the  fact  that so many research  projects 
have been conducted, no entirely acceptable speech 
recognizer has as  yet been developed. Also, it has be- 
come obvious that  the problem of automatic speech 
recognition is very difficult [23] , [24]. Such a his- 
tory caused the  authors t o  investigate the utilization 
of linguistic  information,  such as a  word  dictionary, in 
the process of automatic speech  recognition  and  they 
have conducted basic research on  the most  frequently 
used Japanese  words [25],  [48]. 
Recently,  researchers in the U.S.S.R. have obtained 
fairly good results, based on  a recognition model in 
which some  linguistic  aspects of speech  are  taken into 
account. Zagoruiko, for instance, explains a general 
model for speech  recognition,  composed of three 
major stages, and  he  reports  that studies  on  each stage 
are being conducted [26] . Derkach executed an ex- 
periment on  a recognition  system using a  rule for  the 
connection of phonemes  and  a  lexicon  concentrating 
on  material  consisting of 73 words of the VCVC type. 
A recognition  rate of 93 percent  for male and  female 
talkers was attained [27]. G. Fant has proposed a 
practical  model for recognition,  referring to research 
in the U.S.S.R. [28]. The model has five stages, pa- 
rameter extraction, microsegment extraction,  phonetic 
transcription,  word  identification  and  semantic  inter- 
pretation. Also, the model  includes many complicated 
feedback loops. He describes the properties which 
each of the stages ought t o  have. 
[18]-[22]. 
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II. Discrete-Word Recognition 
A. Linguistic Information 
The articulation or intelligibility score in man-to- 
man speech communication changes according to 
whether or not the sound transmitted makes sense. 
Generally, an individual syllable has the lowest  score, 
single word intelligibility is in the middle  and  sentence 
intelligibility is the highest on  the same transmission 
channel [30] . It appears, therefore, that a word or 
a  sentence can be recognized with  the aid of linguistic 
information conveyed by  the phonological or syntac- 
tic  form  and  the meaning, in addition to  the phonetic 
information  contained in a nonsense syllable. 
In the case of written language, a man can fairly 
easily correct  character  errors in a  sentence [31] . An 
attempt  to  deduce uncertain  letters in a  word utilizing 
the  joint probability of letters [31] is fairly successful 
in the case of one-letter  words,  but is not successful 
in the case of  words  composed of many letters. This 
seems to  indicate that probabilistic or statistical in- 
formation will not be as helpful  as linguistic informa- 
tion when dealing with  complex  material. On the 
other  hand, use of a  word  dictionary can lead to im- 
provement in the  detection of nasals or stops in words, 
as has already been reported by the authors [25]. 
This indicates the effectiveness of utilizing a word dic- 
tionary as basic linguistic information  for  automatic 
recognition of discrete words. 
B. Continuous Speech 
Automatic  recognition of isolated vowels or  mono- 
syllables has been carried out with fairly good per- 
formance [MI, [19],  The same strategy, however, 
cannot  be  directly  applied to  continuous speech pro- 
cessing, because it is not adequate to  process continu- 
ous speech merely as a  sequence of isolated phonemes. 
The  acoustic attributes of each phoneme  in  continu- 
ous speech change significantly, due  to  the influence 
of preceding and following phonemes; the coarticula- 
tion  effects  cannot  be ignored. An interesting  experi- 
ment concerning this issue  was conducted by Fujimura 
[ 321 ; the results  showed that  the influence of coartic- 
ulation on  the perception of speech is very large. In 
order to overcome this variation, it will probably be 
necessary to clarify the mechanism of coarticulation 
in terms of the physiological nature of the  articulatory 
organs. However, it may not be sufficient to handle 
the difficulty merely in terms of the coarticulation 
mechanism. 
Speech is usually composed of some sentences. A 
sentence is composed of words according to  gram- 
matical and semantic rules. A word or a syllable is 
composed of syllables and of phonemes  according to  
the word  composing rule  and the phoneme  connecting 
rule, respectively. Among these rules, the phoneme 
connecting  rule is clear, but  the  word composing rule 
is not well formulated,  though the latter seems useful 
for automatic discrete-word recognition. Even if it 
could have  been made clear, it would be a  fairly loose 
rule which allows the replacement of old words  with 
new ones, as new words are made and old words 
gradually become forgotten. A word dictionary can 
be adopted  instead of the word composing rule. The 
grammar is relatively clear, but  it is not so formulated 
that  it can be processed mechanically with ease. It is 
even more difficult to process semantics on a com- 
puter. This unformulated aspect seems to  be the in- 
trinsic nature of a language. It will be necessary, in 
the future, to construct a model that can process 
such an unformulated  aspect.  Here, it was decided to  
limit the  automatic recognition objective to  the dis- 
crete  words as a  first step  toward  recognition of con- 
tinuous speech. The main reason is to avoid difficul- 
ties in detecting  word  boundaries in a  sentence and in 
applying grammatical and  semantic rules mechanically. 
C. Discrete Words 
A word has  been considered to be a minimum unit 
of continuous speech from the standpoint of coarticu- 
lation [33],  [34] . If this is true, some of the proper- 
ties clarified by studying  discrete  words as basic ma- 
terial might be  applicable to continuous  speech. 
On  the  other  hand, Miller has  hypothesized  that  the 
unit of speech recognition by human beings has a  dura- 
tion of one  second or so, that is, a  sequence of a few 
words or a phrase [35] . This suggests to  the authors 
that a  word  is  suitable  as  a  unit of recognition. 
Consider a system that responds appropriately to  
spoken  commands  from  a  practical  point of view. In 
such a system, it would be profitable to leave all the 
processing possible to  the machine and to  restrict  the 
human operation to  a minimum. That is, man-to- 
machine interface can be an optical display or syn- 
thesized speech. Controlling information from men 
can be  fed to  the machine  through  a simple operation 
like pushbuttons. Oral commands  are  more  con- 
venient than key or switch operated commands. In 
such a case, discrete  words will be  sufficient as a  con- 
trolling media from men to  the machine. 
It seems plausible to  limit the  automatic recognition 
objective to  discrete words at the present stage of 
study. By restricting the research objective to discrete 
words, linguistic information, such as a  word  dictio- 
nary, statistical  properties of words [36] and  a
phoneme  connecting  rule  are available now. 
D. Word Dictionary Utilization 
Utilization  of a word  dictionary  restricts the vocab- 
ulary. A psychological experiment has shown, how- 
ever, that  the  effect of the  sentence, Le., the  fact  that 
words spoken in the context of a sentence can be 
identified  more  accurately than  the same words spo- 
ken in  isolation, is comparable t o  the  effect of  a re- 
stricted vocabulary [37], since one can discriminate 
among  words  more easily as the vocabulary decreases. 
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Therefore,  utilization of a  dictionary  does  not neces- 
sarily result in the loss of generality. Since a word 
dictionary is composed of a  set of meaningful words, 
its  utilization  takes meaning into  account. Thus  utili- 
zation of a  word  dictionary is expected to be effective 
as linguistic information [29]. In this case, a larger 
dictionary is needed to cover a wide vocabulary range. 
Dictionary  consultation  time increases as the vocabu- 
lary grows. The effectiveness of the dictionary de- 
creases with utilizing the  redundancy. 
One procedure that could overcome such  a  difficulty 
is as follows. Let  the recognition  system be equipped 
with miTl dictionaries with vocabularies mi ( i  = 1, 
2, . . . , k ) ,  where mo = 1. The recognition  operation 
is performed  with k utterances. That is, the speech of 
the first  utterance  chooses  the  dictionary to  be used 
at the next utterance, the next speech chooses the 
next  dictionary again and so on.  Final  recognition is 
performed with the last, or kth, dictionary. If the 
system can discriminate at most M = y& k (mi) 
words on one  stage, the system can discriminate N = 
llf=c=, mi words finally by this procedure, using 1 + 
2;:; (@= mi) dictionaries in all (where this value 
should be 1 when k = 1). Putting mi = 2 ( i  = 1, 
2, . . . , k )  at the limit, the choice on each stage is 
alternative, but k = log, N utterances are required. 
The value of k should be limited to 2 or 3 from a 
practical point of view. For example, putting k = 2, 
m, = 20 and m2 = 50, discrimination of 1000 words 
will be possible with  two  utterances. 
E. Methodological Consideration 
From  the  point of view mentioned  above,  study of 
an automatic discrete-word recognition system has 
been carried out  with  the idea that  it is necessary to 
utilize linguistic information, especially the word  dic- 
tionary and phonological rule. There may be several 
methods suitable for such an idea: 1) to process a 
word as a pattern; 2) t o  process a word  as a sequence 
of phonemes and t o  correct the errors caused by 
acoustical processing with the dictionary; and 3) to 
represent an  input  word as a  time  sequence of features 
(or a feature matrix) and to  take as an output the 
item  nearest to  the  input in the  dictionary.  The first 
one is easy to handle,  but it is difficult to develop  such 
a processing method which  will be  extensible to  con- 
tinuous speech in the  future. The main difference  be- 
tween the second and  the  third  methods is whether or 
not recognition of phonemes is performed at the 
stage before  the  dictionary. Discrimination of 
phoneme groups must  be  performed even in the third 
method,  thus  there is not so much difference  between. 
the  two. In the present work, the  third  method has 
been adopted. The software system that will be de- 
scribed has been constructed and experiments on it 
have  been carried out. 
A diagram of the recognition  system is presented  in 
Fig. 6.  A discrete-word input is frequency analyzed 
Freq. in kHz .  NL 
Fig. 1. Four frequency bands and parameters. 
and divided into  four  frequency bands. Nine distinc- 
tive features ?e extracted from the logarithms of 
ratios of output powers of these  bands.  Segmentation 
is performed  according to  these  features;  the segments 
are roughly classified into  ten  phoneme groups.  Then 
the phoneme  connecting  rule is applied to  the result- 
ing sequence of phoneme  groups and  the errors in  the 
classification are  corrected.  Finally, the  input word  is 
transformed into  an  input  feature  matrix. 
On the  other  hand,  an  item of the  dictionary which 
is written as a sequence of phonemes is transformed 
into a sequence of features,  which is then  transformed 
into a  standard  feature  matrix  by  applying the phono- 
logical rule.  The  distance  between the  inpat  and  stan- 
dard feature matrices is calculated for each item of 
the dictionary and the item of minimum distance 
from  the  input is taken as a recognized output. 
The  system shown in Fig. 7 is further equipped  with 
a duration  dictionary  with  which  the  segmentation is 
performed after  the  nine  features  are  xtracted. 
Therefore,  the segmentation  in this system is executed 
differently for each dictionary item. The operation 
of each block of these systems is described in the  fol- 
lowing sections. 
111 .  Speech Analysis and Feature Extraction 
A. Parameter Calculation 
Speech is recorded using a tape  recorder in  a  sound 
proof room. Recorded speech is played back and  low- 
pass filtered  with  a  cutoff  frequency of 4.8 kHz.  The 
speech signal is then sampled at a 10-kHz rate and 
quantized into *lo bits. The digital speech signal is 
digitally filtered  with Hamming window  filters [ 381 . 
An output is obtained  once every 10 ms. Henceforth, 
each  set of outputs  of filters  obtained every 10 ms  will 
be called a “frame.” Speech materials for parameter 
extraction  are 13 words (7 seconds of speech)  spoken 
by  a male talker. Words are  selected so that  the  occur- 
rence  frequency of each  phoneme is almost the same 
as that of the  most  frequently used words. 
The filtered outputs of 0.2-4.0 kHz are divided into 
four frequency bands [39] . The lowest band L in 
Fig. 1 covers the first formant region of  vowels 
/i, e, 0 ,  u/;  the lower  middle band, M1 in Fig. 1, covers 
the second formant region of vowels /a, 0 ,  u/; the 
higher middle band, M 2  in Fig. 1, covers the third 
formant region of five Japanese vowels; the highest 
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TABLE I 
Classification of Phonemes to Calculate Coefficients of Linear 
Transforms  which  Give  Values of Features 
Features  Feature + Feature - 
Note: L-Elongated vowel; 
sound. 
band H covers the noise component of consonants. 
The logarithm of the variance of output  amplitude of 
the band MI , and  the logarithms of the ratios of the 
power of each  frequency band to  the full  band power 
or to  the power of another  band such  as LT,  M I  L ,  
etc. [40] are used as the nine parameters shown in 
Fig. 1. 
B. Calculation of Features by Linear Transform 
Many features of speech and the methods  for  their 
extraction have  been devised and  experiments carried 
out. Features of linguistic significance are to  be used 
from  the  standpoint  that speech is to  be processed as 
a linguistic event. The distinctive features specified 
by R. Jakobson et al. [41] , represent  an attempt  to 
systematically explain phoneme  discrimination  by 
human beings. This feature system was based upon 
observation of the processes of production and per- 
ception of human language. Acoustic correlates of 
this  feature  system have not  yet been fully  described. 
Fujimura proposes a similar distinctive feature  system 
for Japanese phonemes [42]. 
Based on such a notion, a procedure has been de- 
vised in which a  spoken word is represented as a se- 
quence of feature values at each time sample. The 
“vocalic” feature in the distinctive  feature  system, for 
example, divides 24 phonemes of Japanese language 
into two classes of vowels and consonants; and the 
feature  “flat” discriminates /o/ from  /a/.  Let us con- 
sider finding a linear transform which best discrimi- 
nates between two classes of phonemes, to  each of 
which the feature “plus” or “minus” is assigned for 
each of nine  features.  Let X: = { Xfr}  ,’= denote  the 
parameters  obtained every 10 ms,  which should  be  cat- 
egorized as the feature plus ( k  = +) or  minus ( k  = - ), 
where i ‘indicates  the material number ( i  = 1,  2, . . . , 
n) ,  and r represents each of nine  parameters.  The dis- 
tinctive  features of phonemes  are  represented by  the 
linear combinations of these  parameters,  such as 
9 
F(x ; )  = c , x ~ ,  i = 1 , 2 , .  . . , n; k = +, - . 
,= 1 
(1) 
Nsyllabic nasal;  Q--choked 
These coefficients { C,} are determined so that the 
ratio of the variance between two classes { F (x;‘)} 
and { F(XzT)} to  the sum of variances within each class 
becomes maximum [43]. That is, it is desired to 
maximize G given by  the following equations. 
where S,, is the sum of products of deviations  from 
the mean of the parameters p and q ;  d r  is the  differ- 
ence between the mean of the parameters of two 
classes. The  set of coefficients that maximizes G will 
be given by  making the partial  differentiation of G by 
C, zero. Such a set of { C,} will be proportional to 
the solution of the  set of linear equations 
9 Cyst, E d t ,  t = 1 , 2 , .  . . , 9.  (3) 
r= 1 
The  coefficients‘are  determined so as to divide the 
phonemes into two classes, according to  the sign of 
the slightly modified distinctive  features as shown in 
Table I. Feature “sound” is used to  discriminate 
speech interval  from  silent  interval. That is, it is  used 
to differentiate choked sounds (or geminate conso- 
nants)  and  stop intervals of stop consonants from all 
other phonemes. Fig. 2 shows histograms of feature 
values calculated with the coefficients given by the 
above procedure on the material mentioned in the 
preceding section. Average error rate of feature ex- 
traction is 10.5 percent when the threshold is deter- 
mined so that  the error rate of both phoneme groups 
becomes equal. 
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401 Strident 
Feature value 
Fig. 2. Histogram of feature  values  calculated by linear 
transform. 
IV. Segmentation of Discrete Words 
A. Primary Segmentation 
The input word is now represented as a time se- 
quence of feature values by  the processing mentioned 
in  the preceding section.  Let us now attempt to 
determine the boundary  between successive phonemes 
and to segment the  input word into  the sequence of 
phonemes [44] . Let the  ith  feature  at frame  numbers 
t and t - 1 be denoted by fti and f t - l  ,i ( i  = 1, 
2, . * , 9), respectively; the distance between two 
feature  frames will  be defined  as 
) y 2  , t = 1 ,2 ,  * . - . (4) 
i= 1 
The frame at which d t  2 0 (0 is a  threshold) will be 
assumed as a first candidate of phoneme boundary. 
Then; let the frames of dt 2 11 be the candidates; 
if the interval between adjacent candidates or the 
length E of the resulting segment is not  shorter  than 
13 frames, the threshold value is decreased by one; 
and  boundary  candidates  are  searched  for again. 
If segments of. 1 2 13 still remain, the threshold 
value is further decreased by one  and  the candidates 
for  boundaries  are  searched for. Resulting  boundaries 
are  rearranged  by  integrating the  transitional segments 
and  by dividing the long segments into  two or more 
segments, utilizing segment length 1 and distance d, 
according to the procedure  shown  in Fig. 3. The 
mean value of each feature in each determined seg- 
ment is adopted  as  the representative feature value of 
the segment. Stop consonants  are  detected  separately 
by the procedure illustrated in Fig. 4. According to 
the procedure  shown in F i g .  5, it is determined  which 
group of seven kinds of phoneme groups each seg- 
ment belongs to,  utilizing the representative  features 
of the segment. The groups are composed of four 
consonant groups (i.e., stops, nasals, voiced and un- 
voiced consonants), vowels, devocalized vowels and 
choked  sounds. Details of the segmentation [45] are 
omitted  here as it involves a  long  description. 
B. Utilization of the Phoneme Connecting  Rule 
Up to  the stage mentioned in the preceding  section, 
semivowels, syllabic nasals, and  elongated vowels  have 
not been detected yet. These phonemes are hard to 
discriminate from vowels or nasals, relying only on 
the& physical properties. As the phonemes are con- 
nected  systematically  with  one  another to compose  a 
syllable,  this  phonological  property is utilized to  cor- 
rect  the  errors caused in the process of segmentation 
The sequences of phoneme groups which have been 
determined by the procedure  shown  in  Fig. 5 are ex- 
amined to determine whether or not they compose 
syllables. A sequence of two phoneme  groups  which 
does not compose  a syllable is rewritten  according to 
the rewriting  rules  shown in Table I1 so as to conform 
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Time Frame dt 
in 1 2 
m.s. 
S O  
100 
150  
200 
2 5 0  
:Initial and final point of word 
:Gathering of segment 
4 20 x 4 4 1  
5 5 :Stationary segment 
6 2 T :Transitaon segment 
7 16  X 
8 12 X 3 , s  
I 
: The frame of  dt ?(threshold) I Numbers indicate the number of  frames, 
i=5 
ds={ i=l (f' s ,1  . - f's-~,i 
Fig. 3. Example of segmentation. 
N 
N Y 
I & s .=c 
Cs: Stop consonant 
B(i)ZO Si: Phoneme group of ith  segment 
N r :  Phoneme group, except  for Cs 
S(i): Feature Sound of ith segment 
B(i): Feature Voiced of ith segment 
B: The frame (S(t)>O) following the frame (S(t)< 0) 
Fig. 4. Detection of stop consonants. Authorized licensed use limited to: TOHOKU UNIVERSITY. Downloaded on March 08,2010 at 00:22:43 EST from IEEE Xplore.  Restrictions apply. 
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cuv 
N ( i ) S  0 Cn 
V ( i )  : V o c a l i c  
D ( i ) = V ( i ) - C ( i )  S (i) : Sound Cv: Voiced  consonant  
B ( i )  : Voiced  Cuv:  Unvoiced  consonant 
N ( i )  : Nasal  
S t  ( i )  : S t r i d e n t  
c v  
Fig. 5. Discrimination of phoneme groups. 
TABLE I1 
Rewriting  Rules of Phoneme  Groups which Do Not Compose 
a Syllable 
A l .  R e x r i t i n g  Of , S t r i n g s  
1 ) V  V - + Y V , V B , V L , V Y  
3 ) C v Q  - + Z Q , V Q  
2 ) C n Q  - - ' Z Q , V Q  1 5 )  CuvCv 4 CuvY 
1 6 )  CuvCuv ----t ZCuv 
1 7 )  CuvCs -+ Z C s  
18) Cs Cn ---f Cs Y , CsVcn 
19) cs Cv 'CS Y 
20)  cs cuv  ----f CS Y 
4 )  CuvQ --+ Z Q , V Q 
5 )  Cs Q - 2  9 , ' I  Q 
6 )  Cn Cn --+ NCn 
7) Cn Cv --? N C V  
8 )  Cn C u v - 4  NCuv 21)  cs cs - + C s V u v c s  
9) Cn C s  --+ N C s  
10) Cv Cn --+ Cv Y 
1 1 )  c v  c v  -+ Cv Y 
12) c v  CUV' L C U V  
22 )  Q Q --$Z Q 
23)  Cn E --+x E 
2 4 )  Cv Z -+ 2 E 
2 5 )  CuvZ -+ Z E 
13) C Y  C 6  *LCs 
1 4 )  CuvCn -+CuvY , CuvVcn 
2 6 )  C S  E 4 Z E 
A2. 
2 7 )  YCn -+ LCn 31) W u v  -+ ZVuv 
2 8 )  YCv - + L C "  32)  Y Q - - r V  Q 
29 )  YCuv --)LCuv 33)  L 9 -+V Q 
30) YCs *LCs 3 4 )  Y E  ----tL E 
*3. 35) Cn L -+Cn v 
36)  Cv L + C V  V 
4 0 )  L L -+L z 
37)  C U V L  4 cuvv 9 2 )  N N 4 C n  V 
38) Cs. L --+ Cs V 4 3 )  Y Y --+V Y 
39) L x -+L v 4 4 )  VUVL 4 suvz 
41) N L 4 C n  V 
A h .  For i n i t i a l  segments 
6') Cn  Cn -+ Cn Y 
7') Cn c v  4 Cn Y 
8') Cn Cuv -+ ~ C u v  
9') Cn cs + v c s  
12') Cv Cuv -+ 'JCuv 
13') Cv Cs - + V C s  
1E') CU"CUV --+ C U V Y  
17') CuvCs. 4 C u v V u v C s  
Cn : Nasal Y : Semi-vowel N : Syllabic-Nasal 
Cv : Voiced  Consonant  V : Vowel 9 : Choked Sound 
Cuv:  Unvoiced  Consonant Vu": Devoca l i zed  Vowel E : End o f  Word 
C s  : Stop Consonant  L : Exongated Vowel Z : Null  Segment 
to  the  rule, Semivowels, syllabic nasals and  elongated tions  which  conform to  the rule or ones whose occur- 
vowels are detected on this stage. Accordingly, the rence is impossible due to  the restriction  before  this 
number of phoneme  groups  becomes ten,  the number stage.  In the process of rewriting,  some  phoneme 
of possible combinations of pairs of phoneme  groups groups  are  deleted  and  some  are revit ten,  depending 
is 10 X 10. However, only 44 combinations shown upon the  duration of the segment or  the distance  bel 
in Table I1 require  rewriting;  others are the combina- tween the segments.  Here, the  input speech is repre- Authorized licensed use limited to: TOHOKU UNIVERSITY. Downloaded on March 08,2010 at 00:22:43 EST from IEEE Xplore.  Restrictions apply. 
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sented as a  feature  matrix, in which  rows stand  for the 
nine features and columns stand for the phonemic 
segments. The rate of correct segmentation is 63.5 
percent  before  the application of the rule  in Table 11. 
It is 88.6 percent after applying the rule when the 13 
words mentioned in the preceding section are used 
as the speech material. 
FEATURE 
EXTRKTION 
PRIMARY 
CANDIDATE 
FEATURE 
MATRIX 
V. Recognition of Discrete Words 
A. Recognition Without a Dictionary 
The analyzed output of the speech material of 13 
words  mentioned previously has been segmented into 
the sequence of phonemes by visual inspection. The 
mean  value  of each of nine  feature values in  the seg- 
ments of each phoneme is adopted as the standard 
features  for  each  phoneme.  Let the representative 
feature of each  segment, which  was determined by the 
segmentation process mentioned  in  Section IV-A be 
denoted as fi and let  the  standard  feature of a pho- 
neme be denoted as f f .  The distance between them 
will be defined as 
CALCULATION t 
PHONOLOGICAL 
RULE 
MINIMUM 
NO 
WORD 
OUTPUT 
42.0 percent of the segments of the 13 words men- 
tioned in Section  III-A have  been recognized cor- 
rectly, when the  phoneme  that minimizes d was  given 
as a recognized output. 
On the stage where the segmentation is performed, 
each segment is labeled as a consonant, semivowel, 
vowel, or  submora (i.e., an elongating symbol of 
vowel, syllabic nasal, and  choked sound)  by applying 
the phoneme connecting rule. Therefore, calculation 
of the distance  mentioned  above can be  restricted to 
the standard features of vowels if the segment con- 
cerned is labeled as a vowel. Similarly, the calcula- 
tion can be restricted to  the corresponding standard 
features of phonemes  for other segments. Of the 
segments of the 13 words mentioned above, 59.5 
percent have been recognized correctly  after  this  re- 
striction. Accuracy is‘ improved by 17.5  percent, 
compared with the phoneme-wise recognition men- 
tioned above. This indicates that the phoneme con- 
necting  rule is effective in segmentation  and  recogni- 
tion of discrete  words. 
6. Recognition Utilizing a Word Dictionary 
Fig. 6 illustrates  a diagram of the discrete-word  rec- 
ognition system that utilizes a word dictionary and 
phonological rule.  The  dictionary is composed of 54 
words; each word or  item is represented as a sequence 
of phonemes so that each component of a syllable, i.e., 
a consonant, a semivowel, a vowel, and a special 
phoneme  stand in the same position in a syllable for 
all words. The discrete-word input has been trans- 
formed into a feature matrix by the procedure de- 
Fig. 6. Diagram of discrete-word  recognition  system (1) using 
a  word  dictionary  and  phonological rules. 
scribed above. On the  other  hand, each item of the 
dictionary is converted into a feature  matrix by con- 
sulting  a  rewriting  table.  After  applying  a  phonologi- 
cal rule  (devocalization of  vowels /i, u/ in the  context 
of unvoiced consonants) to  the matrix,  a  standard  fea- 
ture  matrix is obtained.  The  distance  between  the  in- 
put and standard feature matrices is calculated for 
each item of the dictionary  and  the item of minimum 
distance is taken as a recognized output.  The distance 
is defined as the sum of absolute values of differences 
of corresponding  entries of two  feature  matrices. Of 
the 13 words  mentioned previously 92.3  percent are 
recognized correctly by this  method. Accuracy  is im- 
proved by 32.8 percent,  compared  with the syllable- 
wise recognition  mentioned  in the preceding section. 
The amount of improvement is 50.3  percent,  compared 
with  the phonemewise recognition.  Fifty-three  words 
spoken  by  the same talker  are recognized at a recog- 
nition rate of 79.2  percent. This result  indicates that 
the word  dictionary is effective for  the recognition of 
discrete words, if the amount of improvement de- 
rived through utilizing it is taken  into  consideration. 
VI. Segmentation  and  Recognition of Discrete Words 
Utilizing  a  Duration  Dictionary 
It is desirable to use the information  concerning  the 
input speech for reliable segmentation and recogni- 
tion. Fig. 7 illustrates the system that performs the 
segmentation and recognition  simultaneously, assum- 
ing the  input speech to  be each item of the dictionary 
[46] . This system is equipped  not  only with the  word 
dictionary but also with a duration dictionary that 
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DURATION OF INPUT  WORD  AN  ITEM  OF  WORD  DICTIONARY 
DICTIONARY 
NO 
Fig. 7.  Diagram of discrete-word recognition system (2) using 
a  word dictionary and  a  duration dictionary. 
stores the typical  duration of each phoneme in each 
word contained in the word dictionary. After the 
input speech has been transformed into a sequence 
of features,  the sequence is assumed to  be each item 
of the word dictionary. Segmentation is performed 
using the  contents of the corresponding item of the 
duration dictionary by the procedure illustrated in 
Fig. 8. The  features  in the middle of the determined 
segment are  adopted as the representative  features  of 
the segment. The input feature matrix is composed 
of them. The distance between the input and stan- 
dard feature matrices is calculated for each item of 
the  dictionary and the item of minimum distance is 
taken as a recognized output. It is characteristic of 
this  system that segmentation is performed  differently 
for each item of the  dictionary,  depending  upon  the 
contents of the  duration dictionary. 92.3 percent of 
52 words  uttered by the same talker, whose data are 
used for  the standard  duration of dictionary,  are 
recognized correctly. Average recognition  rate  for 10 
words  spoken by each of another  nine male talkers is 
70.0 percent. 
Next,  a  combination of the above two systems has 
been examined. The words that are  within  a  threshold 
of distance from each item of the dictionary  are  stored 
beforehand to  a maximum of 12 words. In the  first 
place, the nearest  word to  the input is determined by 
the procedure mentioned in Section V-B. Then, seg- 
mentation and recognition  are  performed again for  the 
items  which  are  within  a  threshold of distance  from 
the  determined  one by the above procedure. The re- 
sulting minimum distance word item is taken as an 
output. According to this method, the recognition 
Dk M I T  0 
4 9 , 6 0 , 1 1 5 , 1 5 7 : 3 8 1  
NORMALIZED  DURATION 4 4   5 4  1 0 2  1 4 0  
OF THE  WORD IN 
DURATION DICTIONARY I ' I ' I ' I 
FEATURE  MATRIX 
OF  INPUT  WORD 
M I T O  
I J 
Fig. 8. An example of segmentation using duration dictionary. 
rate of 53 words  spoken by a male talker by the  pro- 
cedure given in Section V-B is improved by 7.6 per- 
cent  and the improved  rate is 86.8 percent. 
VI I. Conclusion 
Human competence in comprehending the language 
is the most  representative  characteristic of the  intel- 
lectual  activity  unique to human beings. That  is,  rec- 
ognition of spoken language is uniquely  a  human act, 
so automatic recognition of speech is assumed diffi- 
cult, regardless of the linguistic ability of a human 
being. This,  however,  does not necessarily mean that 
the  automatic recognition  should be performed  with 
exactly the same procedure as that used  by a  human 
being. 
This paper  describes an attempt to  take  up discrete 
word  recognition as a  first  step to  the  automatic rec- 
ognition of continuous speech and understand the 
differences  between  isolated  words  and  words in con- 
tinuous speech. Also, the necessity to take the lin- 
guistic aspects of speech into  account is emphasized. 
From  this  point of  view, a  system that utilizes  a  word 
dictionary and phonological rule in the process of 
automatic  recognition of discrete  words is proposed. 
Experiments on the proposed system have been car- 
ried out  and  its effectiveness has been indicated. This 
study, however, has placed emphasis on linguistic  pro- 
cessing in  the  total recognition  system, which can be 
regarded to be composed of the processes of acoustic 
analysis, feature  extraction, classification, and lingusi- 
tic processing. Therefore, this study has been con- 
ducted to clarify the effectiveness of utilizing  a  word 
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dictionary for  the discrimination and  to examine the 
method for its utilization. Accordingly, the feature 
extraction stage is slightly out of priority sequence. 
That is, in the procedure described in this paper,  dis- 
tinctive  feature-like  features  are  extracted utilizing the 
outputs of rather rough acoustic analysis into four 
frequency  bands. Processing after  the  frequency 
analysis is conducted relying on these features. In 
this  connection,  there still remain  many problems to  
be solved, such as the improvement of the analyzing 
method,  the  determination of the  frequency range of 
energy concentration in the speech spectra and the 
feature  extraction  procedure,  taking  into  account  the 
temporal change of such a range. For stages after 
feature  extraction,  there also remain the problems of 
improving the procedure for  segmentation,  better  for- 
mulation and application methods for the phoneme 
connecting  rule,  efficient  composition and retrieval of 
the  dictionary,  and so on. Procedures  must  be devel- 
oped which locate  the centers of phonemic segments 
rather than the boundaries between adjacent pho- 
nemes as segmentation  points [47]. 
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An Approach  to Syntactic 
Recognition  Without. 
Phonemics 
WAYNE A. LEA 
Abstract-Linguistic and perceptual arguments suggest that, in 
speech recognition systems, syntactic hypotheses should be  formed 
before phonemic segments are identified. Prosodic features can  pro- 
vide some cues to constituent structure. In a variety of texts and 
excerpts from  conversations,  spoken by several talkers, a decrease 
in voice fundamental frequency (Fo) usually  occurred at the end of 
each major syntactic constituent, and an increase in Fo occurred near 
the beginning of the following constituent. A computer program 
based on this regularity correctly detected over 80 percent of all 
syntactically predicted boundaries. Some boundaries between minor 
constituents were also detected by the fall-rise patterns in Fo. False 
boundary detections resulted from Fo variations at boundaries be- 
tween vowels and consonants, but most such false alarms could be 
eliminated by setting a minimum percent variation in Fo for a 
boundary detection. Sentence boundaries were  accompanied by 
large FO increases and substantial pauses. The categories of con- 
stituents affect  boundary detection results, with noun phrase-verbal 
sequences showing  particularly infrequent detection. 
Prosodic cues to stress patterns and stress-to-syntax rules may 
be used to detect other aspects of syntactic structure. Syntactic struc- 
ture hypotheses might then be used to guide phonetic recognition 
procedures within constituents. 
1. Introduction 
Machine  comprehension of connected  speech,  and 
human  perception of speech  as well, ultimately  involve 
determining the syntactic and semantic structure of 
received utterances. The traditional model of speech 
The author was with the School of Electrical  Engineering, Purdue 
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University, Lafayette, Ind. He  is  now  with the Speech  Communica- 
tions Group, Univac DSD, St. Paul, Minn. 55165. 
recognition has assumed that, by tracking the right 
(‘information-carrying”  parameters?  and  using  any of 
several phoneme classifier techniques, one could deter- 
mine  phonemic  strings  corresponding  to  those  intended 
by  the  talker.  Then,  the  phonemic  strings  may be 
applied  to  higher  level  linguistic  analyses  to  determine 
words, phrases, and utterance meanings. 
This  common  strategy for  machine  recognition of con- 
nected  speech  may  be  properly  termed uutonomous 
phonemic analysis, since  phonemic  strings  are  deter- 
mined  directly  from  acoustic  data,  without  dependence 
upon (that is, autonomous of) syntactic information. 
‘(Higher level (syntactic and semantic) linguistic infor- 
mation” is usually  expected  to  be  applied after phonemic 
analyses, to help disambiguate phonemic strings that 
may  correspond  to  more  than  one  word  sequence,  and  to 
group  substrings  into  larger  units  such as words  or 
phrases.  Even  within  this  “phonemics-first,  syntax- 
later” approach to recognition, little has been done to 
apply  syntactic models to  the  disambiguation  and  sub- 
string grouping processes. 
Recognition of connected speech has thus suffered 
from  a  lack of adequate  syntactic recognizers to follow 
autonomous phonemic analyses. However, even more 
damaging is the  apparent  inadequacy of. the whole ap- 
proach of autonomous  phonemic  analysis.  Linguistic 
and  perceptual  arguments  to  be reviewed  in  Section I1 
suggest  that  syntactic  hypotheses  must be  formed before 
phonemic segments are firmly identified. 
The  question  naturally  arises  as  to how  one  mechani- 
cally  determines  aspects of syntactic  structure  without 
dependence upon a preliminary segmental (phonemic) 
analysis. The listener must presumably be using some 
cues  in  the  acoustic  signal  to  guide  his  hypothesizing,  or 
pattern classifications. In  Section 111, the thesis is set 
forth  that  syntactic  recognition  without  phonemics 
might  be  accomplished,  in  part,  by  using  prosodic  fea- 
tures (voice fundamental  frequency,  intensity,  and seg- 
ment durations) to detect aspects of surface syntactic 
structure.  These  syntactic  hypotheses would then  form 
part  of the preliminary analysis data for analysis-by- 
synthesis  schemes,  or  the  pattern-classification  context 
and structural frame within which phonemic decisions 
are to be  made. 
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