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This Letter describes a direct measurement of the W boson total decay width, GW , using the Collider
Detector at Fermilab. The measurement uses an integrated luminosity of 90 pb21, collected during the
1994–1995 run of the Fermilab Tevatron pp collider. The width is determined by normalizing predicted
signal and background distributions to 49 844 W ! en candidates and 21 806 W ! mn candidates
in the transverse-mass region MT , 200 GeV and then fitting the predicted shape to the 438 electron
events and 196 muon events in the high-MT region, 100 , MT , 200 GeV. The result is GW  2.04 6
0.11stat 6 0.09syst GeV.
PACS numbers: 13.38.Be, 12.15.Ji, 14.70.Fm
The masses and coupling strengths of the gauge bosons
that mediate the known forces are fundamental parame-
ters in the standard model (SM). The W boson width,
GW , is precisely predicted in terms of these masses and
couplings. The leptonic partial width GW ! n for the
lepton  can be expressed as GFM3W6
p
2p1 1 dSM in
terms of the well-measured muon decay constant GF , the
W boson mass MW , and a small (, 12%) radiative cor-
rection dSM to the Born-level expression [1]. Dividing
the partial width by the branching ratio, BW ! n 
13 1 61 1 asMW p 1 O a2s , gives the SM pre-
diction for the full width of the W boson, GW  2.093 6
0.002 GeV [2].
The W width has been measured indirectly using the
ratio R  sBpp!W!nsBpp!Z0!12 [3], with a current precision
of 50 MeV [4], by assuming SM values for sWsZ
and GW ! n and using the CERN Large Electron-
Positron Collider (LEP) measurement of the branching
ratio BZ ! 12. Direct measurements of GW from
line-shape analyses have been reported in pp collisions,
with a precision of 320 MeV [5], and in e1e2 collisions,
where presently the most precise measurement has an un-
certainty of 375 MeV [6].
The CDF collaboration previously reported [5] a direct
measurement of the W width using an integrated luminos-
ity of 20 pb21 of W ! en data collected by CDF during
the 1992–1993 run of the Fermilab Tevatron collider. This
Letter extends that measurement, using a 90 pb21 sample
of W ! en and W ! mn data collected by CDF during
the period from January 1994 to July 1995.
This paper presents a measurement of GW obtained
in studies of the transverse-mass spectra of leptonic
W decays. The transverse mass is defined as MT p
2PTP
n
T 1 2 cosDf, where   e or m, P

T and PnT
are the transverse momenta [7] of the charged lepton and
neutrino, and Df is the azimuthal angle between them.
The transverse-mass spectrum exhibits a Jacobian edge
at the W mass. Events with MT . MW arise due to a
combination of the nonzero W width and the detector reso-
lution. A precise GW measurement from the high-mass
tail is possible, however, because the width component
of the high-MT line shape falls off much more slowly
than the resolution component. In this analysis the W
width is determined from a binned log-likelihood fit to the
transverse-mass distribution in the region 100 , MT ,
200 GeV. The choice MT . 100 GeV minimizes the sum
in quadrature of systematic and statistical uncertainties.
The portions of the CDF detector relevant to this
analysis are described briefly below. Detailed descriptions
can be found elsewhere [8]. Electromagnetic and hadronic
calorimeters, arranged in a projective tower geometry,
cover the pseudorapidity range jhj , 4.2. In the region
jhj , 1.0, a lead/scintillator electromagnetic calorime-
ter (CEM) measures electron energies with resolution
sEE  13.5%
p
ET GeV © 1.5%. A cylindrical
drift chamber (CTC), immersed in a 1.4 T solenoidal
magnetic field, tracks charged particles in the range jhj ,
1.0 with vertex-constrained momentum resolution spT 
pT  0.09% 3 pT GeV. A system of drift chambers
and a steel absorber identifies muons in the region
jhj , 1.0. Finally, a time-projection chamber (VTX)
finds pp interaction vertices along the z axis.
Candidate W ! en events are required to have an
electron in the central barrel region of the detector
(jhj , 1.0) with CEM transverse energy EeT . 25 GeV
and CTC transverse momentum peT . 15 GeV. The
electron track must be isolated in the CTC, having no
other track with pT . 1 GeV within a cone in the h-f
space of
p
Df2 1 Dh2  0.25 centered on the
electron. The ratio of energy in the hadron (Had) and
electromagnetic (CEM) calorimeter towers of the electron
cluster is required to satisfy EHadECEM , 0.055 1
0.00045E GeV. The electron shower must be contained
within a fiducial region of the CEM, away from calorime-
ter cell boundaries, and have a profile consistent with
test-beam data.
Candidate W ! mn events must have a CTC track with
transverse momentum p
m
T . 25 GeV. The CTC track
must be well matched to a track segment in the muon
chambers. The signal in the electromagnetic and hadronic
calorimeters must be consistent with the passage of a
minimum-ionizing particle, satisfying ECEM , 2 GeV
and EHad , 6 GeV. Trigger prescale factors, trigger
efficiency, and limited azimuthal coverage reduce the
W ! mn acceptance by a factor 	2 with respect to the
W ! en acceptance [9].
In both W ! en and W ! mn candidate events, a
transverse-momentum imbalance is required to signal
the presence of the neutrino. The missing transverse
energy, ET  2 P

T 1 u, must satisfy ET . 25 GeV,
where PT denotes EeT for electrons or p
m
T for muons.
The recoil transverse energy vector, u, is defined asP
i Ei sinuicosfi, sinfi, for calorimeter towers i with
jhj , 3.6, excluding those traversed by the charged
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lepton. The vector 2 u, which includes initial state quan-
tum chromodynamics (QCD) radiation, underlying event
energy, and the products of overlapping pp interactions,
is an estimator of the transverse momentum of the W .
To reduce backgrounds and improve transverse-mass
resolution, the recoil energy must satisfy u , 20 GeV.
To ensure good measurements in the drift chamber
and calorimeters, both electrons and muons must pass
through all 84 layers of the CTC and must originate from
an event vertex located within 60 cm of the detector
center along the z axis. Events consistent with cosmic
rays or Z ! 12 decays are removed. The W ! en
sample consists of 49 844 events in the range 40 , MT ,
200 GeV; the W ! mn sample consists of 21 806 events
with transverse masses in the same range.
Several background processes can mimic the W signal.
The process W ! tn ! nnn has a signature similar to
W ! n decays but at lower MT . The process Z ! ee,
where one electron is detected and the other is lost be-
cause it falls into an uninstrumented region of the de-
tector, can produce the signature of an electron and ET ;
similarly, a Z ! mm event can pass the W ! mn se-
lection if one muon is outside the jhj acceptance of the
CTC. Multijet backgrounds from QCD processes arise
when one jet fragments into a single particle that mimics
a charged lepton and another is mismeasured to produce
an energy imbalance. A Monte Carlo simulation normal-
ized to the W ! n data is used to predict the W ! tn
and Z ! 12 backgrounds. The QCD contribution is
estimated from a study of nonisolated leptons in the data.
Z ! tt backgrounds are negligible [9]. Table I summa-
rizes the background contributions for the W ! en and
W ! mn samples. In the MT . 200 GeV region, 23
W ! ln candidates are observed, consistent with the ex-
pectation of 20 6 5 events.
Since the W and Z bosons share a common production
mechanism and are close in mass, Z ! 12 decays are
used extensively to model the detector’s response to W !
n events. Samples of Z ! ee and Z ! mm candidates
are selected using the same charged-lepton requirements
as for W ! n candidates, with the exception that one
muon from each Z ! mm pair is subjected to less stringent
fiducial requirements. The invariant mass must fall in the
window 70 , M , 110 GeV and the boson transverse
momentum must satisfy PZT , 50 GeV. There are 2012
Z ! ee and 1830 Z ! mm candidates, with negligible
background. Using the LEP values of the Z-boson mass
and width [2], the scales and resolutions of the lepton
energy and momentum measurements are extracted from a
fit to the Z-candidate M spectra. Additional fits to the Z
data constrain the boson transverse-momentum spectra and
provide an empirical model of the recoil response u as a
function of PT . Details of the recoil model can be found
in Refs. [9,10]. These fits’ ability to model well [9,10]
the leptonic and hadronic response in Z !  events is
the basis for our confidence that the detector response is
sufficiently well modeled.
The W transverse-mass spectrum is modeled using a
Monte Carlo simulation that generates lowest-order dia-












sˆ is the (generally off-shell) ln mass. The
MRS-R2 [11] parton distribution functions are used. The
effects of higher-order QCD diagrams for W production
are included by giving the W bosons transverse momenta
according to a fit to the boson momentum spectra in the
Z ! 12 samples; a theoretical calculation [12] allows
the W transverse-momentum spectrum to be derived from
the Z transverse-momentum spectrum. The generator
includes the effect of W ! ng decays, and the effect
of photon radiation on the lepton selection is accounted
for in a detailed simulation. The lepton momenta are
passed through a simulation of the detector response,
which includes a parametric model of the u measurement
as a function of boson transverse momentum. The same
kinematic and geometric cuts as in the data are applied in
the simulation.
The simulation produces MT spectra for a range of GW
values, from 1.0 to 3.0 GeV in 50 MeV intervals. Each
spectrum is normalized, in the region MT , 200 GeV, to
the number of observed W candidates minus the number
of expected background events, and background shapes
at the rates shown in Table I are added to the predicted
TABLE I. The numbers of events in the W ! n signal samples and the estimated numbers
of background events.
Channel W ! en W ! mn
MT region 40–200 100–200 40–200 100–200
Events 49 844 438 21 806 196
W ! tn 870 6 100 4 6 2 440 6 20 2 6 2
Z !  170 6 85 5 6 3 760 6 30 5 6 2
QCD multijets 450 6 110 10 6 4 175 6 15 4 6 3
Cosmic rays 0 0 4 6 2 0
Backgrounds 1490 6 170 19 6 5 1379 6 40 11 6 4
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spectra. A binned likelihood fit in 1 GeV bins over the
region 100 , MT , 200 GeV returns GW  2.175 6
0.125stat GeV for the electron channel and GW 
1.780 6 0.195stat GeV for the muon channel. Figure 1
shows the data with the best fits and normalized back-
ground shapes superimposed.
The systematic uncertainties in this measurement of
the W width are due to effects that alter the shape of the
transverse mass distribution. The most important sources
of uncertainty are nonlinearity of the CEM ET measure-
ment (relevant only for electrons), recoil modeling, the W
transverse-momentum spectrum, and backgrounds. To
estimate the uncertainties due to these effects, these
parameters are varied in the simulation and the simulated
transverse mass spectra with the varied input parameters
are fit to the nominal templates.
Linearity of the CEM energy measurement is studied
by comparing CEM energies to CTC momenta over the
range of energies spanned by electrons from the W and
Z data samples. A fit to the form EmeasEtrue  1 1
eEmeasT 2 
ET  yields e  2.9 6 1.3 3 1024 GeV21;
a study of c ! ee and Y ! ee events yields a consis-
tent value of e. CEM energies in the data are corrected
event-by-event for this effect. Taking the uncertainty on
e to be 62.9 3 1024 GeV21 shifts GW in the simula-
tion by 760 MeV. A study of c ! mm, Y ! mm, and
Z ! mm resonances finds no evidence for nonlinearity in
the momentum measurement. Varying the linearity of the














































50 60 70 80 90
FIG. 1. Transverse mass spectra (filled circles) for W ! en
(upper) and W ! mn (lower) data, with best fits superimposed
as a solid curve. The lower curve in each graph shows the sum
of estimated backgrounds. Each inset shows the 50–100 GeV
region on a linear scale.
data changes the muon-channel W width by only 5 MeV
in the simulation.
The parameters of the recoil model are varied accord-
ing to the covariance matrices obtained in the fits of u
as a function of PT in the Z data. Because the e and m
analyses use independent fits to their respective Z ! 12
samples, the uncertainties are different for the two chan-
nels and are statistically independent. The effect on GW
is 60 MeV in the electron channel and 90 MeV in the
muon channel. Similarly, the statistical uncertainty in the
fits to the transverse-momentum spectra of the two Z bo-
son samples yields a GW error of 55 MeV in the electron
channel and 70 MeV in the muon channel. Varying the
background predictions within the errors quoted in Table I
changes the electron result by 30 MeV and the muon result
by 50 MeV.
Varying the muon identification cuts in the data and the
muon acceptance model in the simulation yield a com-
binedGW error of 40 MeV. The muon rapidity distribution,
which is modified by the acceptance of the trigger system,
is fairly well modeled in the simulation [9,10], and the un-
certainty quoted above represents an extreme variation in
muon acceptance vs rapidity. To check the detector simu-
lation used in the electron analysis, a sample generated
using an independent simulation program is fit with the
standard GW templates and found to agree; the statistical
precision of the check, 30 MeV, is taken as a systematic
uncertainty.
Fits to the Z ! 12 mass spectra determine both the
CEM energy and CTC momentum scales to 0.1%. Varying
these scales by 0.1% in the simulation changes GW by
20 and 15 MeV, respectively, in the electron and muon
analyses. Varying the CEM and CTC resolutions within
the uncertainties allowed by fits to the Z mass spectra
varies GW by 10 and 20 MeV, respectively.
Monte Carlo spectra have been generated using a va-
riety of modern parton distribution functions, including a
set whose du ratio was modified [13] to span the range
allowed by CDF measurements of the rapidity asymmetry
in W ! n decay. The rms shift in GW is 15 MeV in both
channels. Varying the W mass by the current world aver-
age uncertainty of 40 MeV [4,14] from the central value
80.40 GeV changes GW by 10 MeV in each channel. Fi-
nally, a study comparing W ! ng and W ! ngg in
the PHOTOS [15] simulation yields a systematic uncertainty
of 10 MeV. These three final sources of uncertainty are
common to both analyses.
Uncertainties have been calculated separately for the
fit regions MT . 90, 100, and 110 GeV. While the sta-
tistical uncertainty decreases as the cut value is lowered,
the systematic uncertainty increases. The MT . 100 GeV
fit minimizes the total uncertainty. The results of the
MT . 100 and 110 GeV fits differ by 10 MeV in the elec-
tron channel and 60 MeV in the muon channel.
Table II summarizes the sources of uncertainty de-
scribed above. Combining the e and m results, with a
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TABLE II. The sources of uncertainty on GW for the W ! en
and W ! mn measurements. The last three uncertainties are
common to the electron and muon analyses.
Source DG e,MeV DG m,MeV
Statistics 125 195
Lepton E or pT nonlinearity 60 5
Recoil model 60 90
W PT 55 70
Backgrounds 30 50
Detector modeling, lepton ID 30 40
Lepton E or pT scale 20 15
Lepton resolution 10 20
PDFs (common) 15 15
MW (common) 10 10
QED (common) 10 10
Total systematic 115 135
Total stat 1 syst 170 235
common error of 25 MeV, yields GW  2.04 6
0.11stat 6 0.09syst GeV. Including the previously
published CDF electron result [5] with the same common
error yields GW  2.05 6 0.10stat 6 0.08syst GeV.
The result is in good agreement with the standard model
value.
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