Abstract.
1. Introduction. At each point of a Riemannian manifold its curvature tensor R induces a symmetric linear transformation Rx on A2 of the tangent space. The representation of this induced "curvature operator", in the form L A L for some linear map L, is directly related to local embeddability in Euclidean space (see [2, 6, 8] ).
Generally speaking, a first step has been to find conditions to insure that R = ±L A L. In the nonsingular case, this has been solved by Vilms in dimension greater than 4 (see [7] ).
We prove here a similar structure theorem in dimension 4. Specifically we show (see Theorem 3.8) that a nonsingular Bianchi decomposability preserving curvature operator on A2V with dim V = 4 is of the form ±L A L for some symmetric linear isomorphism L: V -» V.
The techniques used are similar to those of Vilms' in that we both rely on a theorem of Chow [1] on the transformations of the Grassmann variety.
It is well known that Einstein manifolds of dimension 3 are spaces of constant curvature (see [4] ). We use our structure theorem in dimension 4 and Vilms' in dimension greater than 4 to give necessary and sufficient conditions for a (connected) Einstein manifold of dimension 3= 4 to be a space of constant curvature. The condition is that at each point x of the manifold, the induced curvature operator, Rx, is nonsingular, preserves decomposability and has sectional curvature which is nonnegative or nonpositive. inner product from V. A 2-vector u G A2( V ) is said to be decomposable if to = x /\y where x, y G V. A map tj: A2(V) -» A2(V) preserves decomposability if 7j(io) is decomposable for each decomposable 2-vector w.
The following relationships between elements of A2(V) and linear subspaces of V are easily verified. The Grassmannian G of oriented 2-planes in V will be identified with the set of all decomposable vectors of length one in A2(V).
Let Vn = {«-dimensional subspaces of V}. We say that P,Q G V2 are adjacent if they contain a common line, and that a map <i>: V2 -V2 preserves adjacency if whenever P and Q are adjacent then so are <j>(P) and <j>(Q). If, in addition, 4>(P) and <t>(Q) being adjacent implies that P and Q are adjacent, we say that <p preserves adjacency both ways. We say <p is induced by a linear transformation if there is a linear map L: V -F such that <j>(P) = L(P) for all P G V2. A curvature operator R is a symmetric linear operator on A2(F). Its sectional curvature is the real valued function oR(P) = (RP, P), P G G. We say that R satisfies the Bianchi identity if
When V is oriented, has dimension 4 and has orthonormal basis {e,,...,e4} consistent with the given orientation, we can define the Hodge star operator *: A2(V) -> A2(V) by (*a, ß)= (a A ß, ex A ■ ■ ■ Ae4) where a, ß G A2(V). It is easily checked that this definition is independent of the choice of oriented orthonormal basis for V. We note that * does not satisfy the Bianchi identity.
Let dimension F= 4. We define _L: F2 ^ F2 by ±(P) = [v G V: (v, h»>= 0
Vw G P} and ±': V3 -Vx by ±'(Q) = [v G V: (v, w)= 0 Vw G Q}.
3. Algebraic results. In this section, for dimension V = 4, we give necessary and sufficient conditions for a curvature operator to be of the form ±L A L where L is a nonsingular symmetric linear transformation of V onto itself.
The following theorem is a special case of a result by Wei-Liang Chow [1] .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use It is easily checked that ^ is 1-1, onto and preserves adjacency both ways. Since (2) holds for <J>, {(-L ° <p)(P): P D /} = (-L(P): P C /?(/)}. But (±(P): P C /?(/)} = {P: P D (±' ° iß)(/)}. Thus (1) holds for tf» with a = ±' ° ^ß. Proof. Let P G V2 and {«,,...,u4}
be an orthonormal basis for V such that P = span{«,, u2}. Checking that *(ux A u2) = cu3 A u4 for some real number c and applying Lemma 2.1(3) completes the proof. It follows by Lemma 2.1(2) that {x, Lx, Ly, Lz} is a dependent set of vectors. We next show that for each x GV,Lx -Cxx for some real number Cx. Fix x and assume x and Lx are independent. So, {x, Lx} can be extended to a basis {x, Lx, u, v} for V. Since L is nonsingular there exist vs z G Ksuch that Ly = u and Lz = K. But then {x, Lx, u, v} = (x, Lx, Ly, Lz} is a dependent set of vectors, which is a contradiction.
So, indeed, Vx G V, Lx = Qx for some real number Cx. We now show Cx does not depend on x. Assume x and y-are independent. By the linearity of L, Cxx + Cvy = Cx+ x + Cx+ y. Since x and y are independent we have that Cx = Cx+y = C,. But then /? = ±k* for some real numbers k ¥= 0. This contradicts assumption (2) . That the converse holds is easily checked.
Remark. The above result for dim V > A appears in [7] .
4. Geometric applications. In this section we give necessary and sufficient conditions for an «-dimensional Einstein manifold, « s* 4, to be a space of constant curvature k, k ¥= 0.
Given a curvature operator R: A2(K) -* A2(K), its Ricci contraction r(R) is the symmetric linear transformation on V given by (r(R)(v),w)=%(R(v A e,),w A e,) i where {ex,...,en} is an orthonormal basis for V. It is easily checked that this definition is basis free.
A Riemannian manifold is called an Einstein manifold if its Ricci tensor is a constant multiple of the metric tensor. At a point this condition implies that r(R) = kl for some real number k.
Theorem 4.1. Let M be an n-dimensional (connected) Einstein manifold, n > A, and let R be the induced curvature operator at some point of M. Assume R is nonsingular and preserves decomposability. Then (a) oR > 0 => R = kl A I with k > 0, (b) aR < 0 => R = kl A I with k<0.
Proof. By Theorem 3.8, R = ±L A L where L is symmetric and nonsingular. So there exists an orthonormal basis {ex,...,en} for V such that Le¡ = a¡e¡, a¡ ¥= 0. Then [e, A e¡: i <j} is an orthonormal basis for A2(V) such that Re, A e, = a,aje, A ej V/, j or Re, A e¡ = -a^^, A e¡ V/, j. It suffices to show that ak = a¡ Vk, I. Since r(R) is a multiple of the identity, it follows that, for some constant, c, (r(R)ej, e¡)= c for each/ Equivalently, c = 2,#yaya, for each/ Now, let k ¥= I. Then 1¡¥,kaka¡ = 2,-^/û/û,-. Set S(k, I) -ax + ■ ■ ■ +âk + ■ ■ ■ +a¡ + ■ ■ ■ +an. Thus akS(k, l) = a,S(k, I).
We will be done if we show S(k, I) ¥= 0. This will certainly be true if we show that ax,... ,an have the same sign.
First assume oR 3* 0. We know that R = ±L A L. We claim R -+L A L, for if R = -L A L then 0 < oR(e, A ef) = -a,aj V/, / Since L is nonsingular, we have a, ¥= 0 V/, so that, in fact, 0 < -a,aj V/, / But this is impossible as « > 3. So R = +L A L. Since aR > 0 and L is nonsingular, we now have 0 < a,a] V/, / and thus, when oR >0,ax,...,an are of the same sign. Now assume oR < 0. An argument similar to the one above gives that R = -L A L, which together with the nonsingular of L implies that 0 > -a,aj V/, / And so, when oR *£ 0, a,,... ,an are of the same sign.
Thus, in either case, ax,...,an have the same sign, so the theorem follows.
Corollary 4.2. Let M be an n-dimensional Einstein manifold with « ï* 4. Then the following two statements are equivalent.
(A) M is a space of nonzero constant curvature.
(B) At each point the curvature operator is nonsingular, preserves decomposability and has sectional curvature which is either nonnegative or nonpositive.
Proof. That (A) implies (B) is clear. We now show that (B) implies (A).
For each x G M, let Rx denote the sectional curvature at x. Then, by Theorem 4.1, Rx = kxI A I for some nonzero constant kx. So oR(P), for P G G, depends only on x and not on P. So by a theorem of Schur [3, 5] , M is a space of nonzero constant curvature.
