The paper investigates the application of inversion of a radial basis function network (RBFN) to nonlinear control problems for which the structure of the nonlinearity is unknown. Initially, the RBF network is trained to learn the forward dynamics of the plant. Two different controller structures are then proposed based on this identified RBFN model. In one scheme, a feedback control law is derived based on the input prediction by inversion of the RBFN model so that the system is Lyapunov stable. The second kind of controller structure predicts the feedforward control action, while the fixed controller actuates the feedback stabilising signal. An extended Kalman filtering based algorithm is employed to carry out the network inversion during each sampling interval. Two examples are presented to verify the proposed scheme. Simulation results show that the performance of the controller based on the proposed network inversion scheme is efficient.
Introduction
The study of neural networks in a dynamical context is a very important field of research from the perspective of nonlinear control system design problems. In recent years, feedforward networks, in particular, have been applied effectively to the identification and control of nonlinear dynamical systems [1^1] . Many of these applications pertain to a known structure of nonlinearities where they employ iterative offline techniques to adjust the variable parameters of the network architecture so as to develop discrete-time models of the forward or inverse dynamics of the plant to be controlled [1, 4] , When the structure of the nonlinearity is not known, inverse dynamic modelling using a neural network poses a challenging problem as the command error (i.e. plant input error) needed for controller adaptation is difficult to estimate. Different schemes of learning inverse dynamics of plant are suggested in the literature using networks [2, 5, 6 ], the cerebellar model articulation controller (CMAC) [7] and B-splines [8] . These methods mostly result in a feedforward controller where the mapping is learned in a reverse fashion from the desired target vector to control action. In another approach, Nguyen and Widrow [9] , and Hunt and Sbarbaro [3] train a neural network to learn the inverse dynamics using a forward neural model of the plant by back-propagation of the utility. These are primarily offline schemes.
However, using direct inversion of a neural network modelling the real plant provides a technique for prediction of the control action online. Using a forward neural model of the plant learnt a priori, through direct network inversion the input can be predicted which will provide the desired output. Linden and Kindermann [10] proposed a method of inversion for arbitrary continuous multilayer nets (MLN) based on iterative gradient search in input space. This iterative inversion technique has been extended to find control inputs to the plant by Hoskins, Hwang and Vagners [11] . In their scheme, the forward dynamic model of the plant is learned using MLN, and iterative constrained inversion is performed online to generate control commands. Other techniques like CMAC used for inverse forward learning cannot be applied here because the structure of the networks does not permit online prediction of the control action for the desired output.
The present work, though similar in philosophy to that of Hoskins et al. [11] , uses a different inversion scheme and proposes new controller structures appropriate for this approach. The plant is modelled using a radial basis function network. RBFN is preferred over MLN as RBFN has better capability for functional representation [12] and, since its response is linearly related to its weights, learning in an RBF network is expected to be faster. The network inversion technique is based on extended Kalman filtering [EKF] . The EKF-based algorithm is used for the first time for inversion of RBF networks. This approach has certain advantages over gradient-descent-based inversion algorithms. The rate of convergence for a gradient search scheme is dependent on a tuning parameter n, the learning rate, determined heuristically by the user. On the other hand, in the EKF, the rate of convergence is dependent on the Kalman gain, which is adapted through the iterative process to give the minimum-variance estimate of the input activation. The EKF-based learning in MLN by Iiguni, Sakai and Tokumaru [13] shows that the method results in faster convergence in comparison to standard as well as second-order back-propagation algorithms. Hence, we expect that the new approach will be faster and more accurate in predicting input activation through network inversion.
Two different controller structures based on inversion of the network model of the plant are proposed. In one case, a Lyapunov function is formulated based on quadratic error in desired trajectories, and the minimum variance estimate of input activation is predicted by network inversion. Then the control law is derived to ensure the system is Lyapunov stable. In the second case network inversion predicts the feedforward control action and the feedback stabilising signal is actuated by a linear conventional controller.
Two different nonlinear control applications have been simulated to show the feasibility of the proposed scheme. The present control scheme using the EKF based inversion algorithm is compared with gradientdescent and second-order back-propagation-based inversion algorithms and has been found to be better.
Nonlinear dynamic modelling using an RBF network
Consider a class of nonlinear discrete time dynamical systems described by the equation
(1) where x(k) e R" and u(k) e R. u(k) and x(k) represent the scalar input and state vector, respectively, of the system at the kth sampling instant.
The states of the system are assumed to be accessible and the nonlinear function f(.) is assumed to be unknown. input units Fig. 1 shows a /(-input n-output RBF network. This can be regarded as a two-layered feedforward network with a single layer of hidden units, each of which has a local receptive field. These hidden units, instead of just evaluating a weighted sum of their inputs, encode the inputs by computing how close they are to the centre of the receptive field. For this purpose, each hidden unit j has an activation _ function of the form 0, -(||v -cj|), where the ^-function is usually chosen to be either a thin-plate spline or Gaussian [12] . The output layer is linear, so that the rth output of such a network can be expressed as
Estimating f(.) using RBF network
where v e W is the network input vector; ||.j| denotes the Euclidean norm; c,-e R^, 1 <j<l, are RBF centres; 6y, 1 <j < I, 1 < i < n, are the connection weights from the first layer to the output layer, and / is the number of computing units in the first layer. RBF network parameters 9 and c must be determined so that network response g(.) captures or approximates the underlying dynamics f(.) in eqn. 1. Then the estimated states will be described as
The estimation error e(k + 1) is defined by
The network has captured the dynamics for an optimal set of parameters c and 0 if ||f(x,u) -g(v,c,0)|| = ||e|| < e for all (x,u) e D (6) where e is a suitably chosen constant and D is the region of operation in the input space.
For the applications considered in this paper, the activation function <^(.) is taken to be the thin-plate spline
where d(k), the distance measured between the kth centre and the input vector, is defined as
Learning procedure
In general, an RBFN is trained in a two-stage process: (i) choosing radial centres and (ii) adjusting weights.
The radial centres are chosen in such a manner so that these centres suitably sample the network input domain and should be able to track the changing patterns of data. A common practice is to choose these centres as arbitrary data points distributed uniformly over the input space [3] . When the initial centre placement is not optimal, the centre placement can be adapted using online gradient-descent [14] , parallel recursive prediction error (PRPE) [15] algorithms or an unsupervised learning scheme such as a fc-means clustering algorithm [16] . While gradient-descent may still result in suboptimal placement of the centre, PRPE is computationally intensive. On the other hand, the kmeans clustering technique selects centres by minimising the total squared error incurred in representing the data set. A recursive clustering algorithm [17] , an online version of the A>means clustering technique, can lead to faster convergence because of linearity. In this work we have considered that the centres are distributed uniformly over the input space.
The recursive prediction error (RPE) algorithm is a general nonlinear learning method which can readily be applied to the RBF network [15, 18] . Because the response of the network is linear with respect to its weights, the above algorithm degenerates into the recursive least-squares (RLS) algorithm. In the following, we provide the RLS algorithm that is employed in the present context.
The rth output of the RBFN described earlier is given as
where </ > e R 1 are the outputs of computing units and 9 t 6 R' are the connection weights from computing units to the rth output unit. The weight update equations as per the RLS algorithm are described as:
where the matrix P(k) e R'x' and y is the forgetting factor. The initial values of parameters 9,(0) and P(0) are assumed to be 8 l0 and P o , respectively.
EKF-based algorithm for inversion of RBF networks
The RBFN model (as given in eqn. 3) represents a nonlinear mapping from /?-dimensional input space to ndimensional output space, where n < p (p = n (number of present states) + 1 (control action)). The objective of the inverse operation on this model is to predict only one input (control action) out of a total of/? inputs for a given desired target vector xj(k +1). The remaining n inputs are known a priori (present system states). This mapping can be expressed mathematically as
Hence, the control input is being predicted using singlestep-ahead inversion. In this case, single-step-ahead inversion is necessary and sufficient because the state at the (fc+l)th instance depends on the immediate past state and control at the kih instance. One way of performing the inversion is to apply an iterative gradient-search algorithm to predict the input u{k) for a desired output xjjt + 1) as proposed by Linden and Kindermann [10] . The iterative rule is expressed as
where t refers to the iterative step, t| is the learning gain, a is the momentum rate and E is the error function ||e||. To prevent the input activation value u(k) from growing without limit, the input is considered as the output of a 'pseudo neuron' with a limited output range [10] . Convergence of gradient-search algorithms is in general slow, and they can get trapped in local minima. On the other hand, a second-order optimisation technique (Newton's method) requires inversion of the Hessian matrix and hence is not suitable for real-time network implementation. The online version of this technique [19] that avoids matrix inversion is prone to divergence and seems to give only a modest increase over simple back-propagation [20] . To overcome these problems of gradient-search-based schemes, an EKF-based algorithm was suggested for training of the multilayer feedforward network in [13] . In this approach the network weights are updated to give their minimum variance estimates. It has also been shown through experimentation that the EKF outperforms both steepest-descent and second-order methods in parameter training of MLN [13] .
On the basis of the above motivation, we have designed an online EKF-based algorithm for the network inversion problem. Similary to the approach followed in [13] , we have considered an RBF network as a nonlinear system where the problem of predicting the input for a desired output can be considered as a parameter estimation problem with the unknown input as the parameter. The RBFN model as a function of the only unknown parameter u(k) can be described as
Note that during network inversion the estimation of the control input u(k) is completely independent of the feedback loop of the control system. Thus the argument k is redundant. Now we introduce a new argument t, which refers to the iterative step in carrying out the desired inversion. Thus the RBFN model can be described by the following nonlinear equations, where u(t) refers to the state of the network [13] :
Here, t,(t) is assumed to be a white-noise vector with the (n x n) covariance matrix R(f). The application of the EKF to eqns. 14 and 15 gives the following realtime learning algorithm using the matrix inversion lemma [21] :
K(t) = l)H(t) p(t -X(t) + P{t + l)H(t) T H(t) J (17)

= P(t-l)-K(t)H(t)P(t-l)
where the covariance matrix R(?) is assumed to be a diagonal matrix XI. As the covariance matrix R(t) is unknown a priori, X is estimated online using the following recursion [13] :
where \i(t) = lit. The algorithm is initialised by u(0) = u 0 and P(0) = P o . Here K(7), the (/ x n) matrix, is called the Kalman gain and H(t), the (n x I) matrix is defined as
Each element of H(t) can be expressed explicitly for the case of thin-plate-spline functions as follows: 
In contrast to gradient search inversion, in the EKF based approach the learning rate is adapted in each iteration. The adaptation of the learning rate, i.e. Kalman gain, is dictated by the objective of the algorithm to obtain a minimum variance estimate of u(k). Therefore, the problem of proper tuning of the learning rate as in the case of a gradient-search scheme is avoided. Hence, the new algorithm can ensure faster and correct convergence because the minimum-variance estimate of a standard Kalman filter is optimal and EKF is an extension of this technique to nonlinear systems.
4 Application of network inversion to nonlinear control system problems Consider the nonlinear system x(k + 1) = f(x(k),u(k)) for which there exists an RBFN model x(k + 1) = g(x(k),u(k)) such that eqn. 6 is satisfied. The following control schemes are proposed based on this RBFN model, which is continuously accounting for the changes in plant dynamics.
Controller structure I
In this control scheme, given a desired state trajectory vector, i.e. the output activation of the RBFN model, and the present actual system state vector, a control law based on the model g(.) is formulated such that the system is Lyapunov stable.
The Lyapunov function, based on the quadratic error in the desired trajectories and the minimum-variance estimate obtained by inversion following the EKF approach, can be expressed as 
then x converges to zero under the condition that u exists along the convergence trajectory.
Proof: Substituting for u from eqn. 28 into eqn. 24, we have
where V < 0 for all x * 0 and V = 0 iff x = 0. QED The iterative input activation update rule based on eqn. 27 can be given as
where 8 is a small constant representing the update rate. This update is carried out until the output activation is achieved or an upper bound of the iterative step t max is reached.
,.e(k*1) Thus it is established that the system under the control law given by eqn. 29, based on input prediction by network inversion following the EKF approach, is Lyapunov stable. The controller structure to implement the above control law is given in Fig. 2 . The computational steps in executing the proposed control scheme can be summarised as follows.
Step 1. Form the minimum-variance estimate of the control input. Obtain the present system state vector x(k) and the desired system vector x^k + 1). Assign u(k -1) to u(k). Then start iterative inversion following the EKF approach with initial condition t = 0 (iterative step) and u(t) = u(k). Update the input using eqns. 16-19 until the RBFN response \(k + 1) is approximated to the desired output activation or t > hnax ' Step 2. Implement the control law given by eqn. 29 in an iterative fashion until the RBFN response is approximated to the desired output activation or a specific upper bound of the iterative step is reached.
Step 3. The control action u(k) is actuated after assigning it the value u(t), the final state of the update in step 2.
Controller structure II
The second proposed control scheme is based on the following concepts. For a given desired state trajectory vector {xjk)}, the feedforward control input defined by Ufj(k) = t y [xj(k),u(k)\, which is obtained through inversion of the mapping x^k + 1) = i{K.JJi),Ufj{k)), will linearise the actual system given by eqn. 1 along the same desired state trajectories. Thus a suitable linear feedback control scheme can be designed to stabilise the linearised system against disturbances. The feedforward control action Ufj{k) is obtained by network inversion of the RBFN model by assigning the RBF network input to x/k) instead of the present system state x(k). The block diagrammatic representation of this control scheme is given in Fig. 3 . 
Simulation results and discussion
Two examples are simulated to show the efficiency of the proposed scheme. Superior performance of the EKF-based inversion algorithm over a gradient-search approach is established in both cases.
Example 1
The plant is described by
•u(kf (30) This system was previously considered by Narendra and Parthasarathy [4] , and Hunt and Sbarbaro [3] . The RBFN with 50 computing units is chosen to learn the dynamics in eqn. 30. One thousand input-output pairs of training data are generated by exciting the plant by random input of uniform distribution from -1 to +1. The network is properly trained after five passes with an RMS error of 0.0137. The resulting RBFN model is used to implement both control schemes to track a sinusoid trajectory. Fig. 4 shows trajectory tracking and the corresponding predicted input using controller structure I. The upper bound of the number of iterations in both the steps is fixed at three. The RMS error in the desired trajectory is found to be 0.014. The above trajectory was tracked by implementing the gradient-descent (GD)-based inversion scheme as shown in Fig. 5 . Here the upper bound t mtlx is fixed at 10 and the RMS error in the desired trajectory is found to be 0.0144. The same result was observed when the inversion algorithm used a second-order back-propagationbased learning algorithm (SO) [19] . Table 1 summarises the comparative performance of the proposed control scheme over gradient-descent and second-order backpropagation-based control schemes. It shows that the gradient-descent and second-order back-propagationbased inversion approach needed ten iterations per sampling instant to produce approximately the same tracking accuracy in terms of RMS error as compared to the proposed scheme, which needed only three iterations per sampling instant. Next, the trajectory tracking and corresponding predicted input are shown in Fig. 6 using controller structure II. The fixed controller in controller structure II is a simple proportional control with K P = 0.5. The simulation results in both the cases are quite satisfactory. Narendra and Parthasarathy [4] designed the controller for the above plant assuming that the structure of the nonlinearity was known. Hunt and Sbarbaro [3] dealt with this plant assuming an unknown structure of" the nonlinearity. But 
Example 2
In this example a single link manipulator was considered, having the following dynamics: where q, q and q are joint position, joint velocity and joint acceleration, respectively, and u is the joint input torque. Sensors for joint velocity and joint position are assumed to be available. The RBFN model for eqn. 31 is obtained as follows. The scheme for online data generation for this robot manipulator is given in Fig. 7 . Input (w) and output (q, q) data are generated online within the robot workspace defined by 0 < q < n and -5.0 < q < +5.0. Random sinusoid trajectories are taken as desired trajectories. The PD controller actuates the control signal at the interval of 0.01 s. Various dither signals in the form of white noise, impulses, step functions, ramp and parabola-type functions are added to the PD controller output. This way, 3000 sets of input-output (u -> q, q) data pairs are generated at the sampling interval of 10 ms, making the robot arm track various trajectories in the workspace for 30 s. Fig. 8 shows input-output pairs of training data. The vertical axis in the Figure represents the amplitude of each signal normalised between 0 and 1. The horizontal axis represents the sampling interval.
A three-input, two-output RBFN model is obtained based on the above 3000 data pairs. The model incorporates 100 computing units, and training is done over ten passes. The network thus learns the dynamics in eqn. 31 in the following discrete dynamic format:
with an RMS error of 0.003.
To test the validity of the RBFN model, we carried out network inversion using test data pairs. The results are plotted in Fig. 9 . We found that the desired input and the computed input are not perfectly matched. This can be attributed to partial training of the RBFN model because of dimensionally insufficient training data [8] . Using the above RBFN model we implemented the proposed control scheme and evaluated the performance of the controller in tracking trajectories which have not been used in the training process but selected from the workspace used for generation of training samples. This observation will provide an assessment of the generalisation capability or robustness of the control scheme. Since the forward model has been learnt using input-output data generated online for a given robot arm this measure will indicate the versatility of the corresponding controller and will not be affected by the parameter variations of the robot manipulator. The robot arm is made to track a sinusoid trajectory using controller structure I. The desired trajectoryand actual response of the robot arm are shown in Fig. 10 , with the corresponding control action plotted in Fig. 11 . The RMS error in the desired trajectory is found to be 0.0022. We compare this with the result using a gradient-search technique as shown in Fig. 12 .
The upper bound for the number of iterations is fixed at ten. The RMS error in the desired trajectory is found to be 0.046, The RMS error in the desired trajectory is also found to be 0.046 when a second-order back-propagation scheme was implemented with the upper bound for the number of iterations fixed at ten. Thus the proposed control scheme was found to be 20 times more accurate compared to both gradient-descent and second-order back-propagation-based inversion schemes. Also the proposed scheme is more efficient in terms of number of iterations required per sampling instant to perform the inversion (see Table 1 ). The proposed scheme, the gradient-descent and the secondorder-based inversion schemes on a Sun Sparc 4 took computation times of 7 ms, 22 ms and 43 ms per sampling interval, respectively. The robot arm was then made to track the same trajectory using controller structure II. The trajectory tracking and corresponding control action are shown in Figs. 13 and 14 , respectively. The dotted line in Fig. 14 is the input Uf/Jc) as predicted by network inversion. The solid line shows the final control action u(k) = UjfK) + Ufb(k), where Uf h (k) is the output of the PD controller with proportional gain set at 100 and derivative gain set at 50. Tracking response is satisfactory considering the fact that the RBFN model used for prediction of the control input u/k) is partially trained. Thus both the controller schemes have been found to be robust against unknown inputs even though the underlying RBFN model of the robot is obtained using insufficient training data. However, performance can improve further if a complete generalised neural model can be learnt over the whole input-output data space. For the training to be successful, the training data must be dimensionally sufficient to define all the input degrees of freedom. Use of a PD controller to generate control action restricts all of the training data to lie on a manifold of dimension n, embedded in 2«+m-dimensional space. Here the dynamical system is assumed to have n states and m inputs. This makes the training data dimensionally insufficient [11] . Additive dither signals help move the training data from an n-dimensional manifold to an n+m dimensional manifold. Still, we have no training data for state/control combinations that are not near the training set. This leaves scope for future work in this direction.
Inversion of the RBFN model using eqns. 16-19 is carried out with the following initial conditions in both the cases. P(0) = 2.0, X(0) -0.05, and M(0) = 40 nt-m.
Conclusion
Whereas neural schemes, such as CMAC or Kawato's feedback error learning scheme, directly learn the inverse dynamics to actuate only feedforward control action, this paper shows that network inversion can be an alternative not only to learning the inverse dynamics in the feedforward structure (controller structure II) but also the inverse dynamics in the feedback loop (controller structure I). An EKF-based inversion algorithm was shown to be efficient in comparison to both first-and second-order gradient-search algorithms. The proposed control scheme can provide an accurate tracking response in the presence of a properly trained RBFN model as shown in example 1. Finally, the robustness of the control scheme with respect to new trajectories is confirmed when robot tracking is carried out using a partially trained RBFN model as shown in example 2.
The control design has been carried out by identifying the RBFN model in a state-space format. The proposed control scheme using single-step-ahead inversion can be applied to any plant for which the state-space dynamics is given by eqn. 1 and is modelled by a feedforward neural network. When applying the proposed control scheme to problems such as the robot trajectory tracking problem, care should be taken for generation of sufficient training data. Proper selection of random trajectory and dither signals and their suitable combinations may satisfy this requirement at least partially.
