The improper completion of a cockpit checklist has contributed to a number of aviation accidents. In many of these cases, it can be shown that interruptions were a contributing factor in the failure to complete the checklist properly. Unfortunately, most studies of interruptions have provided only post-hoc explanations for these failures. Further, research has focused on whether or not tasks are resumed rather than on predictions of where people will resume a task after an interruption. This paper describes several generic models that were used to explore cognitive strategies for handling interruptions. One of these models was then modified to fit the specific real-world task of completing an aircraft checklist. This model produced detailed a priori predictions about where the interrupted checklist will be resumed. The implications of these predictions for task design and for the use of cognitive modeling as an approach to understanding interruptions are discussed.
INTRODUCTION
The world of aviation has long relied on checklists to help pilots configure their aircraft safely and efficiently. Checklists provide an external memory for storing standardized procedures, eliminating the need to recall lengthy lists of items from memory. However, the efficacy of a checklist can be diminished by a number of factors, including poor design and social issues which may lead to improper checklist usage (Degani & Wiener, 1990) .
Several major aviation accidents testify to the importance of checklists as well as how quickly a normal flight can deteriorate when a checklist is performed improperly. In 1968, a B-707 crashed on takeoff because the flaps were fully retracted (NTSB, 1969) . According to the cockpit voice recorder (CVR), the pilots were in the middle of executing the TAXI checklist when they received a call from the control tower. The Flaps item was "passed over" and never accomplished before takeoff. A similar situation occurred in 1987 when a DC-9 crashed shortly after takeoff (NTSB, 1988) . The National Transportation Safety Board (NTSB) determined that the flaps and slats had not been extended because the TAXI checklist was neither initiated nor executed. The CVR revealed numerous disruptive events occurring during the taxi phase, prompting the NTSB to hypothesize that, "If there are interruptions and the checklist has not been initiated normally, when the airplane reaches a point in the taxi where the TAXI checklist typically has been completed, it is possible that the flightcrew will believe that the checklist was completed" (p. 59). One year later, history repeated itself as a B-727 crashed during takeoff due to fully retracted flaps and slats (NTSB, 1989) . In this case, the pilots suspended several items on the TAXI and BEFORE TAKEOFF checklists due to airport delays. When the checklists were resumed, their execution was rushed and the Flaps item was not correctly accomplished.
Unfortunately, it is not surprising that checklists are often completed improperly. The flightdeck is often a flurry of activity with Air Traffic Control (ATC), flight attendants, copilots, and instruments all competing for attention. Although the purpose of the checklist is to ensure that the most critical items are accomplished, it is not unusual for pilots to suspend the checklist in favor of more time critical tasks (e.g., responding to an urgent clearance from ATC). Depending on the phase of flight, an interrupted checklist may be the norm rather than the exception due to the dynamic nature and tempo of today's flight operations (Loukopoulos, Dismukes, & Barshi, 2001) .
Even though interruptions are ubiquitous for most everyday tasks, they do not always lead to a failure to complete the primary task. Further, when they do, the price we pay is often limited to minor annoyance and inefficiency. However, a seemingly harmless interruption during a safety-critical task (e.g., an ATC clearance issued while a pilot is executing a checklist) can potentially cost lives if the interrupted task is not resumed properly.
The literature on task interruptions is sparse, yet growing. Numerous researchers from a variety of fields have recognized the unpredictable effects that interruptions can have on decision making (Speier, Valacich, & Vessey, 1999) , performance time (Eyrolle & Cellier, 2000) , productivity (O'Connaill & Frohlich, 1995) , and error rates (Flynn et al., 1999) . Thanks to countless incident and accident reports, the aviation domain is now well aware of these effects as well as how vulnerable pilots are to interruptions and distractions on the flightdeck (Dismukes, Young, & Sumwalt, 1998) . Clearly, many efforts have been made to identify and quantify interruptions as well as describe their effects (both positive and negative) on human performance. (For an excellent review of this literature, see Latorella (1999) ).
With so many investigations into the effects of interruptions, it is surprising to note that only a handful of these studies ground their findings within a cognitive theory and very few theories predict how and where an interrupted task will resume (Altmann & Trafton, 2002) . This may be due to the fact that few theories specify the underlying mechanisms involved in the interruption process. Consequently, they lack the ability to make precise a priori predictions and their conclusions are limited to generalizations. It is one thing to say that an interruption will cause a delay in performance. It is another thing to predict why the delay occurs, how performance will be affected, and where the interrupted task will be resumed.
Due to their susceptibility to interruptions, safety-critical nature and hierarchical structure, we chose to explore the effects of interruptions within the context of a cockpit checklist. This paper presents a model of an interrupted checklist that makes specific predictions about where the suspended task is resumed after attending to an interruption. It should be noted that this model was created in the absence of data and was not fit to any quantitative results. This approach was taken to avoid the common criticisms of 'data fitting' that typically plague computational modelers (Roberts & Pashler, 2000) . Instead, we chose to take a well-established cognitive architecture and develop a generic model that could handle interruptions while performing a simplistic task. The architecture itself provided the constraints for modeling the task, rather than an actual data set.
THESIS
In this research project, computational cognitive models were used to explore and establish a set of cognitive strategies that could be used to handle interruptions in a real-world task. These models were grounded in the ACT-R (version 4.0) cognitive architecture (Anderson & Lebiere, 1998) . ACT-R is a computational cognitive theory based on a production system that allows modelers to develop simulations of human behavior. Over 100 ACT-R models have been published to date on topics ranging from visual attention to arithmetic, and from playing backgammon to making scientific discoveries. This track record, covering such a wide variety of applications and cognitive phenomena, suggests that the ACT-R architecture offers a fair approximation of human cognitive ability.
For this research project, a two-pronged approach was adopted. First, several generic models were created to establish basic strategies of goal prioritization and retrieval. Next, one of the generic models was modified to simulate a real-world task that is known to be susceptible to interruptions (a cockpit checklist). Separating the first step from the second step ensured that the nature of the checklist did not influence development of the generic models. The specific checklist model makes precise predictions regarding where the task will be resumed after being interrupted. Implications for these findings are discussed.
SOURCES OF INFORMATION

Exploratory (Generic) Models
The purpose of the generic model was to establish basic strategies of goal prioritization and retrieval. Given that our primary interest was in modeling interruptions, we focused on modeling goal creation, the onset of an interruption, and finally, goal resumption.
Goal creation. In the ACT-R (version 4.0) cognitive architecture, "goals" direct behavior. These goals are stored on a goal "stack" (see Figure 1 ) upon which new goals are 'pushed' on or 'popped' off. ACT-R only permits one goal to be active at a time and the goal on top of the stack is always the active goal. That is, pushing a goal onto the stack makes that goal the active goal, allowing it to direct behavior. Popping a goal removes attention from that goal and focuses on the next goal underneath. Given these constraints, there are two methods for switching to a new goal (Table 1 , column a). A "Push" simply pushes a new goal on top of the current one in the goal stack, even if the current goal is incomplete (see Figure 1) . A "Focus-on" pops the current goal off of the goal stack, even if it is incomplete, before pushing a new one in its place (see Figure 2) .
The first method (Push) is the one most commonly found in traditional ACT-R models. Because goals stay on the goal stack until they have been completed, the stack tends to get deeper the further down in the task hierarchy one goes and goals are never forgotten. When a goal is finally completed it is popped off, revealing the goal beneath it. In the second method (focus-on), the current goal is removed from the goal stack and returned to declarative memory (referred to as a goal 'chunk'). In its place, the new goal is pushed onto the stack. The consequence of this method is that the goal stack remains relatively flat because goals are popped off before new ones are pushed on. As a result, the current goal that is displaced must be recalled later on before it is forgotten.
Onset of interruptions. In our models, an interruption is always and instantly attended to. The same two methods described above could be used to switch to a new interruption goal (Table 1 , column b). That is, the interrupt goal could simply be pushed onto the stack (Push), or the current goal could be removed before pushing the interruption task goal (Focus-on). Task resumption. In a traditional ACT-R goal stack, a task resumes when the current goal is popped, revealing the suspended task beneath (see Table 1 , column c). However, a model using the Focus-on method removes a suspended task from the goal stack and returns it to declarative memory before pushing a new goal. This means that an additional process is needed to select which goal should be resumed from the set of incomplete task goals that have been popped from the stack. Our approach was to direct the model, upon completing the interrupting task, to search its memory for the most active goal chunk. This process relies on the concept of activation-based retrieval built into the ACT-R architecture. The activation of a goal chunk is a function of both the frequency and recency of use, as well as the presence of any cues that could prime one goal over another. The result is that the model looks for the next most highly active goal chunk in memory and makes that chunk the new goal. Besides facilitating task resumption, this process also allows the model to make mistakes and "forget" goals that have been suspended for some time. Once the most active goal has been identified, the process could either push that goal onto the stack or focus on that goal. Final generic models. In the end, we created a total of eight models of the same generic task that represented all of the combinations of these mechanisms for goal creation, onset of interruption, and task resumption (see Table 1 , columns ac). We chose this path in order to explore the ways in which choices exercised by the modeler affect model outcomes.
Findings: Exploratory (Generic) Models
To compare the ability of each model to resume an interrupted task, a single interruption was introduced at the same pre-determined point for each of the eight models (see Figure 3 ). We then observed the behavior of each model after being interrupted. Task resumption performance was qualitatively different for many of the models, ranging from perfect (picking up exactly where it left off) to total failure (see Table 1 , column d).
Two models (1 and 5) exhibited perfect performance by resuming the suspended task exactly where they had left off. Two models (2 and 6) re-started the interrupted task, however, they later "remembered" that they had already done the task and merged the memories of both instances into one memory chunk. Three models (3, 4, and 8) re-started the suspended task after the interruption but never realized that they had already done some of the task. Finally, one model (7) simply stopped after attending to the interruption because all of the goals had been popped from the stack.
After examining the results of this exploratory modeling effort, we needed to select one version for further research. Although most of the models were able to resume and complete the task, some models were more elegant and cognitively plausible than others. For instance, the two models that exhibited perfect performance were eliminated for their perfection. Our goal was not to create a perfect model, but a model that could exhibit human-like performance. Although humans can do tasks perfectly, these models did not allow for the flexibility we desired. Likewise, the model that simply stopped was eliminated as well because it was not capable of getting back on track once it had been interrupted. We deemed this model cognitively implausible since few humans exhibit such catastrophic failures of memory. Finally, we favored the models that employed the Focus-on method as more cognitively plausible since the Push method assumes that all goals on the stack are perfectly preserved in memory. Consequently, we decided to adopt the model that consistently employed Focus-on for all of its goals (model 8). We could see no reason to treat new goals and interrupting goals differently, so each goal creation, onset of interruption, and task resumption was accomplished with a Focus-on strategy. Step-1a
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Specific Checklist Model
To better understand cockpit interruptions, it was necessary to apply our generic model to a specific cockpit checklist task. We chose to model a cruise checklist used by a North American commercial carrier. The checklist consisted of five steps: Check pressurization, check radar, check airspeed and altimeter, wait for cross check from co-pilot, and announce "cruise checklist complete." Some steps could be broken down into sub-steps (e.g., acquiring and comparing two pressurization values), while others did not require additional actions (e.g., say, "Cruise checklist complete.")
The model uses the main-goal ("Complete cruise checklist") to keep track of which steps (the five specific checklist items) need to be completed (see Figure 4) . If a step has not been completed, the main-goal sets a sub-goal to begin that step. Each step has a method associated with completing that step. After completing each sub-goal, the model retrieves the main-goal again, records the step that has just been completed, and then recalls the next step. As before, interruptions were attended to immediately. At the end of an interruption, the model would request the most highly active goal chunk and resume the task from that point.
Findings: Specific Checklist Model
The focal question for the specific model was, If the checklist is interrupted, where, in the task hierarchy does the model resume? To answer this question, the checklist model was interrupted at each checklist item and the point of resumption was recorded. When the interruption occurred during the first checklist item, the model exhibited perfect performance by picking up exactly where it had left off. However, when the interruption occurred during the later four steps, the model was unable to recall the exact step to resume. Instead, the model resumed the checklist task at the next highest goal from where the interruption occurred.
This pattern of behavior is a result of the dynamic properties of memory activation and the design of the model. In the case of the first run of the model, the interruption occurred early enough in the task that the main-goal had not been retrieved any more frequently than the sub-goals. When the model requested the most highly active goal chunk after the interruption, it retrieved the most recently retrieved chunkthat of the last step performed before the interruption.
When the interruptions occurred later in the task, results were different. Since the model uses the main-goal after every sub-task to decide what to do next, the main-goal chunk became more highly active. When the model requested the most highly active goal chunk after the interruption, it retrieved the most frequently retrieved chunk, which was the main-goal.
DISCUSSION
The behavior exhibited by our checklist model makes two interesting qualitative predictions. First, it suggests that a person who is interrupted early in the midst of a task should be able to resume that task faster (and more accurately) than if the interruption came later in the task. Although this seems intuitive, the model offers a deeper understanding of why this occurs. Early in a task, recency tends to play a greater role in determining which goal is recalled, whereas frequency tends to play a greater role in recalling goals later in a task.
This brings up the second, more surprising prediction: that interruptions later in a task will force the person to resume the task at a higher level. This is surprising because, although one might expect it to take longer to recall where they were in a task, one might not expect that when they do resume the task, it is not where they left off. The model predicts that tasks interrupted at a deeper goal level will take longer to resume because additional "cognitive steps" are required to get back to the resumption point.
The predictions made by this model are precise but plausible. For instance, a person who is interrupted while relaying a story to a friend does not resume the story with the very next word in the sentence, but rather pauses to reflect on what she was about to say. This suggests resumption of a higher goal (tell the story), rather than to the sub-goal (say this sentence). Similarly, musicians who are interrupted while practicing a musical piece frequently "take it from the top" or back up to the beginning of a phrase. Such anecdotal evidence is consistent with the predictions offered by this model.
On a more empirical note, Monk, Boehm-Davis, and Trafton (this volume) report findings consistent with this prediction in their study of interruptions of in-vehicle information-style tasks (IVIS). Specifically, they found that interruptions introduced at the start of an IVIS task were more quickly resumed than those introduced mid-task. Taken together, these predictions and findings offer some general guidance for the design of task aids and environmental cues. Given the ubiquitous nature of interruptions, tasks that offer cues to aid the user back to the task after being interrupted should help task resumption. Likewise, training interventions could improve task prioritization by emphasizing the negative effects of attending to an interruption in mid-task.
There are, of course, several caveats to our theoretical approach. First, our model assumed that the pilot performed the checklist steps from memory and did not take into account external memory aids such as checklist cards, instrument panels, or environmental cues. While some airlines allow pilots to perform checklists from memory, the vast majority requires them to use paper, mechanical, or electronic formats. This removes some of the burden from working memory by effectively maintaining an external "goal stack." Our model assumed no such aids. An interesting line of future research would be to expand the model to incorporate such memory aids. Although we would expect task resumption to improve, we are mindful of the fact that all of the accidents discussed in the introduction took place in spite of checklist aids.
Another limitation of this modeling effort is our assumption that all interruptions were attended to immediately. In the real world, people have a choice whether or not to respond to an interruption, as well as some flexibility in how quickly they respond. Recent modeling efforts by Altmann and Trafton (2002) suggest that the time between task suspension and attending to an interruption (called an interruption lag) can be used advantageously by rehearsing the interrupted location to facilitate task resumption. Currently, our model does not provide a mechanism for ignoring interruptions or rehearsing suspended goals. Finally, our model only focused on one aspect of interruptions--that is, how the location of an interruption within a task hierarchy affects task resumption. We made no attempt to examine the role of similarity, complexity or time duration on task resumption. Our goal in this research project was to tease apart the mechanisms of task resumption under one specific set of circumstances. We relied on the built-in constraints of a computational cognitive architecture to guide our modeling efforts and viewed our theoretical approach as a means of hypothesis generation. Future research will focus on collecting and comparing human data against our model's predictions. Once the predictions of this model have been tested, further modeling efforts will explore factors such as external aids, rehearsal, and interruption characteristics.
