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The metal-insulator transition has been a subject of intense research since Nevil Mott has first
proposed that the metallic behavior of interacting electrons could turn to the insulating one as
electron correlations increase. Here, we consider electrons with massless Dirac-like dispersion in
two spatial dimensions, described by the Hubbard models on two geometrically different lattices,
and perform numerically exact calculations on unprecedentedly large systems that, combined with a
careful finite size scaling analysis, allow us to explore the quantum critical behavior in the vicinity of
the interaction-driven metal-insulator transition. We find thereby that the transition is continuous
and determine the quantum criticality for the corresponding universality class, which is described
in the continuous limit by the Gross-Neveu model, a model extensively studied in quantum field
theory. We furthermore discuss a fluctuation-driven scenario for the metal-insulator transition in
the interacting Dirac electrons: the metal-insulator transition is triggered only by the vanishing
of the quasiparticle weight but not the Dirac Fermi velocity, which instead remains finite near the
transition. This important feature cannot be captured by a simple mean-field or Gutzwiller-type
approximate picture, but is rather consistent with the low energy behavior of the Gross-Neveu
model.
I. INTRODUCTION
The metal-insulator transition is one of the most fun-
damental and yet profound physical phenomena of quan-
tum mechanics, and, in the absence of correlations, is de-
scribed by the conventional band theory [1, 2]. A metal
is such if electrons do not fill an integer number of bands,
otherwise insulating behavior settles because an energy
gap is required to excite an electron from a fully occu-
pied to an empty band. With this simple criterion, most
insulating and metallic properties were successfully ex-
plained [3]. However, it was soon realized by Mott [4]
in 1949 that the electron correlations could play a major
role in several materials, as they could become insula-
tors even when the band theory predicts instead metals:
these are the so called Mott insulators. Since then, many
theoretical and numerical works have tried to shed lights
on this issue, but our understanding of interaction-driven
metal-insulator transitions still remains rather controver-
sial because strongly correlated systems are hard to solve
using both analytical and numerical methods, at least,
when the spatial dimensionality is larger than one [5]
but smaller than infinity [6].
Gutzwiller has introduced in the middle 60’s a corre-
lated framework [7], that was later used to derive the
properties of the metal-insulator transition as a function
of the correlation strength U . This framework predicts
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for generic lattice models that for U below the criti-
cal point Uc, the quasiparticle weight Z, which should
be exactly one in the non-interacting band theory, is
strongly renormalized by the correlation and vanishes as
Z ≃ (Uc − U). At the same time, the bandwidth W ,
renormalized by the electron correlations, reduces to zero
at the transition in the same way as Z vanishes. The pre-
diction of the Brinkman-Rice approximation [8] has been
later confirmed and further extended by the dynamical
mean-field theory (DMFT) [9, 10], an approach that is
exact only in the limit of large spatial dimensions.
Here, we focus on a specific realization of the metal-
insulator transition in two-dimensional lattice models
which can be treated with a numerically exact method,
i.e., the Hubbard models defined on the honeycomb lat-
tice and on the square lattice with π flux penetrating each
plaquette. These models are equipped with a free elec-
tron energy dispersion with nodal gapless points in the
Brillouin zone and with linear dispersion (see Figs. 1), a
very peculiar character of the so called “massless Dirac
electrons”. We set one electron per site, where the non-
interacting band is half-filled and the Fermi surface is
constituted by the Dirac points. Due to these gapless
Dirac points, it is possible to have a non trivial metal-
insulator transition at a finite value of the correlation
strength even in such bipartite lattices [11].
Quite recently, a numerical simulation of the Hubbard
model on the honeycomb lattice has provided evidences
for a possible unconventional phase, a spin liquid phase
with no classical order, close to the metal-insulator tran-
2sition occurring at sufficiently large U [12]. Although
there is still activity [13], the possibility of such an in-
termediate phase between the semi-metal (SM) and the
antiferromagnetic (AF) Mott insulator seems now rather
unlikely, in view of the large scale simulations that we
have reported recently [14], clearly showing that the AF
moment develops continuously from zero once the insu-
lating phase is entered. Later studies have also confirmed
the simplest scenario of a direct and continuous transi-
tion [15–18].
Similarly, a stable spin liquid in interacting Dirac elec-
trons represented by a different model has been also pro-
posed in Ref. [19]. Here, the Hubbard model on the
square lattice is studied, in which a flux π is added to each
plaquette in order to obtain a massless Dirac dispersion
in the non-interacting limit [Figs. 1(b) and 1(d)] (referred
to as the π-flux model hereafter). Based on an approxi-
mate numerical simulation with relatively small clusters,
a spin liquid phase has been observed between the SM
and the AF Mott insulator, which in this case only has a
finite charge gap with a vanishingly small spin gap [19].
This finding is significant also in the context of high-Tc
cuprate superconductors because the π-flux model is con-
sidered as one of the relevant models to understand the
mechanism of superconductivity [20, 21]. However, as in
the case of the honeycomb lattice model, this quantum
disordered state has also been disputed [17, 18, 22].
Although it is obviously very important to search for
spin liquid phases in “realistic” models, here we take a
different perspective. After several years of efforts on
these strongly correlated systems, we feel that the time is
mature to examine the quantum criticality in the metal-
insulator transition of interacting electrons in two spatial
dimensions, and in particular the interacting Dirac elec-
trons described by these two models where Uc is finite
and their ground state properties can be explored by us-
ing an unbiased and formally exact numerical method.
This is precisely the main purpose of this paper.
Moreover, it has been recently shown that the in-
teracting Dirac electrons on the honeycomb lattice can
be mapped in the continuous limit onto a model well
known in quantum field theory, i.e., the Gross-Neveu
(GN) model [23] in the chiral Heisenberg universality
class with N = 8 fermion components [24, 25]. Since the
π-flux model is expected to have a similar effective theory
in the continuous limit, it is reasonable to conjecture that
the metal-insulator transition in these two specific lattice
models belongs to the same universality class. In order
to address this issue, here we perform large-scale quan-
tum Monte Carlo (QMC) calculations and evaluate the
critical exponents with a high degree of accuracy. This is
indeed made possible because, with the help of the aux-
iliary field technique [26–28], these fermionic models can
be studied without the notorious “sign problem” [29, 30].
The careful finite size scaling analysis finds that the crit-
ical exponents for these two models are the same within
statistical errors and thus confirms the conjecture. Our
results represents the first accurate determination of the
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FIG. 1. Lattice structures for (a) the honeycomb lattice model
and (b) the π-flux model, where sites belonging to A and B
sublattices are indicated by solid and open circles. The prim-
itive translational vectors are denoted by (a) ~τ1 = (−
√
3
2
, 3
2
)
and ~τ2 = (
√
3
2
, 3
2
), and (b) ~τ1 = (−1, 1) and ~τ2 = (1, 1), where
the lattice constant between the nearest neighbor sites is set
to be one. The unit cells for both models thus contain two
sites. The nearest neighbor hopping parameters are indicated
by t (solid lines) and t′ (dotted lines). t′ is set to be −t for
the π-flux model in (b). The cluster with L = 3 (L = 4)
for the honeycomb (π-flux) model is indicated by blue dashed
line. The unit vector ~ex (~ey) along the x (y) direction is also
indicated in (b). The non-interacting energy dispersions εk
are shown for (c) the honeycomb lattice model and (d) the
π-flux model. The Fermi level is at εk = 0 for half-filling, and
the Dirac points are located exactly at the Fermi level, where
the valence and the conduction bands touch with opposite
chiralities. Notice that in both models there are two distinct
Dirac points at (c) k = 2pi
3
(± 1√
3
, 1) and (d) k = (±pi
2
, 0),
corresponding to two distinct valleys and thus there are eight
components of Dirac fermions in total due to different chiral,
spin, and valley degrees of freedom.
critical exponents for the GN model in the chiral Heisen-
berg universality class with N = 8 [18, 31, 32].
The other interesting issue to be addressed in this
paper is to explore the quantum critical behavior in
both metallic and insulating phases at the vicinity of the
metal-insulator transition, in particular, the fate of the
quasiparticle weight Z and the Fermi velocity vF when
approaching the critical point Uc from the metallic side.
For electrons with the usual energy dispersions such as
the one in the square lattice, the Gutzwiller-type ap-
proximate description [7, 8] and the simple DMFT ap-
proach [9, 10] predict that Z and vF are both renormal-
ized by the interaction, and vanish at Uc. This scenario
3is valid for any lattice model and in any dimensionality
within the Gutzwiller approximation since, within this
method, the free electron dispersion is simply renormal-
ized by a Gutzwiller factor Z that vanishes at the tran-
sition. Analogously, the same scenario holds within the
single-site DMFT [33] because, once the self-energy is
assumed to be momentum-independent, the free electron
dispersion can be renormalized only through the quasi-
particle weight Z [9]. Instead, our unbiased and numeri-
cally exact calculations support the qualitative prediction
based on the renormalization group (RG) analysis for the
GN model [34] and the recent numerical results for the
honeycomb lattice model obtained by advanced quantum
cluster methods [35, 36]: with increasing the correlation
strength, Z vanishes at the transition, while the Fermi
velocity vF remains finite.
Our large-scale QMC calculations also provide a firm
numerical evidence for the absence of a spin liquid phase
in between the SM and the AF insulator for the π-flux
model, thus ruling out the possibility of a spin liquid
phase reported previously in Ref. [19]. This is very sim-
ilar to the case for the honeycomb lattice model, where
the originally proposed spin liquid phase [12] is turned
out to be rather implausible after our large-scale calcula-
tions [14]. The metal-insulator transitions in both models
are rather direct and continuous, and can be character-
ized by the quantum critical behavior of the quasiparticle
weight in the metallic phase and the antiferromagnetic
order parameter in the insulating phase. These results
therefore suggest that the electron correlation alone is
not enough but other factors such as geometrical frus-
tration are required for a magnetically disordered spin
liquid state [37].
The rest of this paper is organized as follows. The def-
inition of the two models and a brief description of the
QMC method employed are given in Sec. II. The ground
state phase diagrams are first obtained in Sec. III by a
rather conventional way of extrapolating order parame-
ters to the thermodynamics limit. Section IV is devoted
to more detailed analysis to determine the critical expo-
nents with high accuracy. The fate of the Fermi velocity
is investigated in Sec. V. Finally, the results are discussed
in the context of the GN model, followed by an outlook
and conclusions, in Sec. VI. The energy resolved momen-
tum distribution function is described in Appendix A and
the leading correction to the scaling analysis is discussed
in Appendix B.
II. MODELS AND METHOD
We consider two variants of the Hubbard models in
two spatial dimensions, whose low-lying energy states
are described by the interacting Dirac fermions with spin
1/2 degree of freedom at half-filling. The Hamiltonian in
standard notations reads
Hˆ = −
∑
〈i,j〉
∑
s=↑,↓
tijc
†
iscjs + U
∑
i
ni↑ni↓, (1)
where c†is is the creation operator of electron at site i
and spin s (=↑, ↓), nis = c†iscis, and the sum 〈i, j〉 runs
over all pairs of nearest neighbor sites i and j. The first
model is defined on the honeycomb lattice with the uni-
form hopping tij = t [see Fig. 1(a)]. The second one is
on the square lattice with a flux of π penetrating on each
square plaquette, represented, with an appropriate gauge
transformation, by ti,i+~ex = t and ti,i+~ey = (−1)ix+iy t,
where the position of site i is given as ix~ex + iy~ey and
~ex (~ey) denotes the unit vector along the x (y) direction
[see Fig. 1(b)].
The clusters considered here consist of (L~τ1, L~τ2) with
Ns = 2L
2 sites for the honeycomb lattice model and
(L~ex, L~ey) with Ns = L
2 sites for the π-flux model, as in-
dicated in Figs. 1(a) and 1(b), respectively, with periodic
boundary conditions. The number of electrons are set to
be equal to the number of sites in both models. In order
to include the Dirac points among the allowed momenta
in the non-interacting energy dispersions, L is chosen to
be a multiple of three (four) for the honeycomb lattice
(π-flux) model. The smallest clusters are indicated by
dashed lines in Figs. 1(a) and 1(b). The largest clusters
considered here are Ns = 2, 592 sites for the honeycomb
lattice model and Ns = 1, 600 for the π-flux model.
Although the two models are quite different, they are
both characterized by the non-interacting energy dis-
persions εk with two gapless Dirac cones, as shown in
Figs. 1(c) and 1(d), leading to a semi-metallic behavior at
half-filling and for small coupling U/t [29, 30]. The effec-
tive low-energy Hamiltonian Hˆ0eff in the non-interacting
limit at the vicinity of the Dirac points for spin s is de-
scribed as
Hˆ0eff = v
0
F(±δkxσx + δkyσy), (2)
where δk = (δkx, δky) is the momentum measured from
the Dirac point, v0F = 3t/2 (2t) is the Dirac Fermi velocity
in the non-interacting limit for the honeycomb lattice (π-
flux) model, and ~σ = (σx, σy, σz) are the Pauli matrices
acting on the two different sublattices. As shown below,
both models display the metal-insulator transitions at fi-
nite critical values Uc/t from the non-magnetic SM to the
AF long-range ordered insulating phase, in good agree-
ment with previous numerical studies [29, 30]. It should
also be noted that in the simplest mean-field picture the
insulating phase emerges because the mass term propor-
tional to σz is introduced Eq. (2) when an AF order sets
in. Therefore, there is no unit cell doubling in the AF
insulating phase for both models [38].
We employ the auxiliary field QMC method [26–28]
to investigate the ground state properties of these two
models. The expectation value of a physical observable Oˆ
over the ground state |Ψ0〉 of Hˆ is obtained by projecting
out trial wave functions to the ground state, i.e.,
〈Oˆ〉 = 〈Ψ0|Oˆ|Ψ0〉 = lim
τ→∞
O(τ), (3)
4where
O(τ) =
〈ψL| e− τ2 Hˆ Oˆ e− τ2 Hˆ |ψR〉
〈ψL| e−τHˆ |ψR〉
(4)
and |ψL〉 (|ψR〉) is the left (right) trial wave function, cho-
sen to have finite overlap with the exact ground state. We
choose |ψL〉 as a mean-field wave function of Eq. (1) with
an AF order parameter in the x direction, while a Slater
determinant of the non-interacting Hamiltonian is used
for |ψR〉 to which a tiny perturbation term is added to
remove the degeneracy at the two Dirac points. These
choices for the trial wave functions have been shown to
yield a particularly fast convergence in the imaginary
time projection onto the ground state [14].
The imaginary time evolution operator e−τHˆ with
the projection time τ is divided into Nτ pieces, i.e.,
e−τHˆ =
(
e−∆τHˆ
)Nτ
, where τ = ∆τNτ and Nτ is
the Trotter number (integer). By setting ∆τt ≪ 1,
we can use the Suzuki-Trotter decomposition [39, 40],
e−∆τHˆ = e−
1
2
∆τHˆ0e−∆τHˆIe−
1
2
∆τHˆ0+O (∆τ3), where Hˆ0
is the hopping term and HˆI is the interacting term of the
Hubbard model Hˆ in Eq. (1). Notice that the systematic
error introduced in this decomposition is O (∆τ3). The
discrete Hubbard-Stratonovich transformation is applied
to −∆τHˆI , which introduces an auxiliary Ising field at each
site as well as at each imaginary time slice [41]. As shown
in Fig. 2, we have confirmed that the systematic errors
due to finite τ and ∆τ are sufficiently small, compared
to the statistical errors in Monte Carlo importance sam-
pling, when we choose τ = L + 4 and ∆τt = 0.1. More
technical details are found in our previous report [14].
III. GROUND STATE PHASE DIAGRAM
In this section, we shall focus on the continuous nature
of the quantum phase transition between the SM and the
AF insulator. For this purpose, we calculate two funda-
mental quantities, the staggered magnetization and the
quasiparticle weight, which characterize two different as-
pects across the transition. The former quantity reveals
the magnetic transition to the AF state and the latter one
directly captures the metal-insulator transition. These
transitions are expected to occur at the same critical Uc,
unless there is an intermediate phase such as the spin
liquid phases [12–16, 19]. Here in this section we take a
conventional and straightforward way, i.e., by first calcu-
lating the staggered magnetization and the quasiparticle
weight on different finite clusters and then extrapolating
them in the thermodynamic limit, to obtain the ground
state phase diagram as a function of U/t.
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FIG. 2. Upper panels: Convergence of the spin structure fac-
tor SAF(L), defined in Eq. (6), with respect to the projection
time τ for (a) the honeycomb lattice model and (b) the π-flux
model. Lower panels: Extrapolation of SAF(L) to ∆τ=0 for
(c) the honeycomb lattice model and (d) the π-flux model.
The values shown in (a) and (c) for the honeycomb lattice
model are partially taken from Ref. [14]. We set U/t = 4
(5.8) for the honeycomb lattice (π-flux) model. The cluster
sizes L used are indicated in the figures. The statistical errors
are smaller than the size of symbols. Straight lines in (c) and
(d) are least-square fits to the data with linear functions of
(∆τ t)2 for different L, whereas lines in (a) and (b) are guides
to the eye.
A. staggered magnetization
The staggered magnetization on each finite cluster
with a linear dimension L, expressed as ms(L), is cal-
culated from the spin structure factor SAF(L), i.e.,
ms(L) =
√
SAF(L)
Ns
, (5)
where
SAF(L) =
1
Ns
〈(∑
i∈A
~Si −
∑
i∈B
~Si
)2〉
, (6)
~Si =
1
2
∑
s,s′ c
†
is(~σ)ss′cis′ is the spin operator at site i,
and the sum i ∈ A(B) in Eq. (6) runs over sites belong-
ing to A (B) sublattices [see Figs. 1(a) and 1(b)]. The
AF order parameter ms is determined by extrapolating
ms(L) in the thermodynamic limit, i.e.,
ms = lim
L→∞
ms(L). (7)
At a fixed value of U/t, the staggered magnetizations
ms(L) are calculated on clusters with L = 6, 9, 12, 15,
518, 24, and 36 for the honeycomb lattice model, and with
L = 8, 12, 15, 18, 24, 32, and 40 for the π-flux model, and
are extrapolated to the thermodynamic limit using poly-
nomial functions in 1/L. The typical results are shown in
Fig. 3. It is observed that such a simple functional form
represents the data rather well and thus we can estimate
the AF order parameter ms reasonably accurately. The
results for the extrapolated AF order parameter ms are
summarized in Fig. 4.
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FIG. 3. Extrapolation of the spin structure factor SAF(L) to
the thermodynamic limit for (a) the honeycomb lattice model
and (b) the π-flux model with different U/t values indicated
in the figures. Solid curves are least-square fits of the data
by cubic (quadratic) polynomials in 1/L for the honeycomb
lattice (π-flux) model. Insets show enlarged plots for large L.
The extrapolated values to the thermodynamic limit are also
indicated at 1/L = 0.
The critical points Uc, above which the AF order pa-
rameter ms is finite, and the critical exponents β are es-
timated by assuming a form of the AF order parameter
as a function of U as
ms ∼ (U − Uc)β . (8)
The estimated Uc/t is 3.85± 0.02 for the honeycomb lat-
tice model and 5.65± 0.05 for the π-flux model, as indi-
cated in Fig. 4. Notice that Uc for the π-flux model is
larger than that for the honeycomb lattice model. This
is easily understood because v0F for the former model is
larger than that for the latter model [see Eq. (2) and
also Figs. 1(c) and 1(d)] and thus a larger U is required
to induce the AF order. Although Uc/t is different for
these two models, our calculations find that the critical
exponents β for the two models are the same within sta-
tistical errors, i.e., β = 0.75 ± 0.06 for the honeycomb
lattice model and 0.80± 0.09 for the π-flux model, as in-
dicated in Fig. 4, which will be confirmed in more details
by a careful and accurate finite-size scaling analysis in
Sec. IV.
B. quasiparticle weight
Next, we study the metal-insulator transition by con-
sidering the momentum distribution function, i.e., the
ground state occupation of the one electron states la-
beled by momentum k, spin s, and non-interacting en-
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FIG. 4. The ground state phase diagrams for (a) the honey-
comb lattice model and (b) the π-flux model. Open triangles
and open circles represent the AF order parameter ms and
the quasiparticle weight Z, respectively. The critical Uc es-
timated from ms, assuming a form of ms ∼ (U − Uc)
β (red
dashed lines), is indicated in the figures along with the critical
exponent β. The chi-square values divided by degrees of free-
dom for this estimation are 0.88 for (a) and 1.05 for (b). Blue
dashed line for Z is a guide to the eye. SM and AFMI stand
for semi-metal and antiferromagnetic insulator, respectively.
Most of values for ms shown in (a) for the honeycomb lattice
model are taken from Ref. [14].
ergy εk. We calculate this occupation number n(εk) [de-
fined in Eq. (A3)] as a function of εk, where we aver-
age over equivalent momenta with the same energy (see
Appendix A for the details). Typical results of the “en-
ergy resolved” momentum distribution function n(εk) are
shown in Fig. 5 for both models. For U < Uc, a jump
in the momentum distribution function n(εk) occurs for
εk → 0 when k approaches the Dirac points. The sin-
gularity in n(εk) implies a long-distance power-law be-
havior in the density matrix 〈c†iscjs〉 in real space, which
is the fingerprint of a metal. From general grounds [42],
by applying the well known “Migdal theorem” [43], the
quasiparticle weight Z can be related to the jump in the
momentum distribution function. Therefore, we can have
direct access to Z in the thermodynamic limit. However,
the finite size effects are rather significant and need to be
carefully controlled in order to reach definite conclusions
based on the available finite size calculations.
It should also be noticed in Fig. 5 that the energy re-
solved momentum distribution function n(εk) becomes
smooth without a visible discontinuity at the Fermi level
for large U/t. This is interpreted as an exponential de-
cay of the density matrix at large distance, because the
density matrix is just the Fourier transform of the mo-
mentum distribution function. This clearly indicates the
presence of a gap in the charge sector.
We find that the following procedure works for esti-
mating Z in the thermodynamic limit. Since the “en-
ergy resolved” momentum distribution function n(εk) is
smooth near εk = 0, we analyze n(εk) calculated on dif-
ferent finite clusters by extrapolating it to εk = 0 with a
polynomial function. More specifically, the quasiparticle
weight on each finite cluster, ZL, is defined as the jump in
n(εk), which is evaluated by extrapolating to the Fermi
level (εk = 0) the closest three data points of n(εk) for
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FIG. 5. Energy resolved momentum distribution function
n(εk) near the Fermi level, indicated by a vertical dotted line
at εk = 0, for (a) the honeycomb lattice model (L = 36) and
(b) the π-flux model (L = 40) with different values of U/t
indicated in the figures. Solid curves are least-square fits of
the three data points closest to the Fermi level with εk < 0
and εk > 0 using quadratic polynomials of εk. Notice that,
due to the particle-hole symmetry, n(εk > 0) = 1−n(εk < 0)
and thus n(εk = 0) = 1/2. ZL and ∆n(u,L) are indicated in
(a) for U/t = 4 and in (b) for U/t = 5.8.
εk < 0 or εk > 0 with a quadratic polynomial, as shown
in Fig. 5. Notice that due to the particle-hole symmetry
the two extrapolations using the data points for εk < 0
and for εk > 0 are related and in practice only one of the
two is necessary.
The extrapolated quantity ZL for finite L is certainly
much closer to the value in the thermodynamic limit and
quite generally converges smoothly to the quasiparticle
weight
Z = lim
L→∞
ZL (9)
with a quadratic polynomial function of 1/L, as shown
in Fig. 6. However, this extrapolation is valid only in the
metallic regime, where the assumed polynomial conver-
gence in 1/L is justified. Indeed, we find in Fig. 6 that,
for larger U/t, ZL is extrapolated to a negative value,
instead of being positive. This is clearly an inconsis-
tent extrapolation because ZL in the insulating phase is
expected to converge exponentially. Nevertheless, these
inconsistent extrapolations are very useful as they allow
us to identify the extension of the metallic region and
determine the critical UMIc for the metal-insulator tran-
sition. It is indeed estimated in Fig. 6 that UMIc /t ∼ 3.9
for the honeycomb lattice model and UMIc /t ∼ 5.6 for the
π-flux model, which are in excellent agreement with the
critical Uc for the AF order (see Fig. 4).
The results for the quasiparticle weight Z in the ther-
modynamic limit as a function of U/t are summarized in
Fig. 4 for both models. The obtained Z for U < UMIc
appears well behaved and can provide the critical UMIc
by assuming that
Z ∼ (UMIc − U)ηZ (10)
for U < UMIc close to U
MI
c . We find that U
MI
c /t = 3.83±
0.05 for the honeycomb lattice and UMIc /t = 5.56± 0.06
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FIG. 6. Extrapolation of the quasiparticle weight ZL to the
thermodynamic limit for (a) the honeycomb lattice model and
(b) the π-flux model with different values of U/t indicated in
the figures. Dashed curves are least-square fits for the largest
sizes with quadratic polynomials of 1/L, which are extrapo-
lated to the thermodynamic limit to estimate the quasiparti-
cle weight Z indicated at 1/L = 0.
for the π-flux model [44]. The critical values for UMIc are
thus consistent with those for Uc determined from the AF
order parameter ms within the statistical errors. These
results clearly imply that the transition from the SM to
the AF insulator is continuous in both models, where the
insulating behavior shows up immediately when the AF
order is developed for U ≥ Uc, i.e., UMIc = Uc. There-
fore, our large-scale calculations exclude the intermediate
phases previously reported in Refs. [12] and [19], and re-
veal a continuous transition between the SM and the AF
insulator. As shown in Sec. IV, the careful finite-size
scaling analysis finds that the data collapse fits for both
ms and Z are convincing with setting U
MI
c = Uc, also
suggesting that the quantum critical points for these two
quantities are located at the same U value.
Finally, we remark a semantic issue. The “Mott tran-
sition” is very widely used to describe a metal-insulator
transition driven by the electron correlation, regardless
of whether the symmetry may or may not be broken in
the insulating phase. There are certainly more confusion
and ambiguity on how to define properly a “Mott insu-
lator”, especially in our cases when the unit cell contains
an even number of electrons and the AF order found in
the insulating phase does not break the translation sym-
metry. However, this semantic issue is irrelevant to the
main purpose of our study and does not change our con-
clusions.
IV. FINITE-SIZE SCALING ANALYSIS
Having established the continuous character of the
transition, let us now evaluate the critical exponents
which characterize the quantum phase transition. For
this purpose, here we employ the careful finite-size scal-
ing analysis for staggered magnetization and quasiparti-
cle weight.
7A. staggered magnetization
For the staggered magnetization, we make use of the
standard finite-size scaling ansatz [45–47],
ms(u, L) = L
−β/ν
(
1 + cL−ω
)
fm(uL
1/ν), (11)
where ν is the critical exponent of the correlation length
ξ ≃ |U − Uc|−ν , fm(uL1/ν) denotes a model dependent
scaling function and u = (U −Uc)/Uc is the reduced cou-
pling. Notice that the u dependence of ms(L) given in
Eq. (5) is explicitly indicated here in Eq. (11) asms(u, L).
In the above finite-size scaling ansatz, we also take into
account the leading correction term, a term proportional
to cL−ω, with c and ω being additional fitting parame-
ters [48], which is however expected less important for
sufficiently large cluster sizes. The finite-size scaling
analysis is performed with a recently proposed method
based on the Bayesian statistics [49]. The remarkable
advantages of this method are i) the weak dependence
on the initial fitting parameters and ii) the applicability
to a wide range of the reduced coupling u.
In order to estimate reliable error bars for the fitting
parameters in Eq. (11), we adopt a straightforward re-
sampling technique. The fitting procedure is summarized
as follows. First, we prepare a data set to be fitted, based
on the raw QMC data of ms(u, L) for various u and L,
by adding to ms(u, L) a Gaussian-distributed noise with
the zero average and the standard deviation estimated by
the QMC calculations for ms(u, L). Second, we pick up
at random initial values of the fitting parameters Uc/t,
ν, β, and ω around the optimal ones, namely, Uc/t = 3.8
(5.5) for the honeycomb lattice (π-flux) model, ν = 1.0,
β = 0.8, and ω = 0.8. Third, with these initial fitting
parameters, we perform the data collapse analysis for
each resampled data for ms(u, L) based on the Bayesian
statistics [49] and obtain the best converged values of
Uc/t, ν, β, and ω. We repeat this procedure typically
a few thousands times to average the converged parame-
ters and estimate the statistical errors. Typical examples
of the resampling procedure are shown in Figs. 7 and 8.
The clear advantage of the resampling technique is that
the degree of uncertainty of the fitting parameters can be
immediately verified and therefore a reliable estimate of
the error bars can be safely obtained.
The results of the data collapse for the staggered mag-
netization ms(u, L) are shown in Fig. 9, confirming that
our numerical calculations are quite accurate for this
quantity since the data for different L collapses almost
perfectly into a universal curve. We find that the crit-
ical exponents are quite stable and converged to ν ≃ 1
and β ≃ 0.75 for both models, as indicated in Fig. 9.
It should be noticed that, for both models, the values
of Uc, obtained from the data collapse plots in Fig. 9,
agree within two standard deviations with the ones esti-
mated straightforwardly by extrapolating ms(L) to the
thermodynamic limit for each U (see Figs. 3 and 4).
It should be noted here that very recently the similar
QMC method has been applied to the honeycomb lattice
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FIG. 7. Scattering plots of the computed fitting parame-
ters (blue crosses) for ms(u,L) obtained with the Bayesian
method [49] and the resampling procedure described in the
text. Here the data collapse fits for ms(u, L) with the lead-
ing correction term given in Eq. (11) are performed several
thousands times: we generate different input data sets (i.e.,
resampled data sets) that are statistically consistent with the
raw QMC data of ms(u,L), and employ the Bayesian method
to perform the data collapse fit for each resampled data set
with a different set of initial fitting parameters (gray symbols)
prepared randomly. We use L ≥ 15 for the honeycomb lattice
model [(a) and (b)] and L ≥ 20 for the π-flux model [(c) and
(d)]. The vertical and horizontal dashed lines indicate one
standard deviation from the averaged values of the computed
fitting parameters.
model and the π-flux model by Parisen Toldin et al. in
Ref. [18]. In their report, the critical exponents for the
honeycomb lattice model are estimated as ν ≃ 0.84 and
β ≃ 0.71, and are claimed to be consistent with those ob-
tained by the ǫ-expansion for the GN model [25] (see also
Table I), while the critical exponents for the π-flux model
are unavailable. We argue that the disagreement of the
critical exponents between their estimations and ours for
the honeycomb model and the difficulty to determine the
critical exponents for the π-flux model in Ref. [18] are
due to the limited lattice sizes used in Ref. [18], i.e., up
to 648 sites for the honeycomb lattice model and 784
sites for the π-flux model. As shown in Figs. 10(a) and
10(b), our numerical data do not provide perfect data
collapse plots for both models when we fix Uc, ν, and
β which are reported in Ref. [18]. However, the scatter-
ing of the data is particularly evident only for the two
largest sizes, not studied in Ref. [18]. Indeed, if these
largest data sets are excluded from the plots, the data
collapse seems acceptable even by using the values of Uc,
ν, and β reported in Ref. [18], especially for the honey-
comb lattice model shown in Fig. 10(a). On the other
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FIG. 8. Histograms of the computed fitting parameters for
ms(u,L) obtained with the Bayesian method [49] and the re-
sampling procedure described in the text. The same data
sets as in Fig. 7 are used for (a)–(c) the honeycomb lattice
model and for (d)–(f) the π-flux model. Solid curves are fits
to the histograms with a Gaussian function. These results
clearly show that, after performing the Bayesian analysis sev-
eral thousands times for different resampled data sets gener-
ated statistically consistent with the raw QMC data, the com-
puted fitting parameters are distributed normally and there-
fore we can reasonably estimate their average values and the
corresponding statistical errors.
hand, Figs. 10(c) and 10(d) confirm that our estimation
of the critical values even without the leading correction
term (see Appendix B for the details) yields an excellent
data collapse.
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FIG. 9. Data collapse fits of the staggered magnetization ms
for (a) the honeycomb lattice model and (b) the π-flux model.
The scaling form is given in Eq. (11), where the fitting pa-
rameters Uc, ν, β, c, and ω are determined by the resampling
technique using the data sets for L ≥ 15 in (a) and L ≥ 20
in (b) (see also Table. III in Appendix B). The Uc, µ and the
system sizes L used are indicated in the figures. The number
in parentheses denotes the estimated error in the last digit.
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FIG. 10. Data collapse plots of the staggered magnetiza-
tion ms for (a) the honeycomb lattice model and (b) the
π-flux model with fixed values of Uc, ν, and β, taken from
Ref. [18]. In Ref. [18], the critical exponents ν and β are es-
timated, based on their numerical data and renormalization
group analysis, only for the honeycomb lattice model, and are
assumed to be the same for the π-flux model. For comparison,
data collapse fits without the leading correction term are also
shown in the lower panels for (c) the honeycomb lattice model
and (d) the π-flux model, where Uc, ν, and β are determined
by the resampling technique using the data sets for L ≥ 9
in (c) and L ≥ 12 in (d) (see also Table. II in Appendix B).
In all figures, the same data are used as those in Fig. 9, but
the leading correction term is not considered, i.e., c = 0 in
Eq. (11), for a fair comparison.
B. quasiparticle weight
As far as the critical behavior in the charge sector
is concerned, the scaling ansatz is applied to the jump
∆n(u, L) of the momentum distribution function n(εk)
across the Fermi level with a form
∆n(u, L) = L−ηψfn(uL
1/ν), (12)
where ηψ is the anomalous dimension of the fermion field
Ψ [50] and fn(uL
1/ν) is a scaling function. The jump
∆n(u, L) is simply obtained as a difference of n(εk) at
the two closest points to the Fermi level, i.e., the ones
above and below the Fermi level (see Fig.5). Here we do
not take ZL as a scaling quantity in Eq. (12) to avoid pos-
sible artifacts caused by the extrapolation procedure for
ZL where n(εk) is extrapolated to εk = 0. The finite-size
scaling for ∆n(u, L) is certainly more difficult because
∆n(u, L) is the direct finite size jump of n(εk) across
the Fermi level and is much larger than the quasiparti-
cle weight Z in the thermodynamic limit, as shown in
Fig.5. Therefore, we fix the critical Uc and the expo-
9nent ν in Eq. (12) to the values already determined by
the finite-size scaling analysis on ms(u, L). Moreover,
we do not consider the correction term in the finite size
scaling analysis (see Appendix B for the case with the
leading correction term). The remaining parameter ηψ is
determined using the resampling technique described in
Sec. IVA.
Despite the above simplifications, we find in Fig. 11
that the collapse plots are excellent also in this case,
suggesting that the lattice sizes considered here are large
enough and that we can faithfully describe the critical
behavior also in the charge sector. The obtained values
for the critical exponent ηψ are found to be the same
for both models (ηψ ≃ 0.21− 0.22) within statistical er-
rors. However, these values differ from those obtained
in Eq. (10) by taking the simple power law fit of ZL to
extrapolate in the thermodynamic limit (see Figs. 4 and
6) [44]. We believe that the finite-size scaling analysis
based on Eq. (12) results in a more accurate estimation
of the exponent, since all data, not only in the metallic
region for U < Uc but also in the insulating region for
U > Uc, are used.
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FIG. 11. Data collapse fits of ∆n(u,L) for (a) the honeycomb
lattice model and (d) the π-flux model. The scaling form is
given in Eq. (11), where Uc and ν are fixed to the values de-
termined by the finite-size scaling analysis on the staggered
magnetization ms(u,L) (see Fig. 9). Thus, only ηψ is consid-
ered in the fitting procedure. The critical exponents and the
system sizes L used are indicated in the figures. The number
in parentheses indicates the estimated error in the last digit.
The obtained critical exponents are summarized in Ta-
ble I for the honeycomb lattice model and the π-flux
model. As clearly shown in Table I, these two different
models lead to the same critical exponents for the spin
and charge sectors with a considerable degree of accuracy.
Therefore, our numerical results firmly verify the univer-
sal quantum criticality in the apparently different lat-
tice models, which share only the massless Dirac energy
dispersion in the non-interacting limit. To our knowl-
edge, this represents one of the first unbiased studies on
the critical properties of the metal-insulator transition in
two spatial dimensions. The highly accurate estimation
of the critical exponents as well as the critical quantities
follows from the unprecedentedly large-scale simulations
that we are now able to perform [14], combined with the
careful and accurate finite size scaling.
C. scaling functions
In order to firmly establish the universal character of
the metal-insulator transition, we follow the Privman and
Fisher’s argument [51]. It states that if two different
models belong to the same universality class, the scaling
functions of a physical quantity for these two models are
related by non-universal metric factors as
fα(x) = c2f
′
α(c1x), (13)
where fα(x) and f
′
α(x) are the scaling functions for the
two models. Figures 12(a) and 12(b) show the collapse
fits without the correction term for the staggered mag-
netization and for the jump in n(εk), respectively. We
clearly find in Fig. 12 that the collapse fits for the honey-
comb lattice model can superpose onto the appropriately
scaled collapse fits for the π-flux model with the non-
universal constants c1 and c2. This implies that the scal-
ing functions of the two models are essentially equal and
confirms in a robust and unambiguous way the existence
of the universal critical behavior of the metal-insulator
transition studied here.
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FIG. 12. Superposed scaling functions of the honeycomb lat-
tice model (red circles) and the π-flux model (blue crosses) for
(a) the staggered magnetization and (b) the jump in n(εk).
Data for the π-flux model are scaled with non-universal met-
ric factors c1 = 0.768 and c2 = 1.38 for (a) and c1 = 0.851 and
c2 = 1.10 for (b). The system sizes used are L ≥ 15 for the
honeycomb lattice model and L ≥ 20 for the π-flux model.
V. CHARGE STRUCTURE FACTOR
Let us now investigate the long wavelength limit or
equivalently the small |q| behavior of the static charge
structure factor N(q). Being the static structure factor
N(q) the integral over all the frequencies of the dynam-
ical structure factor N(q, ω), i.e. N(q) =
∫
dωN(q, ω),
it depends, e.g., as in the spatial dimensionality D > 1
within Fermi liquid theory [52, 53], on the charge and
the Fermi velocities, as well as on other low energy pa-
rameters such as the Landau parameter F s0 in the stan-
dard Fermi liquid theory. This is therefore an interesting
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quantity and gives us information on how the dynam-
ics evolves as we approach the metal-insulator transition
point at Uc from the metallic side. The static charge
structure factor N(q) at momentum q is defined as
N(q) =
1
NU
NU∑
j,k=1
eiq·(rj−rk)〈njnk〉, (14)
where NU is the number of unit cells, nj =∑
α
∑
s c
†
jαscjαs, and c
†
jαs is the creation operator of elec-
tron at unit cell rj and sublattice α (= A,B) with spin
s (=↑, ↓). In the metallic region for U < Uc, the charge
structure factor should behave as the non-interacting one,
i.e.,
N(q) ∼ α|q|2 ln |q| (15)
for small |q|, where α is a suitable constant that can
be renormalized by the interaction, as in Fermi liquid
theory [52].
Figure 13 shows the ratio
R =
N(q∗)
NU=0(q∗)
(16)
of the charge structure factor for finite U and the non-
interacting limit, denoted as NU=0(q), at the smallest
non-zero momentum q∗ available for a given system size.
Since N(q) ≃ |q|2 in the insulating phase [54–56], we ex-
pect that R ∼ 1/ lnL in the insulating phase, whereas
R ∼ const. in the metallic phase. Therefore, there is a
change of behavior in R across the critical value of Uc.
Indeed, we find in Fig. 13 that R decreases with increas-
ing L for U larger than Uc.
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FIG. 13. Charge structure factors N(q) at the smallest non-
zero momentum |q| = q∗ divided by the charge structure fac-
tor NU=0(q
∗) in the non-interacting limit for the honeycomb
lattice model. The interaction parameters are U/t = 3.0, 3.2,
3.4, 3.6, 3.8, 4.0, and 4.2 from top to bottom.
It should be emphasized that R remains finite as we
approach the transition point from the metallic side. As
shown in Fig. 14, R as a function of U/t for different sys-
tem sizes crosses around the critical point at a finite value
of R, which indicates that the coefficient α in Eq. (15)
is neither singular nor critical at the critical point for
U → Uc, but approaches a finite constant in the ther-
modynamic limit. On the other hand, this coefficient
α vanishes at the metal-insulator transition within the
Gutwiller [7] or Brinkman-Rice [8] approximation on any
lattice (including the honeycomb lattice) as a result of
the vanishing of the double occupancy d¯ = 〈ni↑ni↓〉 and
the sum rule valid at half-filling∑
|q|6=0
N(q) = NU(4d¯+ 2gNN), (17)
where gNN is the nearest neighbor density correla-
tion, i.e., gNN = 〈njAnjB〉 − 〈njA〉〈njB〉, and njα =∑
s c
†
jαscjαs. This is simply because gNN → 0 when
d¯→ 0 at the metal-insulator transition described by the
Gutzwiller approximation [57], and is therefore in sharp
contrast with our results.
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FIG. 14. Charge structure factors N(q) at the smallest non-
zero momentum |q| = q∗ divided by the the charge structure
factor NU=0(q
∗) in the non-interacting limit for the honey-
comb lattice model with different system sizes indicated in
the figure. The dashed line denotes the critical Uc deter-
mined by the data collapse fit of the staggered magnetization
in Fig. 9(a).
Although our results do not represent a direct evidence
for the non-singular behavior of vF close to the metal-
insulator transition, vF is certainly related to the charge
velocity, as in Fermi liquid theory, which in turn affects
the value of α. Therefore, our results imply that vF re-
mains finite at the metal-insulator transition. In this
respect, it should be noted that the evolution of α as a
function of U found in Fig. 14 is compatible with the ex-
pected behavior of the Dirac Fermi velocity vF for the GN
universality class of the metal-insulator transition [34].
As discussed previously [36], the vanishing of the quasi-
particle weight Z without a renormalization of vF is un-
derstood as a consequence of an equal divergence in the
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momentum k and frequency ω derivatives of the electron
self-energy Σ(k, ω) at the Dirac point. The quasiparticle
weight Z at the Dirac point with momentum kF is given
as
Z =
[
1− ∂
∂ω
ReΣ(kF, ω)
∣∣∣∣
ω=0
]−1
, (18)
while the Dirac Fermi velocity vF is related to Z as
vF
v0F
= Z
[
1 +
1
v0F
∂
∂k
ReΣ(k, 0)
∣∣∣∣
k=kF
]
. (19)
Therefore, in order to compensate the divergence of
∂
∂ωReΣ(kF, ω)
∣∣
ω=0
, i.e., Z → 0, at the metal-insulator
transition point, ∂∂kReΣ(k, 0)
∣∣
k=kF
must diverge at the
same time. This implies that the strong momentum de-
pendence of Σ(k, ω) around the Dirac point, not included
in the simplest DMFT approach, is an essential ingredi-
ent to describe the metal-insulator transition. Similar ar-
guments are also found in earlier studies of the t-J model
with the large-N expansion [58]. It is also interesting
to note that the nodal Fermi velocity remains finite in
the carrier number controlled Mott metal-insulator tran-
sition described by a Gutzwiller projected d-wave BCS
state, which exhibits the massless Dirac dispersion at the
nodal point [59].
In any event, our results are certainly useful to char-
acterize the metal-insulator transition in the charge sec-
tor. Indeed, the critical value Uc in the charge sector can
be estimated directly by this simple analysis shown in
Fig. 14 without performing rather elaborated finite size
scaling of quantities such as the charge gap [12, 19], which
is usually very time consuming and difficult to compute
with high accuracy.
VI. DISCUSSION AND CONCLUSIONS
The GN models have been extensively studied in quan-
tum field theory [23]. In the standard field theoretical
treatment of the transition, the critical behavior is stud-
ied in space-time dimension d = D + 1, where D is the
spatial dimensionality. The critical exponents of the GN
models have been evaluated by several standard tech-
niques, such as the large N expansion [60, 61] and the
ǫ-expansion around the lower d = 2 + ǫ [62] or upper
d = 4 − ǫ [31] critical dimensions, and these are sum-
marized in Table I. It is clearly noticed in Table I that
there exist sizable discrepancies among the critical expo-
nents calculated by these different analytical techniques.
Therefore, an unbiased numerical study is highly desired
to clarify the critical behavior of the GN models.
In this paper, we have established, based on robust
and reliable numerical simulations on fairly large clus-
ters, the universal properties of the metal-insulator tran-
sition for the two different lattice models of interacting
Dirac electrons in two spatial dimensions. We have de-
termined the critical exponents which characterize the
universal quantum critical behavior in both metallic and
insulating phases at the vicinity of the transition for these
models. Since it is expected that the effective low-energy
theory of these lattice models are described in the con-
tinuous limit by the chiral Heisenberg universality class
of the GN model with N = 8, our study represents cur-
rently the most accurate and reliable results also for this
fundamental GN model to reveal the universal critical
behavior. Indeed, our results resolve some of the in-
consistency among different approximate approaches for
the GN models shown in Table I, especially evident for
N = 8.
We have also clarified how the quasiparticle in the SM
phase collapses as the AF insulating phase is approached
with increasing U for these two models. We have shown
that the quasiparticle weight Z diminishes and becomes
zero at the metal-insulator transition and found that
the exponent ηZ = νηψ, characterizing the renormal-
ization of the quasiparticle weight Z [see Eq. (10)], is
much smaller for both models (ηZ ≃ 0.2) than the one
predicted by simple mean-field and dynamical mean-field
correlated theories of the metal-insulator transition, for
which ηZ = 1 [8, 10]. More interestingly, we have also
found that small q limit of the static charge structure
factor is not singular at the metal-insulator transition,
suggesting that the Dirac Fermi velocity vF is not critical
at the transition. These critical behaviors, small ηZ and
finite vF, are qualitatively the same as the ones expected
for the GN universality class of the metal-insulator tran-
sition [34]. Therefore, our results provide a clear numer-
ical evidence that the critical behavior of the GN model
applies also to lattice models and describes correctly the
metal-insulator transition in interacting Dirac electrons.
It should be noted here that the non-criticality of vF for
the honeycomb lattice model is also found by quantum
cluster methods [35, 36], although it was first overlooked
within the single-site DMFT [33].
It should also be remarked that, strictly speaking, the
metal-insulator transition studied here does not describe
a genuine “Mott transition” because the insulating phase
breaks SU(2) symmetry for U > Uc. Indeed, as discussed
below, each type of possible symmetry breaking in inter-
acting Dirac fermions determines a different universality
class of the transition characterized with different critical
exponents. Nevertheless, the metal-insulator transition
studied here does not originate from a Slater-type nest-
ing instability at weak coupling since the density of states
is zero at the Fermi level. The transition instead occurs
at an intermediate or strong coupling region as evidenced
by the fact that Uc ≃ 5.55t for the π-flux model is almost
the same as the non-interacting band width 4
√
2t.
Very recently, using the continuous time QMC, Wang
et al. [68] have studied similar models of spinless fermions
with the nearest neighbor repulsion V , where, with in-
creasing V , a transition from the SM to a staggered
charge-density-wave (CDW) state occurs. With a finite
size scaling analysis based on the results for clusters up
to 450 sites, they have estimated the critical exponents, ν
12
TABLE I. Critical exponents, ν, β, and ηψ, of the interaction-driven phase transition in interacting Dirac fermions in d = 2+1
for the lattice models (honeycomb lattice and π-flux models) and the effective continuous models (Gross-Neveu models) with
the total number N of fermion components. Different classes correspond to different symmetries broken in the ordered phases.
Numbers in parentheses for ν, β, and ηψ indicate statistical errors in the last digits. For comparison, the critical exponents
for other related models with N = 4 and 8, belonging to different universality classes, are also listed. FRG stands for the
functional renormalization group method.
model N class method ν β ηψ
honeycomb 8 chiral Heisenberg Monte Carlo (present) 1.02(1) 0.76(2) 0.20(2)
π-flux 8 chiral Heisenberg Monte Carlo (present) 1.02(1) 0.74(3) 0.23(2)
honeycomb 8 chiral Heisenberg Monte Carlo [18] 0.84(4) 0.71(8) —
Gross-Neveu 8 chiral Heisenberg 4− ǫ, 1st order [31, 63] 0.851 0.804 0.167
Gross-Neveu 8 chiral Heisenberg 4− ǫ, 2nd order [31, 63] 1.01 0.995 0.101
Gross-Neveu 8 chiral Heisenberg FRG [32] 1.31 1.32 0.08
Gross-Neveu 8 chiral Heisenberg 4− ǫ, 1st order [25, 63] 0.882 0.794 0.3
Gross-Neveu 4 chiral Heisenberg 4− ǫ, 1st order [31] 0.882 0.794 0.3
Gross-Neveu 4 chiral Heisenberg 4− ǫ, 2nd order [31] 1.083 1.035 0.242
Gross-Neveu 8 chiral Ising Monte Carlo [61] 1.00(4) 0.88(4) —
Gross-Neveu 8 chiral Ising Monte Carlo [64] 0.83(1) 0.67(1) 0.38(1)
Gross-Neveu 8 chiral Ising 4− ǫ, 1st order [31] 0.738 0.631 0.071
Gross-Neveu 8 chiral Ising 4− ǫ, 2nd order [31] 0.850 0.722 0.065
Gross-Neveu 8 chiral Ising 2 + ǫ, 3rd order [62] 1.309 1.048 0.081
Gross-Neveu 8 chiral Ising O(1/N2) [60, 61, 65] 0.829 0.723 0.044
Gross-Neveu 8 chiral Ising FRG [66, 67] 1.018 0.894 0.032
Gross-Neveu 8 chiral Ising FRG [32] 1.018 0.896 0.032
honeycomb 4 chiral Ising Monte Carlo [68] 0.80(3) 0.52(2) —
π-flux 4 chiral Ising Monte Carlo [68] 0.80(3) 0.53(4) —
honeycomb 4 chiral Ising Monte Carlo [69] 0.60(3) 0.77(3) —
π-flux 4 chiral Ising Monte Carlo [69] 0.67(4) 0.79(4) —
Gross-Neveu 4 chiral Ising 4− ǫ, 1st order [31] 0.709 0.559 0.100
Gross-Neveu 4 chiral Ising 4− ǫ, 2nd order [31] 0.797 0.610 0.110
Gross-Neveu 4 chiral Ising FRG [66, 67] 0.927 0.707 0.071
Gross-Neveu 8 chiral XY 4− ǫ, 1st order [31] 0.726 0.619 0.071
Gross-Neveu 8 chiral XY 4− ǫ, 2nd order [31] 0.837 0.705 0.063
Gross-Neveu 4 chiral XY 4− ǫ, 1st order [31] 0.7 0.55 0.1
Gross-Neveu 4 chiral XY 4− ǫ, 2nd order [31] 0.799 0.607 0.106
and β, for the CDW order parameter [68]. These critical
exponents have been recently revisited by the Majorana
QMC method on larger clusters up to 1152 sites [69].
As seen in Table I, these exponents are clearly differ-
ent from those for the spinful models that we have stud-
ied here. This is simply understood because these spin-
less and spinful models belong to different universality
classes. Indeed, it is known that the spinless lattice mod-
els with the nearest neighbor interaction at half-filling are
described in the continuous limit by the GN model with
N = 4 and the chiral Ising universality class. It is also
interesting to notice in Table I that the critical exponents
for the spinless lattice models estimated numerically are
rather different from the analytical results. This also
demonstrates that numerically exact studies are highly
valuable to accurately determine the quantum critical-
ity and to remove the ambiguities that might arise from
inadequate approximations.
It should be emphasized that the various universality
classes depend on the physics, namely, the symmetry that
is broken in the ordered phase and the total number N of
Dirac fermion components that describe the correspond-
ing critical theory [64]. The well explored universality
classes for the GN models in the continuous limit include
the following three classes:
1. Chiral Ising universality class. Z2 symmetry, i.e.,
a discrete order parameter is broken, for instance,
when a commensurate CDW order settles.
2. Chiral XY universality class. U(1) symmetry is
broken and the order parameter is characterized by
an angle, as in a superconducting state.
3. Chiral Heisenberg universality class. SU(2) sym-
metry is broken. This should occur in the transition
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studied here, as the order parameter—the stag-
gered magnetization—is characterized by a vec-
tor with three components [SU(2) is equivalent to
SO(3)].
Among these, the two classes have been studied so far
based on the lattice models with unbiased numerical tech-
niques: the chiral Ising universality class by Wang et
al. [68] and Li et al. [69], and the chiral Heisenberg uni-
versality class studied here and in Ref. [18]. We expect
that the quantum criticality belonging to the chiral XY
universality class emerges in a negative U Hubbard model
with the Dirac points of the non-interacting energy dis-
persion at the Fermi level, provided that the SU(2) sym-
metry which relates the CDW order to the superconduct-
ing one is not satisfied (otherwise the chiral Heisenberg
universality class applies again). For example, by adding
the next nearest-neighbor hopping t′ in the same lattice
models studied here but with a negative U (no sign prob-
lem with t′ in the negative U Hubbard model), the chiral
XY universality class with different critical exponents can
be investigated in the same unbiased numerical approach.
In conclusions, we have investigated the critical behav-
iors of the metal-insulator transition in the interacting
Dirac electrons in two spatial dimensions, described by
the two different lattice models, the Hubbard model on
the honeycomb lattice and the π-flux Hubbard model on
the square lattice, at half-filling. We have performed the
unprecedentedly large-scale quantum Monte Carlo simu-
lations to systematically calculate the staggered magne-
tization and the momentum distribution function. The
calculation of the momentum distribution function is par-
ticularly important because it allows us to examine the
quasiparticle weight and thus explore the critical behav-
ior also in the metallic side, which had never been suc-
cessful previously in the unbiased numerically exact cal-
culations. The ground state phase diagrams determined
by extrapolating the staggered magnetization and the
quasiparticle weight to the thermodynamics limit have
revealed the continuous nature of the transition between
the SM and the AF insulator with no intermediate phase.
Therefore, our results firmly rule out the possibility of a
spin liquid phase for these two models proposed in the
earlier studies. We have obtained the critical exponents
by the careful and accurate finite-size scaling analysis and
found that the two lattice models belong to the same uni-
versality class. Since the low-energy effective model in
the continuous limit for these two models is described by
the GN model with N = 8 and the chiral Heisenberg uni-
versality class, our results represent currently the most
accurate determination of the quantum criticality of this
universality class. Finally, we have shown that the quasi-
particle weight monotonically decreases with increasing
U and becomes zero at the metal-insulator transition,
while the Fermi velocity seems non-critical. This qual-
itatively important feature is indeed in good agreement
with the one expected for the GN universality class of
the metal-insulator transition and cannot be captured
by the simple mean-field or Gutzwiller-type approximate
argument.
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Appendix A: Energy resolved momentum
distribution function
The quasiparticle weight can be, in general, calculated
from the jump in the momentum distribution function at
the Fermi level. For the honeycomb lattice model and the
π-flux model studied here, the momentum distribution
function nαβ,s(k) at momentum k is defined as
nαβ,s(k) = 〈c†kαsckβs〉, (A1)
where
c†kαs =
1√
NU
∑
r
e−ik·rc†rαs, (A2)
c†rαs is the creation operator of electron at unit cell r and
sublattice α (= A,B) with spin s = (↑, ↓), and NU is the
number of unit cells. Notice that, due to the particle-hole
symmetry at half-filling, nAA,s(k) = nBB,s(k) = 1/2 for
all momenta, and therefore only nAB,s(k) and nBA,s(k)
are non trivial with [nAB,s(k)]
∗
= nBA,s(k).
The “energy resolved” momentum distribution func-
tion n(εk) is defined as
n(εk) = 〈ψ†k,±,sψk,±,s〉, (A3)
where the annihilation operators ψk,−,s and ψk,+,s of the
bonding and anti-bonding states, respectively, are given
as
ψk,±,s =
1√
2
(
ckAs ± hk|hk|ckBs
)
. (A4)
These states ψk,±,s are the eigenstates of the non-
interacting Hamiltonian
H0 =
∑
k,s
(
c†kAs c
†
kBs
)( 0 hk
h∗k 0
)(
ckAs
ckBs
)
(A5)
14
at momentum k with the energy εk = ±|hk|. Here
hk = −t(1 + e−ik·~τ1 + e−ik·~τ2) (A6)
for the honeycomb lattice model and
hk = −t(1 + e−ik·~τ1 + e−ik·~τ2 − e−ik·(~τ1+~τ2)) (A7)
for the π-flux model, where ~τ1 and ~τ2 are the primitive
translational vectors defined in Figs. 1(a) and 1(b).
In principle, in order to determine the quasiparticle
weight Z, the occupation number should be calculated
in terms of the natural orbitals, i.e. the eigenvectors of
the density matrix. To this end, we should note that the
density matrix at momentum k is a 2 × 2 matrix and is
represented as(
nAA,s(k) nAB,s(k)
nBA,s(k) nBB,s(k)
)
=
(
1/2 fk
f∗k 1/2
)
. (A8)
Therefore, the “dressed” quasiparticle operators simply
read
ψ¯k,±,s =
1√
2
(
ckAs ± f
∗
k
|fk|ckBs
)
(A9)
with the occupation
〈ψ¯†k,±,sψ¯k,±,s〉 =
1
2
± |fk|. (A10)
Notice that fk = − 12
h∗
k
|hk|
in the non-interacting limit
where the bonding (anti-bonding) states are all occu-
pied (empty). We have verified that even in the inter-
acting case studied here the natural orbitals ψ¯k,±,s are
almost indistinguishable from the non-interacting bond-
ing and anti-bonding states ψk,±,s Indeed, we have found
in Fig. 15 that the difference between the quasiparticle
weight Z calculated with the natural orbitals and the
one with the non-interacting bonding and anti-bonding
states is negligible for the models studied here both in the
metallic and insulating phases. Therefore, the treatment
for computing the quasiparticle weight Z in Sec. III B and
Sec. IVB, i.e, the jump of the energy resolved momen-
tum distribution function n(εk) given in Eq. (A3) at the
Fermi level, is not only asymptotically valid to determine
the corresponding critical exponent but also represents a
good quantitative estimate of Z.
Appendix B: Effects of the leading correction term
in the finite-size scaling analyses
Here, we examine the robustness of the fitting param-
eters in Eqs. (11) and (12) with and without the leading
correction term in the finite-size scaling analyses. Since
the leading correction term is expected less important
for sufficiently large clusters, we examine the system size
dependence of the fitting parameters.
0.5
1.0
-0.8 -0.4 0.0
n
(ε k
)
εk/t
(a)
U/t=3.6
0.5
1.0
-0.8 -0.4 0.0
n
(ε k
)
εk/t
(b)
U/t=3.9
0.5
1.0
-0.8 -0.4 0.0
n
(ε k
)
εk/t
(c)
U/t=4.2
FIG. 15. Energy resolved momentum distribution function
n(εk) below the Fermi level (εk = 0) for the honeycomb lattice
model with L = 24 and different values of U/t indicated in
the figures. Red circles and green crosses represent the results
calculated using the non-interacting bonding states [Eq. (A4)]
and the natural orbitals [Eq. (A9)], respectively.
Tables II and III summarize the fitting parameters in
the staggered magnetization, which are obtained for clus-
ters including the smallest lattice size Lmin in the data
collapse without and with the leading correction term
in the finite-size scaling ansatz of Eq. (11), respectively.
These results are also compared in Fig. 16 as a function
of L−1min. It is noticed that Uc/t systematically increases
as the data sets with smaller L are removed when we use
the finite-size scaling ansatz without the leading correc-
tion term, i.e., c = 0 in Eq. (11). Accordingly, the critical
exponent β tends to decrease, although the critical expo-
nent ν is less affected by including or not including the
leading correction term in the finite-size scaling ansatz,
at least, within the statistical errors. These systematic
differences with varying Lmin imply that the leading cor-
rection term in the finite-size scaling ansatz is not negli-
gible.
On the other hand, when the leading correction term
is included, the results are robust against the choice of
Lmin as shown in Table III and Fig. 16. In addition,
Uc and β evaluated in the data collapse analysis are sta-
tistically consistent with those obtained by the direct fit
of thermodynamically extrapolated staggered magnetiza-
tion, shown in Fig. 4. In Sec. IVA, we report the results
of the data collapses with the leading correction term,
because they are clearly more accurate and stable. The
quality of our data and extrapolations is further sup-
ported by the fact that both results obtained with and
without the leading correction term tend to be identi-
cal when the system sizes are large enough, as shown in
Tables II and III, and in Fig. 16.
The finite-size scaling ansatz for the jump of n(εk) in-
cluding the leading correction term is given as
∆n(u, L) = L−ηψ
(
1 + dL−ω
′
)
fn(uL
1/ν), (B1)
where d and ω′ are additional fitting parameters. The ob-
tained critical exponents ηψ for various choices of Lmin
are summarized in Tables IV and V, and also in Fig. 17.
We find that the stable solutions with ω′ > 0 can not
be obtained for small Lmin. Moreover, the estimated ω
′
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tends to increase for larger Lmin (see Table V) and it is
not possible to reach a converged value of ω′ within the
given statistical accuracy and the system sizes available.
Nevertheless, we confirm that the estimated values of ηψ
with the correction term are instead converged and fully
consistent with those obtained without the correction
term for large enough Lmin, as shown in Fig. 17. There-
fore, we only show in Sec. IVB the results of the data
collapse analysis without the leading correction term.
TABLE II. Results of the critical points Uc/t and the critical
exponents, ν and β, obtained from collapsing data of the stag-
gered magnetization, ms(u,L), without the leading correction
term, i.e., c = 0 in Eq. (11), for the honeycomb lattice model
(upper rows) and the π-flux model (lower rows). Lmin refers
to the smallest L used in the data collapse. The maximum L
is 36 for the honeycomb lattice model and 40 for the π-flux
model.
Lmin Uc/t ν β
6 3.782(3) 1.025(4) 0.881(4)
9 3.785(5) 1.037(5) 0.886(6)
12 3.800(6) 1.041(5) 0.876(7)
15 3.820(7) 1.038(7) 0.856(10)
18 3.833(9) 1.040(11) 0.841(14)
8 5.415(10) 0.999(9) 0.873(9)
12 5.418(14) 1.018(10) 0.886(12)
16 5.455(21) 1.011(11) 0.861(17)
20 5.509(24) 1.025(12) 0.838(20)
24 5.511(37) 1.053(22) 0.855(36)
TABLE III. Same as Table. II, but with the leading correction
term cL−ω (c 6= 0) in Eq. (11).
Lmin Uc/t ν β ω
6 3.843(8) 1.005(5) 0.74(2) 0.55(4)
9 3.858(9) 1.012(5) 0.74(2) 0.78(5)
12 3.856(10) 1.020(7) 0.75(2) 0.91(5)
15 3.853(10) 1.021(8) 0.75(2) 0.89(6)
18 3.849(10) 1.028(10) 0.76(2) 0.82(12)
8 5.423(38) 0.998(10) 0.86(5) 0.17(35)
12 5.534(41) 1.007(10) 0.76(5) 0.94(25)
16 5.557(31) 1.008(11) 0.74(3) 1.02(13)
20 5.546(27) 1.021(11) 0.76(3) 0.85(24)
24 5.537(35) 1.050(19) 0.78(4) 0.83(17)
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