Unemployment Flows i n t he U. S . Labor Market
least for cyclical variations in unemployment, empirical evidence presented below indicates that this cannot be so. But since this pool of job seekers cannot be measured, the determinants of flows into unemployment cannot be estimated directly. Instead, flows out of unemployment-the oppositeare estimated, using an empirical model built around the determinants of unemployment continuation rates. And from these, other characteristics of unemployment experience, including the number of unemployment spells experienced, can be inferred.
In doing this, the present paper will build on an important analysis of continuation rates published by Kaitz.2 In it he develops the relations among continuation rates, unemployment rates, and the duration and frequency of unemployment spells. The estimates of continuation rates generated in the present model will be used to extend some of Kaitz's analysis of these characteristics of unemployment.
WEEKLY FLOWS AND MONTHLY DATA
The first object is to devise a model for calculating weekly continuation rates from available monthly data. Kaitz's analysis offers one important observation on continuation rates that must be allowed for in such calculations. He has shown that continuation rates using aggregate data are higher for those who have already experienced long unemployment spells than for those with shorter ones. As he has noted, this can be true for either of two reasons: First, the probability that any individual continues unemployed another week can rise with the number of weeks he has already been unemployed. An individual's lottery ticket gets less valuable the longer he holds it, possibly because he explores quickly the most promising chances of getting a job. Second, the lottery ticket, or expected continuation rate, can be constant throughout an individual's spell, but the flow into unemployment contains individuals with expected continuation rates that differ widely. On average, those with better lottery tickets (low continuation rates) will leave unemployment earlier than the others. Those remaining unemployed will have worse lottery tickets, on average, than those who left. Experimenting with data disaggregated by detailed demographic groups did not turn up enough variation in continuation rates to justify the second as-sumption for this study; so variation of the first type must be allowed for in the model. Disaggregated monthly data are available on the number of workers unemployed less than five weeks and five weeks or more.3 From these, it is possible to infer enough about weekly continuation rates to derive the characteristics of unemployment required for this analysis.4 Although continuation rates apparently change throughout the duration of an unemployment spell, it is sufficient to distinguish between an average continuation rate applicable to each of the first four weeks of an unemployment spell and an average rate applicable to the remaining weeks of a spell. Even with this simplification, the relationships involved are complex. The following definitions are needed in order to explain them: N = number newly unemployed each week p = weekly continuation rate for those unemployed less than five weeks q = weekly continuation rate for those unemployed five weeks or more U = total unemployment U* = number unemployed less than five weeks U** = number unemployed five weeks or more.
With these variables, two kinds of subscripts are needed, reflecting the fact that unemployment surveys are taken monthly: The subscript 1 will refer to any week in the month since the last unemployment survey, the subscript 0 to any week in the previous month. These 0 and 1 subscripts will be used with the basic flow parameters, p, q, and N. The subscript t will refer to the week of the present monthly survey; the subscript t-1 to the previous week. These t and t-1 subscripts will be used with the basic stock measures, U, U*, and U**.
Any change in the flow parameters, p, q, and N, is assumed to occur at the start of a (survey) month and then to remain unchanged until the next 3. As the week is the basic unit of measure in this survey, less than five weeks is equivalent to one to four weeks.
4. Smith and Holt have used these data for a similar purpose; they did not try to infer weekly continuation rates, however, but worked directly with the monthly changes instead. See Ralph E. Smith and Chlarles C. survey, a month later. By definition, all of the newly unemployed, N, remain jobless in the initial week of the month. The second week a fraction, p, of them continue unemployed; the third week the fraction is p2, and the fourth, p3. Since each week there are N newly unemployed, the number unemployed less than five weeks at the end of the month will include workers in their first, second, third, and fourth weeks of unemployment, with the number of each determined by the continuation rate analysisjust described. Thus, in the week of a new unemployment survey, the number unemployed less than five weeks, U*, is (1) ~~~U* = N1(l + pJ + p2 +P3).
In the previous week, for which there is no survey observation, the equivalent relation is The next requirement is for an expression for the number of persons unemployed five weeks or more, U**. In week t, these will consist of those who were unemployed four weeks or more last week and who continued unemployed one more week. As just explained, the number unemployed four weeks as of last week is Nopop'; while the number with longer spells last week is Ui**. Since q1 is the continuation rate in week t for these workers, Finally, the two weekly continuation rates, p and q, must be related; to do so, the analysis sets p as the basic continuation rate parameter for the model and assumes that q is proportional to p: where m is the proportionality factor, which Kaitz's data suggest is less than 1.0. Equation (6) is assumed to hold at all times and at all levels of unemployment. It makes explicit the viewpoint of the model that unemployment flows throughout are governed by weekly probabilities that vary with labor market conditions. Since p and q are both basic weekly probabilities, the assumption that they move proportionally seems tenable. Substituting the condition of equation (6) (7) were found for each month and the relevant root chosen as the value of p each month. This was done for each of eight demographic groups of the labor force. Thus from the available monthly data on the stocks U, U*, and U**, this procedure generated monthly estimates of the continuation rate p (and hence of q) for each of the demographic groups. In the empirical model presented below, these constructed data on p are treated as the basic measure of labor market conditions confronting job seekers. The object is to explain them.
EQUILIBRIUM PROPERTIES: SPELLS AND DURATION
Before turning to empirical estimates of the determinants of p, the equilibrium properties of the present flow model can be derived. In equilibrium, the number of workers entering and leaving unemployment will be equal and the numbers unemployed more and less than five weeks will be constant, so that It is worth noting the conceptual difference between the average duration of a spell of unemployment as defined here and the average duration of unemployment as it is defined in published unemployment statistics. The concept used here refers to the average length of completed spells. It measures how long a person entering unemployment can expect to remain unemployed. The published data measure how long the average person currently unemployed has been unemployed. It can be shown that, if continuation rates are constant throughout a spell, these two measures will be equal in equilibrium. If continuation rates vary systematically throughout the length of a spell, the two measures will differ, even in equilibrium.
Estimating and comparing these equilibrium characteristics of unemployment experience for different labor force groups at different times is one primary aim of the empirical analysis of this model. Since the flow probabilities, reflected in the continuation parameter, p, characterize the job-hunting experience actually confronting individual workers looking for jobs, estimation is done on explainingp; other characteristics of unemployment are calculated from that estimate using the relations just derived.
Empirical Estimates
The expectation is that p will vary according to the state of the labor market confronting an unemployed worker. The number of job opportunities, represented by job vacancies, as well as the competition for these jobs, represented by unemployment, could be expected to govern the weekly probability that an unemployed person gets a job. Together with the factors that move him to leave the work force rather than continue looking for work, these labor market conditions would determine the continuation rate, p. The decision to leave the work force also could be related to labor market conditions, perhaps to the length of time already spent unemployed, or to p itself.
Here these labor market conditions that determine p are approximated simply by the unemployment rate and changes in that rate. Since vacancies and unemployment are closely related cyclically, there is reason as well as considerable precedent for using unemployment as a proxy for the two.5 In addition, ultimate interest lies in the relation between unemployment and continuation probabilities, so the direct use of unemployment rates as the main explanatory variable can be justified as the most direct way of estimating that reduced form relationship.
The change in unemployment, which is included as an additional explanatory variable, must capture a rather complicated dynamic relation between p and unemployment. There are two sides to this relation. kets change, the timing of the response of N and of p to this change may not be the same. Thus, if unemployment starts to rise 0.1 point a month, the initial impacts on p and N may be different from the eventual impacts. This possibility also requires a change term in the equation relating p to unemployment. These dynamic complications will be examined again when the empirical results are presented.
The other explanatory variable used is a time trend. Relative unemployment rates among demographic groups have changed significantly during the postwar period, and such changes may have important implications for the meaning of the overall unemployment rate in terms of labor market tightness and inflationary pressures originating in the labor market.6 The time trends will determine how these relative unemployment changes break down in terms of changes in the average duration and in frequency of spells of unemployment.
THE FORM OF THE RELATION
Empirical estimates of the continuation rate parameter, p, were made experimentally with several alternative forms of the relationship between it and unemployment. It was important to try alternatives because the cyclical relationship between unemployment, on the one hand, and its division into the duration and frequency of spells, on the other, is sensitive to the form chosen. Each alternative was tested in an estimating equation that included changes in unemployment and a time trend as additional explanatory variables. The alternatives were then compared by the ability of each equation to predict p itself and 1/(1 -p), which is the algebraic form of p that comes nearest to measuring the average duration of unemployment spells in equilibrium. Table 1 summarizes these comparisons. Seven alternatives were compared for the oldest male group and the four best of these were further compared for three other labor force groups-25-to 44-year-old men and the youngest men and women.
The two logarithmic forms of the equations dominated all the others for all the groups tested. Where there was a noticeable difference in predictive ability between the two logarithmic forms, the comparisons favored equation (G), which uses the probability of leaving unemployment, I -p, in the dependent variable. This form of the equation was, therefore, chosen for One point is worth noting about the change term in the equation. Initially, separate change terms were used to distinguish between months when unemployment was rising and months when it was falling. Coefficient estimates on these separate terms were virtually identical for seven of the eight demographic groups and less than one standard error apart for the eighth. This indicated that there was no asymmetry in the response to rising or falling unemployment and the equations were rerun with only a single change term covering both conditions. The final equation is Estimates for equation (12) are shown in Table 2 for eight separate agesex breakdowns of the total labor force. Estimates for workers 65 years old and over were erratic and are not used. The regressions were fitted to monthly data for the period March 1954 through December 1971. Values of p vary by age groups, the aggregate unenmployment rate, and, for some groups, the period of time. Average values of p over the whole data period ranged from 0.705 for teenage girls to 0.765 for the oldest male groups. Since these are weekly probabilities of continuing unemployed, the difference in the probability of being unemployed after five weeks is the difference in these probabilities to the fifth power, or 0.17 for the teenage girls compared with 0.26 for the older men.
Cyclical Comparisons
DEMOGRAPHIC DIFFERENCES Important differences of duration and frequency of spells characterize the several denmographic groups. For instance, at a 5 percent aggregate unemploynment rate, teenagers of either sex experience an average of nearly two unemployment spells a year while older men experience an average of only one spell every four to five years. Between these extremes, the frequency of spells declines steadily with the age of workers of either sex group.
The average duration of spells varies in the opposite direction, although not nearly so dramatically. At a 5 percent aggregate unemployment rate, spells average around four weeks for teenagers, and nearly seven weeks for men in the oldest groups.
In contrast with these striking differences in the frequency and duration of spells among the demographic groups, the cyclical patterns of frequency and duration within each group are very much the same for all groups. In all of them, the elasticity of duration with respect to unemployment rises slightly with higher unemployment rates. What differences there are in this elasticity among groups are not great, and would have been hard to predict: Changes in duration account for a smaller than average part of unemployment changes both for the oldest men and the youngest women. With a few minor exceptions, which appear at the highest unemployment rates, higher unemployment is accounted for more by increased frequency of spells than by lengthened duration of spells.
This cyclical pattern differs substantially from the one reported by Kaitz.8 For the whole work force, he estimated that the elasticity of duration with respect to unemployment rose sharply with the unemployment rate. Higher duration accounted for all the difference between a 5 and 6 percent unemployment rate and the frequency of spells actually declined as unemployment went above 5.5 percent. Only below 3.5 percent unemployment did changes in the frequency of spells account for more than half of changes in unemployment.
Only a small part of the discrepancy with Kaitz's finding can be due to disaggregation. In Table 3 , the elasticity of duration to unemployment is 8. "Analyzing the Length of Spells," p. 15. too similar among the groups to cause any substantial mix effect in the elasticity for the aggregate. While the two studies differ in many other aspects of procedure, the differences in this cyclical analysis almost certainly arise from the forms of the equation chosen. Kaitz regresses n/u against u, using aggregate data. In the present model, for the special case when continuation rates are constant, n/u is given by equation (9) with m = 1. Equation (A) in Table 1 is thus the closest to the one Kaitz used and it does not compare well with the others in predictive ability. The other difference that may be important is the use of the change terms in the monthly equations of this paper. Kaitz used annual data and only the unemployment level as an explanatory variable.
LONG-TERM UNEMPLOYMENT
Because the present model distinguishes the average continuation rates only between the early and the late weeks of unemployment spells, it is bound to understate the incidence of very long-term unemployment if continuation rates in fact keep rising with each additional week of unemployment. Kaitz showed that in 1969 continuation rates kept rising along with additional weeks of unemployment for as many weeks as the data permitted reasonable estimates to be made. Calculations with the predicted equilibrium values of p did understate long-term unemployment as expected. But they also lent support for the estimated cyclical movement of duration of spell just discussed.
In 1969, a year when unemployment was very low and relatively stable for several quarters, 13.2 percent of the pool had been unemployed for fifteen weeks or more. In equilibrium, at the 1969 unemployment rate, the model predicted 9.2 percent for this ratio.' The model also predicted a rise of 86 percent in the ratio of long-term to total unemployment between equilibrium at 1969 and 1971 unemployment rates. The actual increase was 80 9. For any demographic group, the number unemployed one to fourteen weeks can be calculated from the formula, percent. This degree of accuracy in the predicted change in long-term unemployment suggests that the allocation of unemployment changes between spells and duration shown in Table 3 is in the right range. Table 2 shows a large coefficient on changes in unemployment. As was suggested when the estimating equation was introduced, the interpretation of these coefficients involves an examination of the way unemployment is affected by continuation rates and new spells. In general, when labor markets weaken, unemployment increases both because continuation rates rise and because the flow of new entrants into unemployment increases. The larger the response of continuation rates to unemployment, the less remains to be accounted for by changes in the frequency of spells.
CYCLICAL DYNAMICS

Every equation in
No simple analytic expression can be written to describe the dynamics involved in unemployment changes, because the relation among changes in continuation rates, new spells, and unemployment is complex. One role played by the change terms is to allow for the inherent lags in the impact of p on u, a relation with causality running from the dependent to the independent variable in the estimating equations used here.
But rough calculations suggest that the change terms are too large to play the role solely of straightening out these lags. In addition, they indicate that, compared with the change between two equilibriums, more of the initial impact of a change in labor market conditions falls on changing the probability of leaving unemployment and less on changing the number of new unemployment spells that occur.
Two explanations of this short-run response suggest themselves. In terms of employers' response, the observed pattern could reflect the fact that the first impact of a drop in the demand for labor is on hiring rather than on firing. But it may also reflect a briefly delayed response of participation rates or job quits to changing market conditions, so that individuals continue entering the market for new jobs at the same rate as they did before opportunities weakened. This second possibility is the more likely one in view of the symmetry of the response when the cycle moves the other way. It is significant that the regressions could not distinguish differences between separate change terms for rising and falling unemployment. The co-efficients estimated were virtually identical, so the final equations were run with only one change term measuring both increases and decreases in unemployment. This means that when unemployment starts to fall, initially the same disproportionate impact occurs on changingp as occurs when unemployment rises. An explanation that rests on a sequence in which changes in hiring precede changes in firing seems less plausible, unless such a sequence develops from an aggregation over firms in different stages of their own cyclical labor demands. But it is consistent with the kind of delayed response of quits and labor force participation rates to the improving job market that could explain the cyclical response to rising unemployment. Unfortunately, the short-run dynamics involving unemployment, continuation rates, and spells is not sufficiently articulated in this model to settle these questions.
Changes through Time
The relative unemployment rates of the various demographic groups have shifted noticeably during the postwar period. In Table 4 , these shifts are decomposed into the changes in duration and frequency of spells that characterize the change in unemployment experienced between 1956 and 1972. The relative unemployment rates that actually prevailed in 1956 are used for that year; for 1972, the relative rates are those that would obtain if the average rate for men 25 to 64 was at its 1956 level.10
For all groups of younger workers, 1972 unemployment rates are projected substantially higher than those in 1956. They are also projected somewhat higher for workers in the 25-to 44-year age bracket. As it turns out, a greater frequency of spells is the overwhelming reason for these shifts in unemployment rates. For teenage girls the frequency is up 70 percent, accounting for all of the increase in their unemploynment rate. For the next two age brackets for women, frequency is also up substantially, and here also it is up by more than unemployment. Greater frequency is also the dominant cause of higher unemployment for men under age 25. Changes in the average duration of unemployment spells are not substantial for any In the spirit of the present model, it is tempting to approximate s as proportional top, the continuation rate parameter, since, in part, they measure the same thing: the probability that a worker will not find a job this week if he looks for one. However, the empirical results on spells warn against this approximation. From equation (13a), (14) dn ds? f n s f
But the cyclical changes in the number and duration of spells shown in Table 3 imply relatively much smaller changes in continuation rates. For instance, when the aggregate unemployment rate moves from 6 to 7 percent, the continuation rate for the oldest males changes by less than 1 percent and the number of spells by 12 percent; when the aggregate unemployment rate moves from 3 to 4 percent, the continuation rate changes by about 4 percent for some age groups and their number of spells changes by 25 or 35 percent. Thus the number of spells varies by far more than the continuation rate parameter when unemployment changes. According to equation (14), either the elasticity of s with respect to unemployment is much greater than that of p, or the flow rate,f, has a substantial positive elasticity (over one-half) with respect to the unemployment rate. The size of this flow, and its sensitivity to unemployment, is one of the intriguing and important mysteries of labor market analysis. Even data on gross changes in labor force status cannot measure it, since it includes workers who were employed two consecutive months but at different jobs.
For manufacturing industries, statistics are available on the number of workers joining this flow as a result of quits and layoffs from their previous jobs. As would be expected, when unemployment rises quits decline and layoffs increase. The net effect, however, is to reduce total separations. The elasticity of this part of the flow to unemployment is thus clearly negative if manufacturing experience is at all typical of the rest of the economy. Part of the explanation comes from the changing composition of the flow of workers looking for jobs. For workers in each part of the pool, the weekly probability of finding a job can be related to the continuation rate parameter, p, and will vary cyclically with p. But those who enter the flow because they quit voluntarily have better lottery tickets than those who enter it because they are laid off. Since quits fall and layoffs rise when unemployment rises, the quality of the average lottery ticket of workers in the pool, described by s in equation (14), will deteriorate more than proportionately to the change in p. The effect of this kind of shifting on the elasticity of s with respect to unemployment is likely to be sizable. Quits dropped from almost 70 percent of the sum of quits and layoffs in 1969 to just over half in 1971.
Another source of greater elasticity for s than for p is the possibility of searching for work while on the job. If a worker who is to be laid off (or who plans to quit) has three weeks' notice and has a probability (1 -kp) of finding a new job in each of these weeks (where p is the continuation rate parameter governing the chances of the unemployed and k is a proportionality constant relating it to the chances of the average worker described here), the probability that he will not have found a job after one week is kp and the probability that he will not have one when he separates is k:3p3. This is his s and its elasticity with respect to unemployment will be three times the elasticity of p.
These kinds of complications, along with the lack of any direct measure of the flow, F, mean that the part of the flow-probability model that governs new spells of unemployment must be inferred, as it has been here, rather than measured directly. But the results on spells support this view of the labor market process. This view also reveals some important differences between tight and loose labor markets that are not clearly revealed by unemployment rates themselves. The high elasticity of s to unemployment rates means that the difficulty of changing jobs is strongly affected by labor market conditions. In a firm labor market, job cutbacks in some areas do not result in much unemployment because the workers affected easily find new jobs. And voluntary job shifts by workers seeking better jobs, or jobs to which they are better suited, are much more easily accomplished in firm labor markets.
The Functioning of Labor Markets
The findings on the nature of unemployment outlined above are consistent with current views of the labor market that stress the difference in the quality of jobs available to different groups of workers. This "dual theory" of the labor market explains high unemployment among some groups of workers by their inability to get jobs that have a promising future, the consequent frequency with which they change jobs, and the unemployment spells they suffer as they do. In this vein, Hall has argued that workers in groups with high unemployment rates have trouble not in finding jobs, but rather in keeping them, or in finding jobs worth keeping. 1'
The evidence on continuation rates and spells does show overwhelmingly that where unemployment is high, it is because workers are unemployed frequently, not because they continue unemployed for a long time as measured by the continuation rate parameter or average duration of spell. But two questions need closer examination. Are the frequent unemployment spells found in some groups the consequence of normal transitions? Such normal transitions in and out of the work force arise, for example, for persons enrolled in school or from job changes associated with a rational career-selection process. And do the relatively low continuation rates found for groups with high unemployment really mean jobs are easy to get for persons in these groups?
CHANGING JOB PERMANENCE
The evidence of Table 4 workers suggests that the jobs these workers hold have become markedly more impermanent. While older workers-in particular men and women over 45-have, if anything, grown more securely attached to their jobs, most others have found their jobs increasingly transitory.'2 This result makes it harder to accept an explanation for the high frequency of unemployment among secondary workers today as simnply the consequences of normal transition for this group. Such an explanation would imply that the marked rise in the frequency of spells resulted from a marked rise in this norm. Since it is empty to regard any observation as a norm, this proposition would require some specific evidence to be acceptable.
The most obvious hypothesis to explain the greater frequency of unemployment spells for young workers is that the larger number of school enrollments has raised the normal number of labor force transitions for this group and thus raised the frequency of unemployment spells. Enrollment might increase transitions in two ways: most obviously by causing either transitions into and out of the labor market or job changes each summer when students left school; and also, possibly, by putting persons who work while enrolled into a less stable part of the job market than they would be in if not enrolled. I would guess that the first of these would be the more important possibility for explaining unemployment spells. In order to test it as the cause of more frequent spells, regressions like those of Table 2 were rerun for the four school age groups (16 to 19 and 20 to 24 years old, males and females), leaving out the observations for the four months, June through September. But the estimates from these regressions were similar to those in Table 2 ; in particular, for three of the four school age groups, the time trends leading to a rise in the frequency of unemployment spells were slightly larger than those in the whole-year regressions.
It still could be that similar individuals would experience the same frequency of unemployment today as before if their enrollment status were the same in both periods. But those not enrolled today are, on average, poorer job candidates than their counterparts of earlier years. Similarly, today's enrolled are poorer job candidates than their earlier counterparts. Settling all such possibilities calls for much more information. But the verdict of the original regressions-that weak job attachments and frequent spells are a growing problem-is not easily dismissed by reference to expanding school enrollment.
12. Unfortunately, these data are not brokeni down by race, so that the recognized problem of poor jobs and high turnover for blacks canniiot be examined over time. The significance of frequent labor force transitions can be examined in a context more general than school enrollments. It is true that the high unemployment groups are also groups whose workers display a relatively impermanent attachment to the work force. These transitions in and out of the work force increase their chances of being unemployed. But to what extent do they exit frequently from the work force because they do not wish to work rather than because they are frustrated in finding work? Interpreted most strictly, the hypothesis that labor force leavers drop out because they choose not to work would predict that an employed individual is as likely to drop out as one who is unemployed. This is a very strong version of the hypothesis, and testing it might be interpreted as a test of whether dropouts are purely voluntary in the sense that their decisions are not influenced by their prospects of finding jobs. 13 This hypothesis was tested using data on gross changes in labor force status.'4 These data contain some unknown biases and probably cannot be relied on to settle close questions. This one turned out not to be close at all. The ratio of the number of workers who were unemployed last month and out of the labor force this month to last month's unemployment gave the probability of an unemployed worker dropping out. Similarly, the ratio of those employed last month and out of the labor force this month to last month's employment gave the probability of an employed worker dropping out. The two probabilities for various demographic groups are shown in Table 5 .
Teenagers come nearest to fitting the hypothesis, indicating that many of them do leave the work force because they no longer want a job. The difference in the probability of dropping out for unemployed compared with employed individuals grows with age for both men and women. Qualitatively, this pattern in the two youngest groups is what would be expected from school enrollment and having babies. Once these reasons are allowed for, most people plainly leave the work force only after first becoming unem- ployed. Rather than being an important cause of unemployment, such transitions appear to result from it.
UNEMPLOYMENT OF ENTRANTS
The counterpart of frequent exits from the work force is frequent entries. Because secondary workers move in and out of the work force more frequently than others, their relatively high unemployment rates are sometimes explained in terms of their large number of entrants. In the monthly series, "Unemployed Persons, by Reason for Unemployment," which has been published regularly by the Bureau of Labor Statistics since 1967, the unemployed are categorized by those who left their last job, lost their last job, entered the labor force for the first time, or reentered it. Analyses of these data have noted that the high unemployment rates for entrants are the predominant source of high rates among secondary workers, particularly young workers, and that differences in these rates for entrants account for most of the difference in overall unemployment rates among demographic groups in the labor force.15 Table 6 sets out unemployment rates by reason averaged over the four years 1968-71 for a more detailed breakdown of the labor force than is available in the published statistics. While unemployed new entrants and reentrants account for only 15 percent of total unemployment of prime-age males, they account for between 67 and 80 percent of unemployment in the teenage groups, and for a substantial fraction of unemployment of other workers. The ratio of unemployed entrants to total unemployment is remarkably similar for black and white workers in each of the age-sex groups, despite substantial differences in the unemployment rates of blacks and whites.
While much of the unemployment of secondary workers, particularly of young workers, thus can be identified with entrance into the labor force, this finding tells less than it seems to. Each unemployment rate by reason has as its denominator the total labor force of the particular demographic group. Thus, the rates for all the reasons add up to the total unemployment rate for the group. For any demographic group in Table 6 , the unemployment rate by reason can be decomposed as follows: where the subscript r denotes a reason. The unemployment rate for entrants can be relatively high either because an average entrant has a high probability of being unemployed relative to other workers or because there are many entrants relative to other workers. It is useful to know how much is contributed by each of these factors.
To answer this question, data on gross changes in labor force status are again needed. They permit calculation of the number of unemployed in a given month who were not in the labor force the previous month. This concept of unemployed entrants does not correspond to the number of entrants unemployed in the data of Table 6 for two reasons: The table lists as an entrant any person unemployed in a given month who was not in the labor force before becoming unemployed. Thus, it includes workers who were unemployed the previous month, and perhaps the month before that as well, so long as they were out of the labor force before initially entering unemployment. Second, the gross change data do not distinguish between entrants and reentrants as do the data in Table 6 .
The great advantage of the gross change data is that they permit calculation of an unemployment rate for entrants as the ratio of unemployed entrants to total entrants. This reflects the difficulty entrants have in finding jobs, which the data on unemployment by reason do not. Except that it refers only to those unemployed who entered the work force this month, this gross change measure of an unemployment rate for entrants corresponds to Ur/Lr in equation (15), which decomposed the "reasons" definition of unemployment rates. An unemployment rate for nonentrants also can be described analogously as the ratio of unemployed nonentrants to total nonentrants.
The difference in total unemployment rate between two labor force groups can now be decomposed into the parts due to differences in unemployment rates for entrants, in unemployment rates for nonentrants, and in the proportion of entrants in the work force. Table 7 does this for the differences in unemployment rates between 25-to 59-year-old white meni and each of eleven other demographic groups. For each group, the difference due to each factor in Table 7 is computed as follows:
(a) The difference due to the unemployment rate of entrants is the proportion of entrants in the group's labor force times the difference between unemployment rates for entrants for the group and for white men 25 to 59. (b) The difference due to the unemployment rate for nonentrants is parallel to (a), using the relevant unemployment rates. (c) The difference due to number of entrants is the difference between the proportion of entrants in the work force of the group and the proportion for white men 25 to 59, times the difference between the unemployment rates for entrants and nonentrants for the group.
Since the table is based entirely on comparisons of the same concept between two different demographic groups, the problem of bias in the gross change data should be minimized. However, the difference in definitions, compared with the concepts in Table 6 , will affect some of the numbers in the table in a way that should be noted. Unemployment totals for each group and the disparities in total unemployment rates between any two groups match up very closely in the two tables, as they should. The number of entrants and the proportion of them unemployed will be lower with the Table 7 definitions of entrants. With the symbols 0, E, and U used for out of the work force, employed, and unemployed, respectively, Table 7 counts only OU individuals as unemployed entrants, while the proper total is (OU + OUU + . . .), which counts everyone who has been in no status other than unemployment since entering. Similarly, in Table 7 the category nonentrants will count the OUU types when it should not. The discrepancy will not be uniform among the demographic groups since the proportion of OUU types will vary. The Table 7 data must be interpreted with this in mind. One implication is that the ratio of the unemployment rate for entrants to that for nonentrants will be somewhat lower by the Table 7 definitions, with the distortion larger for groups having relatively many entrants. If weekly continuation rates, p, are about 0.75, in one month about onethird (p4) of the OUs will have become OUUs. This gives a rough measure of the discrepancy. Table 7 shows that differences in unemployment rates for entrants are not an important source of total differences in unemployment. The adjustments just discussed would not alter this conclusion, although they would enlarge slightly the differences shown in the tables. Only for young blacks is the probability of an entrant finding a job markedly different from the probability for an entrant in any other group. The unemployment rate for entrants who are men over 25 must be a statistic based on an unrepresentative sample of workers in this age group, since most workers in this group are in the labor force by the time they reach this age group, and remain in it until retirement. But that should not seriously distort the implications of the rest of the table. The last column demonstrates that the different proportion of entrants does account for a noticeable portion of total differences in unemployment, but still not the major portion. The largest part of differences in unemployment arises from differences in the unemployment rates of nonentrants, workers unemployed one month who were either working or unemployed the previous month. Thus, unemployment disparities do not seem to be explainable simply in terms of weak attachments to the work force by some workers, particularly in view of the finding that much of what weakness there is in attachment apparently stems from poor employment opportunities.
Employment Probabilities
The analysis of unemployment that has been built around the continuation rate parameter must be amended before results like those on the frequency and duration of spells for different groups can be interpreted in terms of the difficulty of finding a job. Duration of spell varies directly with continuation rates, so the groups with relatively low durations have relatively low probabilities of continuing unemployed each week. But workers leave unemployment either because they find jobs or because they leave the work force. The gross change data offer some evidence on the importance of each of these two avenues out of unemployment. Again, the possibility that unknown bias in the data distorts the conclusions can be minimized by a comparison of the same statistic for various demographic groups. Table 8 analyzes the flows out of unemployment for twelve demographic groups. Probabilities are shown for 1968 and 1971, the two most dissimilar years for which data were available.
The first column lists the probability that a worker who is unemployed one month will leave unemployment by the next month. This probability, labeled L, is calculated as the ratio of workers unemployed last month but not this month to total unemployment last month. Conceptually, L is related to the continuation rate, p, by the following argument: A worker unemployed at the time of last month's survey has a probability p (or q = plrn if he has already been unemployed more than four weeks) of being unemployed a week later; a probability p2 of being unemployed two weeks later; a probability p3 of being unemployed three weeks later; and a probability p4 of being unemployed at the time of this month's survey if there are four weeks between surveys this month. The probability that he will have left unemployment is thus 1 -p4 (or actually between 1 -p4 and which should be equal to L. Because L and p do not come from the same body of data and because the intervals between surveys .average 4.3 weeks rather than 4 weeks, this formula will not hold exactly. But the orders of magnitude of L shown in the table are close enough to what this formula would predict to provide some confidence in Table 8 . For example, for males aged 16 to 19, continuation rates were p = 0.69 and q = 0.82 in 1968; an equally weighted average of 1 -p4 and 1 -q4 is 0.66, which is just below the value of L for white males in that age group. For 1971, continuation rates were p = 0.73 and q = 0.87, which by the same calculations predict L = 0.58, precisely the value in the table. Predictions were not this exact for all groups; but orders of magnitude were right, as were the changes between the two years.
The next two colunmns in Table 8 break down L into the two avenues for leaving unemployment: the monthly probability of an unemployed worker being hired, H, and dropping out of the work force, 0. These are calculated Table 8 or duration in Table 3 is scrambled and very nearly reversed in the ordering according to hire probabilities, H, in Table 8 . In particular, males over 25 have virtually the best hire probabilities, although they had the longest durations and highest continuation rates among demographic groups. The short spells of younger workers do not reflect good lottery tickets in the employment pool; they have the lowest hire probabilities in Table 8 . Rather, their spells are short, on average, because they often terminate them quickly by leaving the work force. These results are especially telling in view of the a priori reasons for expecting longer search times for primary workers. They can be expected to search more thoroughly because they are more concerned to find the right job since it is more likely to be a permanent attachment for them than for other workers; and they are more likely to receive unemployment compensation while they look for work. Despite such considerations, they appear to find jobs more quickly than workers with more frequent spells of unemployment.
The experience of nonwhite workers revealed by Table 8 is particularly disappointing. Their probabilities of leaving unemployment, L, and hence the average durations of their unemployment spells, are not drastically different from those of whites in the same age-sex group. This means the large differences in unemployment rates between whites and blacks, such as those shown in the "all reasons" column of Table 6 , arise primarily because blacks suffer more frequent unemployment spells. But in addition, their hire probabilities, H, show that the comparable unemployment durations of blacks and whites conceal differences in the probabilities of finding jobs. Particularly for blacks under 25, hire probabilities are noticeably worse than they are for whites of the same age and sex. The differences are especially marked in the weak labor markets of 1971. Bad as they reveal the unemployment experience of blacks to be, conventional unemployment statistics conceal an even worse employment outlook.
Comments and Discussion
Robert E. Hall: This paper makes a substantial contribution to our understanding of unemployment, particularly of the changes in its character over the past sixteen years. Perry's careful analysis makes it possible to break down the published unemployment rates for various demographic groups into the frequency of unemployment on the one hand and the duration on the other. Modern thinking about unemployment has made us aware of the need for this distinction, but Perry's work is the most successful by far in actually carrying it out. His finding that the deterioration in the unemployment rates of young workers relative to those of older workers is associated entirely with an increase in frequency rather than in duration is quite striking and is in accord with recent speculation about the importance of turnover among young workeis. Throughout the paper, Perry argues that increased turnover among young workers is not necessarily a reflection of decreased attachment to the labor force. An undercurrent of recent thinking, with which Perry is clearly not sympathetic, holds that the increased turnover of teenagers is a voluntary response to a changing economic environment. Rising family incomes and increasingly attractive opportunities outside the labor force make it less necessary and less appealing for teenagers to work steadily, according to this view. While I am no more sympathetic than Perry is to this hypothesis or to its implication that federal policy need not concern itself with the worsening position of teenagers, I am not fully convinced by the evidence he presents.
Perry looks briefly at the part higher enrollment in school plays in increasing turnover. A large fraction of teenagers in school look for summer jobs once a year, and many look forjobs after school several times a year as well. Perry simply eliminates the summer months and finds that his con-279 clusions are unaffected. This tells us that turnover in October through May has risen about as fast as it has over the whole year. It does not evaluate the contribution of school to turnover during the nonsummer months-in particular, it neglects after-school unemployment, which in October is about half the total teenage unemployment.
Perry is correctly concerned with what happens to teenagers when they leave unemployment. It is too easy to interpret data on the duration of unemployment as if they measured the time necessary to find jobs. Every month, a fraction of those unemployed drop out of the labor force rather than finding work. Perry's data, taken from the compilation of gross flows in the household survey, suggest that this fraction is quite large for teenagers. He draws two conclusions from this finding: First, the fact that unemployed teenagers are more likely to drop out of the labor force than employed teenagers suggests that turnover among teenagers is not a voluntary response to opportunities outside the labor market but rather is a response to the unsatisfactory opportunities in the labor market. Second, he concludes that the duration of job-finding is longer for teenagers than for adults, even though the duration of unemployment is slightly less. Again, he argues that this is evidence of lack of employment opportunities for young workers.
I find this part of the paper somewhat weakened by lack of caution in interpreting the data on teenage unemployment. Part of Perry's findings from the data on gross flows could be explained by random errors in classifying teenagers into unemployed and out of the labor force. If a teenager is incorrectly classified as unemployed in one month and correctly classified as not in the labor force the next month, he will count in Perry's data as a dropout from unemployment. There does not seem to be any compensating bias in the opposite direction. I cannot cite any evidence that bears directly on this point, but I know that there are substantial problems in general in measuring unemployment among teenagers. For example, a special survey in October 1967 found 418,000 unemployed teenagers in school and 108,000 out of school, for a total of 526,000. By contrast, the regular household survey found 262,000 in school and 170,000 out of school for a total of 432,000.1 Both surveys were conducted by the Bureau of the Census; the major difference seems to be that in the special survey the teenagers themselves were in-different by assuming that the continuation rates in the first three weeks are constant. I have also taken account of the fact that the respondent in the employment surveys rounds his answer to the nearest week of unemployment about which he is asked; and he does this with respect to the time that the interview is taken rather than with respect to the survey week, which is the previous week. Using this approach, in an equation with aggregate unemployment data, I have estimated that the continuation parameter for those first three weeks was close to, but not identical with, the figures derived in my earlier work. I am now developing a new series of completed spells and also average lengths of completed spells from the middle of 1967 to the middle of 1972.
There still remains a basic problem about data stemming from the fact that respondents tend to round their answers in months, creating clusters of answers in the categories of four, eight, thirteen, twenty-six, and fifty-two weeks. The data must be smoothed in some manner to eliminate this clustering. If this problem can be resolved, I intend to extend the analysis into years prior to 1967, so at the aggregate level I can examine the same relationships that Perry has derived in his study.
Concerning my second comment, there is no question that the original regression equation I reported was inadequate and yielded results that were surprising but not correct. If the equation is reestimated in logarithmic form, much better and more sensible results are obtained. In Perry's table, one finds a dummy variable used for the period since January 1967. In the original data that I ulsed, I had annual averages for only three years after 1966, so I did not bother to introduce a dummy term. But if monthly data through 1971 are used, clearly, a dummy should be introduced, especially because the change in the survey questionnaire was designed to have its greatest effect on teenage employment statistics. Perry also uses seasonal dummies. Here I would suggest the use of a separate set of seasonal dummies from 1967 on, because the seasonal pattern also changes, even though there would be an additional loss of degrees of freedom.
My last remark concerns Perry's use of gross change data. In connection with these, information on errors in the interview data is instructive. A small fraction of the monthly sample has regularly been reinterviewed within a short time after the original interview in order to discover whether any interviewer is not doing a good job. In the process, gross error tables have been developed that show the labor force classification at the time of the initial interview against that at the time of the reinterview. If one as-sumes the independence between response errors and gross changes, it is possible to derive a gross change table that is corrected for gross errors.
When I did this originally I was working with a very simple three-bythree matrix, containing the numbers of employed, unemployed, and not in the labor force. At that time, I found that errors of classification were suggesting more mobility and transition among these conditions than really took place. I analyzed only aggregate unemployment, and did not examine teenage unemployment; in the aggregate the number of people who remained unemployed from one month to the next appeared to be about 5 percent too low in the gross change data. I would guess that most of this error was concentrated among particular groups in the population. For adult males, I would expect the data to be quite accurate, since their labor force status is less ambiguous than that of other workers. When this 5 percent is allocated among those groups most affected, we would probably find a larger proportion of misclassification among younger people. This is a problem that should be studied more thoroughly, and incorporated into analysis of the sort Perry did.
George Perry: Charles Holt's suggestion for refining the calculation of continuation rates is interesting. In working with a model that allows for continual, gradual change in continuation rates over a spell, one runs into the problem that variable p's do not yield manageable expressions like his equation (2). Holt gets around this ingeniously by letting the time index, T, do the varying, and thus gets an integrable form he can work with to relate unemployment of different durations to continuation rates. If I had thought of this device, I would have tried to use it.
I would point out that many difficulties start where his sketch of a model ends. Most important, one would have to get around the fact that one month's distribution of unemployment by duration results from a long history of changing labor markets and hence changing continuation rates. My method dealt with this by using the fact that most of this month's unemployment is given from last month's. This month's continuation rates were then estimated from the fraction of persons leaving unemployment this month. I believe something like this would have to be worked out for Holt's model and it would lead to messy expressions for calculating monthly p's. Another practical difficulty is that a lot of data are needed. Each estimate of p and k pairs would require data on the number of unemployed by duration in each of three duration intervals as well as total unemployment. For my
