ABSTRACT. -Inspired by previous results on asymptotic minimax estimation for a ball of increasing radius in R n , we study the analogous problem for domains of importance in orderrestricted inference. In particular, we study domains that are formed by the intersection of a ball and a fundamental chamber of a finite reflection group in R n . We show (1) how to obtain the principal eigenfunction of such a domain and asymptotically, the related least favourable distribution for the associated minimax problem, (2) that the order and positivity constraints in the usual statistical problems generate such chambers and (3) and in an analogous way to the work of Bickel [5] 
Introduction
In many parametric statistical estimation problems, there is definite prior information concerning the values of a parameter vector (ω). There may be bounds on the individual components (ω) i such as "the norm of ω is at most c" or "a subset of the ω i are non-negative" or the "ω i 's are non-increasing in i". Many computationally feasible estimation methods have been developed to capitalize on such information. How could one theoretically compare the performance of various possible estimators when such prior information is present? One common, admittedly conservative, approach is the worst-case analysis: given some error measure, compute the maximum expected error over the restricted parameter space, and then seek the estimator that minimizes this maximum risk. The resulting best or minimax risk provides a benchmark against which to measure other estimators.
Here we recall various definitions of statistical decision theory associated with the estimation of an unknown parameter vector ω given an observation of x ∈ X, where X is a random vector whose distribution depends on the parameter ω ∈ , the parameter space. A solution consists of a nonrandomized estimator or decision procedure δ, which is a measurable function from the sample space X → . Let A denote the space of all possible estimates. A risk function R(δ, ω) characterizes the performance of a decision procedure δ for each value of the parameter ω. The risk function is usually defined in terms of an underlying loss function L(δ, ω) which maps A × → R + ∪ {0} (where R + is the positive real line). To be able to confine our attention to nonrandomized estimators, it will be assumed that the loss function is convex in δ and that A and are also convex. The loss function will usually be assumed to equal the quadratic loss function (δ i − ω i ) 2 . The risk of an estimator δ when ω is true, R(δ, ω), is then the average loss incurred from using δ; that is,
for all δ ∈ A. We will let ρ( ) denote the minimax risk on ; i.e., ρ( ) = inf δ∈A sup ω∈ R(ω, δ). Note that if = R n then for the normal mean estimation problem ρ(R n ) = n. Minimax problems are often solved by considering the corresponding Bayes problems. A distribution or prior probability measure π is specified on the parameter space , and a measure of the performance of a procedure δ is given by its Bayes risk
Now δ π is called the Bayes procedure with respect to the prior probability measure π if δ π minimizes the Bayes risk. The Bayes risk r(π) of a distribution or prior probability measure π on is defined as r(π) = r(δ π , π). A distribution or prior probability measure π * is "least favorable" if its Bayes risk is greater than or equal to that of any other distribution. Subject to the decision problem satisfying sufficient regularity conditions, a least favorable prior distribution exists and the corresponding Bayes procedure is minimax (see Wald [29] , Ferguson [12] , Brown [7] , and Kempthorne [18] ).
Here we consider the normal mean estimation problem; that is, X is a N n (ω, I n ) random vector where n represents the dimension of the space, I n the (n × n) identity matrix and let us assume that the vector ω is contained in the parameter space which is a closed bounded convex domain in R n . Casella and Strawderman [9] first found exact minimax estimates for intervals of the form [−t, t] for small t for this problem in one dimension. (See also Zinzius [31] .) Donoho, Liu and MacGibbon [10] studied minimax estimates and affine-minimax estimates for the problem of estimating the mean of a standard Gaussian shift when the mean is known to lie in an orthosymmetric, convex and quadratically convex set in 2 . However, for many closed bounded domains of R n (satisfying = int ), the finding of exact minimax solutions is analytically intractable. A more soluble analytical problem involves the study of asymptotically minimax estimates; that is, we can consider the asymptotic behaviour of the minimax risk
for positive t and the construction of such asymptotically minimax estimators as t → ∞.
The connection between asymptotic minimax risk and the principal eigenvalue of an elliptic equation was first elaborated in a series of papers by Levit [19] [20] [21] and Berkin and Levit [4] which studied asymptotic second-order minimax estimators under a general class of loss functions in Gaussian and locally asymptotic Gaussian settings, and connected this problem with the principal eigenvalue of the Laplace (or more generally, second order uniformly elliptic) equation in the domain in which the parameter lies. Bickel [5] independently derived the results for intervals and balls in the Gaussian setting for squared error loss, obtaining explicit second-order asymptotically minimax estimates by suitably rescaling eigenfunctions of the sphere. Johnstone and MacGibbon [16, 17] related the problem of finding asymptotic minimax estimates of a bounded Poisson vector to the Gaussian one.
The solution to the Dirichlet problem is easily seen to be related to asymptotically minimax estimation of a normal mean vector (see, e.g., Berkin and Levit [4] , Levit [19] [20] [21] , Johnstone and MacGibbon [17] ). Essentially, finding a minimax estimator with respect to a density f on is equivalent to minimizing the Fisher information
Since, Fisher information I and the energy functional I * in the classical Dirichlet problem are related by I * (v) = I (v 2 )/4 the problem of minimax estimation becomes a search for principal eigenfunctions of the laplacian.
More precisely, using the solution to the classical Dirichlet problem for a bounded domain (not too irregular) in R n (see, e.g., Gilbarg and Trudinger [14] ), we have the following general theorem (for a discussion of the proof and applications, see, e.g., Berkin and Levit [4] , Johnstone and MacGibbon [16, 17] ). THEOREM 1.1. -For as above and t positive, (i) The minimax risk for the n-dimensional problem just described is 
has a non-zero solution. The eigenspace corresponding to λ( ) is one-dimensional, and the corresponding eigenfunction 
The proof depends on an easily proved identity, called Brown's identity (see Brown [7] , Bickel [5] , Brown and Gajek [8] ) which says that for any prior distribution G one has
where g is the density of G (which is set to 0 outside of its domain of definition ) and φ n represents the standard normal n-dimensional density function and r(G) = n − I (g * φ n ), where I (g * φ n ) is the Fisher information.
So far, the only known explicit solutions for the asymptotically minimax estimation of a bounded Gaussian vector were obtained on the sphere, an orthosymmetric domain, or on rectangles, which are products of orthosymmetric domains. However, much interesting statistical research has also occurred in parameter estimation under positivity or order constraints (for an overview of this subject, see Robertson, Wright, and Dykstra [25] ). For example, the estimation of a Gaussian vector under order constraints on the components has been shown to be a necessary part of the solution to some statistical problems in toxicology experiments (Schoenfeld [26] ).
The prior information about ω for such a problem could consist of it being contained in some domain ⊂ R n such as the domain given by the inequalities ω 1 ω 2 · · · ω n or ω 1 ω 2 · · · ω n 0. Such inequalities arise in many situations in order restricted inference (Robertson et al. [25] ). These two domains are well known as the standard fundamental domains (chambers) for certain finite groups generated by reflections (the groups of permutations, respectively, signed permutations of the coordinates). So, with the same effort, we may ask the question about the fundamental chamber C of an arbitrary finite reflection group W . We cannot handle these domains directly, one reason being that Theorem 1.1 works smoothly only for bounded domains . But what can be done, and is still useful, is to consider = C ∩ B where B is the unit ball of R n . Using a symmetry argument used before by Berard [1] and Berard and Besson [2] in the case of the intersection of the sphere with a Weyl chamber (see also Urakawa [27, 28] ), we show how to obtain from the class of eigenfunctions on the ball the principal eigenfunctions of . Then the asymptotically least favourable distributions can be derived and second order asymptotically minimax estimates for the associated minimax problem on t can also be constructed in a manner analogous to Bickel's work [5] in the one dimensional case.
Asymptotically least favorable prior distributions on a bounded domain equal to the intersection of a ball and the fundamental chamber of a reflection group
Here our goal is to study some of the important domains for order restricted statistical inference and to obtain asymptotically least favorable prior distributions for such domains. The four chosen, each of which is a subset of the unit ball B in R n , are as follows:
(ii) Q = x ∈ R n : |x| 1 and x 1 , . . . , x n 0 and
In order to achieve this, we first study the eigenfunctions on the unit ball; then a general theorem about the eigenfunctions of a domain equal to the intersection of a ball and the fundamental chamber of a reflection group is proved. The results for the domains given in (4) and for other interesting domains of this type then follow as special cases.
In the following, we use the notation j ν (r) = r −ν J ν (r), where J ν is the standard Bessel function with index ν. We denote by k ν,1 < k ν,2 < · · · the positive zeroes of J ν (hence also of j ν ). We recall that j ν (r) is an entire analytic function of r, for every ν (Bateman II, p. 4 [11] ).
In order to obtain asymptotically minimax estimates for t where = C ∩ B, we must have an expression for the principal eigenfunction h and the corresponding eigenvalue λ for . The key idea of the proof is a symmetry argument also used in a similar context for the sphere by Berard [1] and Berard and Besson [2] (see also Urakawa [27, 28] 
where ν = l + 
Proof. -For the proof of (5) see Theorem 2.66, p. 107 of Folland [13] . The principal eigenfunction is the one given by l = 0, m = 1 as in (6) We choose a unit vector e H orthogonal to H for each H so that (x|e H ) > 0, ∀x ∈ C. We note that,
for all w ∈ W and all functions f , where denotes the laplacian. This is clear since each w is orthogonal (since all s H are orthogonal). In particular, if f is harmonic, so is f • w. We say that a function f is invariant if f
Let be defined, ∀x ∈ R n , by:
THEOREM 2.2. -Let W , C and be defined as above and let = B ∩ C, where B is the unit ball in R n . Then the least favorable prior density on is given by
with ν = N + n− 2 2 (where N = |Z|, the number of planes in Z and also equals the degree of ) and
where m, . . . , m n are the exponents of W .
Proof. -The first part of the proof, the determination of the eigenfunctions of can be found in Berard [1] and Berard and Besson [2] together with Urakawa [27, 28] . For completeness we include it here.
We define the operator Alt on functions by:
where
Alt of anti-invariant elements; (this is clear since it is idempotent and self-adjoint and leaves fixed all anti-invariant f 's). Alt also preserves each H l by (7) . Therefore it also preserves each L 2 (B) l,m , the subspace of L 2 (B) spanned by the functions (5) for fixed l, m. We denote the images of Alt in these spaces by 
To show that is of lowest degree, following Bourbaki [6] , we observe that any semi-invariant is 0 on every H ∈ Z, hence divisible by (x|e H ), hence divisible by .
In addition, it is well known that is harmonic. This can be seen as follows. Since Alt commutes with and is anti-invariant, = Alt( ) = Alt( ), so is anti-invariant. But the degree of is strictly less than deg( ), hence = 0. Now from (5) and from the inequalities for the k ν,m we see that the principal eigenfunction is given by
Once the principal eigenfunction has been found it suffices to use Theorem 1.1 to determine the asymptotically least favorable prior density on given by
In order to determine the constant c , since g (x) dx = 1, we have, using polar coordinates, x = rx , x ∈ with denoting the unit sphere.
By Watson [30, Section 18 .1], the first integral on the right hand side equals 1 2 (J ν+1 (k ν,1 )) 2 . We denote the second integral by K and we consider
Using polar coordinates again, we obtain
On the other hand, Macdonald [24] pointed out that being a harmonic polynomial, the integral L is equal to the norm computed by R. Steinberg and written down in the Appendix of Harder [15] namely 
Remark. -The exponents m l are given in Bourbaki [6] for W arising from a root system in the tables on pp. 250-276 and for W of type H 3 or H 4 on pp. 231-232. In the only remaining case, W of type I 2 (p), we have trivially m 1 = 1, m 2 = p − 1.
Let us now consider the special domains given in (4) . For an n-vector x = (x i , . . . , x n ) and a positive t let us introduce the following notation:
x t = (x 1,t , x 2,t , . . . , x n,t ) where x i,t = 
