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SUMMARY 
The existing general theory of consumer behavior contains 
a body of theorems purporting to explain the consumption be­
havior of individuals when their preferences are functions of 
physical quantities of goods and services consumed. The 
theory of consumer behavior of individuals whose preferences 
are functions of product quality is still crude, and is 
practically nonexistent. Most of the people working in this 
area treat quality as unidimensional by using price to 
measure quality. Some investigators decomposed qualities 
into functions of prices and nonprices. Most of them used 
consumption input-output coefficients to measure quality, 
whereas very few of them have used production input-output 
coefficients to measure quality. The first objective of 
this study is to extend some work of Dr. George W. Ladd [32] 
in the above theory. The second objective is to test this 
theory empirically. 
The assumption that the individual consumer owns a 
utility function containing quantities of goods and services 
as arguments is replaced by the assumption that his utility 
is a function of total quantities consumed of product char­
acteristics or ingredients of goods and services. Utility is 
maximized subject to a budget constraint. First order and 
second order conditions, including.some relevant theory, are 
2 
derived using the local-global theorem, existence theorem, 
and uniqueness theorem. I also derive the effects of a change 
in a particular product characteristic upon the physical 
quantities of goods and services consumed and upon the total 
quantity consumed of product characteristics, and determine 
how the total quantity consumed of a product characteristic 
responds to a change in income or a particular product price. 
Finally, estimates of implicit prices (quality prices) 
of food characteristics from physical food prices are ob­
tained by using two estimation methods. 
3 
1. NATURE OF THE PROBLEM 
1.1. Introduction 
The modern theory of consumer behavior as formulated 
by Edgeworth [14a], Antonelli [4], and Pareto [44], and worked 
out by Slutsky [52], Hicks and Allen [22], and Hicks [21], 
is based on the assumption that the individual consumer 
allocates expenditures on commodities as if he had a fixed 
ordered set of preferences, which is described by an in­
difference map and which he maximizes subject to a restraint 
imposed by the money income he receives and the prices he 
must pay. The theory has been extended in recent years by 
Frisch [15], Houthakker [24], and Theil [55]. Tintner 
[56] and Basmann [6, 7, 8] formulated and did some em­
pirical work on a theory of consumer behavior with variable 
preferences. 
Many problems in agriculture processing and marketing 
are associated with product quality. Farmers* asking prices 
for different grades and prices consumers are charged for 
various grades are examples. In the milk market, for instance, 
farmers produce whole milk, but consumers consume milk in 
different forms: whole milk, low-fat milk, skim milk and 
butter. Stewart Johnson [26] suggested that the milk pricing 
system at the farm or the retail level and in manufacturing 
markets should be changed by federal orders so as to reflect 
4 
variability in the protein as well as butterfat content of 
milk. In other words, the payment for milk is to be made 
according to the constituents of the milk. 
Preferences and attitudes are usually studied by 
analyzing consumers' statements about products; but state­
ments and market behavior may be only tenuously related. 
Procedures need to be developed that will relate information 
on preferences directly to con umer market behavior. Also, 
because of price differentials that are too high, consumers 
frequently do not buy their preferred product. We lack 
information on price differentials consumers are willing 
to pay for their preferences. This information is lacking 
because we lack procedures for measuring such price dif­
ferentials. Hence it is desirable to develop procedures 
for measuring price differentials consumers are willing to 
pay for their preferences. 
Work on theory and measurement of quantities, prices 
and consumer preferences for product qualities is still 
crude and is practically nonexistent. The following dis­
cussion attempts to review some of the prior work on the 
above topic. 
In 1929, Waugh [65] used linear regression to estimate 
quality prices of cucumbers, asparagus and tomatoes from 
time series of prices of cucumbers, asparagus and tomatoes 
and data on characteristics such as size, shape, color. 
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condition, pack and other physical characteristics which 
influence the prices of locally grown vegetables in the 
Boston wholesale market. In 1944-45, Scitovsky [50], 
gave some opinions about treating prices as measures of 
quality. He said price as a measure of quality was suitable 
for the early days of industrial capitalism when modern 
economic theory began. The consumer was an expert in the 
markets where he did his shopping. The habit of judging 
quality by price leads directly to price discrimination since 
in imperfect markets most people pay different prices for 
the same quality product. In 1952-53, Houthakker [24] intro­
duced qualities as separate variables, to be determined by 
the consumer, in addition to quantities. He assumed that 
a commodity will be described by two variables -- physical 
quantity and quality v^. The cost of units of quality 
Vj^ will then be x^v^. He restricted the theory to price 
changes which cause the cost of this consumption (x^v^) to 
become x.(a.+b.v.) where a. and b. are constants (b.>0; X X J. X 1 1 X— 
a^+bi^O for all v^), to be called the quantity price and 
the quality price respectively. He introduced the ordinal 
utility function U(x^,...x^, v^, V2,...v^) and analyzed the 
problem: 
Max U(x^, x^f—x^, ^ l'***^n^ 
6 
subject to 
n 
I X.(a.+b.v.) = M 
i^i X 1 1 1 
X. >0 
X— 
— + 
V. <v.<v. 
X — X— X 
+ -
where and are the upper and lower limits of the 
permitted range of variation of v^ and M is money income. 
He treated quality as unidimensional. 
In 1952-1953, Theil [55] assumed that the qualitative 
nature of a quantity of a commodity i(i = 1,2,...n) 
can be completely described by means of vector e^fe^^/ 
e^2'*--®iin ) and the elements of e^^ may be either quanti­
tative or qualitative things, and utility ( (U = U(x^,...x^, 
®1' ®2'*'*®n^^ is maximized subject to the side condition 
n 
Z x^P^(e^)-Y =0. Xj^ and are two variables; the quantity 
i=l 
bought (x^) and the average price paid (P\) and Y is money 
income. The average price paid is only a quality indicator. 
The first order conditions are; 
% - ° 
where X is a Lagrangian multiplier. In words, the marginal 
utility of a quantity x^ is proportional to its price P^; 
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the marginal utility of an element e^j^ of the vector e^^ is 
proportional to the corresponding quality and the deriva­
tive of the price with respect to e^^; in both cases 
the proportionality constant is the same : X. In his 
empirical work he treated quality as being unidimensional 
and used price to measure quality. 
Tintner [56] and Basmann [6, 7, 8] added quality 
parameters into individual preference functions. These 
parameters can be treated as advertising, A small change 
in advertising will cause some changes in equilibrium 
quantities consumed by causing a change in consumer prefer­
ences. The difference between Tintner's article [56] and 
Basmann's thesis [8] is that Tintner added only one 
parameter, whereas Basmann added several of them. 
In 1954, Dorfman and Steiner [13] assumed that a firm 
makes two kinds of choices: the price of its product and the 
amount of its advertising budget. Its demand relationship is 
q = f(p,s) where p is the price, s is the advertising budget 
and q is the quantity the firm can sell per unit of time. 
They assumed quality, (x), is involved in both the demand 
function; q=f(p,x) and cost function; c=c(q,x) where f(p,s), 
f(p,x) and c(q,x) are all continuous and differentiable func­
tions. They used profit maximizing conditions to find the 
joint optimization condition of advertising, quality and price 
which is: 
8 
= n = c *c 
where y is the marginal value product of advertising, n is 
the ordinary elasticity of demand and n^ is the elasticity of 
demand with respect to quality variation. 
In 1957, Brems [9] assumed the demand for a firm's output 
depends upon price and all the input coefficients; 
Xj = Xj{ïïj, a^j) for i = 1, 2 , . . . m 
where is the number of physical units of product produced 
and sold annually by a firm in industry j, is the price 
of the output produced by a firm in industry j, a^j is the num­
ber of physical units of the product of industry i absorbed 
per unit of product of a firm in industry j. a^^^ is not 
allowed to vary with the level of output. Under this assump­
tion, he is free to let a^j represent quality and selling 
effort. The cost function is 
m 
c• = X. Z (TT.a. .). 
3 ] i=l 1 
For quality equilibrium, quality has been improved and 
selling effort intensified, in each of the m possible 
dimensions, until the ratio between the price of an input 
and the marginal productivity of the corresponding input 
coefficient is the same for all m inputs. For equilibrium of 
prices, quantity and quality e+H = -1 where e is the 
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Marshallian price elasticity of demand faced by the firm in in­
dustry j, and H is the sum of all the elasticities n^j , where n^^j 
is the elasticity of demand faced by the firm in industry j 
with respect to the input coefficient a^^. 
In 1961, Adelman and Griliches [2] discussed a multiple 
regression chain-index technique for the construction of an 
index of quality change. They applied their procedure to auto­
mobiles and studied the interaction of the quality price index 
with the Laspeyre price index. They found that the quality 
price index bears the same relationship to a constant-satis-
faction index as an ordinary price index does, and the quality 
price index is also an appropriate deflator for the consumer 
price index. 
In 1964, Tull, Boring and Gonsior [59] investigated an 
earlier study carried out by Leavitt [38]. He found 
that under uncertainty concerning the quality differences 
between brands of the same product class some consumers will 
choose a higher-priced rather than a lower-priced brand and 
concluded that "demand curves may not invariably be 
negatively sloped, that price itself may have more than one 
meaning to a customer and that a higher price may sometimes 
increase, rather than decrease, his readiness to buy." Tull, 
Boring and Gonsior [59] did experiments with toothbrushes, 
aspirin, table salt, margarine, light bulbs, floor wax, 
liquid shampoo and liquid shoe polish. They found that 
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consumers rely heavily upon price as a predictor of quality 
of brand when there is a substantial degree of uncertainty 
involved in the purchase decision. They suggested that for 
some products, the price-quantity-sold relationship may indeed 
be kinked (even to the point of bending backward). Furthermore, 
the behavior patterns of men and women were remarkably similar, 
and the patterns by age group also showed negligible dif­
ferences. 
In 1968, McConnell [40] used one way analysis of variance 
to test the relationship between price and quality (brands) 
of beers. He concluded that: (a) price and quality are re­
lated, especially for new products or brands that have no tradi­
tional price or' reputation other than the company name, and 
(b) perceived quality did not vary linearly with price. But 
he did not give a specific form for this relationship. 
In 1969, Stafford and Enis [53] used a 2x2 factorial 
design to test the relationship between two independent 
variables (price and store of purchase) and two levels of 
price, high and low. Four samples of household carpet were 
the experimental subjects. They asked junior and senior home-
economics students of the University of Houston to rate the 
quality of each piece of carpet on a five-point interval 
scale which ranged (1) for very low quality, (2), (3) and 
(4) for medium quality and (5) for very high quality. They 
concluded that "the judgment of quality by price can be con­
11 
founded by nonprice information about the product•«-when some 
knowledge about the store in which the product was purchased 
is known, in addition to price information, their perception 
of the product's quality was significantly affected...." 
Peterson's 1970 paper 'The Price-Perceived Quality 
Relationship' [45] can be summarized as follows; For products 
for which consumers lacked information on quality (1) price 
would serve as a major determinant of quality perception and 
(2) this relationship between price and quality perception 
would be nonlinear. He obtained a quadratic relation between 
y and x where y is price and x is quality (brand). The 
specific form of the above relation is y = 1.6070 + 
2 O.lOllx - .0009x where all regression coefficients are 
significantly different from zero at the .005 level. 
Ladd [32] developed operational methods for measuring 
quantities and prices of product characteristics that make 
up product quality. He also developed operational methods for 
measuring consumer demand functions for these same product 
characteristics. He used consumption input-output coeffi­
cients to measure quality. One procedure assumes these 
coefficients are objectively measurable. Another is based on 
a quite different philosophy. It is based on three assump­
tions: (a) the consumer's view of product quality is sub­
jective; (b) consumers may have no reactions to some of the 
12 
things that such specialists as economists, technologists 
and market researchers see in products and may react to some­
thing the specialists may fail to see; (c) consumers cannot 
verbally describe all product characteristics they use to 
judge quality. One implication of these three assumptions is 
the need for a procedure that will identify all product 
characteristics that determine the consumer's view of quality, 
including those characteristics we fail to see, and those 
characteristics consumers cannot verbalize. 
We can say that Theil [55], Tintner [56], Basmann 
[6, 7, 8], Tull, Boring and Gonsior [59], Leavitt [38], 
McConnell [40], Stafford and Enis [53] and Peterson [45] 
treated quality as a function of product price and/or non-
price characteristics such as advertising, packing, selling 
service, store etc. Using product price to measure quality 
will lead to the following problems; (a) unidimensionality in 
quality will be a problem since one product price stands for 
one quality another price will stand for another quality; 
(b) in imperfect markets consumers buy the same product 
quality at different prices or buy different product qualities 
but pay for different kinds of mark-ups. This will lead to 
price discrimination. 
Only Waugh [65] and Ladd [32] studied product price as a 
function of quality prices which are implicit prices that 
consumers pay for product characteristics. Ladd [32] con-
13 
tends, "Product characteristics not only means those charac­
teristics and properties that inhere in the product, but also 
means various kinds of selling effort, and services associated 
with ownership and use of the product." Waugh [65] used size, 
shape, color, condition, pack and other physical character­
istics which influence the prices of locally grown vegetables 
in the Boston wholesale market to measure characteristics of 
vegetables. 
Waugh [65] uses linear regression to estimate implicit 
prices of vegetable characteristics and Ladd [32] suggested 
linear regression to estimate implicit prices in case of 
measurable product characteristics. If characteristics are 
unmeasurable, Ladd suggested using the principal factor or 
principal axes estimation method. Ladd*s original idea in 
suggesting factor or component analysis is to construct the im­
plicit prices of unmeasurable qualities, then try to name them 
according to implicit prices of measurable product character­
istics. 
1.2. Objectives 
The objectives of this paper are to develop operational 
methods for measuring quantities and prices of product char­
acteristics that make up product quality and to apply these 
methods to food to measure prices of nutritional elements of 
food. 
Ladd [32] has done some work on operational methods for 
14 
measuring quantities and prices of product characteristics 
that make up product quality. I will extend his theoretical 
analysis and use food characteristics as an empirical 
case study. 
1.3. Procedure 
I will use consumption input-output coefficients to 
measure quality. I will develop necessary and sufficient 
conditions for maximization of utility (where utility is a 
function of qualities) subject to a linear budget constraint. 
Necessary conditions will then be used to specify the rela­
tion between product price and prices of product characteris­
tics and to develop statistical procedures for measurement of 
prices of product quality characteristics. 
For the empirical case study of food characteristics, 
secondary data of food characteristics [63] plus some dummy 
variables and national annual average retail food prices 
[60, 61] will be used to estimate implicit prices for one 
estimation method. For the second estimation method, the 
above data is replaced by a matrix of 23 cities' and national 
annual average retail prices of several foods [60, 61]. 
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2. ECONOMIC MODEL 
2.1. Mathematical Model and Classical 
Theory of Consumer Behavior 
In the classical theory of consumer behavior it is as­
sumed that utility is a function of physical quantities 
of goods and services consumed; so that 
(2.1.1) U = U(q^,q2,...q^). 
U is the utility function of n variables, and q^(i = 
l,2,...n) is the physical quantity of the ith product con­
sumed. These q's (q^,q2,.. .q^^) are called instruments. The 
instruments are summarized by the row vector; q = (q^,q2, 
...q^) called the instrument vector, a vector in Euclidean 
n-space, E^^. (2.1.1) can be written as 
(2.1.1.1) U = U(q). 
Suppose the individual consumer owns a limited or 
constant money income; I. Then the expenditures of the 
consumer can be written as; 
n 
(2.1.2) + ^2^2 "*"••• ^n^n~ .f. ^i^i ~ ^  
1—J. 
or qP = I. P is a column vector and q is a row vector, 
and P^(i = 1,2,...n) is the price of the ith product 
consumed. 
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The relationship between U, P, q, I in the classical 
theory of consumer behavior can be written in the form of 
classical programming where the constraints are Of the equality 
type. That is 
(2.1.3.i) Maximize U=U(q.,q_,...q ) i.e.. Max U=U(q) 
q 
n 
(2.1.3.ii) subject to Z P.q. = qP = I 
i=l ^ 1 
(2.1.3.i) is the objective function. It is a real-valued func­
tion of the instruments. The objective function is assumed 
to be given and continuously differentiable. And (2.1.3.ii) is 
a given continuous differentiable function of the instru­
ments, called a constraint function, and parameters P^,P2,... 
P^, I are n+1 given real numbers, called constraint constants. 
It is assumed that the number of instruments, n and the number 
of constraints, m^=l are finite and that n>m^, where the 
difference n-m^ is the number of degrees of freedom of the 
problem. The instrument vector q is feasible if it satisfies 
all the constraints of the problem, and the set of all feasible 
vectors is the opportunity set. 
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2.1.1. Types of maxima (a global maximum/ a local maximum), a 
global-local maximum, existence theorem or the Weierstrass 
theorem and uniqueness theorem [25b, pp. 8-43] 
Vector q* is a global maximum if it is feasible and it 
yields a value of the objective function larger than or equal 
to that yielded by any feasible vector; i.e., 
q*eQ and U(q*) ^  U(q) for all qeQ where Q is a subset 
of Euclidean n-space. 
The global maximum q* is a strict global maximum if the 
value of the objective function at q* is strictly larger than 
that at any other point: i.e., 
U(q*) > U{q) for all qeQ, q^q*. 
A strict global maximum is obviously unique since, if 
q** and q* were distinct strict global maxima it would 
follow that U(q**) > U(q*) and U(q*) > U(q**); both of which 
obviously cannot hold. 
The instrument vector q* is a local maximum if it is feas­
ible, and it yields a value of the objective function larger 
than or equal to that yielded by any feasible vector suf­
ficiently close to it; i.e.. 
18 
q*eQ and U{q*) >_ U(q) for all qeOpN^Cq*), where 
(q*) is an e - neighborhood of q* for some positive e ,  
however small. In this case N (q*) is defined as the 
^ n 1/2 
set of all q such that |q-q*| = ( Z (q^-q?) ) < e . 
i=l ^ ^ 
A local maximum q* is a strict local maximum if the value 
of the objective function at q* exceeds that of any other 
feasible vector sufficiently close to it: i.e., if 
U(q*) > U(q) for all qeQnN^(q*), q^q* . 
Obviously a global maximum is a local maximum but not 
vice versa; there may be other local maxima yielding an even 
higher value of the objective function. 
A local-global theorem gives sufficient conditions for 
a local maximum to be a global maximum. If the opportunity 
set is a nonempty compact set that is convex and U(q) is a 
continuous function that is concave over Q then a local maxi­
mum is a global maximum, and the set of points at which the 
maximum is obtained is convex. If it is further assumed that 
U(q) is strictly concave then the solution is unique i.e., 
there is a (unique) strict global maximum (Uniqueness theorem). 
The Weierstrass theorem gives conditions sufficient for 
the existence of a global maximum. The conditions are: the 
opportunity set Q is compact (i.e., closed and bounded, since 
Q is a subset of Euclidean n-space) and nonempty and the 
19 
objective function U(q) is continuous and concave in Q. Then 
U(g) has a global maximum either in the interior or on the 
boundary of Q. 
2.1.2. First order conditions 
A powerful method of solving classical programming 
problems is the method of Lagrange multipliers. It yields 
valuable information on how sensitive the optimal value of 
the objective function is to change in the constraint 
constants. 
From (2.1.3), define the Lagrangian function as 
(2.1.4) L(qj|^/... / A) — U(qj^/q2/*«* q^^) 
n 
+ A(I - Z P.q. ) . 
i=l ^ ^  
The variable A is known as "Lagrange multiplier" and the 
function L(q^,q2/...q^,A) is known as the "Lagrangian func­
tion. " 
The first order necessary condition are found by setting 
the partial derivatives of L(q^,q2,...q^,A) with respect to 
q^(i=l,2,...n) and A equal to zero. The first order partial 
derivatives vanish at a stationary point. 
From (2.1.4) we obtain the following first order 
conditions 
20 
n 
(2.1.5.1) X: I - Z P.q* = 0 (1=1,2,...n) 
1=1 ^ 1 
(2.1.5.11) q^: Uj^-X*P^ = 0 (1=1,2,...n) 
3U 
where and q| and A* are equilibrium values of q^ 
and X respectively. 
The conditions (2.1.5.1) show that the constraint 
function (2.1.3.11) is satisfied. The meaning of this 
condition is that consumers spend all money income available 
to them. 
From (2.1.5.11) 
U, ( q * )  U,(q*) U^(q*) U ( q * )  
(2.1.6) X* = —p = —p = —p = ... —p . 
1 2 ^3 n 
This condition implies that consumers are in equilibrium 
when the ratio of marginal utility of product 1 to its own 
price equals the ratio of marginal utility of product 2 
to its own price and so on. Finally these ratios equal 
X*, the marginal utility of income, at the maximum point. 
2.1.3. Second order conditions 
Let's define the Hessian matrix of second order partial 
derivatives of the Lagrangian with respect to the instru­
ments : 
21 
3q^ 
3^L 
3q3^9q2 
9^L 
sym. 
3^L 
asl^Sn 
9q 
n 
.2 
—J = 0 if both objective function and constraints are linear 
3qf 
functions. If the objective function is nonlinear but the 
constraints are linear then we have 
and 
U 
9^L a^L 
=  u. .  
ij aq^agy sqjSq^ ji 
The bordered Hessian matrix can be defined by: 
22 
3£ 
9q 
0 . .  . 0  
0 . .  . 0  
9q] 
9g, 
3^ 
m. 
9^L 
aq,' 
sym. 
3g, 
3q. 
3g 
9q 
n 
m. 
n 
3^L 
3qi3q„ 
3^L 
3q 
n 
where ,q2,.. .qj^)=0 for L= 1,2, are constraint 
functions. 
From (2.1.5) the bordered-Hessian is; 
L — 
where 
"ii = 
U, . = 
0 
^1 ^2 ' * • ^n 
^1 ^11 ^12- • • "in 
^2 "21 ^22* • • "2n 
^n "nl "n2 • • • "nn 
92 U 
aqi' 
ij 9q%aqj 
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Lancaster [36] gives sufficient conditions for a maximum 
if det L has the sign of (-1)", the principal minor of 
order (m^+n-1) — i.e., the largest principal minor — has < 
sign opposite to this and successively smaller principal 
minors alternate in sign down to the principal minor of order 
m^+1, then the stationary point represents a maximum. In the 
above problem m^=l. 
The determinants 
0 
^1 ^2 0 ^2 ^3 
^1 "ll "l2 9 ^1 "11 "12 "13 / 
^2 "21 "22 ^2 "21 "22 "23 
^3 "31 "32 "33 
0 
^1 P2 . •• ^n 
^1 "11 "12 • ' "in 
^2 "21 "22 •' •• "2n 
^n "nl "n2 •' • "nn 
should be alternatively positive and negative. 
2.1.4. Meaningful theorem 
From (2.1.5), there is a set of n+1 equilibrium values; 
q*, q*, ...q*. A*. Let us explore the effect of a little 
change in I on the equilibrium set in (2.1.5). 
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Differentiating partially (2.1.5) with respect to I and 
rearranging we get the following. 
1 31 ...P 2 31 
3q, 
.p lA + U — 
^1 31 ^11 31 
•^2 ?T + "21 FT 
+  u  
n 81 
3qo 
= 1 
+ U 
12 31 
3q, 
22 31 
U 
3q 
n 
u  
In 31 
3q 
n 
2n 31 
= 0 
= 0 
-^n il + Onl 51^- + °n2 + 
3q. 
u  
n 
nn 31 
= 0 
or in matrix form 
' 0 P, 
(2.1.6) 
n 
^1 "ll 
^2 "21 
^n "nl 
U 12 U In 
U 22 U 2n 
U 
n2 U nn 
f 3X 1 
31 JL 
3q^ 
31 0 
3q2 
31 0 
sL 
31 0 
J < / \ / 
The left hand side matrix is the bordered-Hessian matrix 
which is negative semi-definite, and the Hessian matrix is 
negative definite which guarantees that we have a unique solu­
tion. The determinants of order 2,3,...n of the bordered-
Hessian are alternatively positive and negative. 
Define the last of the above bordered-Hessians after 
Ui 
substituting ^ as U; and the co-factors of U^, U^, 
in U, denote by |u^|,|Ugl,lu^^l,ju^gl respectively and the 
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determinant of U is | u | .  The n goods can be taken up in 
any order, and the principle minors of the bordered-Hessian 
|U__| 
alternate in sign, this implies that is necessarily 
negative (Hicks [21], pp. 305-311). 
The effect of a little change in income on the rth 
9qr 
commodity consumed is represented by • 
Applying Cramer's rule to (2.1.6) yields 
(2.1.7) 
3q, 
31 
0 ^1 ••• ^r-1 ^ ^r+1 ••• ^n 
Pi "ll ••* "lr-1 ° "lr+1 ••• "in 
Pn "nl ••• "nr-1 ^ "nr+l %nn 
U 
substitute = j— (from (2.1.5.i)) in (2.1.7) yields 
(2.1.7.1) 3l 
X U 
u 
Nothing is known about the sign of |Ur|; consequently 
may be either positive or negative. 
9qr 
> 0 implies that 31 — ^ 31 
as a consumer experiences a little increase in income, he will 
increase his consumption of the rth commodity, and he will 
9qr 
decrease consumption of the commodity when gY" < 0 f and a 
change in income does not have any effect on rth commodity 
9qr 
consumption if = 0. 
o X 
Now suppose to vary, other prices (and I) remaining 
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unchanged. 
Differentiating (2.1.5) partially with respect to 
and rearranging we get 
ro P^ Pg ... Pn 
^1 "ll "l2 ••* "in 
(2.1.8) 
3A 
3P 
9qr 
3q 
[  ' ^ r j  
-q. 
Solving and simplifying as before 
(2.1.9) 
3q, 
9P = -q_ X 
!"sl 
r. u u  
(r and s = 1,2,3,4...n) 
Applying (2.1.7.1), this can be written 
9q 
(2.1.10) gp^ -q^. gj s l"rs^ U 
Equation (2.1.10) is known as the Slutsky equation, where 
aq_ 
•5—^ is the total effect of a change in price of commodity r 
^r 
on the individual's demand for another commodity, s. This 
equation can be split up into two terms which represent the 
Income Effect and the Substitution Effect respectively. 
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By setting r and s equal the same equation can be used 
to split up the effect cf a change in the price of q^ on 
the demand for q^ itself. 
Equation (2.1.10) can be rewritten as 
3qr BQr '"rr' 
(2.1.10.1) _=-q^^+X-^ 
|U rl 
since i— is negative, this implies that the substitution 
MUrrI 
term; -jy]— also negative. 
2.1.5. Properties of substitution term (Hicks [21] , pp. 310-311) 
1. Since the determinants |and |U| are both sym-
%|U I 
metrical between r and s, S^_ = ,„| is also symmetrical 
jT  5  I  U I  
i.e., = Sgp. 
I"rrl 
2. Since —|-y-j— is negative, and X is positive. 
This implies that S^^<0 . 
3. The expression 
0-|\l + U1IU12I + U2'"2r'+ ••• "n'"nr' = 
since a determinant having two identical rows is zero. 
Substituting = XP^ in the above equation yields. 
\ Vl"rsl = = l°l J, Vrs = " 
S=1 s=l S-1 
n 
2 P = 0 
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hence 
^s^rs "^r^rr 
because 
n 
P^>0 ana Sr,<0, -P^s„ = gÇiPsSrg>0. 
Si^r 
4. Let 221 be the co-factor of in 
jl^l 22 331 the co-factor of in 221' so on. 
U 11' 
U 
"11,22' '"11,22,33' 
1Û1— fïïT 
' " 1 1 , 2 2 , 3 3 , • • ' * * 1  
: m 
are alternatively negative and positive. 
It follows that 
U 11' 1 
u 
u 
u  11' u  12' 
u  12 U 22 U 
O i l '  
' " 1 2 '  I " l 3  
" 1 2 I  l " 2 2 l  l " 2 3  
" 1 3 I  I U 2 3 I  I U 3 3  
are alternatively negative and positive. 
But these are the conditions that a quadratic form such 
as 
m m 
Z S 2.7. 
r=l s=l r-s " 'z's' 
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If Z•s = U' s 
m m  I u  I 
Jl s!l ° 
Substituting = XP^ yields 
m m 
X Z Z P_P_S < 0 
r=l s=l r s rs 
or 
m m 
Z E P P S < 0 for ail values of m less than n. 
r=l s=l ^ s rs 
2.2. Tintner-Basmann's Theory of Demand 
with Variable Consumer Preferences 
Tintner [56] added a parameter a^ into utility function 
where a^ is an expenditure on advertising. Basmann [6, 7, 8] 
added more parameters in the utility function. The utility 
of Tintner-Basmann's type can be written as follows; 
U = U(QJ^,Q2,...Q^, ) 
(2.2.1) ^ 
or U = U(q, A) in matrix form, where q and A are 
vectors in Euclidean space. 
They also assume the individual consumer owns a limited 
or constant money income or 
n 
(2.2.2) Z p.q. = I. 
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The relationship between U, P, q, A and I in Tintner-
Basmann's theory of consumer behavior is 
(2.2.3.i) Max U = —q^; a^,...a^) 
n 
(2.2.3.ii) subject to Z p.q. = I. 
i=l ^ 1 
2.2.1. First order conditions 
n 
(2.2.4) L,(•) = U(-) + X,(I- Z p.q.) 
^ ^ i=l 1 1 
U(") represents utility function in (2.2.3.i). 
( • ) — (q^ ! ^ 2 ' • • • 9^^ / ) 
is the Lagrangian function and is the Lagrangian multi­
plier. First order conditions are 
n 
(2.2.5.i) ; I - Z p.q* = 0 
^ i=l 1 1 
(2.2.5.ii) q^; ~ = 0 
where U! = -5— and (2.2.5.i) and (2.2.5.ii) are partial 1 oqj^ 
derivatives of the Lagrangian function with respect to 
and qj^ respectively. 
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2.2.2. Second order conditions 
(2.2.6) L 
1 
P 
U 
n 
In 
P 2 U 21 U 22 U 
U 
2n 
nn 
is a bordered-Hessian which is negative semi-definite 
2.2.3. Meaningful theorem 
Suppose a parameter a^ is changed, Tintner and Basmann 
find the effect of a change in this parameter on the n+1 
equilibrium values of and 
Differentiate partially (2.2.5) with respect to a^ and 
rearrange. The result is 
where 
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(2.2.7) 
f  0  
^ "ll °12 
^2 °21 "22 
\l 0„2 
n 
U 
In 
U 2n 
U 
nn 
9X 
3aj^ 
a a. 
9aj 
3ÏÏ, 
3U 
n 
3a\. 
The effect of a little change in a. on quantity of the 
a-îr 
rth commodity consumed is represented by ^  
Define |uj, |u^j, |Ug|, |u^j.|/ |u^g| as co-factors of 
Û, Ug, and respectively. = X^|u^j|/ |u| 
is a substitution term and |u^^|/Iul is necessary negative. 
Apply Cramer's rule, substitute = X*P^ and the co-
factors in (2.2.7). This yields 
( 2 . 2 . 8 )  3&1 
n SU lu 1 
Z ^ (r = 1,2,...n) 
i=l l u i  
XÎ Multiplying the right hand side of (2.2.8) by and 
1 
substituting the substitution term into (2.2,8) yields 
8q 1 n _ 
(r = 1,2,...n) ; 
(2.2.9) is known as Tintner-Itchimura relation 
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9qr 
shows the interrelationship of an increase or decrease 
in demand and complementarity or substitutability. It also 
aqr 
shows that the change in demand is not independent of 
the form of the utility index U, since the marginal utility 
of money X* depends upon the particular form chosen. 
(2.2.10) Define = n 
If > 0, the shifts in demands for the commodities 
are said to be sympathetic, if it is zero, they are neutral; 
if < 0; they are antagonistic., i.e., shows the inter­
dependence of shifts in demand with complementarity and 
substitutability. 
If there is a change in a^ which increases only the 
marginal utility of q^, i.e., 
3Û 9Û 
^ > 0, gj- = 0 (tfS). 
Then we have 
The demand for the rth commodity will increase if s and.r 
34 
are complementary, but decrease if s and r are substitutes. 
Suppose s is equal to r. Then (2.2.11) can be written 
as 
Nr s 3H 
,2.2.12, 
If a change in a^ increases the marginal utility of a 
commodity,it will increase the demand for this commodity. 
Under the assumption that a change in a^ will increase 
only the marginal utility of a particular q, then can be 
written as 
(2.2.13) C® = . 
This expression will be positive if s and r and p and f 
are substitutes, also if s and r and p and r are complementary. 
If p=r, C ® can be written as 
P 
(2.2.14) C s = jsr _ 
^rr 
The shifts in demand for commodities which are comple­
mentary to the commodity whose marginal utility has been 
increased will be sympathetic if the two commodities are 
complementary. The: shifts will be antagonistic if they are 
substitutes. 
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2.3. Quality Model 
Let be the quantity of the jth quality characteristic 
in one unit of the ith product (j = 1,2,3,...m, m+1, m+2,... 
m+n) and q^^ (i = 1,2,3,...n) be the quantity of the ith 
product consumed. Let x^^ be the total quantity of the jth 
product characteristic obtained by the consumer from his con­
sumption of all products. The relationship of Xqj/ and 
q^^ can be written as 
n 
(2.3.1) x„. = Z X..q. . 
OJ i=i 
Let each of the first m product characteristics be 
provided by several products but let the m+ith product char­
acteristic be provided only by the ith product. 
Then we can write 
(2.3.2.1) Xgj = f^(q^,q2,...q^); j = 1,2,...m 
(2.3.2.ii) XQm+i " ^m+i^^i^' ^ " 1.2,...n. 
The consumer's utility function is now assumed to be 
(2.3.3) U(Xqj^, Xq2/ ^03'• •'^Om+n^ 
which means that the consumer who owns this kind of utility 
function will rank his preferences or tastes in terms of 
total product characteristics. For example, when a consumer 
buys ground beef, sirloin steak or low-fat milk, his main 
purpose is to buy protein, carbohydrate, iron, vitamin 
36 
A etc. from those products. 
Substituting (2.3.1) into (2.3.3) yields 
(2.3.3.1) U( Z .5^i2'^i' ••• .^T^im+n^i)' 
1—X X—J. 1—X 
The general form of (2.3.1). can be written as 
^Oj ~ 5j^^l'*32'^3'• •'^n' ^ll'^12'***^nl'^nl"**^nm+n^ 
define 
q = (gi,q2'q3' • • -qn,) 
X = (Xii'Xi2'Xi3'''*ln'"''Xnl''''*nm+n) 
both q and X are vectors in Euclidean space. 
Therefore x_. can be written in matrix form as follows 
u] 
(2.3.3.2) XQj = 9j(q, X) . 
Substitute (2.3.3.2) in (2.3.3) or rewrite (2.3.3.1) in 
general form as 
(2.3.3.3) u(q, X). 
Both (2.3.3.1) and (2.3.3.3) imply the consumer's utility 
function is a function of products and characteristics of the 
products (i = 1,2,...n, j = 1,2,...m+n). For example, when 
a consumer buys whole milk, he buys not only milk per se, 
but also butterfat, protein and lactose from that whole 
milk. 
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Suppose the individual consumer owns a limited or 
constant money income; I - then the expenditure budget of the 
consumer can be written as 
n 
(2.3.4) p^q^ + + . ..p^q^ = £ Pj^q^^ = I 
i—1 
or qP = I where P is a column vector and q is a row vector 
and Pj^ (i = l,2,...n) is the price of the ith product consumed. 
The relationship between U, P, q, X and I in the general 
theory (quantity and quality) of consumer behavior can be 
written in the form of classical programming (the constraints 
are of the equality type) as follows; 
maximize U = U(qwq^,—q„ , X-,,Xt,, 
(2.3.5.1.i) ^ ^ n 11 *nm+n) 
n 
subject to Z p^q^ = I 
(2.3.5.1.ii) 
or 
max U = U(q, X) 
q 
(2.3.5.2.i) 
subject to qP=I 
(2.3.5.2.ii) 
(2.3.5.1.i) or (2.3.5.2.i) are objective functions. They are 
real-valued functions of the instruments; q^,g2,...q^,x^^f 
^12" • '^nm+n' 
The objective function and constraint function are 
assumed to be given and continuously differentiable. 
38 
2.3.1. First order conditions 
From (2.3.5.1) or (2.3.5.2) 
n 
(2.3.6.1) L_(') = U(-) + A_(I - Z p.g.) 
^ ^ i^l 1 1 
or 
L g f " )  =  U( - )  +  A ^ d  -  qp)  .  
The variable is known as a "Lagrange multiplier" and 
the function LgtqrXfA) is known as the "Lagrangian function". 
The first order necessary conditions are obtained from 
the partial derivatives of Lgt') with respect to q\(i=l,2, 
n) and and the first order partial derivatives vanish 
at a stationary point. 
From (2.3.6.1) 
3Lp n 
(2.3.7.1.i) = I - Z p.qf = 0 
^'^2 i=l 1 1 
•àL _ 
(2.3.7.1.ii) 3^ = "i"^iPi = 0 (i = 1,2,. . .n) 
where 
The conditions (2.3.7.1.i) show that the constraint 
functions in (2.3.5.1.ii) or (2.3.5.2.ii) is satisfied. -
From (2.3.7.1.ii) 
U, (• ) U- ( • ) Û (') Û (•) 
(2.3.8) A* = = -4 = ... = = ... ^  
• ^1 ^2 Pk n 
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The ratio of marginal utility of product 1 to price 
of product 1 will equal the ratio of marginal utility of 
product k (k = 2,3,...n) to price of product k at equilibrium 
point and finally all ratios equal the marginal utility of in 
come; X*. 
2.3.2. The derivation of Ladd's physical price and quality 
price model 
From (2.3.7.l.ii) 
Differentiate partially the utility function in (2.3.3) 
with respect to q^(i = 1,2,...n). 
"i (2.3.9) P. = -I 
A. 
(2.3.10) Ù. = Z 
^ j=l 
m 
Om+i 
Om+i 
(i = 1,2,3 ,. .. n) 
Substituting (2.3.10) in (2.3.9) yields 
(2.3.11) ^ g 9U ^^Oj + L_ M 
A* i=l3Xoi ^^i A* S^Om+i 
Om+i 
(i = 1,2 / • • • n) 
Since A* = |y^^01'*0i'* *'^Om+n^ 
or marginal utility of income, substituting value of A^ 
in (2.3.11) yields 
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(i = 1,2,...n) 
where 
iU ^ 9U(Xoi,XQ2,...Xom+n) 
^*0] 3*0] 
3U*_ 3"^X01'*02''''X0m+n) 
31 3Ï • 
For notational convenience, define 
91 _ au 31 
3*0] 3x„. au* 
31 3n ai 
a*Om+i " 3Xom+i 
31 i.e., "5 is the marginal rate of substitution of 
d^Oj 
income for the jth product characteristic. 
Then (2.3.12) can be rewritten as 
9 X 
"5 can be interpreted as the implicit (imputed.) price 
paid for the jth characteristic. 
If the ith product has no unique characteristic that is 
provided by no other product, (2.3.13) becomes 
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(2.3.14) f • • • n) 
Equations (2.3.13) and (2.3.14) state that, for each 
product consumed, the price paid by the consumer equals the 
sum of the implicit prices of the characteristics possessed 
by the product multiplied by the quantities of those char­
acteristics obtained from the marginal unit of the product 
consumed. The price paid by the consumer is exactly exhausted 
by the marginal monetary values of the product's characteristics. 
2.3.3. Second order conditions 
The bordered-Hessian of (2.3.7.1) is 
U 
U 
P 
n 
In 
2n 
/ 
where 
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SI 
m+n ^ m+n^^ 
X .  9 ' 3U 2_01) = 9 _ 9U 
j=i **0] j=i^^0j 
= fSU ^ 9^U 
j=l 3*0] 
n/9U \ 
3*0j ^ 3^0j (*01'"•"Xprn+n) 
3q^ 9q^ 
. K" *"oi 3*0h 
h=l ®*0h 
, 3^0 axph 
h=l '*0j'*0h '''i 
0.. =T !:ii +. "t" 3^u ="oh, 
11 9xQj 9qj^ ij 
m+n 3x.. m+n m+n „2„ 
= r oU hi +1 y X X 9 U 
j=i 3=0] 39i i=i h:i ii ih sxojaxoh 
u  
au^(-) g m+n gy 9Xn^ 
ik 
(V 3iL_ Oj) 
^ j=l 3*0] 391 
9 9U— ^  ) 
'•ïk j=i 3*0] 1: 
. "T (M_ !fài + X 9^" I 
j=l 3=0] ij 3X0i39k 
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Om+n ^  
h=l 3*0j3*0h h=l 3*0j3*0h 
m+n m+n 
j=l h=l*ii ^*0j^*0h 
Assume individual money income is greater than zero. 
n 
Since E p.q. = I is a linear function, it is both concave 
i=l ^ ^  
and convex. Therefore, the opportunity set is nonempty 
and convex. At the beginning we assumed that the utility 
function is continuous. Therefore the Weierstrass theorem 
which gives sufficient conditions for the existence of a 
global maximum holds. The equilibrium solutions in (2.3.7.1) 
will be a global maximum when the bordered-Hessian is negative 
semi-definite which implies that the determinants of the 
bordered-Hessian of 2,3,...n order are alternatively positive 
and negative. Hicks called this a stability condition, 
and the unique solution of (2.3.7.1) will exist when the 
Hessian matrix is negative definite. 
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2.3.4. Meaningful theorem 
The first order conditions of (2.3.5.1) or (2.3.5.2) by 
using the Lagrangian multiplier technique (2-3.6.1) are shown 
in (2.3.7.1). 
From (2.3.7.1) we have (n+l) equations and n+l unknowns: 
q*,q*,...q* and X^. If the bordered-Hessian is negative 
semi-definite and the Weierstrass theorem holds, it is 
guaranteed that we have equilibrium set q* and A* which 
gives the max U(') subject to qP = I. The equilibrium q* 
q 
and A* might not be unique unless we assume that the Hessian 
matrix is negative definite. Then unique equilibrium q* and 
A* exist. 
Suppose a parameter or one of the constraint constants is 
changed; for example is changed. We want to find the ef­
fect of a change in this parameter on the n+l equilibrium 
values of q* (i = l,2,...n) and A*. Before investigating 
the above problem, assume that the local-global theorem, the 
Weierstrass theorem and the uniqueness theorem hold. The 
uniqueness theorem is very important in this step. This 
assumption will guarantee that the effect of a little change 
in a parameter on the equilibrium set will have some meaning­
ful interpretation. If this theorem fails to hold, the effect 
of a little change in a parameter on the equilibrium set 
is less useful and may not have any interpretation at all. 
Another important assumption is that the objective function or 
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utility function should be of nonlinear form. If we have 
linear objective function, the second order condition (suf 
ficient condition) vanishes. 
2.3.4.1. The effect of upon The effect 
of a little change in on the equilibrium set in 
(2.3.7.1) can be obtained as follows. 
Differentiating (2.3.7.1.i) partially with respect to 
X23 we get 
8q* 3q* 9q* 
(2.3.15.i) 35^=0. 
Differentiating (2.3.7.1.ii) partially with respect 
to Xgg we get 
8A* ^ ' 
or 
(2.3.15.ii) P. (- _) + ^ ^  ^  (i = 1,2, 
Rearrange (2.3.15) in matrix form as follows: 
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(2.3.16) 
0 Pg ... Pn 
"ll "l2 ••• "in 
^2 "21 "22 ••• "2n 
^n "nl "n2 "' "nn 
3A ^ 
3*23 
aqi 
f  
0 
9Ui 
3*23 9X23 
9U2 
3*23 
34n 3%n 
J 9*23 3*23 
The left hand side matrix is the bordered-Hessian 
matrix which is negative semi-definite and the Hessian matrix 
is negative definite. 
Substitute (2.3.7.1.ii) into Lg and denote the result 
as ^  , and denote the co-factors of U^, U^g, in U, 
by |U^|, |Ug|, |Uj.rl' l^rs' respectively. Since the n goods 
can be taken up in any order, it follows directly from the 
stability conditions that |Û^^|/1Û1 is necessarily negative 
where |Û| is the determinant of Û. 
The effect of little change in Xgg on quantity of the 
rth commodity consumed is represented by Sg^/Sxgg. 
Applying Cramer's rule to (2.3.16) 
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9x 
= X '  
u 
^2 ••• ^r-1 
23 
0 P 
3Û, 
r+1 
U,o •. . U 1 "11 "12 
"nl Un2 ' 
i— U 
lr-1 lr+1 
'23 
3U 
U n U 
nr+1 ^*23 
|U| 
.. P 
n 
. U 
In 
• U_ 
nn 
0 U, U 
"2 "21 
"n "nl 
r-1 U r+1 
3U, 
23 
9U, 
U 2r-l 9x U 23 2r+2 
9U 
U n 
nr-1 9x U 23 nr+2 
.. U 
n 
Ui ... Uir_i "ir+l ••• " In 
.. U 2n 
U_ 
nn 
|u| 
9qr 
9x 
= - { 
9Ùi lu^Lr' ^^9 |U 2rl 
23 9x 23 U 9x 
30^ IÛ 
n ' nr ' 
23 |u| 3*23 |Ù| 
n 9U. lU.^I 
i=l 3*23 |u| 
, n 9U. A*|u. I 
(2.3.17) = - ^  { Z y-^( _ ) } ' 
.2 i=l "*23 |5| 
l%ir' 
From (2.1.10) X*—= S. is known as the substitution 
^ |u| ^ 
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term. 
Substituting in (2.3.17) yields 
3q , n 9Ù. 
( 2. 3.18) -g— — - Y*" ^ ^ ^ir ^ ~ 1/2,...n)-
"^*23 ^ i=l 4X23 ^ 
Hicks [21] properties of the substitution term are; 
1- Sir = Sri 
2 .  <  0  
n 
='• j/s^sr = 0 
il = -Pr^rr > « 
S f i x  
n m 
5. Z Z P P S < 0 for all values of m less than 
r=l s=l f s rs 
n, 
m n 
6. Z Z P P^S^^ > 0 (m<n). 
r=l s=m+l 
Expression (2.3.18) shows the interrelationship of an 
increase or decrease of demand and complementarity or 
substitutability. It also shows that the change in demand 
is not independent of the form of the utility index U ,  
^*23 3U. ay* 
since — and ~ ^ 2 depend upon the particular form 
chosen. 
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aq n ^ 9U. 
^ Z S ^ 
9*23 i=l 9*23 
Define C 
S s, 
SXjj 1=1 " 3*23 
If Cg^ > 0, the shifts in demand for the commodities are 
said to be sympathetic; if C ^  = 0, they are neutral, if S 
< 0, they are antagonistic. also shows the inter­
dependence of shifts in demand with complementarity and 
substitutability. 
From (2.3.18) 
9q„ 1 n au. _ 1 aUg _ 
^ ^ ^ 1=1 5511 'ir - XJ 35^ ®sr ' 
i -^s  
Let us assume that a change in the amount of the 3rd 
characteristic in one unit of the second product will in­
crease (or decrease) only the marginal utility of q^/i.e., 
(2.3.19.i) . ¥ 0 
**23 
9Ù. 
(2.3.19.ii) = 0 (t7^2) . 
**23 
Examples of (2.3.19.i) will be if an increase of butter-
fat in cartoned milk (Xgg) will increase only marginal utility 
of butter (U^) (or an increase of caffeine in coffee ground 
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(Xgg) will cause a decrease in marginal utility of machine 
coffee (Ug) only). 
Then we have 
aq. 1 3Ù _ 
(2.3.20) 93^ - - X* âïïr: ®sr (r - 1,2,...n) 
'23 "2 23 
(s ^  r ^ 2) . 
9q-
Since A* is positive, the sign of -j-— will depend 
23 
on assumption in (2.3.19.1) and the sign of 
Demand for bread (r) will increase if an increase of 
butterfat in cartoned milk (Xgg) causes only marginal 
utility of butter (U^) to increase, but the demand for cheese 
(letting r represent cheese) will decline since bread and 
butter are complementary goods but cheese and butter are 
substitute goods. 
Suppose r=s, (2.3.20) can be written as 
3q„ 1 au _ 
3x77 " ~ X* 9jÇ: \r (r -l,2,...n) 
2 2J (r = s ^ 2). 
aq? 
Under this assumption (r=s) , the sign of -j-— will 
**23 
au 
depend solely on the sign of ^ — , since > 0 and < 0. 
The demand for butter (r) will increase if an increase 
in butterfat of cartoned milk (Xgg) causes an increase in 
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marginal utility of butter (U^). 
Let us further assume that (r=s=2), then (2.3.21) can 
be written as 
1 35 _ 
,2.3.22) (r=l,2,...„) 
2 r3 (r=s=2). 
3q 
The sign of ^ still depends solely on the sign of 
3U, 
r 
3*r3 
as in (2.3.21). The demand for q will increase (decrease) 3x , ^r 
r3 
if an increase in the 3rd product characteristic in the rth 
product causes an increase (decrease) in marginal utility of 
the rth product. 
The demand for low-fat milk (r) will increase if an 
increase of protein in low-fat milk (Xgg) will cause only 
marginal utility of low-fat milk (U^) to increase. 
The ratio of two distinct demand functions of (2.3.20) 
is represented by 
s ^sr 39_/3x23 
(2.3.23) Cp = (s^r^2) 
pr P (sj^p) . 
This expression will be positive if s and r and p and r 
are substitutes; also if s and r and p and r are comple­
mentary. 
Consider the above example. An increase in butter-fat 
of a cartoned milk (Xg^) causes marginal utility of butter 
(U^) to increase and leaves all other marginal utilities (U^) 
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unchanged. Then the shifts in the demand for margarine (s) 
and shortening (p) will be sympathetic, since margarine and 
butter (r) and shortening and butter are substitutes. Also 
the shifts in the demand for pancake ; (s) and eared corn (p) 
are sympathetic, since pancake and butter and eared corn and 
butter are complementary. But the shifts in ^he demand for 
shortening and pancake will be antagonistic, since shorten­
ing and butter are substitutes but pancake and butter are 
complementary in consumption. 
Suppose becomes 
s S (2.3.24) C ® = — . 
^rr 
The shifts in demand for commodities which are 
complementary to the commodity whose marginal utility has 
been increased (decreased) will be sympathetic, if the two 
commodities (s and r) are complementary; the shifts will be 
antagonistic if they are substitutes. 
In our previous example, the shifts in demand for shorten­
ing (s) and butter (r) will be antagonistic, since shortening 
and butter are substitutes. But the shifts in demand for 
butter (r) and pan-cake (s) will be sympathetic. 
2.3.4.2. The effect of upon Suppose the 
same parameter, x^g is changed, and we want to know the ef­
fect of this change on total equilibrium consumption of jth 
3x*. 
product characteristic, i.e., to find — 
'"23 • 
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From (2.3.1) 
! 2 L .  
^^23 i=l ^^23 i=l ^ 23 
n 9q* 
(2.3.25) = Z X. . + 6 q* 
i=l 4*23 ^ 
where 
ô^j = 1; if j=3 
= 0 otherwise' 
Then we have 
(2.3.26) 
3*03 
3x 23 " il'" 
9q| 
9x 23 
+ g* (j=3) 
and 
(2.3.27) '11 = 3x 23 
3q* 
9x 23 
(if3) 
In (2.3.26) we will consider the effect of a change in 
the 3rd product characteristic of the 2nd product on total 
quantity of the 3rd product characteristic. In (2.3.27) we 
will consider the effect of on total jth product charac­
teristic (j?^3) . 
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Assume that a change in X23 will have an effect on only 
sth product consumption and no effect on other product 
sq. , 3q 
8q 
S rÀ t 
consumption - i.e., ^ ^0, ^ — = 0 (t?^s) . Example of 
s 
-23 
> 0 will be when an increase of butterfat in cartoned 
milk increases consumption of butter. 
An example of ^ < 0 will be when an increase in 
*23 
caffeine in coffee ground reduces consumption of machine 
coffee (ready made coffee from vending machines). 
Then (2.3.26) and (2.3.27) reduce to 
(2.3.26.i) = x^3 ^3^ + q2 (35^2) 
'2-3-27-i) = Xsj " 
^^0 i 
In (2.3.27.i), the sign of -= ^ will depend solely on the 
aq. '*23 ax 
sign of . If -jt—— > 0, then %—«L > 0 and vice versa. dX-? dX_ g  9x«? 
3*03 BSs 
But in (2.3.26.i), the sign of -5 depends partly on ^ and 
**23 **23 
99. 9x 3q 
partly on q ^ .  i f  ^  >  0 ,  then j - —  >  0 .  For jj— < 0, 
-03 -03 _ „ 39s 
3^- > 0 if qj > X23 3^, = 0 if q^ = ^
^*03 . 9q 
3x77 ^  0 If 92 ^ *23 'âxT" 
and 
23 ' ""23 
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As an example of (2.3.26.1) suppose an increase of 
butterfat in cartoned milk (Xgg) causes an increase in butter 
(s) consumption. The increase in butter consumption times 
the quantity of butterfat in butter (x^g) plus the consump­
tion of cartoned milk (qg) equals the increase in total 
consumption of butterfat (x^g). If an increase of caffeine 
in ground coffee (Xgg) causes a decrease in machine coffee 
consumption, the change in total caffeine consumption equals 
the decrease in machine coffee consumption multiplied by the 
amount of caffeine in machine coffee, plus the consumption 
of ground coffee (qg). The total amount of caffeine (x^g) 
will increase, decrease or remain unchanged depending on the 
aqg 
magnitude of 33^^— and q^ as mentioned above. 
An example of (2.3.27.i) will be when an increase of 
butterfat in cartoned milk (Xgg) causes an increase in the 
consumption of butter (q^). This will cause total amount of 
food energy consumption to increase by q^ times the amount of 
food energy in butter (x j^3). 
Consider the case s=2; i.e., (2.3.26.i) and (2.3.27.i) 
can be rewritten as follows: 
9Xq3 8q 
(2.3.26.11) - Xg3 + qg (s-2) 
s3 s3 
3q 
(2.3.27.ii) (s=2)' 
c)Xg3 s] dXg3 
axni 
The signs of „ and -5—^ will be determined by the same 
d*s3 s3 
criteria as (2.3.26.i) and (2.3.27.i). 
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An example of (2.3.26.ii) will be when total amount 
of protein consumption (x^^) increases as a result of an 
increase of protein in low-fat milk (x^g) causing an in­
crease in the consumption of low-fat milk (q^). 
An example of (2.3.27.ii) will be when the total quantity 
consumed of chocolate in solid nonfat in low-fat milk (Xgj) 
increases as a result of an increase of protein in low-fat milk 
(Xgg) causing an increase in the quantity consumed of low-
fat milk (q^) . 
2.3.4.3. The effect of I upon x^^ We want to find the 
effect of a change in consumer income on total consumption 
of equilibrium characteristics, this effect can be denoted 
by 
ai 
We differentiate partially (2.3.1) with respect to I to 
get 
8x*. „ n 
(2.3.28) 
i=l 
n 3q* 
= af • 
9q| 9q| > 
is an income effect, 0» 
If > 0, ith product is a 'normal good' . 
9qt 
If -gj— < 0, ith product is 'an inferior good'. 
n 3q^ 
Since X .  • > 0, in general Z x.. > 0 which implies 
ij — i=l J ~ 
that 22 J > 0, also i.e., in general if a consumer earns more 
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income/ total consumption of jth product characteristic will 
n 8g 
increase. It will be rare, but possible that Z x. . 3^=— < 0, 
3Xoj "-=1 
then < 0, i.e., even though the income of an individual 
consumer increases, the total consumption of jth characteris­
tic will decline. This latter case will occur if the jth 
characteristics is consumed mostly in inferior goods. The 
amount of yeast consumed will decline as consumers' incomes 
increase, since consumers change their habits from eating 
bread to steak. 
Suppose an increase of an individual consumer's income 
will cause an increase in the consumption of only product r, 
> but will have no effect on other commodities, i.e., < 0 
and -gj— = 0 (t/^r). 
Then we have 
9Xn4 9q 
(2.3.29) âï^l = __r . 
When an employee gets promoted, he consumes more fried 
spare ribs . This increase multiplied by the amount of food 
energy in those fried spare ribs equals the increase in con­
sumption of food energy. 
2.3.4.4. The effect of upon Xq ^ Assume the price 
of product i is changed at the same time x.. is changed. 
Differentiating (2.3.1) partially with respect to we get 
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(2.3.30) AXÔI 9P_ 
n 
3P s i=l 
n 3gf n 
Z q* 
i=l 
3x. . 
5P^ 
If 
3q* 9q* 
is a demand function, < 0 
s s 
aq. 
> 0 (if^s) , i and s are 'substitute goods', and if 
s 
asi 
< 0 ( i ^ s )  ,  i and s are 'complementary goods'. 
s 
n 8q* 
Let A = Z X . .  and A can be decomposed to 
i=l '^^s 
s-1 9qf 3q* n 3q 
^ = ifl ==1] + ==5] 3P3 
ÏÏP 
3q? 
assume (i = 1,2,...s-1) is a demand function of 
s 
substitute goods. 
3q* 
(i=s) is a demand of sth product, 
s 
3q| 
gp— (i = s+l,...n) is a demand function of a comple-
s 
mentary good. 
s-1 3q* n 3qf 
Then Z X. . > 0 and Ex.. < 0 . 
i:i ^^s i:s s 
n 3q* 
E x.. 3^ > 0 if the former is greater than the latter 
i=l d^s 
or the summation of the products of jth characteristic of ith 
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commodity with the demand of the substitute goods dominates 
the summation of the products of jth characteristic of the 
ith good and demand of complementary goods and vice 
versa. 
n 3x. . 
Consider Z  q* a -  ^  (the right hand side of (2.3.30)). 
i=l ^ s 
In perfectly competitive markets, producers can control only 
X.. but they cannot control price since they are 'price-
SXi-
takers', therefore gp •* = 0 (i = 1,2,...n). 
s 
Under this assumption, 
axQ. n 9q| 
(2.3.30.i) = .Z^Xii 3P; 
If there are only substitute goods in the market, an 
increase in price will cause an increase in total consumption 
of the jth characteristic. For example if the price of sirloin 
steak rises, consumers will consume more chicken and spare 
ribs, fish sandwiches and double hamburgers, etc. The total 
consumption of protein will rise. 
Under monopoly or monopolistic competition where the 
producers can control prices, improving the quality of the 
product may cause the price of that product to increase, but 
the converse is not quite true, i.e., an increase in price 
may not cause an increase (or decrease) in product charac-
teristics i.e., •* = 0. The solution of (2.3.30) will be 
s 
the same as the case shown above. 
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If price increases cause producers to realize greater profit 
margins, new producers might be induced to come into the 
market. This could cause either increases or decreases in 
8x. . 
some product quality. Under this circumstance, ^ < 0. 
S x  'Ps 
An example of this will be when an increase in 
ground beef price, induces grocery stores to decrease the 
9x.. 9x.. 
amount of fat (gp—< 0) or to add more lean < 0) in 
s s 
ground beef. 
n 9x. . 
Consider Z gf = B. 
i=l ^ 
k 9x. . n 9x. . 
' = ill': ^ 
assume 
9x • . 
— ^  > 0  ( i  =  1 , 2 , . . . k )  
3Ps 
-^ < 0 (i = k+l,...n). 
3Ps 
If we have 
9x. . 
1. only 9p-^ > 0 
s 
k 9x. . n 9x. . 
then B>0 and vice versa. 
The total amount of the jth product characteristic con­
sumed will increase (as increases) in the following cases. 
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9x_. s-1 3q* k 3x.. 
" ^  ^ -
9x. . 
This implies that we only have substitute goods > 0 
s 
(i =l,2,...k) in the market. 
s-1 3q* 
i=l ""ii ^  ' 
This implies that we have only substitute goods in the market 
9x . 
iii) 9^'^ = A + B 
s 
where 
a) A > 0, B > 0 
b) A > 0, B > 0 
c) A > 0, B < 0, ]A| > |B| 
d) A < 0, B > 0, |A| < |B| . 
The total amount of the jth product characteristic con­
sumed decreases (as increases) in the following cases. 
3x_. n n 9x • • 
" -a-pf = ^ ^ • 
There are only complementary goods and the sth product 
3Xi . 
and <0 (i = k+l,...n) in that market. 
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There are only complementary goods and the product 
we are interested in (sth product) in the market. 
iii) = A+B 
s 
where 
a) A < , B < 0 
b) A < 0, B < 0 
c) A < 0, B > 0, |A| > |B| 
d) A > 0, B < 0, 1A| < |B|. 
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3. STATISTICAL MODEL: ESTIMATION OF IMPLICIT PRICES 
OF PRODUCT CHARACTERISTICS 
3.1. The First Estimation Method 
From (2.3.13) of Ladd's physical price-quality price 
model, 
= <1-1-2,...n). 
Bxoi 
Consider -5—^ = x.. = a constant dq^ 1] 
= amount of the jth characteristic present 
in or provided by one unit of the ith 
product. 
Also, 
3*0m+i , , 
35: = *im+i = ^ constant 
= amount of the (m+i)-th characteristic present in 
or provided by one unit of the ith product. 
Assume that x^j's are objectively measurable and satisfy 
the activity analysis assumptions of proportionality, addi-
tively, independence and finiteness. 
For example, x^j might measure the size, or ratio of 
protein to butterfat in dairy products, or amount or iron 
in grade A large eggs, or percentage of alcohol in beer or 
liquor or the horsepower or length of an automobile. Or x^j 
might be a dummy variable identifying color, or kind of 
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packaging or identifying presence or absence of some such 
attribute as an automatic transmission, power steering or 
power brakes in an automobile. 
9U 
3 T  ^^ 0 "1 Let 3j = ^— denote = a constant and 
'Oj 91 
9U 
3 - denote • = a constant 
n-+i 3Xom+i |f 
= implicit price per unit of the jth ((m+i)th) 
objectively measured characteristic. 
Expression (2.3.13) can be rewritten in terms of ob­
jective measurable characteristics and implicit prices of 
those measurable characteristic as follows. 
m 
(3.1.1) + ^im+l^m+i l,2,...n) 
where is the physical price of the ith product. 
Since P^, x^j(j = l,2,...m) and (i = 1,2,...n) 
are objectively measurable, Bj's(j = 1,2,...m) and 
.'s(i = 1,2,...n) can be estimated from those measurable 111+1 
data. (3.1.1) is the exact case, but to estimate 3j*s and 
3^^' s we need a stochastic case. 
Define stochastic case in the following form. 
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M 
(3.1.2) - 1^2,...n) 
where e^^ is an error term of the ith product. 
Case 1.1: Assume that we have only one common unique­
ness quality, i.e., - 1 for all i(i = 1,2,...n) and 
^M+i the same for all i. 
Then (3.1.2) can be rewritten in matrix form as 
^11 ^12 ••• *1M ^ 
(3.1.3) ^2 = ^21 *22 ••• *2M ^ 
P 
n ^nl ^n2 ••• *nM ^ 
/ 
(3.1.3.1) P = X3 + e 
where 
P = (^1 ^2 ... P^,' 
e = (^1 ®2 ... en)• 
3 = (^1 ^2 ••• ®M ^M+l'' 
3. 
M 
M+1 n 
X = 
^11 ^12 X .  IM 
21 ""22 ••• "^2M 
^nl ^n2 ^nM ^ 
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The dimensions of the elements of (3.1.3) are P = (nxl), 
X = (nxM+1) , 3 = {(M+l)xl}, and e = (nxl). 
Case 1.2; The assumption of only one uniqueness quality 
is replaced by the assumption of G groups of uniqueness, 
i.e., 
for i = 1,2,...g^ 
for i = g^+1,...gg 
for i = gg+l,...9] 
XiM+i " ^ 
= 1 
= 1 
= 1 for ^-9-p^i'—G (G£n; 
= 0 otherwise. 
Then, we have 
(3.1.4) P =(X J)b + U 
where 
P = (Pi P2 ... P*)' 
U = (U^ U2 ... U^)' 
X = 
^11 ^12 * * * ^IM ^ 
^21 *22 ••• ^2M ^ 
^nl *n2 ••• ^nM ^ 
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J = 0 
0 
0  . . .  0  
0  . . .  0  
0  0  . . .  0  
1 0 ... 0 
1 0 ... 0 
1 0 ... 0 
0 1 ... 0 
0 0 ... 1 
b = (b^ b^ ... b^+2 ^ M+2 — ' ' 
The dimensions of (3.1.4) are P = (nxl), 
X = (nx(Mfl)), J = (nx(G-l)), b = ((M+G)xl) and 
U = (nxl). 
3.1.1 Rank restriction on matrix X 
Case 1.1 requires that the number of observations (i = 
l,2,...n) exceed the number of parameters (j = 1,2,...M+1), 
and rank of matrix X r(X) is equal to the number of 
coefficients, (M+1). 
Case 1.2 requires n > (M+G), r (X J)= (m+G)• 
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3.1.2. A method of least squares estimation 
Consider (3.1.3.1) 
P = XB + e 
assume 
i) E(e) = 0 
2 2 2 ii) E ( e e ' )  =  o 1, a is unknown and bounded (a «»). 
iii) X is fixed i.e., is independent of e^ (i = 
1/2/•#.n). 
iv) X has full rank or r(X) = (M+1) and n > M+1. 
Let 3 = (3^ gg $2 ... ' • 
The estimator of implicit prices of product charac­
teristics can be expressed as follows 
(3.1.5) 3 = (X'X)~^X'P. 
This estimator of implicit prices (3) is an unbiased 
estimator. 
The variance of the estimator of implicit prices; 
Var (3) is 
(3.1.6) Var (3) = (X'X)"^'a^ 
and 
(3.1.7) = -nCTT {P'P-P'Xg}' 
n—M—1 
This estimator also gives minimum variance when compared 
to other estimators. 
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Therefore, the coefficients estimators are best linear 
unbiased estimators (BLUE) [27a, pp. 123-126]. 
For case 1.2, the estimator of implicit prices is 
(3.1.8) b= [(X J)'(XJ)T^ (XJ)'P 
its variance is 
(3.1.9) Var (b) = [ (X J) ' (x J)] 
and 
(3.1-10) - n-W+G) 3b}. 
3.1.2.1. Significance tests So far, the distribution 
of the ej^ or u^ are unknown. To test 3^^ and b^ for signifi­
cance, I assume that either e^ or u^ is normally distributed 
(i = 1,2,...n). This assumption plus assumptions i) and 
ii), can be written as 
(3.1.11) e^ ~ N(0, a^I) (Case 1). 
To test the null hypothesis that 6^=0 or the ith 
implicit price equals zero, the students' t-value can be 
written as follows 
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where 
e^° = P-X6 
is the ith element in the principal diagonal of 
— 1 
(X'X) and t has the t-distribution with (n-M-1) degrees of 
freedom. 
2 
For Case 1.2, assume Uj^ ^ N(0, a I) and the test : 
b^=0 can be written as 
bi 
(3.1.13) t = 
1—X 
where 
=P-(X J)b 
and t has t-distribution with (n-M-G) degrees of freedom. 
If we want to test the null hypothesis that all implicit 
prices except the last equal to zero i.e., to test 
$2 = $2 " $2 = ... = = 0, we use an F-ratio. 
This F-ratio can be written as 
(3.1.14) P = 
(1-Rjj^^)/n-M-1 
F has Snedecor F-distribution with (M,(n-M-1)) degrees of 
freedom. 
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For Case 1 . 2 ,  Snedecor F-value is 
,3.1.15, 
F has Snedecor F-distribution with ( (M+G+1) , (n-M-G)) 
degrees of freedom [27a, pp. 135-145]. 
To test for Hq  = = ^r+2 ^ " ^m+1 = ^ i* Case 
1.1, use 
^ ^  aM+l-*r/(M+l-r) 
(l-R^+l)/(n-M-l) 
where F has Snedecor F-distribution with {(m+l-r), (n-m-1)) 
degrees of freedom. 
In Case 1.2, to test = 3j,^2 ~ —^M+1 ~ ® 
l*^+G-Kr'/'"+G-r) 
F = —^— 
(l-R^^g)/{2n-M-G) 
where F has F distribution with (M+G-r, 2n-M-G) degrees 
of freedom. 
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Let P^, X^, e^f be values of P, X, 3/ e, b 
and U in t-th period of time; t = 1,2,...T, i = 1,2,...N, 
j = 1,2,...M+G(G£n). 
Case 2.1; 
(3.1.16) P^ = X^6^ + e^ (t = 1,2,...T) 
where 
^t = 
*llt *12t 
*21t *22t 
*nlt *n2t 
X 
iMt 
^2Mt 
^Mt 
^t (^It ^2t * • • ^M+lt^ ' 
1 
1 
®t = '®lt ®2t ••• ®nt''-
For simplicity, suppose we have t = 1,2 where the 
subscripts 1 and 2 denote the first and second years, 
respectively, so that P^ = X^B^ + e^ can be expressed as 
(3.1.17) 
^1 Xi 0 ' ®1 
^2 0 X2 «2 
+ 
®2 
; < > 
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The coefficient in (3.1.17) is a repetition in itself. 
For example, and represent the coefficients of the sth 
product characteristic (sth implicit price and l<s<M) in 
years 1 and 2, respectively. But we only want the sth 
implicit price irrespective of the year, 1 or 2, which is 
equivalent to testing the null hypothesis that 3^^ = 
Under this hypothesis, the model in (3.1.17) becomes 
(3.1.18) / \ 
^1 '^1' 6 + 
^2 X2 ®2 
or 
+ ®i 
Pj = XjB + @2 
If we apply the method of least squares as mentioned 
above to (3.1.18), the sum of squared residuals can be 
expressed as follows 
Xi 
C,' . . 
X, , e 
(3.1.19) = (E^' 62') (I-(X ) (XJ^'XJ^+X2'X2) (X^ X2 ' ) ) (^ ) • 
If we apply least squares separately to each of the two 
relations in (3.1.18) and sum the squared residuals from each, 
we obtain 
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(3.1.20) @2 = E^'D-XJ^CX^'X^)"^X^') 6^+02 • (I-X2{X2'X2)~^X2') 62 
(3.1.21) Define = 0^-82 
= (§1-6)'Xi'Xi(Gi-6)+(B2-G)X2'*2(02-6) 
x,(ê -3) 
which is the sum of squares of (» ,g g.). 
2 2 ~ 
Then the hypothethis = #2 = G may be tested by 
comparing the Snedecor F ratio. 
Q3/M+I 
(3.1.22) F = Q2/(2n-2(M+lTT 
with degrees of freedom (M+1, 2n-2(M+l)). 
In case X^ = Xg = X, (3.1.18) becomes 
f X f JL 
— 
g + J. 
^2 X ®2 
and F-value in (3.1.23) is 
Q./M+l 
(3.1.24) F = -— 
Q2/(n-2(M+l) ) 
with degrees of freedom (M+1, n-2 (M+1)), where 
Pl-XBl' 
1 
'Pl-XGi 
Pj-Xêj 
^2-*^2 
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^3 = 
Xfgg-G) Xfgg-G) 
Case 2.2; 
(3.1.25) = (X^ J)b^ + U^(t = 1,2,...T) 
where 
^^It ^2t • • • ^M+Gt^ ' 
°t = '"it "2t ••• "nt''• 
For t = 1,2 and under the null hypothesis that = 
b^ = b, (3.1.18) can be written as 
(3.1.26) 
'' 
J 
b + 
. ^2, 
X2 J «2 
The F-value to test the hypothesis that = bg = b is 
(3.1.27) F = 
Q*/MfG 
Q*/(2n-2/{M+G)) 
with (M+G, 2n-2(M+G)) degrees of freedom. 
Where = the SS of ( 
P^-(X^ J)b^ 
V<*2 Jib, 
(X J)(b,-b) 
Q| = the SS of (, J,(gl.g,) 
In case X^ = Xg = X, (3.1.26) can be written as 
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(3.1.28) 
p. X J G
 
1 1 
b + 
"2 ^2 X J 
and the F-ratio to test Hq: bg = b is 
(3.1.29) F = 
Q3/M+G 
Q2/{n-2(M+G)) 
with (M+G, n-2(M+G)) degrees of freedom. 
Where and are SS's of 
- (X J) b^ 
P2 - (X J) BJ 
and 
(X J) (63^-3) 
(X J) (Gg-g) 
respectively. 
3.2.2.2. Rank restriction on matrix X 
requires 2n > (M+1) and. r( ) = (M+1) and 
2 
r(2n) > (M+1). 
Case 2.1 
X, J 
Case 2.2 requires 2n > (M+G) and r(yl j) = (M+G). 
3.1.3, Multi-collinearity 
Multi-collinearity occurs when elements of matrix X are 
very highly correlated to one another. Johnston [27] gives 
the difficulties of the effects of multicollinearity as 
follows : 
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1. The precision of estimation falls so that it becomes 
very difficult to disentangle the relative influences of the 
various X variables. This loss of precision has three as­
pects: specific estimates may have very large errors; these 
errors may be highly correlated, one with another; and the 
sampling variances of the coefficients will be very large. 
2. Estimates of coefficients become very sensitive to 
particular sets of sample data, and the addition of a few 
more observations can sometimes produce dramatic shifts in 
some of the coefficients [27b, pp. 29-39]. 
3. Investigators are sometimes led to drop variables 
incorrectly from an analysis because their coefficients 
are not significantly different from zero, but the true situ­
ation may be not that a variable has no effect but simply that 
the set of sample data has not enabled us to pick it up. 
Tests for the presence of multi-collinearity require 
the judicious use of various correlation coefficients. For 
the case of two explanatory variables, the simple correlation 
coefficient suffices. When there are more than two explana­
tory variables, both zero-order and partial correlation 
coefficients should be examined, but even these may not be 
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sufficient indicators. A more generally reliable guide, there­
fore, may be obtained by considering the coefficient of 
2 
multiple determination, R. , between each x.• and the remaining 
1 1J 
(M) variables in X [14c]. 
Suggested solutions for multicollinearity are: 
1. Drop one of the highly correlated independent vari­
ables. Fit a regression model when some variables are 
dropped from the original model. 
P = X 3 + ë 
where X, B and e are values of reduced form of X, g and e. 
3 = (X'X)"^X'P 
=  (x ' x ) " ^x ' x$  
= y3 
where y = (X'X)~^X'X. 
This method is not an unbiased estimator unless y= I. 
2. If we have pair-wise multicollinearity we might re­
gress this pair separately first, then used the residuals from 
this regression to represent the variable we treated as the 
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dependent one. This method will insure that the residual and 
the variable we treated as independent variable are inde­
pendent (from the assumption of classical least squares 
method). 
3.2. The Second Estimation Method 
From (3.1.3.1), if P and X are observable data, 3 
can be directly estimated from least squares estimator. 
In this second estimation method, only P is objectively 
measurable, X is unknown or unobservable data. 
The following procedure provides a way to estimate values 
of the X matrix and the 3 vector. 
Define 
P^j = price of ith variable at jth observation 
1 " 
' ff "ii 
= average price of the ith variable 
p. . = P..-P. = the deviated prices of ith variable at jth 
^1] ID 1 
observation from the average price of the ith variable 
p = (p^ Pg ... p^) ' where p^ are vectors of 
Pi = (Pii Pi2 ••• Plm' 
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f = X = / f f f \ 
^11 ^12 ••• ^Im 
^21 ^22 ••• ^2m 
^nl ^n2 * * * ^nm 
F = 3 = (F^ Fg ... FJ' 
Let ej^ = 
® = '*1*1 *2*2 ••• ' 
From (3.1.3.1) 
(3.2.1) = fil?! -»- ^12^2 '*' ••• ^im^m *1^1 
1 l/2f..«n* 
Expression (3.2.1) can be expanded as follows 
(3.2.2) ^1 ^11^1 ^12^2 •••••• ^im^m ^l^i 
^2 ^21^1 ^22^2 •*•••• ^2m^m ^2^2 
Pn ^nl^l ^n2^2 + ^nmfm 
or in matrix form as 
(3.2.3) p = fF + aA 
where a is the diagonal matrix, but since a represents the 
unique characteristic of the ith product, it therefore 
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represents the identity matrix or 
â — 
1 0 ... 0 
1  . . .  0  
sym 
A = (A^ AG ... A^)'. 
Assume 
i) E(F) = 0, E(A) = 0 
ii) E(FF') = I, E(AA') 
iii) E(FA') = 0 . 
= I 
From (3.2.3) 
(3.2.4) E(p) = fE(F) + aE(A) = 0 
and 
pp' = fFF'f + aAA'a* + 2fFA'a' 
E(pp') = fE(FF')f' + aE(AA')a' + 2fE(FA')a' 
= ff + aa' . 
Since a is the identity matrix, this leads to 
(3.2.5) E(pp') = ff + a^ = ff + I-
Expression (3.2.4) and (3.2.5) show the mean and variance 
of matrix p. 
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Let I represent the variance-covariance matrix of n price 
matrix 
E(pp') = $ 
^11 ^12 ^13 ••• ^In 
^22 ^23 ••• *^2n 
or 
sym 
° i k  =  f i c ^ k o  •  C=1 
From (3.2.5) 
= $-1 = ff 
nn 
foii-l a^2 ^13 ^in 
(3.2.6) ^22 ^ ^23 
sym. 
2n 
^nn^ 
or 
" i k  =  ^  *  k  
= fio + 1: i = k 
i = k = l,2,...n 
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Let be the sum of squares of the first column of the f 
matrix and we can write 
= fll' + f21^ + fsl' ^  
In general define 
2 (3.2.7) V = Z f. . 
c ic 
We try to select the coefficients f^^^ in such a way 
that is maximized and also satisfy all (i = 1,2,. ..n) 
in (3.2.6) and (symmetric). 
The method of Lagrangian multipliers is used to maximize 
subject to ^  n(n+l)^ conditions of (3.2.6). 
n 
2L = V, - Z 
i,k=l 
(3.2.8) = ficfkc-Vik 
where 
W^^(=W^^) are the Lagrange multipliers. 
Then set the partial derivative of this L function with 
respect to any one of the n variables f^^ equal to zero. 
^ ( n + 1 )  = l + 2 + 3 + . . . n .  
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namely, 
3 T  ^(3.2.9.1) GJ— = = 0 
and similarly put the partial derivative with respect to any 
of the other coefficients f^^ (c^^) equal to zero, that is 
 ^T  ^
(3.2.9.2) = - E u. f = 0 (CT^I). 
ic k=l Kc 
Both (3.2.9.1) and (3.2.9.2) can be combined as 
Î^T ^ (3.2.10) 53— = ° ' 1,2,...m) 
where the Kronecker 6. =1 (if c=i) ; 6 . = 0 (if cj^i) . ic ic 
Multiply (3.2.10) by f^^^ and sum with respect to i, ob­
taining 
n 2 n n 
(3.2.11) 6, E f. - E E = 0 • 
i=l i=l k=l 
n 
Now, the expression E y.,f. is equal to f,, according 
i=l n 
to (3.2.9.1), and, normalizing by setting E = X , 
i=l -L 
Equation (3.2.11) may be written as follows; 
(3.2.12) - J/kAc = 
k—J. 
Upon multiplying (3.2.12) by fand summing over c, 
this equation becomes 
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n m 
(3.2.13) f (X,) - E f kl( Z = 0 
J- k=l c=l ^  
or, upon applying the conditions (3.2.6) 
n 
(3.2.14) l ^ik^kl ~ ^^l^^il ^ ^ ^  ^  
^E^(Oik-l)f„l-Xlfll = 0, i-k. 
The n equations, one for each value of i, represented 
by the expression (3.2.14) may be written in full as follows: 
(a^^-l-X) a^2 13 • • • 0  In 
(*22-1-^) ^23 • • • 0" 
sym, 
2n 
> 
f 0 
0 
?! 0 
^31 
= 
-
fnl 0 
or 
(3.2.15) ($G-XL)A = 0 
where the parameter of (3.2.14) is designated by X without a 
subscript. 
Thus, the maximization of under the ^ n (n+1) con­
ditions of for the solution of the n unknowns f^^^ yields 
(3.2.15). A necessary and sufficient condition for this system 
of n homogeneous equations to have a nontrivial solution is the 
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vanishing of the determinant of coefficients of the f^^. 
This condition may be written: 
"12 
022-1-^ 
sym 
^13 ••• ^In 
23 2n 
o  —1—A 
nn 
= 0 
or 
(3.2.16) det (fg-AI) = 0. 
If the determinant in (3.2.16) were expanded it would 
lead to an n-order polynomial form, an equation such as 
(3.2.16) is known as a characteristic equation. 
Since 
\ • 
. . is equal to one of the roots of the characteristic 
equation (3.2.16), namely, the largest root A^. 
The problem of finding the coefficients f^^ of the first 
factor is then solved. The largest root A^ of (3.2.16) 
is substituted in (3.2.15) and any solution ^21' 
is obtained. Then, to satisfy the relation (3.2.7), these 
values are divided by the square root of the sum of their 
squares and then multiplied by . The resulting 
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quantities are 
(3.2.17) ^ 
+ "2r + --- "nl^ 
i = 1,2,...n 
which are the desired coefficient of in the factor 
pattern. 
The next problem is to find a factor which will account 
for a maximum of the residual variances. In order to do this, 
it is necessary to obtain the first factor residual co-
variances. Furthermore, in obtaining still other factors 
the residual covariances with three, ...(m-1) factors 
removed are employed, and hence a suitable notation is re­
quired. Let be the residual covariance of with 
the first s factors removed. Thus, when the first factor has 
been obtained, the first-factor residuals become 
(3.2.18) ^12^^2+^13^X3 * " 
2 
More generally, the matrix of may be 
expressed by : 
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(3.2.19) 
=  ÎB-^Î  
where 
represents the nxn symmetric matrix of products of first-
factor coefficients, i.e., the reproduced covariances from 
the first factor alone. 
In determining the coefficients of the second factor 
Fg/ it is necessary to maximize the quantity. 
(3.2.20) VG = ^12 ^22 "* ^N2 
' il'"' • 
Max Vg subject to ^ (n-1) conditions of elements in 
The theory of characteristic equations provides the basis 
for determining the coefficients of the second and subsequent 
factors. It will be shown that the required maximum 
eigenvalue of is the second largest eigenvalue of the 
original correlation matrix 
If f^ stands for the m eigenvectors of it can be 
determined whether they are also eigenvectors of 
Post multiplying the matrix, by any vector f^ yields 
(3.2.21) itefc = 
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From the definition (3.2.19) of the residual matrix, 
expand (3.2.21) and apply (3.2.15) to get 
(3.2.22) 
= (XC)FC-FLFL'FC 
Now consider the two cases: c=l and Cf^l 
a) When c=l, f^'f^ = according to (3.2.10), so that 
the above expression reduces to 
(3.2.23) I$GFI = 0 . 
In other words, the eigenvector corresponding to the 
largest eigenvalue of is also an eigenvector of $g but 
its associated eigenvalue in is zero. 
b) When Cj^l, f^'f^ = 0 according to (3.2.10) , and 
expression (3.2.22) becomes 
(3.2.24) ifgfc = = Vc 
which says that, except for A^, the eigenvalues of are 
^From (3.2.15) we can write in matrix form as follows 
= 0 
or 
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identical with those of and their associated eigenvectors i5 
are also identical. The expression (3.2.23) and (3.2.24) 
prove that the eigenvectors of are identical with 
those of Ig. 
From the foregoing, it is clear that the of is 
the largest eigenvalue of In other words, to obtain 
the coefficients of the second factor from the largest 
eigenvalue of the residual matrix ^ $ it suffices to extract 
J. D 
the second largest eigenvalue from the original matrix By 
the same type of argument, the successive eigenvalues and 
their associated eigenvectors are obtained directly from 
until m factors have been extracted. 
Results of the above operation on the f matrix can be 
written as follows: 
(3.2.25) f = (f^ fg ... f^) 
R Ê 11 12 ... f Im 
f ê f 
^21 ^22 ••• ^2m 
ê f g 
ni n2 ••• ^nm 
The estimation of f matrix has the same result as the 
method of the principal-factor solution (Harman [18], 1967) 
Let 
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L = 0 
sym. 
0 1 
0 
0 
l  
while f does not have an inverse, the corresponding "ortho­
gonality" property is 
f'f = L 
or in expanded algebraic form; 
n 2 
E f. \ 
i=l ^ 
(c and q = 1, 2 , . . . m and c^q) . 
From (3.2.3), the E(aA) = aE(A) = 0 and Var(aA) = 
aE(AA')a' = I and E(AF') = 0. Therefore, the estimation of 
F and A is a least-squares multiple regression problem; 
the estimate of F is obtained from 
(3.2.26) F = (f'f)"lf'p 
where 
P = (P^ F2 ... F^)' 
P - (P^ P2 * ' * ^n^ '• 
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The product of aA can be estimated from 
aA = p - fF 
A = a ^(p-fF) 
•1 
since a is an identity matrix, a = a = I. 
(3.2.27) Â = p-fF =p-Ê(Ê'Ê) ^ f'p. 
Since f"f= L or = L"^ then (3.2.26) and (3.2.27) can 
be written as follows 
F = L~^f'p 
A = (I-ÊL ^2')p. 
3.2.1. Identification of factors; F^'s 
The identification and naming of each factor is usually 
done by examining the nature of the variables in p that load 
heavily on each factor. Each factor is then assigned a name 
which identifies elements common to those variables in p 
which load heavily on the factor. 
If we now set 
'*0j _ ^*Om+l 
«ij  -  3q. -  -5q— 
F. A. = " 
3 3*0: i '''Om+i 
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m 
p. = Z f..F. + a.A. is equivalent to (3.1.3.1). 
represents the consumers' estimate of the amount 
of the jth quality characteristic contained in one unit of 
the ith class of product. 
Fj is the implicit value or subjective price paid for one 
unit of the jth quality characteristic. 
is the consumers' estimate of the amount of the (m+i)th 
quality characteristic (which is unique to the ith class of 
product) contained in one unit of the ith class of product. 
represents the imputed price of the unique charac­
teristic of product i. 
94 
4. APPLICATION: ESTIMATED IMPLICIT PRICES 
4.1. The First Estimation Method 
To illustrate and test the economic pricing model and the 
first estimation method I obtained Bureau of Labor statistics 
national annual average prices of 31 different meats, dairy 
and poultry products for 1969 and 1970, and Agricultural 
Research Service data on nutritional composition of these 31 
foods. The 31 foods and their national annual average prices 
for 1969 and 1970 are listed in Table 1. The quantities of 
16 nutritional elements contained in each of 31 foods are 
listed in Table 2 and units of measurement of the nutritional 
elements are listed in Table 3. Thus, e.g., from Model 1.1 
in Chapter 3, ~ number of grams of protein in the edible 
portion of one purchased pound of boneless rump roast and 
3^^ = price of one gram of protein in year t (let t=l denote 
1969 and t=2 denote 1970). 
The first column in Table 1 is P^; the second column is 
Pg. Table 2 presents the X matrix. Data in these tables were 
used to estimate and 3 in 
i) p^ = + e^ 
ii) P^ = Xgg + eg 
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Table 1. 31 foods and their national annual average 
prices 
Average U.S. price (cents/lb.) 
Items sampTe 1^69 1970 
1. Round steak A&B 126.7 130.2 
2. Sirloin steak B 131.8 134.9 
3. Porterhouse steak A 154.8 158.6 
4. Boneless rump roast A&B 124.7 128.9 
5. Rib roast B 109.3 111.7 
6. Chuck roast A 70.4 72.5 
7. Hamburger A&B 62.4 66.2 
8. Beef liver B 63.8 68.2 
9. Veal cutlets A 195.9 220.1 
10. Pork chops A&B 112.2 116.2 
11. Loin roast A 79.0 82.6 
12. Pork sausage B 73.2 78.9 
13. Whole ham B 72.8 78.6 
14. Picnic ham A 53.4 57.1 
15, Bacon A&B 87.8 94.9 
16. Lamb chop A 178.3 185.3 
17. Frankfurters A 77.2 82.7 
18. Canned ham B 109.4 120.9 
19. Bologna sausage B 104.4 112.4 
20. Salami sausage A 120.6 132.2 
21. Liver sausage B 99.8 109.8 
22. Frying chicken A&B 42.2 40.8 
23. Chicken breasts A 73.8 74.1 
24. Eggs A&B 39.7 39.3 
25. Grocery fresh milk A&B 12.8 13.3 
26. Delivery fresh milk A&B 14.6 15.3 
27. Skim fresh milk A 12.6 12.7 
28. Evaporated milk B 19.4 20.6 
29. Ice cream A 36.1 37.6 
30. American Process cheese B 94.0 100.8 
31. Butter A&B 84.6 86.6 
Item Sample 
A&B - The 23 standard metropolitan statistical areas, for 
which prices are shown separately; 
Atlanta, Ga. 
Baltimore, Md. Cincinatti, Ohio^Ky. 
Buffalo, N.Y. Cleveland, Ohio 
Boston, Mass. ^ Dallas, Texas 
Chicago, 111.- Detroit, Mich. 
Northwestern Ind. 
Honolulu, Hawaii 
Houston, Tex. 
Kansas City, Mo.-
Kans. 
^Standard consolidated areas. 
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Table 1 (Continued) 
(The 23 standard metropolitan statistical areas, for which 
prices are shown separately) (Continued) 
Los Angeles-
Long Beach, Calif. 
Milwaukee, Wise. 
Minneapolis-St. Paul, Minn. 
New York-
Northeastern N.J. 
Philadelphia, Pa.-N.J. 
Pittsburgh, Pa. 
St. Louis, Mo.-111. 
San Diego, Calif. 
San Francisco-
Oakland, Calif. 
Seattle, Wash. 
Washington, D.C.-
Md.-Va. 
A&B - Ten other metropolitan areas for which prices are not 
published separately: 
Cedar Rapids, Iowa 
Champaign-Urbana, 111. 
Dayton, Ohio 
Denver, Colo. 
Durham, N.C. 
Hartford, Conn. 
Indianapolis, Ind. 
Nashville, Tenn. 
Orlando, Fla. 
Wichita, Kans. 
A&B - Anchorage, Alaska 
A - Half of the remaining 22 medium-size and small cities: 
Austin, Tex. 
Crooks ton, Minn. 
Findlay, Ohio 
Florence, Ala. 
Green Bay, Wise. 
Klamath Falls, Ore. 
B- Remaining 11 medium-size and small cities; 
Bakersfield, Calif. McAllen, Tex. 
Baton Rouge, La. Millville, N.J. 
Devils Lake, N. Dak. Orem, Utah 
Kingston, N.Y. Portland, Maine 
Logansport, Ind. Vicksburg, Miss. 
Martinsville, Va. 
Lancaster, Pa. 
Mangum, Okla. 
Niles, Mich. 
Southbridge, Mass. 
Union, S.C. 
Table 2. 31 foods with their nutritional elements 
b 
Q) 
+J m Ul (fl ta 
0 e 3 i S k M k <0 0 (3 m 
+J (U (U •a M k k k 
a C -H c ^  g en 0 Oi 
<v (U k •H 0) 2 X in tn S -H x: -H •H 
o 0 (U g S 0 e E •H iH Di r4 iH k V rH •p m (0 X> as (0 0 r-| ta H c rH 
•p (U o <a 0 u 4J W V4 k x: u iH -H 0 "H 0 -H It) ft p u k 0 (0 0 (8 0 Ul C3 (0 S A S k S 
S A b — U "- <C U — A —' H — 
Round steak 66 . 6 863 88.5 53.9 0 4.1 ; 53 890 13.1 
Sirloin steak 55 .7 1316 71.1 112.3 0 3.7 42 652 10.5 
Porterhouse steak ; 48 .3 1603 60.8 148.8 0 3.2 33 559 9.0 
Boneless rump 
roast 56 .5 1374 78.9 114.8 0 3.7 45 726 11.8 
Rib roast 43 .0 1843 56.9 117.2 0 2.7 .33 515 8.7 
Chuck roast 60 .8 984 71.6 75.0 0 4.1 42 720 10.7 
Hamburger 60 .2 1216 81.2 96.2 0 3.2 45 708 12.2 
Beef liver 69 .7 635 90.3 17.2 24.0 5.9 36 1597 29.5 
Veal cutlets 69 .0 681 72.3 41.0 0 4.6 . 41 734 10.9 
Pork chops 57 .2 1065 61.1 89.0 0* 4.1 36 690 9.3 
Loin roast 57 .2 1065 61.1 80.9 0 4.1 36 690 9.3 
Pork sausage 38 .1 2259 42.6 230.4 0 7.8 23 417 6.4 
Whole ham 56, .5 1188 61.3 102.6 0 3.2 35 686 9.3 
Picnic ham 58. 9 1083 59.0 92.2 0 3.2 34 664 9.0 
Bacon 30, .3 2486 34.7 259.2 0 1.8 21 321 5.1 
Lamb chop 57. ,7 1146 63-7 97.0 0 5.9 35 567 4.7 
Frankfurters 55. 6 1402 56.7 125.2 8.2 11.4 . 32 603 8.6 
Canned ham 65. .0 875 83.0 55.8 4.1 16.0 50 708 12.2 
Bologna sausage 56. 2 1379 54.9 124.7 5.0 14.2 32 581 8.2 
Salami sausage 29. ,8 2041 : L08.0 172.8 5.4 24.7 64 : 1284 16.3 
Liver sausage 53. 9 1393 73.5 116.1 8.2 32.5 26 ; 1080 24.5 
Frying chicken •75. 7 270 40.5 10.7 0 3.7 41 438 4.1 
Chicken breasks 76. 0 394 74.5 8.6 0 3.7 39 767 4.3 
Eggs 73. 7 658 52.1 46.4 3.6 4.6 218 828 9.3 
Fresh grocery 
milk 87. 4 295 15.9 15.9 22.2 3.2 535 422 .2 
Fresh delivery 
milk 87. 4 295 15.9 15.9 22.2 3.2 535 422 .2 
Fresh skim milk 90. 5 163 16.3 • .5 23.0 3.2 549 431 .2 
Evaporated milk 73. 8 621 31.8 35.8 44.0 7.3 1143 930 .5 
Ice cream 62. 1 939 18.1 56.7 93.4 3.7 558 449 .5 
American process 
cheese 37. 0 1805 113.4 146.1 9.5 16.9 3402 2168 4.5 
Butter 15. 5 3248 2.7 36.7 1.8 11.4 91 73 0 
* 
Denotes lack of reliable data for a constituent believed to be 
present in measurable amount. (Estimated values of these asterisks are 
presented in the Appendix). 
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,79 21.3 0* 
250 1370 220 .30 .63 17.1 0* 
250 1370 330 .26 .55 14.6 0* 
250 1370 230 .34 .70 19.0 0* 
250 1370 360 .24 .51 13.7 0* 
250 1370 150 .31 .64 . 17.2 0* 
164* 1070 160 .35 .72 19.5 0* 
617 1275 199130 1.16 14.79 61.6 140 
320 1150 0* .53 .96 24.2 0* 
260 1060 (0) 2.97 .71 15.9 0* 
260 1060 (0) 2.97 .71 15.9 0* 
3357 635 (0) 1.95 .76 10.4 0* 
260 1060 (0) 2.98 .72 16.0 0* 
260 1060 (0) 2.87 .69 15.4 0* 
260 1060 (0) 1.69 .41 9.0 0* 
280 1110 0* .57 .79 18.5 0* 
4990 998 (0) .71 .90 12.2 0* 
4990 1542 (0) 2.42 .87 17.3 0* 
5897 1043 0* .72 .98 0.0 0* 
7616* 2139* 0* 1.68 1 .13 24.0 0* 
204* 731* 28800 .91 5 .90 25.9 0* 
164* 682* 1600 .14 .82 12.1 0* 
201* 988* 270 .18 .57 28.3 0* 
493 521 4760 .42 1 .20 .2 0 
227 654 650 .15 
C
O
 
.3 5 
227 654 650 .15 .78 .3 5 
236 658 20 .16 CO
 
o
 
.3 5 
535 1374 1470 .18 1 .52 .8 5 
181 508 2360 .18 .86 .5 5 
3175 372 (5940) 
4477 104 15,000 
,12 2.07 
0* 0* 
.3 (0) 
0* 0 
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The least squares results are shown in Tables 4, 5 and 
6, respectively. The F-values used to test the hypothesis 
3^=0 and are nonsignificant» This implies that the 
null hypotheses that 6^^ = = 0 and 
&22 ~ ®32 ~ ^42 ~ ^182 ~ ® accepted where 0^^ 
j=2,...18 and t=l,2 is implicit price of nutritional ele­
ment j in year t. When pooling data for 1969 and 1970 
the null hypothesis that $2 = 63 = 3^ = — 3^g = 0 is re­
jected since the Snedecor F-test is significant at the one 
percent level i.e., 3j (j = 2,3,...18) are not necessarily 
equal to zero for all j's, but 3j might be equal to zero for 
some j (j = 2,...18). To test the hypothesis 3^ = 32 = 6; 
the F-ratio from (3.1.22) is needed i.e., 
Q3/M+I 
(4.1.1) F(M+l,2n-2(M+l))" Q2/(2n-2(M+1)) 
509.82/17 
" 41,178.23/(62-34) 
=  0 . 0 2  
where 0^= the sum of the squared residuals from pooling 1969-70 
(as shown in Table 9) 
= 41,688.05 
Q2 - the sum of the squared residuals of 
1969 and 1970 (as shown in Table 7 
and 8). 
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Table 3. Characteristics of food 
Nutritional 
Element j 
Nutritional 
Element 
Unit of Measurement 
of nutritional ele-
ment (per pound) 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
2 2  
23 
24 
Water 
Food energy 
Protein 
Fat 
Carbohydrate 
Ash 
Calcium 
Phosphorous 
Iron 
Sodium 
Potassium 
Vitamin A value 
Thiamine 
Riboflavin 
Niacin 
Ascorbic acid 
Common uniqueness and 
uniqueness of beef 
Uniqueness of veal cutlets 
Uniqueness of pork 
Uniqueness of lamb chops 
Uniqueness of frankfurters, 
ham and sausages 
Uniqueness of chicken 
Uniqueness of daily 
products 
percent 
calorie 
gram 
gram 
gram 
gram 
milligram 
milligram 
milligram 
milligram 
milligram 
international unit 
milligram 
milligram 
milligram 
milligram 
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Table 4. Results of the estimation of implicit prices for 
1969, full model (R2=.7112) 
Nutritional Marginal implicit standard Units of measurement 
price (Regression Error ° implicit element j 
coefficient) price (per pound) 
2 -4. 16303 3.542824 cents/percent 
3 -1. 30428 2.086316 cents/calorie 
4 7. 09316 8.893209 cents/gram 
5 11. 0461 18.588130 cents/gram 
6 4. 17312 7.657972 cents/gram 
7 0. 64902 3.717260 cents/gram 
8 -0. 0221683 0.052292 cents/milligram 
9 -0. 0997574 0.117266 cents/milligram 
10 -4. 74857 6.363539 cents/milligram 
11 -0. 00231200 0.007038 cents/milligram 
12 0. 0388978 0.026449 cents/milligram 
13 -0. 00355366 0.008394 cents/internalized 
14 
15 
16 
17 
18 
-10.8190 
43.3576 
0.0409232 
1.50058 
365.854348 
9.597759 
54.462378 
0.239094 
6.871580 
329.737571 
unit 
cents/milligram 
cents/milligram 
cents/milligram 
cents/milligram 
cents 
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Table 5. Results of the estimation of implicit prices for 
1970, full model .(R2=.6931) 
Units of measurement 
of implicit 
pricô (per pound) 
2 -4.51249 3. ,929611 cents/percent 
3 -1.64894 2. ,314089 cents/calorie 
4 8.64611 9. ,864124 cents/gram 
5 14.0917 20. 617486 cents/gram 
6 5.40926 8. 494030 cents/gram 
7 0.562076 4. 123091 cents/gram 
8 -6.0218908 0. 058002 cents/milligram 
9 -0.113672 0. 130069 cents/milligram 
10 -4.22119 7. 058277 cents/milligram 
11 -0.00185875 0. 007807 cents/milligram 
12 0.0386481 0. 029336 cents/milligram 
13 -0.00507783 0. 009311 cents/international 
14 
15 
16 
17 
18 
-10.7878 
52.8011 
0.0341307 
2.72619 
390.983811 
10.645592 
60.408297 
0.265197 
7.62183 
365.736607 
unit 
cents/milligram 
cents/milligram 
cents/milligram 
cents/milligram 
cents 
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Table 6. Results of the estimation of implicit prices for 
1969-70, full model (R2=.6985) 
Nutritional Marginal implicit standard ""Its of measurement 
price (Regression Error implicit 
coefficient) price (per pound) element j 
2 -4 .33776** 2 .099631 cents/percent 
3 -1 .47661 1 .236441 cents/calorie 
4 7 .86963 5 .270500 cents/gram 
5 12 .79119 11 .016130 cents/gram 
6 4 .79119 4 .538445 cents/gram 
7 0, .605548 2, .203009 cents/gram 
8 -0, .0220295 0, .030991 cents/milligram 
9 -0. 106715 0. 069497 cents/milligram 
10 -4. 48488 3. 771308 cents/milligram 
11 -0. 00208538 0. 004171 cents/milligram 
12 0. 0387730** 0. 015675 cents/milligram 
13 -0. 00431574 0. 004975 cents/international 
unit 
14 
o
 
1—1 1 8034* 5. 688047 cents/milligram 
15 CD
 
0794 32. 276760 cents/milligram 
16 0. 0375269 0. 141697 cents/milligram 
17 2. 11339 4. 072395 cents/milligram 
18 387. 419080* 195. 416745 cents 
Significant at .10 level. 
** 
Significant at .05 level. 
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= 18463.35 + 22714.88 = 41178.23 
and 
0, = Qi-Oa 
= 41688.05-41178.23 = 509.82. 
The above F-value is nonsignificant i.e., we accept 
Hq: = gg = 8 Of accept the regression analysis as shown 
in Table 6. 
As mentioned earlier, values of 3j might equal zero for 
some j when the F-value of testing H^; Gg = Gg = ••• = 0, 
is significant. Student t-tests are needed to check which 
gj might equal zero. 
From Table 6, the F-value is highly significant, but 
only the coefficients (implicit prices) of potassium and 
water are significant at the five percent level, the implicit 
prices of thiamine and common uniqueness are significant at 
the ten percent level and the rest are nonsignificant. This 
implies that the significant implicit prices are not equal 
to zero, but the rest might be equal to zero. 
Further improvement is possible. From Table 10, we 
observe the following pairwise high correlations; (2,3) = 
-0.97, (2,5) = -.93, (3,5) = .98, (13,17) = .98, and (14,15) 
= .94. 
By deleting water, fat, Vitamin A value and thiamine from 
the above model, the regression analysis of 
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Table 7. Analysis of variance of food characteristics in 
1969 
SS MS F 
Regression 16 45466.37 2841.65 
Residual 14 18463.35 1318.81 2.15 
Total 30 63929.71 
Table 8. Analysis of variance of food characteristics in 
' 1970 
SS MS F 
Regression 16 51297.41 3206.09 
Residual 14 22714.88 1622.49 1.97 
Total 30 74012.29 
Table 9. Analysis of variance of food characteristics in 
1969-70 
SS MS F 
Regression 16 96593.53 6037.10 
Residual 45 41688.05 926-40 6.52*** 
Total 61 138281.58 
Significant at .01 level. 
Table 10. The correlation of food matrix characteristics 
Parameter numbers 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
2 1 -.97 -.20 -.93 .28 -.36 -.03 -.07 -.12 -.33 .10 .08 -.21 .11 -.02 .15 .00 
3 1 .05 .98 -.27 .32 .00 -.07 .04 .47 -.03 -.09 .59 .53 .18 -.18 .00 
4 1 -.08 -.40 .36 .13 .76 .68 .19 .57 .20 -.32 -.34 .22 .17 .00 
5 1 -.29 .25 -.05 -.18 -.05 .43 -.11 -.14 ,65 .59 .17 -.22 .00 
6 1 -.04 .29 .01 -.27 -.10 -.24 .15 -.15 -.05 -.19 .20 .00 
7 1 .19 .44 .41 .37 -.42 .07 .07 .24 -.04 -.05 .00 
8 . 1 .60 -.30 .08 -.34 -.05 -.13 -.05 -.21 -.04 .00 
9 sym. 1 .51 .15 .20 .43 -.29 -.23 .05 .40 .00 
10 1 .06 .47 .62 -.14 -.15 .30 .54 .00 
11 1 .14 -.06 .32 .27 -.01 -.08 .00 
12 1 .05 -.34 -.41 .19 -.09 .00 
13 1 .04 .15 .22 .98 .00 
14 1 .94 .19 -.03 .00 
15 1 .23 .08 .00 
16 1 .19 .00 
17 1 .00 
18 .00 
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/ > 
1^1 X ®1 
= g + 
X ®2 
is shown in Table 11, where X is the 
independent matrix after eliminating one of each pair of 
highly correlated variables. 
The F-value is still significant at the one percent level, 
but the number.of significant coefficients increases. The im­
plicit prices of food energy, protein and potassium are sig­
nificant at the one percent level. The implicit prices of iron 
and riboflavin are significant at the five percent level and 
of phosphorous at the ten percent level, while the other im­
plicit prices might be equal to zero. The total multiple 
correlation is lower than before since variables have been 
dropped from the model. 
To compare the two results of regression analysis in 
Table 6 and Table 11 is equivalent to testing the null 
hypothesis that : ^ 2 ~ ^ 5 ~ ^13 ~ ^ 14 ~ 
^)/(17-13) 
(4.1.2) F _ r m 
(4,45) (i_R^2)/(62-r7) . 
= 1.87 
where 
= total multiple correlation for the full model 
R ^ = total multiple correlation of the reduced model 
^ after eliminating multicollinearity. 
The above F-ratio is nonsignificant, which implies that 
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Table 11. Results of the estimation of implicit prices for 
1969-70; Elimination of the multicollinearity prob­
lem (R2=.6458) 
Nutritional 
element j 
Marginal implicit 
price (Regression 
coefficient) 
Standard 
Error 
Units of measurement 
of implicit 
price (per pound) 
3 0. ,0235933*** 0, .008004 cents/calorie 
4 2. ,70659*** 0. 636329 cents/gram 
6 -0. 132576 0. 311256 cents/gram 
7 1. 97170 1. ,612962 cents/gram 
8 -0. 0127565 0. 029540 cents/mi11igram 
9 -0. 113564* 0. 068412 cents/milligram 
10 -7. 85737** 3. 312855 cents/milligram 
11 -0. 00509207 0. 003749 cents/milligram 
12 0. 0360473*** 0. 012936 cents/milligram 
15 24. 5624** 11. 702748 cents/milligram 
16 0. 00421825 0. 139897 cents/milligram 
17 -1. 29169 1. 000482 cents/milligram 
18 -14. 563200 22. 174078 cents 
* 
Significant at .10 level. 
* * 
Significant at .05 level. 
*** 
Significant at .01 level. 
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> 
-
Pi X 
3 + 
®1 
— 
.^2 X /2. 
= #5 = = 0 is accepted. The regression analysis 
in Table 11 is superior. 
Still several implicit prices are nonsignificant, some of 
this may arise because of irrelevant variables included in the 
model. Therefore I eliminated ash, calcium, sodium and 
niacine from the model and the regression analysis of 
is shown in Table 12, where X is 
the reduced variable matrix. 
The F-value is still significant at the one percent level, 
t-values of food energy, protein, phosphorous and riboflavin 
are significant at the one percent level, and iron, potassium 
and ascorbic acid are significant at the five percent level in 
t-tests. The total multiple correlation decreased because of 
the elimination of variables, but not significantly. 
To compare least squares results of Table 6 and Table 12 
is to test the null hypothesis that Hg: Gg = = 6g = 
6^2 ~ ^13 ~ ^14 ~ ^ 16 ~ 0 and test the following F-ratio. 
(4.1.3) 
^ _ (.70-.63)/8 _ ^ 35 
(8,45) .30/(62-17) 
= 1.31. 
8  * . 2 0  
21 
16 
This F-value is nonsignificant which implies that , g^, 
g?/ gg/ gii, g^g, g-j^4 and g^g are equal to zero, i.e., we 
accept the regression analysis in Table 12. 
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Table 12. Results of the estimation of implicit prices for 
1969-70, reduced variable model, (R2=.6241) 
Nutritional »a^9inal implicit standard measurement 
price (Regression Error ° implicit 
coefficient) price per pound element j 
3 .0219*** 
• 
0062 cents/calorie 
4 2 .6909*** 0. 5776 cents/gram 
6 .0169 0. 2873 cents/gram 
9 -.1274*** 0. 0335 cents/milligram 
10 -5 .3288** 2. 2403 cents/milligram 
12 0 .2361** 0. 0100 cents/milligram 
15 26 .1970*** 9. 5617 cents/milligram 
17 -1 .7178** 0. 6467 cents/milligram 
18 -7 .8727 16. 6210 cents 
Significant at .05 level. 
* ** 
Significant at .01 level. 
The regression analysis in Table 12 is the analysis of 
the model in Case 2.1 in Chapter 3 which contains only 
one uniqueness throughout for 31 commodities, i.e., we 
assume that the structure or pattern in all 31 commodities 
I 
is the same. 
An alternative hypothesis can be set to test that only 
products from the same raw material source will have the same 
uniqueness; different sources will yield different uniqueness 
Ill 
i.e., products from pork will have the same uniqueness, but 
products from beef will have a different uniqueness in 
products from pork etc. 
To build the model for such a problem is to add a J 
matrix to the above model i.e. 
p. 
f — 
X J u. 1 = b + 1 
*
0 
to
 R J 
» < 
Define as a column vector in J(g = 1,2,...G) 
= 1 for veal cutlets 
= 0 otherwise 
Jg = 1 for pork chops, loin roast, pork sausage, whole 
ham, picnic ham, bacon 
= 0 otherwise 
Jg = 1 for lamb chop 
= 0 otherwise 
= 1 for frankfurter, canned ham, bologna sausage, 
salami sausage and liver sausage 
= 0 otherwise 
Jg = 1 for frying chicken, chicken breasts and eggs 
= 0 otherwise. 
J = 1 for fresh grocery milk, fresh delivery milk, 
6 
evaporated milk, ice cream, American process 
cheese and butter 
= 0 otherwise. 
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The regression analysis of this model is shown in Table 
13. The F-value is significant at the one percent level and 
total multiple correlation is increased from 62.41% to 85.97%. 
The comparison of the model with several uniquenesses 
versus the model with a single uniqueness is to test the null 
hypothesis that = ^21 = ^22 " ^23 " ^24 " ° 
and to test the F-ratio as shown below 
= 13.43*** • 
This F-ratio is highly significant, i.e., the null 
hypothesis is rejected. We conclude that the regression 
analysis from the model with several uniqueness (as shown 
in Table 13) is superior to the regression analysis of the 
model with one uniqueness as shown in Table 12. 
Only uniquenesses 19 and 21 are highly significant. 
The rest are nonsignificant. The results of the estimation 
of implicit prices of nutritional elements in Table 13 plus 
uniquenesses 18, 19 and 21 are present in Table 14. 
The comparison of Tables 12 and 14 is to test the 
hypothesis that : 3^9= ^ 21 ~ ® to test the F-ratio as 
shown below 
* ** 
Significant at .01 level. 
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Table 13- Results o£ the'estimation of implicit prices for 
1969-70, the reduced variable model with 7 groups 
of uniqueness (R2=.8597) 
Nutritional 
element j 
Marginal implicit 
price (Regression 
coefficient) 
Standard 
Error 
Unit of measurement 
of implicit 
price (per pound) 
3 .0263*** 0.0054 cents/calorie 
4 1.5099** 0.5842 cents/gram 
6 .0029 0.2051 cents/gram 
9 -.0637* 0.0355 cents/milligram 
10 -1.2278 2.0146 cents/milligram 
12 .0158 0.0116 cents/milligram 
15 9.4722 7.4491 cents/milligram 
17 -0.7716 0.4859 cents/milligram 
18 -1.5353 16.2848 cents 
19 115.3870*** 12.5109 cents 
20 -11.9393 20.3757 cents 
21 73.9595*** 10.6565 cents 
22 -0.8354 25.8769 cents 
23 -3.0156 32.4645 cents 
24 -2.8407 37.0310 cents 
* 
Significant at .10 level. 
•k "k 
Significant at .05 level. 
*** 
Significant at .01 level. 
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Table 14. Results of the estimation of implicit prices for 
1969-70, the reduced variable model with 3 groups 
of uniqueness (R2=.8529) 
Nutritional 
coefficient) price (per pound) element j 
3 0. ,02568*** 0.004031 cents/calorie 
4 1. 66623*** 0.436414 cents/gram 
6 
• 
074449 0.183345 cents/gram 
9 0767568*** 0.025028 cents/milligram 
10 -1. 53851 1.737440 cents/milligram 
12 
• 
0158127** 0.006511 cents/milligram 
15 11. 0853 7.151871 cents/milligram 
17 -0. 857026* 0.455705 cents/milligram 
18 -8. 307449 10.676694 cents 
19 118. 228*** 14.737196 cents 
21 75. 5775*** 17.714901 cents 
Significant at .10 level. 
* *  
Significant at .05 level. 
* * * 
Significant at .01 level. 
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(.85-.62)/2 
(.15)751 
51 1173 
The F-ratio shows that the least squares results in 
Table 14 are superior to Table 12. 
The comparison of Table 13 to 14 is to test ^20 ~ 
?>22 ~ ^23 ~ ^ 24 ~ ® test the following F-ratio 
Adding uniquenesses 20, 22, 23 and 24 in Table 13 does 
not result in a significant change in the results in Table 
14. Therefore the least squares results in Table 14 are 
superior to those in Tables 12 and 13. 
4.1.1. Interpretation 
Comparing Table 12 and Table 14, the signs of implicit 
prices of food characteristics are the same, but slightly dif­
ferent in the magnitude of the coefficients. 
The coefficient bj in the model with several uniquenesses 
is the derivative of food price with respect to the quantity 
food k and j represents the jth food characteristic (j = 2,4,6, 
(.86-.85)/4 
(.14)/47 
Significant at .01 level» 
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aP], 
9, 10, 12, 15, 17) and b,p. . = •5— (i=l,3) repre-
i»+i ig+i 
sents the coefficient of uniqueness i. These latter are 
the intercept terms. 
Let us consider b- = or in words, the implicit 
*k3 
price of food energy is the effect of a small change in 
the quantity of food energy on food price. Since 
b^ = .02568, we can say that if there occurs an increase of 
100 calories of food energy per pound of food, we expect 
food prices to increase by 2.56 cents. An increase of one 
gram of protein in a pound of food will cause a 1.67 cents 
increase in physical food price. A 100 grams increase of 
carbohydrate per one pound of food will cause a 7.44 cents 
increase in food price etc. 
b^g represents the intercept terms of beef, pork, frank­
furters, ham and sausage, poultry and dairy products; b^g + 
represents the intercept term of veal cutlets and 
5^0 + b-T represents the intercept term of lamb chops. 
18 21. 
The relationship between physical price-quality prices 
of beef, pork, frankfurter, ham and sausage, poultry and 
dairy products can be written as follows 
(4.1.8) Pf = -8.307449 + .002568x^3 + 1.66623x^^ + 
+ .074449x^2 - .0767568Xgg - 1.53851x^^^ 
+ .0158127x^^2 + 11-0853x^^5 - 0.857026x^^^. 
The relationship of physical price-quality prices of veal 
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cutlets and lamb chops will be the same as Equation (4.1.8) 
except for the intercept terms. The intercept terms or 
prices of uniqueness are shown in Table 15. 
Table 15. The prices of uniquenesses and their standard 
errors 
Group g Prices of uniqueness Standard error 
1 -8.307449 10.676694 
2 109.920551 18.19826 
3 67.270051 20.683556 
Group 1 represents beef, pork, frankfurter, ham and 
sausage, chicken, and dairy products. Group 2 and group 
3 represent veal cutlets and lamb chops, respectively. 
Consider the physical price-quality price relationship 
of group one. An increase of 100 calories of food energy 
per pound will increase price by 2.56 cents per pound. An 
increase of 1 milligram of iron per pound will decrease 
price by 1.53 cents per pound, etc. 
For example, from Table 2, if we want to compare the price 
of beef liver and the price of sirloin steak by grading only 
the amount of food energy contained in those two products 
and treat other nutritional elements as constants, sirloin 
steak has 1316-635 = 681 calories more than beef liver. 
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According to the result of the analysis above, sirloin steak 
price should be 681 x .026 = 17.71 cents higher than beef 
liver price. If we want to grade these two products by using 
only iron, beef liver has 29.5 - 10.5 = 19.0 milligrams of 
iron more than sirloin steak. The data suggested that the 
beef liver price is 19.0 x 1.53 = 29.07 cents lower than the 
price of sirloin steak. And if we grade those two products 
by using only iron and food energy, sirloin steak price is 
expected to be 17.71 + 29.07 = 46.78 cents higher than the 
price of beef liver. If we allow all food energy, protein, 
carbohydrate, phosphorous, iron, potassium, riboflavin and 
ascorbic acid to vary at the same time, the price of sirloin 
steak is expected to be 17.71 - 31.99 - 1.78 + 66.86 + 29.23 
+ 1.50 - 156.96 + 119.98 = 44.33 cents higher than the 
price of beef liver. 
Now let us consider the relationship of physical price-
to quality prices of dairy products. When two different kinds 
of low-fat milk are compared, the kind that has one more gram of 
protein is expected to cost 1.67 cents more than the other; 
the one with 10 more milligrams of ascorbic acid is expected to 
cost 8.57 cents more than the other. For example from 
Table 2, the price difference between ice-cream and fresh 
grocery milk is expected to be (939-295) x (.0256) + 
(18.1-15.9) X 1.67 + (93.4-22.2) x (.074) + (-.076) x 
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(449-422) + (.5-.2) x (-1.53) + (.015) x (508-654) + (11.085) 
X (.86-.78) + 0 = 21.85 cents difference in favor of ice­
cream. 
Since either veal cutlets or lamb chops h^ve their own 
uniquenesses, an increase of 100 calories of food energy in 
either veal cutlets or lamb chops per pound, will result in 
an increase of 2.56 cents in physical food price. The dif­
ference of food energy in two different pieces of the same 
type of meat might result from seasonal changes in the 
composition of nutritional elements in animals. 
In the above analysis, I allow only the intercept 
terms of these different groups of products to vary, but 
require all the slopes of food characteristics to be the same. 
4.2. The Second Estimation Method 
Under estimation method 2 ,  food characteristics are un-
observable or unmeasurable. In other words we can say that 
we start with unknown food characteristics and we want to 
translate the product prices into the implicit prices of 
these unknown food characteristics first, then we try to 
find out what those unknown food characteristics are. 
To illustrate and test the economic pricing model under 
estimation method 2, I obtained Bureau of Labor Statistics data 
on national annual average prices and also prices in 23 cities 
120 
of 29 different meat, dairy and poultry products for 1969 and 
1970. They are listed in Table 16 and 17, respectively. 
The 29 commodities, used in this second estimation method, 
are listed in Table 18. 
Define as the price of the ith commodity of the jth 
city in year t (i = 12,...29; j = 1,2...24; t = 1,2). 
Let P be a matrix of prices of 29 commodities in 24 cities 
within the two year period. The dimension of P is 29 x 48. 
is the price vector of the ith commodity. 
Let Pj^ be the price vector in the jth city in the tth 
period. 
Let P. be the average price of the ith product i.e., P.= 
" j: 
Let p.. = P..-P. be the deviated form of P.. and p be 
I j  I j  X I j  
the matrix of the deviated form of P. 
Assume that p can be expressed as in Equation (3.2.3) , 
that is 
p = fF + aA . 
Since p is a matrix of deviations, E(p) =0. 
From (3.2.5) 
I = E(pp') = ff• + I . 
The value of $ is listed in Table 19. From (3.2.6) 
= ff' = E(pp') - I. 
The is the same as | except that the elements in the 
Table 16. Estimated United. States and city average retail prices of food, 1969 (prices in cents/lb) 
© -H ^ 
M  w i s e  3  U  
« Q O O g) C H5 4J rH C 
~ : I I I 1 111 I 1 I I i I I 
1. 126.7 126.4 145.3 149.1 123.2 109.9 124.3 118.2 121.5 121,3 132. 3 125.4 121.8 
2. 131.8* 135.9 138.6 165.7^ 128.4 130.0 136.2 131.9 127.2 134.5 149. 3 125.8 135.0 
3. 154.8 154.4 155.9 155.2 159.6 155.8 158.2 166.1 152.8 166.2 185. 3 156.1 170.9 
4. 124.7* 131.7 143.8 127.3 121.3 111.0 124.5 121.3 124.6 125.7 113. 7 94.1° 124.5 
5. 109.3- 119.3 102.9 106.6, 110.7 111.3 110.9 119.6 115.3 113.4 141. 0 119.1 113.1 
6. 70.4* 70.7 72.8 82.1% 71.1 66.6 73.3 76.2 69.3 76.6 78. 3 69.6 73.4 
7. 62.4® 60.4 70.4 70.8 63.9 62.5 68.7 62.9 58.4 64.5 78. 9 59.8 64.9 
8. 63.8* 60.2 62.0 59.1 60.0 63.4 70.9 65.8 61.6 68.9 83. 9 82.8 61.6 
9. 112.2 109.7 131.8 109.9 116.6 98.1 111.8 107.2 113.3 114.4 146. 4 112.0 114.1 
10. 79.0 74.0 80.9 81.8 78.6 75.1 78.7 82.3 83.4 79.6 113. 8 80.6 72.5 
11. 73.2, 75.4 69.5 77.0 74.2 70.3 85.4 84.5 81.7 71.3 81. 1 83.7 86.7 
12. 72.8 65.4 80.3 74.6 79.7 69.7 74.5 76.5 71.4 77.2 78. 9 80.0 71.4 
13. 87.8 90.1 88.4 88.9 89.8 90.1 92.2 85.2 87.1 87.7 99. 0 89.4 85.0 
14. 77.2 78.1 75.4 79.1 80.5 79.2 79.1 71.6 73.9 72.5 82. 0 77.2 76.6 
15. 109.4 116.1 118.5 111.1 113.4 112.6 101.3 121.1 109.2 110.9 112. 1 111.5 
127.6 
108.2. 
16. 104.4% 100.6 106.0 110.6 168.4" 101.0 165.8 144.6 91.2 151.8 113. 8 158.6 
^26 cities. 
^Price for "wheat" bread, a blend of whole wheat and white flour. 
°11 cities. 
*^44 cities. 
^Boneless. 
^55 cities. 
^34 cities, 
h 
Cents per pound. 
Table 16 (Continued) 
S 
0) >H 
m +J -p U 03 (0 
Food 5 8 c iH > c 
. c -H o (fl m x: -H 1 .  n j  + J  + J  M - I U 4 J « 0  
M  i H  r H  M  « l - l - H M ' a C  
+ )  n )  g  3 J 3 0 C - H  
z  <  m  m  m o z H U  
17. 
18. 
120.61 
99.8] 
122.8 
115.4 
121.0 
70.8 
120.4 
163.6 
116.3. 
157.4'" 
118.8 
96.8 
203.0 
162.2 
19. 42.2 40.2 41.9 48.9 42.3 41.1 41.0 
20. 73.8 64.3 67.2 73.5 75.1 66.8 76.1 
21. 48.8 47.6 51.2 48.3 48.0 47.7 49.7 
22. 39.7 39.4 41.8 45.3 41.7 39.9 41.2 
23. 12.8 14.7 13.7 12.7 13.6 13.1 12.4 
24. 14.6: 
12.1* 
14.7 15.8 15.3 16.1 15.7 14.2 
25. 13.8 14.5 14.8 12.2 12.7 10.9 
26. 19.4 18.8 17.4 18.6 19.1 19.9 19.4 
27. 36.1 31.5 39.7 40.6 31.6 38.7 37.9 
28. 94.0 91.4 91.2 86.2 92.2 96.8 90.6 
29. 84.6 91.8 82.5 81.7 81.8 87.5 83.3 
^42 cities. 
^29 cities. 
Price per pound for fresh pineapple. 
^Average price for 4 months. 
^Extra standard grade tomatoes. 
1 rH 
I 
(A 
S 
•H 
2 4J 
g 
3 iH 3 
H 
1 
Î 
1 
•£5 
V )  (0 
I 
137.2 116.8 128.6 139.0 126.0 130.0 
170.6 108.2 151:6 132.0 107.6 136.4^ 
41.7 36.2 39.0 70.0 37.6 39.8 
69.2 85.9 67.2 99.3 79.0 75.1 
50.0 48.4 47.1 60.7 48.4 48.7 
41.2 40.3 39.6 45.6 39.3 37.5 
10.7 13.9 11.9 15.2 14.3 12.3 
14.0 14.4 13.4 17.2 15.5 13.3 
12.2 12.9 12.4 13.9 14.0 11.4 
19.8 19.6 18.5 23.0 20.3 21.0 
33.8 34.6 35.3 41.7 38.3 37.0 
94.0 95.0 92.0 119.4 104.2 93.2 
86.6 95.7 79.5 92.4 94.1 87.1 
Table 16 (Continued) 
0 
u 
w m M H w 
a 3 q, 3 -g. . P g o 
Food &« ^ & 3 % 8 « W g S" : 'O 0, g 
Q a & s 3 -S 
C (0 (0 •
•H <U .c 
« r-H +J ft 
•§ 0 I—1 X Ul M A 3 w «J 0)3 m nJ 0 Q) '0 
m 0) X x: to 
» c •p r—1 
rH G > u •H 
•H •p <u 0 g in 2 z z 
tp Q) 9 W n) Q P 3 Q) 10 <u 5^
s :  I  i ®  S |  .  ?  i 3  :  , ; ^  ^  ^  
a s  a  - U  i n  g  2  s  I  I S  I  I  
1.  115.2 115.3 111.5 141.1 139.4 122.8 129,9 103.7 
2 .  134.1^ 134.7 131.6 131.0 125.4 142.4 141.0 120.2 
3 .  165.0 170.6 16.29 153.2 139.4 169.6 171.5 147.8 
4 .  110.2 122.1 129.8 132.7 140.2 162.2 132.1 109.3 
5 .  120.7 121.0 112.7 100.4 98.5 120.9 113.5 104.7 
6 .  71.0 73.8 72.3 70.1 
82.6" 
66.6 78.3 80.4 63.5 
7 .  55.4 63.4 59.8 64.5 67.1 68.0 51.4 
8 .  75.7 60.1 63.5 65.0 68.0 67.9 73.5 64.3 
9 .  119.0 103.6 97.2 122.1 126.2 123.6 114.2 112.5 
10.  83.6 77.1 73.9 82.4 79.1 77.3 83.5 80.5 
11.  66.8 72.7 64.3 87.2 77.5 72.8 89.0 63.5 
12.  70.0 69.9 75.0 75.6 75.4 70.7 73.5 66.9 
13.  82.0 91.4 88.2 91.6 90.6 90.5 90.2 77.3 
14.  75.5 83.1 77.1 79.7 77.2 75.7 75.0 68.7 
15.  110.4 107.2 106.2 108.5 107.2 105.6 
152.2" 
178.2 
105.0°  99.4 
16.  105.0 104.8 102.6 106.2 152.4 148.8" 
189.0* 
103.6 
17.  123.2 131.2 136.2 117.8 110.2 112.2 
18.  99.8 198.4 132.0 173.6^ 83.6 146.2 168.6 90.4 
19.  42.1 40.9 42.6 47.2 42.6 40.9 45.1 36.7 
20.  75.4 70.6 80.7 78.6 72.8 72.4 71.7 76.2 
21.  48.7 46.8 45.7 53.1 47.4 52.4 46.3 43.4 
22.  35.9k 38.1 36.7 42.8 42.7 41.6 38.8 34.4]  
124.3 130.8 151.6 
139,8 127.6 141.0 
161.8 161.8 167.5 
111.8 101.6^ 152.1 
116.3 120.5 111.4 
66.0 70.2 72.2 
59.0 56.3 67.8 
78.1 68.3 62.2 
124.7 113.2 136.0 
77.7 78.2 90.1 
64.4 77.0 66.6 
73.9 70.2 75.6 
85.7 90.6 90.4 
74.6 74.5 74.6 
105.5 111.2 119.3 
113.6 105.8 108.6 
118.8 112.6 107.0 
105.8 168.2 96.6 
45.8 54.2 42.3 
84.3 76.1 74.9 
49.5 47.8_ 51.5 
' 33.4P 35.3^ 41.3 
"49 cities. 
°40 cities. 
Pprice per pound for fresh green beans. 
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Los Angeles 
Long Beach 
Milwaukee 
Minneapolis 
St. Paul 
New York 
Northeastern 
N.J. 
Philadelphia 
Pittsburgh 
St. Louis 
San Diego 
San Francisco 
Oakland 
Seattle 
Washington 
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m 
9 D 
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Table 17. Estimated United States and city average 
8 
Pood 4J i § H iH 
+j nj 
< m 
Ui 
M 0) •H 4J •P 0) n> 0 0 g C 
c r4 CP ? c 0 nj nj x: •H 
•p w u +j 0 (0 w k "0 C 0 3 Xi 0 c •H 
m CQ 0 2 H U 
1. 130.2 132. 9 152.0 155 126.9 109. 1 122.6 
2. 134.9* 137. 9 138.8 201 .0^ 130.7 127. 0 136.6 
3. 158.6° 155. 6 162.2 159 .9 163.9 155. 2 158.5 
4. 128.9 138. 6 148.5 136 .9 128.0 111. 3 126.2 
5. 111.7 119. 9 105.3 112 .5. 118.2 109. 2 117.2 
6. 72.5° 76. 8 75.2 85 .7^ 74.0 66. 8 75.6 
7. 66.2 66. 3 74.5 77 .4 67.1 65. 5 71.6 
8. 68.2° 64. 4 65.9 63 ,5 63.0 68. 3 77.0 
9. 116.2 117. 2 135.7 112 .0 122.5 101. 8 116.9 
10. 82.6 80. 1 85.7 86 .2 80.8 78. 8 85.5 
11. 78.9 77. 9 71.9 80 .4 75.4 73. 8 89.4 
12. 78.6 71. 3 87.0 81 .3 86.4 73. 0 82.3 
13. 94.9 92. .7 95.2 98 .0 97.9 98. 9 97.2 
14. 82.7 83. 6 80.0 85 .7 87.7 85. 2 85.1 
15. 120.9 114. ,9 136.0 123 .7 133.5 122. 0 110.9 
^11 cities. 
b 
Boneless. 
^44 cities. 
^49 cities. 
®Bone-in. 
^55 cities. 
9price per. pound for calves' liver. 
^Cents per pound. 
prices of food, 1970 (prices in cents/lb) 
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121 ,0 126.0 125 .8 128.5 129. 3 124.0 
134 .1 129.3 139 .7 157.3 134. 0 137.2 
168 .5 162.4 169. 9 194.5 167. 3. 171.2 
124 .8 130.1 130 .9 121.3 100. 3® 127.5 
123 .4 116.8 117 .3 143.6 132. 5 111.6 
79 .0 71.6 79 .8 79.8 71. 9 76.1 
66 .4 61.5 67 .4 86.5 62. 66.0 
70 .2 67.1 72 .1 86.9 86. 8^ 67.8 
113 .1 114.8 118 .7 152.9 114. 8 119.8 
85 .2 84.3 84 .1 128.5 85. 4 75.9 
88 .4 86.2 80 .5 92.8 89. 7 93.3 
83 .7 77.0 85 .5 85.4 84. 2 76.6 
93 .5 93.8 92 .2 108.9 92. 8 89.1 
77 .8 77.6 97 .0 89.0 83. 7. 84.0 
140 .1 123.8 116 .4 128.1 124. 8^ 120.4 
Table 17 (Continued) 
c k (U 
+J 
w 
Food î à § Il i • m +1 4J w-i u 4-) ' 
• .H M Tf 
o Z H 
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(d 0 0 4J e c iH C •H 0 Id 
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w r4 iH U) IH+J ns 0 3 D < m m « 
16. 112.41 106.2 113.2 123.0 177.2% 109.2 
17. 132.23 131.2 127.0 129.0 130.8 129.2 
18. 109.8% 120.0 76.6 178.oh 167.2% 109.4 
19. 40.8 38.9 39.8 48.5 41.2 39.9 
20. 74.1 69.4 65.9 74.1 77.2 65.9 
21. 55.9 53.1 57.0 54.2 57.4 55.7 
22. 39.81 39.3 41.0 43.9 40.6 38.8 
23. 13.3 15.5 14.3 13.2 14.3 13.0 
24. 15.3m 15.2 16.7 16.1 16.5 16.2 
25. 12.7" 15.5 15.4 15.4 12.9 12.1 
26. 20.6 20.8 19.9 19.6 20.4 21.3 
27. 37.6 32.5 42.0 42.2 33.9 39.8 
28. 100.8 100.4 98.6 92.8 98.4 102.2 
29. 86.6 93.0 84.1 82.2 83.2 86.7 
^34 cities. 
^42 cities. 
^29 cities. 
^Includes grade AA eggs in Los Angeles, 
ungraded eggs in some small cities. 
"""53 cities. 
"^20 cities. 
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177. 4% 160 .4% 101. 8 169.6% 117.6 145.4 173.8 
218. 6% 153 .4 123. 0 151.6% 142.0 134.2 140.6% 
171. 8% 182 .8% 121. 2 161.4 150.0 118.4 142.0 
41. 9 40 .6 34. 0 38.3 68.4 35.1 38.9 
67. 7 68 .2 82. 8 67.6 101.6 77.1 73.0 
57. 5 59 .8 54. 9 54.8 66.7 52.7 53.9 
39. 7 40 .1 39. 3 38.2 48.8 38.4 37.5 
12. 7 11 .9 13. 8 12.3 15.5 14.6 13.2 
14. 8 14 .9 15. 0 13.9 74.4 15.9 13.9 
11. 4 12 .9 13. 3 12.9 14.4 14.4 12.4 
21. 0 22 .3 20. 5 20.3 24.1 21.4 22.2 
40. 8 35 .7 35. 4 36.6 42.0 38.9 38.2 
98. 2 102 .4 100. 6 98.6 127,6 109.4 97.6 
90. 6 88 .3 98. 6 82.0 95.5 95.9 88.2 
Diego, San Francisco and Seattle, and grade AA 
Table 17 (Continued) 
o C rd u 
M m k -H w (UJ3 -H c 
H o e u r - i - p f t t j »  w o o  o  
Food 0) <0 0) o M A: M H H H DiC_^  -U 
i I -  I  l l l |  I  I  S I  â l  s  I  C n S C ^ ' i H + J  H 4 J J !  OlC H -P • C CM «J m 
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124.3 133.3 140.6 
144.5 139.4 135.4 
165.0 159.4 167.1 
116.1 101.7® 145.8 
120.0 122.5 106.7 
65.4 69.0 70.7 
62.7 58.5 70.0 
82.1 70.6 65.3 
129.5 110.2 143.4 
81.6 78.9 94.9 
1.  116.3 114.6 114.9 154.0 142.8 122.7 134.3 120.9 
2 .  185.  a  132.2 133.7 136.5 122.2 138.4 141.9 139.1 
3.  166.7 162.5 165.6 160.0 138.8 165.7 174.3 156.5 
4 .  120.9 122.6 132.9 139.5 141.9 129.0 139.5 115.6 
5 .  125.0 115.9 119.6 102.3 98.5 120.6 122.3 107.2 
6 .  71.7 72.7 72.3 74.0 69.5 75.7 82.1 66.7 
7 .  59.5 65.1 62.9 88.1°  68.0 72.1 73.3 56.4 
8 .  78.8 64.8 66.1 69.3 69.1 73.8 78.3 69.7 
9 .  121.3 102.1 100.5 130.2 127.2 129.2 119.7 114.0 
10.  84.4 78.3 76.6 88.0 81.2 80.1 85.9 81.3 
11.  71.6 74.4 68.3 93.9 84.0 73.2 89.2 65.3 
12.  78.2 73.7 86.9 82.4 83.2 75.4 80.8 75.7 
13.  88.7 98.3 95.7 102.3 98.3 97.3 96.7 83.6 
14.  80.6 84-1 83.1 85.9 81.5 76.8 81.9 74.1 
15.  121.9 115.6 118.7 114.6 123.5 117.8 128.3 114.7 
16.  111.4 106.4 116.8 113.6 170.4^ 163.4* 165.8g 109.6 
17.  129.8 138.2 148.5 129.2 124.2 193.4^ 208.2" 
182.0 
121.2 
18.  101.0 222.8 135.4 188.2 86.6 156.2" 93.2 
19.  39.7 37.3 41.0 46.4 40.2 38.8 42.8 35.3 
20.  76.4 70.1 82.4 78.7 71.2 69.6 77.6 76.7 
21.  55.8 55.4 51.5 60.2 54.7 54.8 53.1 
34.8^ 22.  35.9 36.7 34.4 42.8 42.7 42.2 38.8 
23.  11.9 11.3 11.3 14.1 14.8 14.3 13.0 12.2 
24.  15.7 13.4 13.2 16.5 17.3 15.3 14.6 13.5 
25.  9 .3  9 .9  10.4 13.5 14.4 12.9 11.5 9 .6  
N) 
72.8 82.5 69.0 
78.5 72.1 82.7 
94.1 96.3 97.2 
80.1 75.8 80.1 
116.7 120.2 135.1 
124.0 113.0 109.6 
131.4 128.6 124.2 
125.6 165.0 101.6 
47.4 51.5 37.9 
85.2 76.1 73.0 
55.3 53.4 57.3 
32.8^ 35-7^ 40.4 
12.2 12.9 . 14.1 
15.2 15.9 16.9 
10.3 11.9 13.3 
°Price per ground chuck. 
^Grade AA large eggs. 
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Table 18. List of 29 commodities 
Commodity i Commodity 
1 round steak 
2 sirloin steak 
3 porterhouse steak 
4 boneless rump roast 
5 rib roast 
6 chuck roast 
7 hamburger 
8 beef liver 
9 pork chops 
10 loin roast 
11 pork sausage 
12 whole ham 
13 bacon 
14 frankfurters 
15 canned ham 
16 bologna sausage 
17 salami sausage 
18 liver sausage 
19 frying chicken 
20 chicken breasts 
21 turkey 
22 eggs 
23 grocery milk 
24 delivery milk 
25 skim milk 
26 evaporated milk 
27 ice cream 
28 American process cheese 
29 butter 
main diagonal of are o\^-l. 
The values of (s = 1,2,...29), which are the values 
of the ordered largest roots of expression |$ -Xl| = 0, are 
29 ® 29 
listed in Table 20. Since X_=V_, then Z X = Z V and 
® ® s=l ® s=l ® 
the use of 29 factors will completely reproduce ff. The 
n 29 
ratio Z X./ Z X for n £ 29 represents 
i=l ^ s=l ® 
Table 19. Variance and covariance of $ 
iiuuv^\aa. uy 
i 
1 2 3 4 5 6 7 8 
1 149. 68123 58. 51471 -12. 08184 86. 19276 -33. 85353 20. 84277 55. 43410 -9. 37777 
2 58. 51471 201. 75154 45. 81354 27. 50208 36. 21515 37. 47171 36. 50267 19. 29726 
3 -12. 08184 45. 81354 93. 55183 -4. 64446 69. 22942 24. 84616 26. 05269 34. 75558 
4 86. 19276 27. 50208 -4. 64446 193. 38847 -48. 65668 26. 06038 47. 82675 -41. 64233 
5 -33. 85353 36. 21515 69. 22942 -48. 65668 87. 91539 14. 55372 3. 62470 44. 66777 
6 20. 84277 37. 47171 24. 84616 26. 06038 14. 55372 23. 26506 20. 71461 2. 27175 
7 55. 43410 36. 50267 26. 05269 47. 82675 3. 62470 20. 71461 57. 91183 10. 33091 
8 -9. 37777 19. 29726 34. 75558 -41. 64233 44. 66777 2. 27175 10. 33091 58. 69241 
9 76. 10770 33. 12566 42. 78661 56, 09053 19. 40749 8. 66126 51. 11896 36. 91676 
10 29. 65085 43. 27122 55. 20613 2. 32242 46. 72159 15. 24700 42. 03532 38. 56876 
11 25. 62419 6. 92862 22. 38165 -3. 52729 20. 02307 18. 20879 34. 10971 24. 47409 
12 23. 45709 15. 85052 17. 12592 15. 86226 8. 35457 9. 32775 22. 46106 18. 39830 
13 22. 85316 18. 55385 21. 04843 15. 04464 18. 51303 9. 76596 32. 06093 17. 52641 
14 8. 59004 19. 75937 16. 48889 7. 64863 13. 01186 9. 48349 21. 23628 11. 63179 
15 30.23060 26. 29901 28. 18913 22. 75925 21. 23216 11. 82417 22. 63359 16. 39229 
16 -5. 23060 -26. 46130 38. 66035 55. ,81079 13. 57136 46. 72748 38, 67953 49. 76465 
17 —46. 08472 35. 39458 92. ,00630 58. 63341 75. 13451 61. 86841 58. 27347 80. 43216 
18 -15. 24939 87. 6k384 135. 32076 -20. 12614 96. ,69543 95. 66777 98. ,43570 8. 05246 
19 23. 06322 34. 31857 30. 80017 -13. 44764 28. 96684 9. ,48214 25. ,22112 16, 74806 
20 0, .25913 18. 30568 32. 91147 -25. 96603 35. 44522 -0. 75728 12. ,15201 27. ,82048 
21 15. ,04535 21. 01660 23, .66876 10. 75075 19. 30069 7. 63095 25. ,22964 19. 82259 
22 21. ,57993 10. 62865 3, .56326 18. 20772 0. ,14451 8. 06280 18. ,11404 -2. 82259 
23 7. 97008 0. ,19949 -0, .16280 3, .66435 1, .33815 0. 55503 4. 34567 1. ,58916 
24 9, .27938 27. ,73500 40. 73503 -4, .34253 36. ,79695 8. 28233 30, .45988 26. ,90292 
25 14, .96359 3, .63497 -1 .43714 8, .09369 -0, .71772 3, .24921 6 .98517 -1. 19723 
26 -3 .06728 2 .17149 7 .17483 -4 .95835 7, .26456 0 .61119 2 .51287 5. 99849 
27 9 .23709 9 .82179 5 .87332 2 .21500 0, 28233 5, .52986 11. 71173 3. 325431 
28 -12 .97677 18 .93619 42 .92303 -40 .36435 53 .51721 -2 .32211 11, .00491 48, .73602 
29 -1 .52662 -5 .45652 5 .77022 -14 .32712 17 .52963 -0 .41035 3 .85167 17 .85493 
Table 19 (Continued) 
Commodity 
i 9 10 11 12 
13 14 15 16 
1 76. 10770 29. 65085 25. 62419 23. 45709 22. 85316 8. 59004 30. 32164 -5. 23060 
2 33. 12566 43. 27122 6. 92862 15. 85052 18. 55385 19. 75937 26. 29901 -26. 46130 
3 42. 78661 55. 20613 22. 38165 17. 12592 21, 04843 16. 48889 28. 18913 38. 66035 
4 56. 09053 2. 32242 -3. 52729 15. 86226 15. 04464 7. 64863 22. 75925 55. 81079 
5 19. 40749 46. 72159 20. 02307 8. 35457 18. 51303 13. 01186 21. 23216 13. 57136 
6 8. 66126 15. 24700 18. 20879 9. 32775 9. 76596 9. 48349 11. 82417 46. 72748 
7 51. 11896 42. 03532 34. 10971 22. 46106 32. 06093 21. 23628 22. 63359 38. 67953 
8 36. 91676 38. 56876 24. 47409 18. 39830 17. 52641 11. 63179 16. 39229 49. 76465 
9 143. 66354 81. 14459 15. 41785 29. 31247 28. 45410 10. 82477 38. 47240 34. 71637 
10 81. 14459 87. 81923 26. 34308 24. 47107 31. 59494 17. 07649 33. 40840 -14. 58242 
11 15. 41785 26. 34308 76. 37187 17. 86226 25. 51849 19. 49545 22. 86971 108. 04785 
12 29. 31247 24. 47107 17. 86226 33. 87917 21. 65028 19. 17360 39. 74973 66. 92885 
13 28. 45410 31. 59494 25. 51849 21. 65028 36. 34866 23. 39935 35. 08772 31. 39214 
14 10. 82477 17. 07649 19. 49545 19. 17360 23. 39935 29. 23813 23. 75075 42. 90326 
15 38. 71637 33. 40840 22. 86971 39. 74973 35. 08772 23. 75075 95. 18364 49. 88254 
16 34. 71637 -14. 58242 108. ,04785 66. 92885 31. 39214 42. 90326 49. 88254 729. 10474 
17 3. 70838 22. 63786 96. ,40247 36. 28406 55. 43076 37. 13057 16. 56151 424. ,29199 
18 -95. 59312 15. 45626 150. ,78868 24. ,99976 82. ,58246 68. ,85558 17. ,35828 332. ,83301 
19 37. ,28938 43. ,19231 11. 81667 2. ,76861 15. ,70202 4. 90065 —2. ,96354 -26. ,46361 
20 37. 63971 45. ,15236 11. 04680 8. ,23760 11. 29039 3. 37368 —2. ,88081 -39. 91614 
21 35. ,36569 32. 37854 21. 10013 20. 71725 26. ,09221 18. 58424 36. ,18570 27. 27310 
22 17. 44978 16. , 32646 10, .34783 4. 35048 7. 87246 3. 43696 4. 30370 11. 54556 
23 9, .03553 5. 24741 3, .64885 1. 69682 3. 55407 1. 89335 3. 76593 1. 91566 
24 53 .45613 63. 57533 23 .05064 15. 72885 27. 41606 15. 53683 24, .78339 -6. 50486 
25 7 .92977 5. 07585 5 .62856 3. 33864 4, .14556 2 .48310 6. 57370 3 .26218 
26 4 .02479 7. 08298 5 .00483 3. 59530 4. 62227 3. 84434 6. 49766 4 .46864 
27 1 .18173 7. 53972 5 .41763 3 .00543 3 .25710 4 .34872 -5, .98543 -4 .11088 
28 48. 98030 51. 81996 13 .73517 18, .41298 26. 35100 15 .50617 33. 43707 -6 .43063 
29 11 .00126 18. 00650 24 .71278 4 .03883 7 .80054 4 .27249 11 .86516 -0 .90320 
Table 19 (Continued) 
commodity 
i 
1 —46. 08472 -15. 24939 23. 06322 0. 25913 15. 04535 21. 57993 7. 97008 9. 27938 
2 35. 39458 87. 62384 34. 31857 18. 30568 21. 01660 10. 62865 0. 19949 27. 73500 
3 92. 00630 135. 32076 30. 80017 32. 91147 23. 66876 3. 56326 -0. 16280 40. 73503 
4 58. 63341 -20. 12614 -13. 44764 -25. 96603 10. 75075 18. 20772 3. 66435 -4. 34253 
5 75. 13451 96. 69543 28. 96684 35. 44522 19. 30069 0. 14451 1. 33815 36. 79695 
6 61. 86841 95. 66777 9. 48214 -0. 75728 7. 63095 8. 06280 0. 55503 8. 28233 
7 58. 27347 98. 43570 25. 22112 12. 15201 25. 22964 18. 11404 4. 34567 30. 45988 
8 80, 43216 8. 05246 16. 74806 27. 82048 19. 82259 -2. 05361 1. 58916 26. 90292 
9 3. 70838 -95. 59312 37. 28938 37. 63971 36. 36569 17. 44978 9. 03553 53. 45613 
10 22. 63786 15. 45626 43. 19231 45. 15236 32. 37854 16. ,32646 5. 24741 63. 57533 
11 96. 40247 150. 78868 11. 81667 11. 04680 21. 10013 10, .34783 3. ,64885 23. 05064 
12 36. 28406 24. 99976 2. 76861 8. 22760 20. 71725 4, .35048 1. 69682 15. 72885 
13 55. 43076 82. 58246 15, ,70202 11. 29039 26. 09221 7, .87246 3. 55407 27. 41606 
14 37. 13057 68. 85558 4. 90065 3. ,37368 18. 58424 3, .43696 1. 89335 15. 53683 
15 16. 56151 17. 35828 -2, .96354 -2, ,88081 36. 18570 4, .30370 3, .76593 24. 73889 
16 424. 29199 332. 83301 -26, .46361 -39, .91614 27. 27310 11 .54556 1, .91566 —6. 50486 
17 703, .56274 462. 34619 -0, .96395 -14, .47682 38. 05377 3 .31906 —2, .92115 7. 07460 
18 462, .34619 1338.68848 53 ,14047 1. 37643 42, 70576 12 .16640 -11 .83276 12. ,93478 
19 -0, .96395 53, .14047 48. 24760 32 .37138 11, .38123 9 .79612 1 .96865 34, 28096 
20 -14, .47682 1, .37643 32 ,37138 56 .24324 11, .85889 3 .15955 1 ,68598 34, .43892 
21 38. 05377 42, .70576 11 .38123 11 .85889 26, .54813 5 .10925 2 ,63647 23, 69189 
22 3 .31906 14 .16640 9 .79612 3 .15955 5 .10925 10 .81709 2 .45412 13, .15233 
23 -2 .92115 -11 .83276 11 .96865 1 .68598 2 ,63647 2 .45412 1 .60239 4, .24043 
24 7 .07460 12 .93478 34 .28096 34 .43892 23 ,69189 13 .15233 4 .24043 76, .71852 
25 -7 .64103 -7 .90871 2 .17266 -1 .09292 2 .76643 4 .27572 1 .78771 3 .88841 
26 6 .63429 8 .61213 2 .75956 4 .99566 4 .98378 -0 .26578 0 .22715 5 .67511 
27 10 .81478 19 .72510 7 .31068 4 .10346 1 .24655 3 .47044 -0 .03879 5 .73087 
28 20 .11443 -13 .39377 24 .38243 36 .65613 29 .29074 -1 .04077 3 .20465 42 .28383 
29 13 .78627 -25 .58879 1 .16180 13 .01590 8 .62419 2 .17896 3 .11198 13 .78386 
Table 19 (Continued) 
Commodity __ 
i ^ 
1 14. 96359 -3. 06728 9. 23709 -12. 97677 -1. 52662 
2 3. 63497 2. 17149 9. 82179 18. 93619 -5. 45652 
3 -1. 43714 7. 17483 5. 87332 .12. 92303 5. 77022 
4 8. 09369 -4. 95835 2. 21500 -40. 36435 -14. 32712 
5 -0. 71772 7. 26456 0. 28233 53. 41721 17. 52963 
6 3. 24921 0. 61119 5. 52986 —2 • 32211 -0. 41035 
7 6. 98517 2. 51287 11. 71173 11. 00491 3. 85167 
8 -1. 19723 5. 99849 3. 25431 48. 73602 17. 85493 
9 7. 92977 4. 02479 1. 18173 48. 98030 11. 00126 
10 5. 07585 7. 08298 7. 53972 51. 81996 18. 00650 
11 5. 62856 5. 00583 5. 41763 13. ,73517 24. 71278 
12 3. 33864 3. 59530 3. ,00543 18, ,41298 4. 03883 
13 4. 17556 4. 62227 3. ,25710 26. ,35100 7, 80054 
14 2. ,48310 3. ,84434 4. ,34872 15. ,50617 4. ,27249 
15 6 • ,57370 6. ,49766 -5. ,98543 33, .43707 11. ,86516 
16 3. ,26218 4. 46864 -4. 11088 —6, .43063 —0. 90320 
17 -7. 64103 6, .63429 10, .81478 20. 11443 13, .78627 
18 -7, .90891 8. 61213 19. 72510 -13, 39377 -25. 58879 
19 2, .17266 2, 75956 7 .31068 24 .38243 1. ,16180 
20 -1, .09292 4 .99566 4 .10346 36 .65613 13, 01590 
21 2 .76643 4 .98378 1 .24655 29 .29074 8 .62419 
22 4 .27572 -0 .26578 3 .47044 -1 .04077 2 .17896 
23 1 .78771 0 .22715 -0 .03879 3 .20465 3 .11198 
24 3 .88841 5 .67511 5 .73087 42 .28583 13 .78386 
25 3 .22973 -0 .09784 0 .82326 0 .18622 2 .52502 
26 -0 .09784 1 .75060 0 .44821 8 .58116 3 .09341 
27 0 .82326 0 .44821 18 .81175 -1 .11355 0 .10780 
28 0 .18622 8 .58116 -1 .11355 66 .19028 17 .62531 
29 2 .52502 3 .09341 0 .10780 17 .62531 22 .58916 
2 20 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
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Values of 29 characteristic roots 
= 1 9 1 0 . 4 6 1 4  
^ 2  
= 7 2 9 . 9 5 5  
^ 3  
= 5 4 9 . 2 4 6  
^ 4  
= 3 7 2 . 6 6 8  
^ 5  
= 2 8 1 . 3 4 3  
= 1 5 2 . 9 1 3  
S  
= 1 0 8 . 8 1 5  
^ 8  
= 9 5 . 2 7 4  
= 5 2 . 4 2 2  
^ 1 0  4 3 . 5 0 3  
^ 1 1  
= 2 9 . 5 5 7  
^ 1 2  
= 2 6 . 6 9 2  
^ 1 3  
= 2 0 . 7 0 7  
^ 1 4  
= 1 8 . 8 8 5  
^ 1 5  
= 1 3 . 7 4 1  
^ 1 6  
= 1 2 . 0 4 1  
\ l 7  
= 9 . 3 1 2  
^ 1 8  
= 6 . 4 2 7  
^ 1 9  
= 5 . 3 4 1  
to
 
o
 
= 3 . 1 4 7  
^ 2 1  
= 2 . 5 4 3  
^ 2 2  
= 1 . 3 2 4  
^ 2 3  
= 
. 4 9 2  
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Table 20 (Continued) 
2 4  
^ 2 4  =  . 4 3 2  
2 5  
^ 2 5  =  - . 3 2 7  
2 6  
^ 2 6  =  - . 5 3 6  
2 7  
^ 2 7  =  - . 8 2 7  
2 8  to
 
00
 =  0 . 8 9 2  
2 9  
^ 2 9  =  0 . 9 3 2  
2 9  
X  =  Z  X  =  4 4 4 3 . 7 3  
s=l ® 
proportion of the total variance of the 29 prices accounted 
for by the first n factors. These ratios are listed in 
Table 21. 
Table 21. Accumulated values of (s = 1,2,...29) 
1 
2 
3  
4  
5  
6 
~ = .42990 
X1+X2 
= .42990 + .1643 = .59420 
X , + X p + X ,  
^ = .42990 + ... + .1236 = ,71780 
— ^ = .42990 ... + .0839 = .80170 
— ; ~= .42990 ... + .0633 = .86500 
^ ^  = .42990 ... + .0344 = .89940 
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Table 21 (Continued) 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
+ • • • S  
A  
4  + ... ^ 8  
X  
H  + ... S  
A  
H  + ^10 
A  
+ . .. 
^11 
X  
+ ... 
^12 
A  
+ ... 
^13 
A  
+ 
^14 
A  
+ ... 
^15 
+ 
A  
^16 
A  
+ 
^17 
A  
+ .. . 
^18 
A  
+ . .. 
^19 
A  
+ ... 
^ 2 0  
A  
+ . . . 
^21 
A  
H  + . . . ^ 2 2  
.42990 ... + .0245 = .92390 
,42990 ... + .0214 = .9453 
,42990 ... + .0118 = .95710 
.42990 ... + .00979 = .96689 
.42990 ... + .00665 = .97354 
.42990 ... + .00601 = .97955 
.42990 + ... + .00466 = .98421 
.42990 + ... + .00425 = .98846 
.42990 + ... + .00309 = .99155 
.42990 + ... + .00271 = .99426 
.42990 + ... + .00209 = .99635 
... + .00145 = .99789 
... + .00120 = .999 
... + .00071 = .99971 
... + .00057 = 1.00028 
... + .00029 = 1.00057 
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Table 21 (Continued) 
23 
24 
25 
26 
27 
28 
29 
X  + 
• . 
"  ^ 2 3  
X  
+ 
^ 2 4  
X 
+ 
^ 2 5  
X  
X + 
^ 2 6  
X  
X + 
• • ^ 2 7  
X  
X + . . . 
^ 2 8  
X  
X + 
^ 2 9  
.. + .00011 = 1.00068 
.. + .000097 = 1.00078 
,. -.000074 = 1.00071 
.. -.00012 = 1.00059 
.. -.00019 = 1.00040 
. . .  - .00020 = 1 .00020 
. . .  - .00020 = 1 .0000 
Since glJ = .8994, the first six V^'s; V^, 
V^/.-.Vg explain 89.94 percent of the total variance 
of all 29 prices. Therefore I decided to use only six 
factors to represent the six most important food charac­
teristics that consumers use to judge food value in buying 
foods included in this study. 
Define f^ =^2h***^nh^* the hth factor. Values 
of f^ffg,...fg are the first six factors representing the six 
most important food characteristics. 
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The data suggest consumers use at least six food charac­
teristics to judge in buying food, but we do not know what 
those six food characteristics are. We might call them 
quality 1, quality 2, ... quality 6. They are listed in 
Table 22. 
From the first estimation method, we assume that con­
sumers use some nutritional elements, from sixteen nutritional 
elements listed in Table 3, to judge in buying food. It 
will be interesting to find out whether these six charac­
teristics from the second estimation method are the same 
as some of those sixteen nutritional elements in the 
first estimation method or not. 
A way to find the relationship between the two methods 
is to find the simple correlations between the six food charac­
teristics from estimation method 2 and the 16 nutritional 
elements in estimation method 1. The values of these correla­
tions are listed in Table 23. 
Results from Table 23, show that only food characteristic 
number 1 has negative simple correlations of less than -.50. 
The rest have low simple correlations with those sixteen 
nutritional elements. 
Naming factors by using simple correlations we can repre­
sent food characteristic number 1 or quality l,on which con­
sumers base their judgment when buying,by ash and iron. Food 
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Table 22. Values of six factors for 29 commodities 
Commodity Factors 
i 1 2 3 4 5 6 
1 .5219 .6399 -5.5077 -9.1545 .9855 .3719 
2 -2.3482 -2.2333 -7.5960 -2.3444 3.5663 -10.5777 
3 -4.3844 -.6539 -5.6049 2.9800 • -.4375 -.5754 
4 -.9352 4.1177 -1.9379 -9.8741 6.3128 2.3226 
5 -3.1839 -1.0133 -4.5902 5.7708 1.2766 -1.3276 
6 -3.0538 .0087 -1.6745 -1.4245 1.0207 -1.2011 
7 -3.1844 .2436 -4.7699 -3.2361 .7529 1.7722 
8 -1.8930 2.2874 3.8855 4.4080 -1.3089 -.4559 
9 .7253 4.3675 9.2464 -2.4043 -1.2957 2.4525 
10 -1.0462 .1916 -8.4235 1.2796 -1.1072 1.5303 
11 -5.1539 .9314 -2.1952 -.4249 -2.0768 1.6922 
12 -1.7826 2.0692 -2.7400 -1.0966 -1.5176 .0900 
13 -2.7373 .1481 -3.6330 -.5032 -.3144 1.5780 
14 -2.3125 .2558 -2.0069 -.5034 -1.8964 .0542 
15 -1.4485 1.8362 -4.5004 -1.5515 -2.2775 .0871 
16 -17.8034 17.1592 4.7080 -3.4346 -8.5006 -2.6905 
17 -20.5857 10.4592 -.1329 6.7680 10.8836 1.3357 
18 -32.5375 -16.1934 1.8471 -2.7539 -1.8418 1.0153 
19 -.9953 -1.8677 -4.4994 .5958 -.7178 .1208 
20 .2023 -1.2119 -4.5347 2.6237 -1.4582 .7708 
21 -1.7925 .6946 -3.7013 -.0500 -.7138 .8341 
22 -.4864 .2629 -1.5282 -1.4791 ' -.0339 .5124 
23 .1767 .3762 -.6439 -.2826 -.2036 .3392 
24 -.7587 -.0137 -6.2911 1.4507 -1.8064 1.4151 
25 .1329 .2798 -.7075 -.9115 -.2439 .1781 
26 -.3456 .0363 -.6885 .5468 -.4262 .1199 
27 -.5091 .4021 -.7651 -.2509 .5475 .0171 
28 -.3985 .6364 -5.5957 4.3686 -2.3469 .4726 
29 .1259 .8809 -1.6591 1.7208 .6626 1.1364 
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Table 23. Values of the correlation {i,j) of the ith food 
characteristic and jth nutritional element 
(i = 1,2,...6; j = 2,3,4,5...17) 
Nutritional . Factors 
ement j 1  2  3  4  5  6  
2  . 2 7  — .  1 2  - . 0 2  - . 2 2  
o
 
CM 
- . 0 1  
3  - . 2 5  . 1 0  . 0 9  . 1 6  . 1 6  . 0 0  
4  - . 2 8  . 1 0  - . 1 9  - . 0 1  . 2 5  — .  0 6  
5  —  . 2 0  . 0 9  . 0 9  . 1 4  . 1 2  
o
 
o
 
6  . 1 1  - . 0 5  . 2 0  . 1 0  - . 0 3  
vo o
 
7  - . 8 1  - . 1 0  . 4 5  . 1 4  . 0 6  . 0 7  
8  . 1 7  - . 3 3  - . 0 5  . 2 5  - . 1 3  . 0 5  
9  - . 2 1  . 0 1  . 0 6  . 2 2  . 1 0  . 0 3  
1 0  - . 5 1  . 1 1  . 0 2  - . 0 7  . 1 6  - . 0 5  
1 1  . 0 5  - . 0 1  - . 0 3  . 0 1  - . 0 3  . 0 6  
1 2  . 0 5  - . 0 1  1 o
 
w
 H
 
o
 - . 0 3  . 0 6  
1 3  - . 0 4  - . 0 4  . 0 1  . 2 4  - . 0 8  - . 0 3  
1 4  . 0 7  . 0 5  . 0 2  . 1 0  . 0 3  . 0 8  
1 5  . 0 7  . 0 2  . 1 0  . 1 4  . 0 4  . 0 0  
1 6  . 0 1  . 1 0  . 0 6  - . 3 9  . 4 1  . 1 5  
1 7  . 0 7  . 0 5  . 0 3  . 2 6  - . 0 7  - . 0 4  
qualities 2 through 6 are still unknown, since they have low 
simple correlations with the 16 nutritional elements. 
In another attempt, I tried to name those factors by 
expressing each factor (food characteristic) as a function of 
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those 16 nutritional elements, assuming the factors have 
linear relationships with the nutritional elements, by using 
the method of stepwise regression in the Mouflon program [17b]. 
"Before we look at the stepwise procedure let us con­
sider a general case. First, let denote the set of 
variates x,,...,x which are currently in the model and let 
P 
Xg denote the set of variates . . ,Xj^. 
Next, define the sample partial correlation coefficient 
of the dependent variable y and one of the independent 
variates from the set (say , to be the simple 
correlation coefficient of y* and x*... y* is the set of p+i 
residuals resulting from the regression of y on x^,x2,...fXp 
and x*^j^ is the set of residuals resulting from the regression 
of Xp^j^ on Xj^,Xg,...,Xp. Let the sample partial correlation 
coefficient of y and x . be denoted by r . - .  p+i p+i 
Now consider the case of transferring one of the variates, 
Xp^j, from set X2 to set X^, (i.e. including Xp^j in the re­
gression equation). Let RSS^^j denote the residual sum of 
squares for the regression of y on x^,Xg,...,x^,x^^j. Note 
t h a t  t h e  v a l u e  o f  j  c a n  b e  1 , 2 , . . . , k - p .  
Let Xp^^ be 'the' variable transferred to the set X^ 
where i satisfies 
RSSp_j_^ ^ j j = 1,2,...,k—p. 
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This is equivalent to 
Vi - ^P+i ^ "-P 
since it can be shown that 
= RSSpd-r^^.) . 
2 
Thus, the selection of the largest ^p+j j = l,2,...,k-p, 
minimizes RSS^^j. 
Now consider the case of transferring one of the inde­
pendent variables from the set to the set X2 (i.e. 
removing it from the regression). Let RSS^ denote the residual 
sum of squares for the regression of y on ...Xj 
Xj^^...Xp. It can be shown that 
si 
RSS . = RSS„ + —. 
: p Cjj 
Let x^ be 'the' variable transferred to the set Xg 
where i satisfies 
êf g' 
- £ —— j - 1, 2 , . . . ,P 
^ii °jj 
or 
(t^)^ £ (t^)j j = If2,.../P . 
2 ' ^i/Cii 
where • . Thus, the selection of the smallest 
2 (t ). for j = 1,2,...,p minimizes RSS.. 
c ] ] 
The above considerations give way to the stepwise re­
143 
gression procedure, which consists of two alternating steps 
and examination of termination criteria after each step. 
The procedure terminates when any one of the following cri­
teria is encountered. 
1) There is no variable to enter and no variable to 
remove. 
2) The procedure dictates that the same variable be 
entered and removed successively. This can be 
corrected by changing the F levels if the user so 
wishes. 
3) The total number of steps executed reaches the maxi­
mum number of steps specified by the user. 
The procedure begins with Step 1 and no variables entered 
in the model. 
Step 1 ; Enter variable i into the regression if i 
satisfies r^,^^ > r^.^^ j = l,2,...,k-p and (t^)p+i = 
(n-p-2) r.^ 
E±1 > F._ . F. is the F level to enter a variable 
and is specified by the user. 
The termination criteria are now checked. If any one of 
the three criteria are satisfied, STOP. If none of the 
criteria are satsified, GO TO STEP 2. 
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Step 2; Remove variable i from the regression if i 
satisfies (t^) £ (t^lj j = l,2,...,p and (t^)^ < 
F  . i s  t h e  F  l e v e l  t o  r e m o v e  a  v a r i a b l e  a n d  i s  
out 
specified by the user. 
The termination criteria are now checked. If any one of 
the three criteria are satisfied, STOP. If none of the 
criteria are satisfied, GO TO STEP 1." 
I assign the maximum number of steps to be performed 
equal to 32 (one step is considered to be either the enter­
ing or removing of a variable) , the F-value used as a 
criterion for entering a variable (F\^) equal to 1.69 and the 
F-value used as a criterion for removing a variable 
equal to 1.49. The F = 1.69 and F = 1.49 are values of 
points of the distribution of F which are significant at five 
percent level and ten percent level, respectively. Both F-
values are selected for large samples. 
The least squares results of the regression of factors 
1 through 5 on the nutritional elements are listed in Tables 
24 through 28, respectively. 
They all have F-values significant at the one percent 
level. Most of the t-values of Tables 24 through 28 are 
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Table 24. Results of the regression of the loading of the 
first factor on the nutritional composition of 
foods (r2=.8837) 
Nutritional Regression Standard 
element j Coefficient Error 
4 0.0408763* 0.022393 
5 -0.024957*** 0.0089914 
7 -1.0541*** 0.099520 
8 0.0040701*** 0.00083983 
11 0.00066423* 0.00033699 
14 0.99463*** 0.23836 
* 
Significant at .10 level. 
*** 
Significant at .01 level. 
Table 25. Results of the regression of the loading of the 
second factor on the nutritional composition of 
foods (r2=.6833) 
Nutritional Regression Standard 
element j Coefficient Error ft 
7 -0.56027 0.11399 
9 0.0024268 0.0016551 
11 0.002323*** 0.00035137 
12 0.002142* 0.0013996 
* 
Significant at .10 level. 
*** 
Significant at .01 level. 
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Table 26. Results of the regression of the loading of the 
third factor on the nutritional composition of 
foods (r2=.5677) 
Nutritional 
element j 
Regression 
Coefficient 
Standard 
Error 
4 -0.067918*** 0.019577 
7 0.22916*** 0.079923 
11 0.00049216* . 0.00026709 
14 -0.94576** 0.43749 
15 0.089310 0.066907 
16 0.022540* 0.013466 
* 
Significant at . 10 level. 
* * 
Significant at 
* * * 
Significant at 
.05 level. 
.01 level. 
Table 27. Results of the regression of the loading of the 
fourth factor on the nutritional composition of 
foods (r2=.8837) 
Nutritional 
element j 
Regression 
Coefficient 
Standard 
Error 
2 -0.28586* 0.13410 
3 -0.0053375* 0.0032939 
7 . 0.12825 0.085907 
10 -0.45680*** 0.13987 
12 0.0026128* 0.0014973 
13 0.000083323*** 0.000019893 
16 -0.042950*** 0.015410 
* 
Significant at .10 level. 
** * 
Significant at .01 level. 
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Table 28. Results of the regression of the loading of the 
fifth factor on the nutritional composition of 
foods (R^=.3060) 
Nutritional Regression Standard 
element j Coefficient . Error 
12 0.0027788** 0.0012229 
16 0.029453* 0.014758 
* 
Significant at .10 level. 
** 
Significant at .05 level. 
significant at the one percent level. Only a few are not 
significant at all. 
The least squares results from Tables 24 through 28 
suggest that factor one is a function of protein, fat, ash, 
calcium, sodium and thiamine and their relationship is listed 
in Table 24. Factor 2 is a function of ash, phosphorous, 
sodium and potassium and their relationship is shown in 
Table 25, etc. Factor 6 or food characteristic 6 does not 
have a linear relationship with the nutritional elements. 
By using estimation method 2, six factors or six food 
characteristics that consumers use to judge in buying food 
are obtained. We can call these six food characteristics, 
quality 1, quality 2, quality 3, ..., quality 6, respective­
ly. The first five qualities can be explained by the 
nutritional elements. 
Since qualities one through five are correlated with 
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various food characteristics, we can say that consumers 
at least use some of the nutritional elements as the basis 
of their decision in buying food. 
To find implicit prices of those food characteristics 
number 1 through 6 or quality one through six, formula 
(3.2.26) is needed. Since vector pj^ is the set of deviated 
prices of the national and 23 city annual average retail 
prices of the 29 food commodities, formula (3.2.26) will 
provide us 6x48 implicit prices, i.e., implicit prices of food 
characteristic number one for the U.S. and 23 cities in 1969 
and 1970, implicit prices of food characteristic number two 
for the U.S. and 23 cities in 1969 and 1970, etc. 
Sometimes for interpretation we need product prices 
instead of deviated prices for the dependent variables. 
Since p.• = P..-P• or in matrix form ij 1J 1 
^11 ^12 •*• ^IN ^11 ^12 •*• ^IN 
(4 2 1) ^22 ••• P2N ^ ^ 21 ^22 P2N 
Pnl ^n2 ••• PnN ^nl ^n2 P nN 
P 1 
P 2 
n 
J 
149 
Substituting (4.2.1) in (3.2.26) we obtained 
(4.2.2) F = (f'Ê)"lf'P - (f'f)"l fP 
We can decompose F into 
(4.2.3) F = + gF 
where 
A /*>. A  ^1 /\ 
^F = (f'f) f'P 
2# = (f'f')~^f'P 
^F will also give us the implicit prices of the six factors 
(food characteristics) of the U.S. and 23 cities in 1969 and 
1970, but these implicit prices are in terms of product 
prices rather than deviated prices. Since we are interested 
only in one implicit price for each food characteristic, the 
implicit national annual average price would be an appropriate 
one to represent the implicit prices of the rest. From the 
first estimation method, we concluded that 1969 and 1970 can 
be pooled. The results of the estimation of the implicit 
prices of food characteristics number 1 through 6 on ^F = 
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(ê'ê) where is the national annual average price, 
are listed in Table 29. 
Table 29. Results of the estimation of the implicit prices 
of six food characteristics in 1969-70 (R^=.5134) 
Food characteristic Marginal Standard 
j implicit price Error 
1 -3.83956*** 0.657770 
2 2.55133*** 0.802014 
3 -9.04831*** 1.634279 
4 -1.97612* 1.074287 
5 1.29457 1.227644 
6 -3.58609** 1.657340 
^Significant at . 10 level. 
** 
Significant at .05 level. 
*** 
Significant at .01 level. 
4.2.1. Interpretation 
As we increase food characteristic number 1 by one 
unit weight per pound holding other food characteristics 
constant, we expect a food price decrease of 3.84 cents. If 
we increase food characteristic number 2 by one unit weight 
per pound, we expect a food price increase of 2.55 cents, 
etc. Since units of measurement of the various factors are 
unknown, the above analysis does not have a meaningful 
interpretation. 
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To avoid such unknown units of measurement in interpreta­
tion of implicit prices of the six food characteristics, we 
can substitute the relationships of each food characteristic 
to nutritional elements as shown in Table 24 through 28 into 
the relationship as shown in Table 29, i.e., 
Pg = -3.83956 (0.0408763x^4 - 0.024957x^5 + ...) + 
2.55133 (-0.56027x^7 + 0.0024268x^2 + ...) 
+ ... 3.58609 (0). 
The results are listed in Table 30. 
The interpretation of the implicit prices as shown in 
Table 30 is the same as presented in the first estimation 
method. 
If food energy rises by 100 calories per pound, the 
food price is expected to increase by 1.06 cents and an 
increase of 10 grams of protein will generate a 4.57 cents 
per pound increase in the food price. Since each commodity 
has its own uniqueness, an increase of food characteristics 
might come from the following forms: a) seasonal changes, 
e.g., animals usually have more fat in winter than summer, 
b) animal or plant breeding, c) cuts from different parts 
of the carcass (for example, two pork chops from the same 
carcass do not necessarily have the same amount of fat or 
lean, d) different mixing formulas, (for example, different 
ratios of fat to lean in hamburger, etc.). 
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Table 30. The results of the estimation of the implicit 
prices, 1969-70, of the nutritional elements 
Nutritional 
element j 
Marginal Implicit 
price 
Unit of measurement 
of implicit 
price per pound 
2 0.56489 cents/percent 
3 0.01055 cents/calorie 
4 0.45760 cents/gram 
5 0.09582 cents/gram 
7 0.29090 cents/gram 
8 -0.01563 cents/milligram 
9 0.00620 cents/milligram 
10 0.90269 cents/milligram 
11 -0.00105 cents/milligram 
12 
13 
14 
0.00390 
-0.00016 
4.73859 
cents/milligram 
cents/international 
unit 
cents/milligram 
15 -0.80810 cents/milligram 
16 -0.08095 cents/milligram 
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However, the implicit prices of water and fat do not 
have a meaningful interpretation, since we expect an in­
crease in the food price to result from an increase in the 
amount of water or fat. The problem might come from highly 
correlated variables. 
Nevertheless, nutritional elements j (j = 2,3,4,5, 
7,8,9,10,11,12,13,14,15 and 16) as listed in Table 30 are a 
helpful clue for researchers to consider when using the 
first estimation method to estimate implicit prices. 
The final estimation of implicit prices in estimation 
method 1 as shown in Table 14 involved nutritional elements 
3, 4, 9, 10, 12 and 15, which are the important nutritional 
elements that consumers base their judgment on when buying 
food. 
For finding the implicit prices of the uniquenesses, 
formula (3.2.27) is needed. Similarly, Â can be decomposed 
into 
(4.2.4) Â = + 2^ 
where 
= P - f'(jF) 
2# = P - 2'(gF) • 
As mentioned before, since we are interested in 
product prices instead of deviated prices or average prices, 
is needed for finding the implicit prices of the 
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uniquenesses. 
is the same as the residual or predicted product 
prices in the regression analysis. The values of the implicit 
prices of the uniquenesses (^Â) in both 1969 and 1970 are equal 
and they are listed in Table 31. It shows that all 29 com­
modities have different prices of uniqueness. 
If we assume that all 29 of those commodities have the 
same uniqueness (common uniqueness) as shown in (3.1.3.1), 
the implicit price of this common uniqueness is the inter­
cept term of the above regression. The implicit price of 
this uniqueness is 32.546699 and its standard error is 
8.224307. This uniqueness is significant at the one per­
cent level. 
Table 31. Implicit prices of the uniqueness of 29 commodities 
in either 1969 or 1970 
Commodity Implicit price of 
uniqueness 
round steak 100. 04273 
sirloin steak 151. 70381 
porterhouse steak 94. 03566 
boneless rump roast 83. 55005 
rib roast 75. 42409 
chuck roast 67. 88953 
hamburger 89. 56878 
beef liver 72. 03781 
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Table 31 (Continued) 
Commodity 
Implicit price of 
uniqueness 
pork chops 118 .84804 
loin roast 103 .82025 
pork sausage 66 .65844 
whole ham 69 .34256 
bacon 71 .23562 
frankfurters 60 .26632 
canned ham 83 .32019 
bologna sausage 106, .69853 
salami sausage 135, .57952 
liver sausage 98. 86825 
frying chicken 69. 77506 
chicken breasts 59. 87261 
turkey 70. 87537 
eggs 49. 95376 
grocery milk 37. 73300 
delivery milk 82. 06871 
skim milk 39. 99877 
evaporated milk 38. 13377 
ice cream 41. 54166 
cheese 72. 96618 
butter 46. 29095 
156 
5. CONCLUSION 
In the classical theory of consumer behavior it is as­
sumed that utility is a function of physical quantities of 
goods and services consumed. The utility function is shown 
in (2.1.1). Tintner [56] and Basmann [6, 7, 8] added more 
parameters to the utility function. Their utility function 
is listed in (2.21.1). Tintner [56] specified the additional 
parameter as an expenditure on advertising. Ladd [32] and 
my extension of Ladd [32] start by assuming that the con­
sumer's utility is a function of the total quantities con­
sumed of product characteristic (x^j), and assume the 
total quantity consumed of the jth product characteristic 
(j = l,2/...m) has a relationship with n physical quantities 
of goods and services consumed. After I substituted the 
latter in the former, our utility was a function of both 
physical quantities of goods and services consumed (q%, 
i = 1,2,...n) and product characteristics (x^^; i = 1,2,...n; 
j = 1,2,...m). The original quality utility function, the 
relationship between the total quantities consumed of product 
characteristics and n physical quantities of goods and 
services, and the derived quality utility function were 
listed in (2.3.3), (2.3.1) and (2.3.3.1), respectively. 
The classical theorists, Tintner, Basmann, Ladd, and I 
assumed that a consumer acts rationally by maximizing his 
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utility subject to a linear budget constraint. First order 
and second order conditions and also the meaningful theorems 
of both the classical and the Tintner-Basmann theories of 
consumer behavior were used in building the quality model. 
From the first order conditions of the quality model, 
Ladd's physical (product) price-quality (implicit) price 
model was derived. The former were listed in (2.3.7.1) and 
the latter in (2.3.12) or (2.3.14). 
Ladd's physical price-quality price model states that 
for each product consumed, the price paid by the consumer 
equals the sum of the implicit prices of the characteristics 
possessed by the product each multiplied by the quantities of 
those characteristics obtained from the marginal unit of the 
product consumed. 
In deriving meaningful theorems from the quality model I 
considered the effects of a change in the amount of charac­
teristic j in product i (x\j) upon the quanitty demanded 
(g\), and also upon the total quantity consumed of product 
characteristic j (x^j). I also considered how the total 
quantity consumed of product characteristic (x^j) responds to 
a change in income (I) or to a change in a particular price 
(Pi) . 
The effect of a change in x.. upon the value of q. was 
IJ i 
shown in (2.3.20), (2.3.21) and (2.3.22). Its value depends on 
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three things, namely, equilibrium marginal utility of income 
(A*), a substitution term (S^^) and the effect of a change 
in the product characteristic on the change in the marginal 
utility function (SÛ^/SXgg). Since the third term is un-
measurable, the ratio of two distinct demand changes (Cp^) 
was then considered. Equation (2.3.24) shows the ratio of 
the two distinct demand changes to depend on the ratio of the 
two substitution terms. It was measurable. The shifts in 
the demands for commodities which were complementary to the 
commodity whose marginal utility had been increased would be 
sympathetic if the two commodities (s and r) were comple­
mentary; the shifts would be antagonistic if they were 
substitutes. 
The expression of the effect of changing the quantity 
of product characteristic per unit of product (x\j) on the 
change in total quantities consumed of the product charac­
teristic was listed in (2.3.26) and (2.3.27). When we assumed 
that a change in a particular product characteristic (Xgg) 
had an effect only on the particular product consumed and no 
effect on other products consumed, (2.3.26.i) and (2.3.27.i) 
or (2.3.26.ii) and (2.3.27.ii) would be the solution depending 
upon the assumptions about the sth and 2nd quantities. Under 
the assumption that s=2, if an increase of x^j (0<s£n) causes 
an increase in the q^fj -- 1,2,...m), then the total amount of 
Xgj increased. For the reverse case of (2.3.26.ii), the re^ 
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suit would depend on the magnitude of the two terms. 
The effect of a change in income (I) on a change in 
total quantity consumed of the jth proudct characteristic 
(Xgj) was shown in (2.3.28). Under the assumption that an 
increase in an individual consumer's income would cause an 
increase in the consumption of only a particular product 
consumed, but would have no effect on other products con-
axQi 
sumed, (2.3.29) would be the solution, and the sign of ^ 
aq-
would depend solely on the sign of 
The effect of a change in a particular price (P) upon the 
value of the jth total quantity consumed of a product char­
acteristic is shown in (2.3.30). Under the assumption of a 
perfect competitive market, (2.3.20.i) was considered. The 
effect of a change in a particular price on the total 
quantity consumed of a product characteristic would depend 
upon the substitute goods and complementary goods in that 
market. If there were only substitute goods, or more 
substitute goods than complementary goods in the market, an 
increase in price would cause an increase in the total amount 
of the jth characteristic, and vice versa. For some cases, 
8Xi. 
under the assumption of an imperfect market where ^ in 
(2.3.30) is not equal to zero, the solution would depend not 
only upon the substitute and complementary goods, but also 
9x. . k 3x\. 
on the sign of and the magnitude of Z qf _ ^ . 
^^s i=l ^ '^^s 
160 
On testing Ladd's physical (product) price quality 
prices relationship, only two methods of estimation were used 
in this paper. 
Assume consumers use 16 nutritional elements of foods, 
as listed in Table 3, as the bases of their decisions in buy­
ing food. Under estimation method one, i.e., regression analysis, 
after eliminating one of each pair of highly correlated 
variables and irrelevant data, only eight nutritional elements 
and three groups of uniquenesses were involved in our final 
estimation. The eight nutritional elements were food energy, 
protein, carbohydrate, phosphorus, iron, potassium, ribo­
flavin and ascorbic acid. The groups of uniquenesses were: 
a) every commodity as listed in Table 1 except veal cutlets 
and lamb chops, (b) veal cutlets and (c) lamb chops. The 
relationship of product prices to the 8 nutritional elements, 
uniquenesses, and their implicit prices are listed in Table 
14. 
Under estimation method 2, starting with a 29 x 48 
matrix of the national and 23 city annual average prices of 
29 foods, six important unknown food characteristics were 
found according to their respective order of importance. 
For instance, the first characteristic will be the most 
important and the sixth, the least important. These six 
unknown food characteristics can be called qualities 1, 2,... 
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and 6, respectively. They are listed in Table 22. These 
last six factors (food characteristics), are not any one 
of the 16 nutritional elements of foods listed in Table 
3, but the first five characteristics can be expressed as 
linear functions of the nutritional elements. The re­
sults of these relationships are listed in Table 24 through 
28. Implicit prices of the six food characteristics are 
listed in Table 29 and implicit prices of the uniquenesses 
are listed in Table 31. All 29 commodities have their own 
uniquenesses. 
Estimation method 2 gave us qualities one through six 
in a descending order of importance as food characteristics 
on which consumers base their judgments when buying food, 
the identities of these six food characteristics, however, 
are unknown. Under estimation method one, there are eight 
known and measurable food characteristics. However, we can­
not be sure that consumers use criteria other than these 
eight as a basis for their decisions when buying food. 
We then tried to name those ordered unknown food charac­
teristics obtained from the second estimation method by using 
those measurable food characteristics obtained from the 
first estimation method. The results of this relationship 
will tell us two things: a) We directly name the six un­
known factors if we have high simple correlations between 
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them and the measurable food characteristics, or we in­
directly name them, if we can express them in terms of the 
measurable food characteristics, b) If (a) holds, these 
results provide a check on the result of estimation method 1. 
In other words we know that those measurable food charac­
teristics that we used in estimation method 1 will be the 
ones that consumers use most as the bases of their decisions 
in buying food. 
Estimation method 1 is more appropriate for finding 
implicit prices of the food characteristics, since units of 
measurement are specified. In estimation method 2, some 
of those units of measurement are still unknown. Estima­
tion method 2 is more appropriate for finding implicit prices 
of uniqueness since all implicit prices of uniqueness are 
estimated. If we want to find implicit prices of unique­
ness using estimation method 1, the independent matrix (the 
X matrix) will be singular. 
One way to handle these two estimation methods is to 
start with estimation method 2 which gives us the six 
important food characteristics in their order of importance. 
Then, try to make these six unknown characteristics measur­
able either by using simple correlation or expressing them as 
functions of the measurable food characteristics obtained 
from estimation method one. Now, use the second estimation 
method to find both implicit prices of factors and of 
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uniqueness, then substitute the measurable food charac­
teristics for the unknown ones. These are listed in Table 
30. If results are unsatisfactory or have no interpreta­
tion, the first estimation method will be required. However, 
the results of the second estimation method help researchers 
to realize that food characteristics (nutritional elements) 
which appear in the final estimation of the second estimation 
method should at least appear to some extent in the final 
estimation of method 1. 
Results of the estimation of implicit prices obtained 
from both estimation methods suggest that consumers base 
their judgment on some of those nutritional elements when 
buying food. These methods also can be used for multiple 
quality standards in grading systems. 
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8. APPENDIX 
8.1. Estimation of Some Data in 
Table 2 
Nutritional elements of food as shown in Table 2 of this 
paper are obtained from Tables 1 and 2 of Composition of 
Foods, Agriculture Handbook No. 8, Agricultural Research 
Services, United States Department of Agriculture (USDA). 
Vectors of water and ash are obtained from Table 1, the rest 
from Table 2 of the Composition of Foods, U.S.D.A. [63]. 
The following table shows the corresponding numbers as 
listed in the Composition of Foods, U.S.D.A. [63]. 
Commodities Table 1 Table 2 
1. round steak 352 352a 
2. sirloin steak 287 287a 
3. porterhouse steak 257 257 
4. boneless rump roast 357 357b 
5. rib roast 332 332a 
6. chuck roast 218 218a 
7. hamburger 369 369 
8. beef liver 1266 1266 
9. veal cutlets 2381 2381a 
o
 
1—1 
pork chops 1715 1715a 
11. loin roast 1715 1715a 
12. pork sausage 2013 2013 
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Commodities (Continued) Table 1 Table 2 
13. whole ham 1698 1698a 
14. picnic ham 1749 1749a 
15. bacon 1669 1669a 
16. lamb chops 1199 1199a 
17. frankfurters 1994 1994 
CO 1—
1 
canned ham 1783 1783 
19. bologna sausage 1982 1982 
20. salami sausage 2017 2017 
21. liver sausage 2003 2003 
22. frying chicken 686 686a 
23. chicken breasts 706 706 
24. eggs 968 968a 
25. grocery milk 1320 1320 
26. delivery milk 1320 1320 
27. skim milk 1322 1322 
28. evaporated milk 1324 1324 
29. ice cream 1140 1140 
CO
 
o
 
American process milk 646 646 
31. butter 505 505 
To transform grains of ash per 100 grams of edible 
portion into grams of ash per pound of edible portion, mul­
tiply by 4.57143 (1 lb = 457.143 grams). Percentage of water 
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in 100 grains is expected to be the same as the percentage 
per pound. Therefore no transformation is needed in this 
step. 
The number of grams of carbohydrate in pork sausage is 
'trace' and it is replaced by zero. The numbers in paren­
theses denote values imputed - usually from another form of 
the food or from a similar food. A zero in parentheses indi­
cates that the amount of a constituent probably is none or 
is too small to measure. Asterisks denote lack of reliable 
data for a constituent believed to be present in measurable 
amounts. I substituted zero for ?11 the asterisks under 
the columns of vitamin A value, thiamine, riboflavin, nia-
cine and ascorbic acid. For asterisks under columns of sodium 
and potassium I estimated the values by using the following 
method. 
Define Ca^, K^, Fe^, Pj and Na^ as calcium, potassium, 
iron, phosphorous and sodium from Table 1 of the Composition 
of Foods, U.S.D.A., and define Ca^^, ^n' 
from Table 2. 
Also define 
_ "^11 _ '•^ii _ ^®ii 
Naj Kj Caj FSj -
The estimated value of sodium in hamburger iNa^j(369)) 
is shown as follows; 
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Na Ca K Fe^T P^, 
"^11 "69) = Y'csf + if + Flf ' 
NAJJ(369) = 163.5. 
The estimated values of sodium in salami sausage 
(Na^j (2017)), liver sausage (Na^j (2003)), frying chicken 
{Najj(6867)) are shown as follows 
-II = + 
Na^j{2017) = 7616.1 
NAJJ{2003) = 204.4 
NAJJ(686) = 164.34 
Najj(706) = 201.1. 
The estimated amounts of phosphorous in salami sausage 
{Pjj(2017)), liver sausage (P^^. (2003) ) , frying chicken 
(Pjj(686)) and chicken breasts (P„j(706)) are shown as 
follows 
-XX = ^ 
PJJ(2017) = 2138.55 
PJJ(2003) = 730.80 
PJJ.(686) = 682.24 
P^J(706) =988.0. 
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8.2. Estimation of Some Data in 
Tables 1, 16 and 17 
Data shown in Tables 1, 16 and 17 are presented in 
cents per pound. Some commodities, such as milk, ice cream 
and eggs, are sold in cents per some other weight, for 
example, cents per 1/2 gallon for milk and ice cream, and 
cents per dozen for eggs. 
Since either fresh grocery milk or fresh delivery milk 
weighs 8.61 pounds per gallon, [14b, p. 4), to calculate 
the price of these two products in cents per pound is to 
divide the milk price in cents per gallon by 8.61. The 1969 
U.S. average price of grocery milk, for example, will be 
= 12.78 cents per pound. 
For one gallon of skim milk or ice cream, the weights 
are 8.64 [14b, p. 5], and 4.5 pounds [62, pp. 22-23], 
respectively. To convert prices of skim milk and ice cream 
in cents per gallon to cents per pound, divide the prices 
by 8.64 and 4.5, respectively. 
Since a dozen grade A, large eggs weigh 2.5 ounces 
[64], one pound of grade A, large eggs will cost ^  
times the price per dozen. 
Several city prices of veal cutlets and lamb chops 
are excluded, to avoid some estimation. I simply dropped 
them in the second estimation method and added a new item, a 
medium size turkey. 
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There are two different entries for skim milk prices 
in the report of the U.S. Department of Labor, Bureau of 
Labor Statistics, Estimated Retail Food Prices in both 
1969 and 1970. Every city reports only one kind of skim 
milk. To obtain 23 city average retail skim milk prices is 
to combine two kinds of skim milk. The U.S. annual average 
price of skim milk will be the average of the two kinds 
of skim milk. 
